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Abstract

Nowadays the applications of the robotics are becoming infinite. We can find robots in every aspect of the life, even if we often don’t realize that we are in front of one. We can differentiate some kinds of robots: some of those robots are controlled by an operator, other are set to do some specific job/movement, and others work autonomously with total independence on the operator, interacting by themselves with the environment. In this thesis we are focusing on this last kind of them, and we are going to introduce one of the most widely used libraries in terms of path planning, the OMPL (Open Motion Planning Library) and elaborate a comparison among all the sampling based planning methods included in this library. To do so, we will create an specific problem that will be solve by different methods.
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Chapter 1

Introduction

During last years the autonomous vehicles have become very popular since they allow the performance of dangerous tasks while avoiding the human operator to be in danger. However, not only in critical and dangerous tasks but in every kind of them, for example the ones involving commercial applications, like a robot that brings some object from the store to the customer, or in health care, autonomous urban navigation and much more. Because of that is important the accuracy of their movements in order not to be a threat for the environment, both, the material one and the human.

One of the keys of this raising popularity has been the big amount of progress have been made in the area of motion planning, where the basic problem is to find a trajectory for a robot between a start state and a goal state while avoiding any collision with the obstacles in the middle.

More concretely, the sampling based motion planning, which is a powerful method that employs sampling of the state space of the robot in order to quickly and effectively solve planning problems, above all for systems that are subjected to differential constraints or those with high number of degrees of freedom. Older approaches to solve these particular problems might take too much time because of the motion constraints or the size and dimension of the state space. Sampling methods give the possibility to quickly cover a much larger and more complex piece of the state space to get goal state from a state space through a valid and feasible path.

Another interesting feature of the sampling-based methods is that most of them provide a probabilistic completeness, which means that if a solution exists, the probability of finding converges to one as the number of samples goes to infinite. However, sampling-based approaches do not know if the problem has solution solution or not.
1.1 Target of the thesis

During the last years it has been an increasing relevance the sampling-based planning methods, a lot of research and investigations have been done with them. Also the creation of a wide variety of extensions and variants of all of the different approaches. Usually all this variants have been carried by different researches. That makes difficult to compare the different techniques because they were tested on different environments, using different systems, lying on the use of different libraries and languages. This reason has motivated the realization of this thesis in which, making use of the OMPL, Open Motion Planning Library, an extended library where most of the sampling-based methods have been implemented.

In order to put all these planning methods to work under the same situation, we have created an environment consisting in a square map [100]x[100] with some circle obstacles in the inside. All the simulations will be done in the same computer, so the results will be easy comparable and reliable, and using the configuration space mentioned above. The idea to solve the same problems with all the different sampling-based planning methods and elaborate a comparison between the outputs given, is because after that it will be obtain sort of a list of the advantages and disadvantages of each method so for future uses it could be useful to decide which one to choose depending on the problem to be solved.
Chapter 2

State of art

When dealing with motion planning problems, traditionally we can divide the resolution of a motion planning problem in three main different approaches:

1) Roadmaps. It attempts to creates a connection inside the free space with a network of sampled states called roadmap. In order to give a proper representation of the State Space, this roadmap needs to have easily connections between the nodes in the free space and those belonging to the roadmap. After the roadmap is fully built, the known states, goal and start, are attempted to connect with the roadmap, and it is searched a path connecting them.

2) Cell decomposition. This approach instead, tries to decompose the free space into separated cells in a way that two states in the cell could be path connected. Then a graph is built to represent how the cells are aside each other. Then in order to find a path solving the motion planning, the graph is searched to have a chain of cells containing the initial configurations. A path is obtained from this chain. This approach has been applied for example in the method known as Trapezoidal Decomposition [1].

3) Potential Field Approach. In this approach no graph is built. Instead, it is based on a potential function, elaborated [2] as a lead to find the path connecting the start and goal states. This function, generally is given as a function of two subfunctions, one it would be a positive, or attractive, potential, getting the robot closer to the goal state. And the second would be a negative, or repulsive, potential attempting to steer the robot away from obstacles. Then, computing the negative of the gradient of such function in a certain configuration $q$, it is obtained the direction of that configuration. Thank to the avoided precomputation, this approach is widely used in real-time problems in which an online resolution of the query is needed.
In this thesis we are going to focus on sampling-based algorithms which involve the two first approaches mentioned before, roadmap and cell decomposition.

Sampling-based algorithms are defined as those algorithm representing the configuration space with a set of sampled state creating a roadmap. As a general view, an algorithm in this category samples $N$ random configurations in the state space, rejecting those which are not valid, i.e collide either with the boundaries or with the obstacles. After that in order to find a solution path that links the given start and goal configurations, these are added to the roadmap. Then, with some specifications, the algorithms looks for a path linking start and goal states in the roadmap. If this is the case the planner is successful. Usually, this planners are probabilistic completes, meaning that if the time spent is higher the probability to find a solution is 1.

Here some modifications are considered like instead building the connection between all the nodes in the roadmap, just created a growing tree from the start configuration; in case of connecting different nodes, doing it by regions of neighbours nodes, not with the whole roadmap; assuming different ways to sample the nodes, uniform, nonuniform, quasirandom, pseudorandom.

As a consequence of this modifications, some different categories of sampling-based methods have been developed.

- Probabilistic roadmap
- Tree-based algorithms
- Cell decomposition methods

**Probabilistic Roadmap** Probabilistic roadmap [10], as it is shown in Figure 2.1 a bunch of states have been sampled, black points. Keeping those that are collision-free, i.e. are inside the white areas. The next step is to establish a connection between some sampled states, the criterion used in this kind of algorithms is to connect a state with all those nodes that are inside a given radius, leading to the construction of the roadmap. Once the roadmap has been done the algorithm include the star and goal states in the roadmap and searches for a path connecting them.

**Tree-based algorithms** In Figure 2.2 it can been seen the tree built by using the algorithm RRT, in which a tree is created rooted at some start configuration. The construction of the tree is based on a randomly sampled states consecutively connected to the closet node in the tree. In such way, the tree grows toward the goal state very quickly. This algorithm and others, like the optimized version, RRT*, will be deeply discussed in the next chapters.
Cell Decomposition Methods  In this category the procedure is quite different from the two previous approaches. As it can observed in figure 2.3 the configuration space is analysed as follows. First, it starts launching vertical lines, when one of these vertical lines intersects with and edge, of an obstacles, a boundary cell is created. The algorithms sweeps the verticals line until this arrives to a vertex, or intersects with an edge different from the previous one. Once all the configuration space has been analysed, the creation of the cells results as in the right part of Figure 2.3.

In this thesis we are going to mention two of the planner in OMPL with cell decomposition methods, KPIECE and EST.
OMPL, the Open Motion Planning Library, is a library composed by the most important sampling-based motion planning algorithms. OMPL itself does not include any code related to, e.g., collision checking or some plotting process. This part is left as a user’s choice.

The Open Motion Planning Library provides a way to represent all the important concepts of motion planning, such as the state space, control space, state validity, sampling, goal representations, and planners.

OMPL is flexible and applicable to a wide variety of robotic systems. As a consequence to this flexibility, the outputs given by the implementation of code based in this library are not geometric representations of the robot or the configuration space. This is also designer’s choice since there exists a big amount of file formats, data structures and other ways of representation for robotic systems. Taking into account these things, the user must select a computational representation for the robot and provide an explicit state validity/collision detection method. There does not exist a default collision checker in OMPL, which allows the library to operate with relatively few assumptions, allowing it to plan for a huge number of systems while remaining compact and portable.

In Figure 3.1 is shown a overview of the ompl, where we can observe all the classes compounding the whole library. Nevertheless not all the objects from those classes have to be initialized, in fact most of them have default implementations that are enough for general planning.

Thanks to the classe SimpleSetup that creates a setting of all the needed classes, leaving the more customizable up to the user. These remaining classes that have to be initialized by the user are:
- StateSpace: where we decide whether we want to use one of the state spaces already created like SE2, SE3, dubins, or we would like to create our own from a Real Vector State Space or combining them.
- StateValidityChecker: it is a instance we need to initialize since it will determine our environment by being the functions that says whether a state is valid or not.
Figure 3.1: Overview of the OMPL framework
Here we will include the bounds and the obstacles of our problem.

In case we are dealing with dynamic constraints, we need to add the two as well:
- ControlSpace: which basically needs the dimension of the control vector.
- StatePropagator: The function responsible to apply the control to some state.

There are two ways of working with ompl:

**Code** : One way is the already mentioned, through the coding of a series of instances, initializing them and creating the problem to be solved. To do so it is needed a compiler software. Let’s show how this is done with our example.

In this specific case we have a 100x100 square in which there are four circular obstacles, sited at coordinates (25,25), (25,75), (75,25) and (50,50) all of them with a radius of value 10. We want the robot going from (10,10) to (90,90), and each state has 4 coordinates, \( q = (x, y, \theta, v) \). First we need to initialize the state space and then pass that info through the state validity checker. We chose to do it by selecting a vector with dimension 4 and assigning each coordinate to each position (see algorithm 1). But other ways could be done, such as creating a compound state space from the SE2 which already includes \( x \), \( y \) and \( \theta \) and adding a 4th element for the velocity.

**Algorithm 1** Definition of state space and setting bounds

```cpp
ob::StateSpacePtr space(new ob::RealVectorStateSpace(4));

ob::RealVectorBounds bounds(4);
bounds.low[0]=0.;
bounds.low[1]=0.;
bounds.high[0]=100.0;
bounds.high[1]=100.0;
bounds.low[3] = 0.001;
bounds.high[3] = 1.;
```

The next step should be defining the State Validity Checker, in that case we have to pass through the function the current state of the system which has to be checked and cast its info so as we can operate with it. The function will return true if the state is collision free and satisfies the boundaries.

After that we have to establish the start state and goal state, choose which planner we want to be used to solve the problem, and the way we want to see
**Algorithm 2** Definition of State Validity Checker

```c
bool isStateValid(const ob::SpaceInformation *si, const ob::State *state)
{
    const ob::RealVectorStateSpace::StateType *state2d = state->as<ob::
    RealVectorStateSpace::StateType>();
    double x = state2d->values[0];
    double y = state2d->values[1];

    return si->satisfiesBounds(state) && (x-75.)*(x-75.)+(y-25.)*(y-25.)>100. &&
    (x-25.)*(x-25.)+(y-25.)*(y-25.)>100. && (x-25.)*(x-25.)+(y-75.)*(y-75.)>100. &&
    (x-50.)*(x-50.)+(y-50.)*(y-50.)>100. ;
    // return si->satisfiesBounds(state);
}
```

the output, the path planning. For further details like those see Appendix.

**GUI** : the second way to use OMPL is through the GUI, OMPL.app, that is a visual representation of OMPL, can be applied to planning motion with rigid bodies and different vehicle types (first-order and second-order cars, a blimp, and a quadrotor). It is based on the Assimp library, and uses a large variety of meshes to give a representation of robots and environments. Currently, it could be use for geometric motion planning for rigid bodies in 2D and 3D, and provides a control-based for a variety of simplified kinodynamic systems (car, blimp, or unicycle), and even a dynamic car using the Open Dynamics Engine. OMPL.app also gives one possible way of representing the dimensions and shape of the robot and how to transform these geometrics and the ones given by the environment into a collision checking through the library using a particular geometric representation.

To do some example with the app, first we have to select the type of robot, then among all the defaulted environments the one we want it to be the space, we also need to choose the robot, and last we set the planner. When everything is ready, Figure 3.4, we have the possibility to see the results as the states, edges, or states and edges.

In case we would like to create our own environment, the GUI reads file only in COLLADA format for both, robots and environments. This will be treated in the next section.
3.1 Environment creation in 3D

First of all, we have to mention that even if the problem is involving the resolution of a state space in 2D, like SE2, the environment needed to be used inside the ompl.app it has to be a 3D image due the geometric interpretations that internally the GUI realizes in order to convert this 3D images in boundaries for the problem that is being solved. In fact we could be using a 3D environment with a 2D robot, or vice verse, but maybe in some situation the resolution could be senseless, reaching a problem configuration without boundaries in some dimension.

To do so, first, we need a 3D software that creates COLLADA files. In our case has been chosen Blender.

Continuing with the same problem as in the previous sections, the environment has been rendered and the result is shown in Figure 3.6. Once this has been created, it will be copied in the correspondent directory and then it is ready to be used.

To show the result, in Figure 3.7 it has been used the recently created environment in a Rigid Body robot 2D, a car, and the planner selected was RRT, for its interesting plotting outputs.
Figure 3.6: 3D image generated by Blender of the environment required

Figure 3.7: Output of the planning motion in ompl.app with our own environment
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Planning Methods

Once we have seen how to develop any environment in OMPL through the different way to do it, the next step is to choose which planner we want to use to solve our problem. In OMPL there are two categories of planners:

- Geometric Planners
- Control-based planners

In this chapter it will be discussed the different planning algorithms inside these two categories and how some of them work, the mainly used as RRT, PRM.

Most of the planner have been developed in both categories, usually first came the geometric and then it was adapted to its control version. An exception of KPIECE, and PDST, which were create as control planner and then converted to geometric ones.

4.1 Geometric Planners

The planners in this category only accounts for the geometry and kinematics constraints of the system.

These geometric planners [3] compute a collision-free path connecting the initial and final configurations of a robot with a minimal number of waypoints, in 2D and 3D environments. As an output geometric planners provide a geometric description of the robot motion, the \((x, y, z)\) coordinates of the path, given a validity checker function.
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Figure 4.1: Classification of the two categories in geometric planners and all the planners inside them. Although, there is a third category which will be mentioned at the end of this chapter that is the optimizing planners

4.1.1 PRM

Probabilistic RoadMap, this planner is able to compute collision-free paths for robots of almost any type moving among static obstacles (fixed workspaces). But where PRM is very useful is for robots with many dof [4]. A general view of method has two phases:

- Roadmap phase: A roadmap the nodes of which are collision-free configurations and the edges are collision-free paths is built repeating two steps:
  
  - Pick a random configuration of the robot, check it for collision and repeat this step until the selected configuration is collision-free.
  
  - with a fast local planner, attempt to connect the former configuration to the roadmap. In Figure 4.2 we can see the final result of all these collision-free connections between the sampled states.

- Path creation phase: To find a path between an initial and goal configuration, this step attempts to connect these configurations to the roadmap and searches in the roadmap for a sequence of local paths linking them.

The name of multi-query planner is given because these two phases do not have to be executed sequentially. Instead, they can be mixed to limit or adapt the size of the roadmap to difficulties found during the path creation phase.
Algorithm 3 Roadmap phase algorithm
\begin{algorithmic}
\State $V \leftarrow \emptyset$
\State $E \leftarrow \emptyset$
\While{$|V| < n$}
\Repeat
\State $q \leftarrow$ a random configuration in $Q$
\Until{$q$ is collision-free}
\State $V \leftarrow V \cup \{q\}$
\EndRepeat
\ForAll{$q \in V$}
\State $N_q \leftarrow$ the $k$ closest neighbours of $q$ chosen from $V$ according to $dist$
\ForAll{$q' \in N_q$}
\If{$(q, q') \notin E \text{ and } \triangle \{(q, q')\} \neq NIL$}
\State $E \leftarrow E \cup (q, q')$
\EndIf
\EndFor
\EndFor
\EndWhile
\Return $G=(V,E)$
\end{algorithmic}

In OMPL this planner has an implementation that uses one thread to construct a roadmap while a second thread checks whether a path exists in the roadmap between a start and goal state.
The first phase can be seen in algorithm 3. It starts from an empty graph \( G = (V, E) \), then a randomly configuration \( q \) is chosen. If \( q \) is collision-free then is added to the graph and this process is repeated until \( N \) nodes are created, user’s choice. After that, the local planner, \( \), connects \( q \) to \( q' \) and if this connection is successful, meaning collision-free, is add as an edge.

**Algorithm 4** Path selection phase algorithm

1. \( N_{q_{init}} \leftarrow \) the \( k \) closest neighbors of \( q_{init} \) according to \( \text{dist} \)
2. \( N_{q_{goal}} \leftarrow \) the \( k \) closest neighbors of \( q_{goal} \) according to \( \text{dist} \)
3. \( V \leftarrow \{q_{init}\} \cup \{q_{goal}\} \cup V \)
4. set \( q' \) to be the closest neighbour of \( q_{init} \) in \( N_{q_{init}} \)
5. repeat
   - if \( \Delta(q_{init}, q') \) then
     - \( E \leftarrow (q_{init}, q') \cup E \)
   - else
     - set \( q' \) to be the next closest neighbour of \( q_{init} \) in \( N_{q_{init}} \)
   - end if
6. until a connection was successful or the set \( N_{q_{init}} \) is empty
7. set \( q' \) to be the closest neighbour of \( q_{goal} \) in \( N_{q_{goal}} \)
8. repeat
   - if \( \Delta(q_{goal}, q') \) then
     - \( E \leftarrow (q_{goal}, q') \cup E \)
   - else
     - set \( q' \) to be the next closest neighbor of \( q_{goal} \) in \( N_{q_{goal}} \)
   - end if
9. until a connection was successful or the set \( N_{q_{goal}} \) is empty
10. \( P \leftarrow \) shortest path(\( q_{init}, q_{goal}, G \))
11. if \( P \) is not empty then
    - return \( P \)
12. else
    - return failure
13. end if

While the procedure for the second phase it can be seen in Algorithm 4. This algorithm works having as an input an initial configuration, \( q_{init} \), a goal configuration \( q_{goal} \), the number of closest neighbours to examine, \( k \), and the graph \( G \), which is the output of the first stage. Once all the closest neighbours have been selected and added to \( N_{init} \) and \( N_{goal} \), the algorithm starts checking whether the path from closest one to \( q_{init} \) is free or not, in case is not free it will continue with the next neighbour. Proceeding this way it could be sure that the path between \( q_{init} \) and \( q_{goal} \) will be the shortest, within the built roadmap. In Figure 4.3 it can be seen the resulting path after both algorithms have been run and a path has been found. Among all the paths, in the roadmap, connecting
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$q_{init}$ with $q_{goal}$ this is the shortest, however it is not the optimal one, for this case it will be needed an optimizing planner.

![Shortest path selected by PRM](image)

Figure 4.3: Shortest path selected by PRM

**Single-Query Planners** What makes single query planners different from the multi-query ones is that the former are based on just one thread. These planner usually grows a tree of states connected by valid motions. The differences among these planners are the approaches and techniques they use to control where and how tree is expand. Also, there are planner which involve the creation of two trees, in this case one from the start state and other from the goal state and the target of the planner attempts to find a node common to both trees, these planner are called bidirectional planners.

In this section we have selected the two more important algorithms to go deeper in them an later to analyse and compare one with each other: RRT, EST. Other algorithms like KPIECE or STRIDE are included in this category. However, in the case of KPIECE, this will be touch in detail in the section of control-based planners since the first implementation was for dynamics systems.

### 4.1.2 RRT

A Rapidly-exploring Random Tree (RRT) is seen as an algorithm designed for searching in high-dimensional spaces, but is also a structure where data of each single configuration is saved. RRTs are built incrementally, in such a way that the distance between the random sampled state to the tree is reduced quickly. RRTs are very suitable for motion planning problems involving obstacles and, subjected to differential constraints. RRTs can be considered as a technique for
generating open-loop trajectories for non-linear systems specific constraints [5]. Usually, an RRT alone is not enough to solve a planning problem. That is why, it could be interesting to consider it as a component or as a module that can be used for the development of a wide variety of different planning algorithms. A brief description of the method for a general configuration space $C$ (this could be a state space with defined position and velocity).

**Algorithm 5 RRT2**

1: $V \leftarrow \{x_{\text{init}}\}; E \leftarrow \emptyset$
2: for $i = 1, \ldots, n$ do
3: \hspace{1em} $x_{\text{rand}} \rightarrow $ SampleFree;
4: \hspace{1em} $x_{\text{nearest}} \leftarrow \text{NEAREST}(G=(V,E),x_{\text{rand}})$;
5: \hspace{1em} $x_{\text{new}} \leftarrow \text{Steer}(x_{\text{nearest}}, x_{\text{rand}})$;
6: \hspace{1em} if Obstaclefree($x_{\text{nearest}}, x_{\text{rand}}$) then
7: \hspace{1em} \hspace{1em} $V \leftarrow V \cup \{x_{\text{new}}\}; E \leftarrow E \cup \{(x_{\text{nearest}}, x_{\text{new}})\}$
8: \hspace{1em} end if
9: end for
10: return $G=(V,E)$

The function add_edge includes a local planner responsible to check whether $q_{\text{rand}}$ is colliding with the obstacles, $C_{\text{obs}}$, or not, $C_{\text{free}}$.

An example of the previous algorithm is shown in Figure 4.4, where it could be seen the tree generated in whole free space avoiding the obstacles, blue circles. However this is a very simple example, and the problem could become more and more complex as we try to approach some real situations.
**4.1 Geometric Planners**

Figure 4.5: RRT

**RRTconnect** Inside OMPL we can find a version of RRT which applies the algorithm twice, one from the star and other from the goal, a bidirectional version of RRT. In the next example, shown in Figure 4.5 we have a car that has to go from the bottom part of the map to the top while avoiding some small obstacles and a big one in the top left part that creates kind of narrow passage. In order to solve this problem, a modification of RRT has been done, which is basically the use of two trees, one rooted at goal state and other at start state and with the objective to find a common node to both trees and connect them.

The RRT based algorithms have several properties that make them very suitable for a wide variety of planning problems: 1) the expansion of the RRT is pushed toward parts of the state space still unexplored; 2) The distribution of the vertices in an RRT approaches the sampling distribution (gaussian, uniform...); 3) an RRT is probabilistic complete under very general conditions; 4) as the PRM, the RRT algorithm is relatively simple, which facilitates performance analysis; 5) an RRT is always connected, even if the number of nodes is small; 6) an RRT can be used as a module, and could be adaptable and flexible, which provides a wide variety of planning systems.

A consequence of this might be that RRTs could be faster that PRM for holonomic planning problems since as mentioned in the advantage 5), RRT remains connected with a few number of edges while PRM creates many extra edges in
4.1.3 EST

EST, Expansive Space Trees, is a tree-based motion planner that attempts to detect the less explored areas of the space through the use of a grid imposed on a projection of the state space. Using this information, EST continues tree expansion primarily from less explored areas. As PRM, it is also based on a roadmap of milestones sampled in the free region of the configuration space. The difference with PRM relies in that this new algorithm tries to expand the roadmap only in the direction that is interesting for the pursued solution [6], meaning the part that contains only the configurations that are connected either to the initial configuration $q_{\text{init}}$ or the goal configuration $q_{\text{goal}}$, avoiding the extra work of computing the roadmap for the whole configuration space. To accomplish this requirement the idea is to star sampling in the neighbours of $q_{\text{init}}$ and $q_{\text{goal}}$, and then new samples in the neighbours of those which it is known to be connected to $q_{\text{init}}$ and $q_{\text{goal}}$, until a path is found. In order to have the ability to construct this dirigible roadmap the concept of visibility set is defined, let $V(p)$ be the set of all configurations seen from a free state $p$. In figure 4.6 are shown the two trees, blue one and white one, and surrounding each node there is a close are, which represents the visibility region.

The algorithm of EST works as follows: given two configurations $q_{\text{init}}$ and $q_{\text{goal}}$ it is randomly-sampled from $C$ but only are contained those states that are
path-connected to either $q_{\text{init}}$ or $q_{\text{goal}}$. After that, two trees are built rooted on both, initial and goal, configurations. These two trees are grown until the visibility region of one intersects with the visibility region of the other. The algorithm has basically two steps, expansion and connections, as shown in algorithms 7 and 6. A key point of this algorithm resides in the concept of weight of $x$, $w(x)$, which is defined as the number of sampled nodes inside $N_d(x)$ [6]. This means that regions with few nodes have more probability to be sampled.

**Algorithm 6** Expansion step

pick node $x$ from $V$ with probability $1/\omega(x)$

sample K point from $N_d = \{q \in C | dist_c(x, q) < d\}$

for each configuration $y$ that has been picked do

calculate $\omega(y)$ and retain those $y$ with probability $1/\omega(y)$

if $y$ is retained and clearance($y$) > 0 and link($x, y$) returns YES then

put $y$ in $V$ and place and edge between $x$ and $y$.

end if

end for

**Algorithm 7** Connection step

for every $x \in V_{\text{init}}$ and every $y \in V_{\text{goal}}$ do

if $\text{dist}_w(x, y) < l$ then

link($x, y$)

end if

end for

### 4.1 Geometric Planners

4.1.4 Optimizing Planners

However, as mentioned before the increasingly relevance of this algorithms to be applied in any aspect of the life made sometimes them very useful but not enough to accomplish some requirements in terms of accuracy or path length, or any other feature likely to be optimized. That is the reason which motivated the development of the optimization algorithms, versions of the already created RRT or PRM, with the difference that the result is given as an optimization of some of the aspects in the planning problem.

In OMPL, for example, two main different optimization objectives have been implemented.

- **Path Length**: The goal of this optimization objective is to find the shortest collision-free path possible. See Figure 4.7 a).

- **Maximum clearance**: This objective, for safety reason for example, tries to steer the robot away from the obstacles. See Figure 4.7 b).
More optimization objective have been created but they are combination of the two seen above such as: Balanced Optimization, which optimizes a trade-off between path length and maximum clearance by giving them some weight and summing them; Maximize minimum clearance, that is the cost of a given path is only function of the closest distance between the path and a obstacle.

**RRT** In order to reach the RRT* that ensures an optimal solution first we have to mention the RRG (Rapidly-exploring Random Graph).

The Rapidly-exploring Random Graph algorithm was introduced as an incremental algorithm to build a connected roadmap, possibly containing cycles. The RRG algorithm is similar to RRT. As RRT, it firstly attempts to link the nearest node to the new sampled state. If that connection is successful, the new node is added to the vertex structure. However, RRG is different is the following. Each time a new state $x_{new}$ is added to the vertices $V$, then connections are tried from all other vertices in $V$ that are within a ball of radius $r(\text{card}(V)) = \min(\gamma_{RRG}(\log \text{card}(V)/\text{card}(V))^{1/d}, \eta)$, where $\eta$ is the constant appearing in the definition of the local steering function [7], and $\gamma_{RRG} > \gamma_{RRG}^* = 2(1+1/d)^{1/d}(\mu(X_{free})/\varsigma_d)^{1/d}$. For each successful connection, a new edge is added to the edge set $E$. Hence, it could be said that the RRT graph (a directed tree) is a subgraph of the RRG graph (an undirected graph). The two graphs share the same vertex set, and the edge set of the RRT is a subset of that of the RRG. Another version of the algorithm, called $k$-nearest RRG, can be considered, in which connections are not attempted inside a ball but are limited to $k$ nearest neighbours, with $k = k(\text{card}(V)) := k_{RRG}\log(\text{card}(V))$, where $k_{RRG} > k_{RRG}^* = e(1 + 1/d)$, and $X_{near} \leftarrow \text{kNearest}(G = (V, E), x_{new}, k_{RRG}\log(\text{card}(V)))$, in line 7 of Algorithm 8. A computational advantage of this second method is that $k_{RRG}$ is a constant that depends only on $d$, and does not depend on the
configuration space, unlike $\gamma_{RRG}^*$. Moreover, $k_{RRG} = 2e$ is a valid choice for all problem instances.

**Algorithm 8 RRG**

1: $V \leftarrow x_{init}; E \leftarrow \emptyset$;  
2: for $i = 1, \ldots, n$ do  
3: \hspace{0.5cm} $x_{rand} \leftarrow \text{SampleFree}_{i}$;  
4: \hspace{0.5cm} $x_{nearest} \leftarrow \text{Nearest}(G = (V, E), x_{rand})$;  
5: \hspace{0.5cm} $x_{new} \leftarrow \text{Steer}(x_{nearest}, x_{rand})$;  
6: \hspace{0.5cm} if ObstacleFree($x_{nearest}, x_{new}$) then  
7: \hspace{1cm} $X_{near} \leftarrow \text{Near}(G = (V, E), x_{new}, \min(\gamma_{RRG}(\log \text{card}(V)/\text{card}(V))^{1/d}, \eta))$;  
8: \hspace{1cm} $V \leftarrow V \cup x_{new}; E \leftarrow E \cup (x_{nearest}, x_{new}); (x_{new}, x_{near})$;  
9: \hspace{0.5cm} for $x_{near} \in X_{near}$ do  
10: \hspace{1cm} if CollisionFree($x_{near}, x_{new}$) then  
11: \hspace{1cm} \hspace{0.5cm} $E \leftarrow E \cup (x_{nearest}, x_{new}); (x_{new}, x_{near})$;  
12: \hspace{1cm} end if  
13: \hspace{0.5cm} end for  
14: \hspace{0.5cm} end if  
15: \hspace{0.5cm} end for  
16: return $G = (V, E)$;

The RRT* algorithm is obtained by modifying RRG, removing those edges that are redundant due to the cycles formed during the algorithm is run. RRT and RRT* graphs are directed trees with the same root and vertex set, and edge sets that are subsets of that of RRG, this creates the necessity to a "rewiring" of the RRT tree, in order to ensure that the nodes are reached through a minimum-cost path.

Before discussing the algorithm, it is necessary to introduce a few new functions. Given two points $x_1, x_2 \in \mathbb{R}^d$, let $\text{Line}(x_1, x_2) : [0, s] \times \mathbb{R}$ denote the straight-line path from $x_1$ to $x_2$. Given a tree $G = (V, E)$, let $\text{Parent} : V \to V$ be a function that maps a vertex $v \in V$ to the unique vertex $u \in V$ such that $(u, v) \in E$. By convention, if $v_0 \in V$ is the root vertex of $G$, $\text{Parent}(v_0) = v_0$. Finally, let $\text{Cost} : V \times \mathbb{R}_0$ be a function that maps a vertex $v \in V$ to the cost of the unique path from the root of the tree to $v$. For simplicity, in stating the algorithm we will assume an additive cost function, so that $\text{Cost}(v) = \text{Cost}(\text{Parent}(v)) + c(\text{Line}(\text{Parent}(v), v))$, although this is not necessary for the analysis in the next section. By convention, if $v_0 \in V$ is the root vertex of $G$, then $\text{Cost}(v_0) = 0$.

The RRT algorithm adds points to the vertex set $V$ in the same way as RRT and RRG. It also considers connections from the new vertex $x_{new}$ to vertices in $X_{near}$, i.e., other vertices that are within distance $r(\text{card}(V)) = \min(\gamma_{RRT}(\log(\text{card}(V))/\text{card}(V))^{1/d}, \eta)$ from $x_{new}$. However, not all feasible connections result in new edges being in-
serted in the edge set $E$. In particular, (i) an edge is created from the vertex in $X_{\text{near}}$ that can be connected to $x_{\text{new}}$ along a path with minimum cost, and (ii) new edges are created from $x_{\text{new}}$ to vertices in $X_{\text{near}}$, if the path through $x_{\text{new}}$ has lower cost than the path through the current parent; in this case, the edge linking the vertex to its current parent is deleted, to maintain the tree structure. As happened with RRG, another version of the algorithm, called k-nearest RRT*, can be considered, in which connections are sought to $k$ nearest neighbors, with $k(\text{card}(V)) = k_{\text{RRG}}\log(\text{card}(V))$, and $X_{\text{near}} \leftarrow k\text{Nearest}(G = (V, E), x_{\text{new}}, k_{\text{RRG}}\log(i))$, in line 7 of Algorithm 9.

**Algorithm 9 RRT***

1: $V \leftarrow x_{\text{init}}; E \leftarrow \emptyset$
2: for $i = 1, \ldots, n$ do
3: $x_{\text{rand}} \leftarrow \text{SampleFree}$
4: $x_{\text{nearest}} \leftarrow \text{Nearest}(G = (V, E), x_{\text{rand}})$
5: $x_{\text{new}} \leftarrow \text{Steer}(x_{\text{nearest}}, x_{\text{rand}})$
6: if ObstacleFree($x_{\text{nearest}}, x_{\text{new}}$) then
7: $X_{\text{near}} \leftarrow \text{Near}(G = (V, E), x_{\text{new}}, \min(\gamma_{\text{RRG}}(\log \text{card}(V)/\text{card}(V))^{1/d}, \eta))$
8: $V \leftarrow V \cup x_{\text{new}}$
9: $x_{\text{min}} \leftarrow x_{\text{nearest}}; c_{\text{min}} \leftarrow \text{Cost}(x_{\text{nearest}}) + c(\text{Line}(x_{\text{nearest}}, x_{\text{new}}))$
10: for $x_{\text{near}} \in X_{\text{near}}$ do
11: if CollisionFree($x_{\text{near}}, x_{\text{new}}$) then
12: $x_{\text{min}} \leftarrow x_{\text{near}}; c_{\text{min}} \leftarrow \text{Cost}(x_{\text{near}}) + c(\text{Line}(x_{\text{near}}, x_{\text{new}}))$
13: end if
14: end for
15: $E \leftarrow E \cup (x_{\text{min}}, x_{\text{new}})$
16: for $x_{\text{near}} \in X_{\text{near}}$ do
17: if CollisionFree($x_{\text{new}}, x_{\text{near}}$) then
18: $x_{\text{parent}} \leftarrow \text{Parent}(x_{\text{near}})\text{Cost}(x_{\text{near}}) + c(\text{Line}(x_{\text{near}}, x_{\text{new}}))$
19: end if
20: $E \leftarrow E \setminus (x_{\text{parent}}, x_{\text{near}}) \cup (x_{\text{new}}, x_{\text{near}})$
21: end for
22: end if
23: end for
24: return $G = (V, E)$

**PRM*** In standard PRM algorithm connections are attempted between roadmap vertices that are within a fixed radius $r$ from one another. In PRM* instead the connections radius $r$ is chosen as a function of $n$, $r = r(n) := \gamma_{\text{PRM}}(\log(n)/n)^{1/d}$,
where \( \gamma_{\text{PRM}} > \gamma^*_{\text{PRM}} = 2(1 + 1/d)^{1/d} (\mu(X_{\text{free}})/\varsigma_d)^{1/d} \), \( d \) is the dimension of the space \( X \), \( \mu(X_{\text{free}}) \) denotes volume of the obstacle-free space. In this way the connection radius decrease with the number of sample.

Algorithm 10 PRM*

\[
V \leftarrow \{x_{\text{init}}\} \cup \{ \text{SampleFree}_i \}_{i=1,\ldots,n}; E \leftarrow \emptyset
\]

for all \( v \in V \) do

\[
U \leftarrow \text{Near}(G = (V, E), v, \gamma_{\text{PRM}}(\log(n)/n)^{1/d}) \\setminus \{v\};
\]

for all \( u \in U \) do

if CollisionFree\( (v, u) \) then

\[
E \leftarrow E \in \{(v, u), (u, v)\}
\]

end if

end for

end for

return \( G = (V, E) \)

In algorithm 10 it can be seen the procedure of PRM*. Once the milestones of the roadmap have been sampled. All the connections from the \( v \) node to the nodes inside the radius neighbour \( r \) are checked. If this connection is collision-free the edge from \( u \) to \( v \) is created and added to the path. With this procedure, as the number of samples increases the connection radius decreases, since the sampling phase and the connection phase are launched simultaneously, it can be ensured that the final path connecting an \( x_{\text{init}} \) and \( x_{\text{goal}} \) will be optimal.

4.2 Control-based Planners

If the considered system is subject to differential constraints, then a control-based planner is used. In OMPL these planners rely on the State Propagator was mentioned in Section 2, instead of a simple interpolation to generate motions. While the output solving a problem with a geometric planner is a series of point expressing the geometric configuration, i.e. the coordinates in the state space, in the control planners instead, the output will be a series of point in which are expressed the geometric coordinates, because actually is what determines the path, but also the control inputs, as much as have been defined, and the duration of such inputs.

In Figure 4.8 we can observe a piece of the output printed when running a problem with a control-based planner. In this specific case it was defined a SE2 state space, \((x, y, \theta)\), and two control input. In the matrix printed we find the first three columns as the coordinates, for plotting reasons, but what determine this coordinates is the control inputs printed in columns 4 and 5 and its duration, last column.

In this section we will focus on the description of KPIECE, although in this category we can find also other planner like PDST and the control based version.
of RRT and EST, these two are the same as its geometric version already explained in the previous section, but with the extra ability of expressing the path as a function of the control and durations. In the case of PDST is a planner developed in OMPL to solve very specific situations and in this thesis we prefer to focus on more generic situations.

4.2.1 KPIECE

Kinodynamic motion Planning Interior-Exterior Cell Exploration, specifically designed for systems with complex dynamics. KPIECE has some particular features as it does not require state sampling or distance metric. However, it requires a projection of the state space and the specification of a discretization, as was made in [8].

An instance of the motion planning will be formulated as $S = (Q, U, I, F, f)$, where $Q$ is the state space, $U$ the control space, $I$ the set of initial configurations, $F$ the set of final configurations, and $f$ the propagation function.

In algorithm 11 is shown how this algorithm works. In which, $c$ cell chain is understood as a $k$ connected cells in a row, and it has decided to expand from the interior to exterior, reason to use the bias in line 5. Once a state $s$ has been chosen from the motion $\mu$, the tree is expanded from $s$ checking for a valid motion depending on $t$. If some motion collision free has been found and the tree could be expanded through it, the new motion is added to the tree of motions. Then it is needed to recalculate the discretization. After that for each level of discretization a the progress $P_j$ is calculated with some increase ratio in the coverage given by the increase in coverage of $p$. $P_j$ is used as a penalty if not enough progress has been made by the multiplication of $p_j$.

The AddMotion procedure shown in algorithm 12, first of all divide the motion into submotions so as to avoid that any of the motions collide with the boundary of any cell. Then for all this submotions the algorithm has to find the cell chain

![Figure 4.8: Output of a control planner](image-url)
Algorithm 11 KPIECE($q_{\text{start}}, N_{\text{iterations}}$)

1: Let $\mu_0$ be the motion of the duration 0 containing only $q_{\text{start}}$
2: Create an empty Grid data-structure $G$
3: $G$.AddMotion($\mu_0$)
4: for $i \leftarrow 1$,...,$N_{\text{iterations}}$ do
5:   Select a cell chain $c$ from $G$, with bias on exterior cells ($70\%$–$80\%$)
6:   Select $\mu$ from $c$ according to a half normal distribution
7:   Select $s$ along $\mu$
8:   Sample random control $u \in U$ and simulation time $t \in \mathbb{R}^+$
9:   Check if any motion $(s, u, t_o), t_o \in (0, t]$ is valid (forward propagation)
10: if a motion is found then
11:   Construct the valid motions $\mu_o = (s, u, t_o)$ with $t_o$ maximal
12:   if $\mu_o$ reaches the goal region, return path to $\mu_o$
13:   $G$.AddMotion($\mu_o$)
14: end if
15: for every level $L_j$ do
16:   $P_j = \alpha + \beta \bar{A}$: (ratio of increase in coverage of $L_j$ to simulated time)
17:   Multiply the score of cell $p_j$ in $c$ by $P_j$ if and only if $P_j < 1$
18: end for
19: end for

Algorithm 12 AddMotion($s, u, t$)

1: Split $(s, u, t)$ into motions $\mu_1, \ldots, \mu_k$ such that $\mu_i$ does not cross the boundary of any cell at the lowest level of discretization
2: for $\mu_o \in \{\mu_1, \ldots, \mu_k\}$ do
3:   Find the cell chain corresponding to $\mu_o$
4:   Instantiate cells in the chain, if needed
5:   Add $\mu_o$ to the cell at the lowest level in the chain
6:   Update coverage measures and lists of interior and exterior cells, if needed
7: end for
which they belong to, and add this submotion at the lowest level of the chain. Once it has been added it has to update the coverage since it will be necessary to compute the progress in the following step of algorithm 11 and the list of internal and external cells, is something has changed.

to provide an example of a problem solve with this algorithm in figure 4.9 we can observe there are two colors of edges. Each color corresponds to each level of discretization $\mathcal{L}_j$. In this case in OMPL the algorithm KPIECE has been implement with two levels of discretization. The first one is represented in Figure 4.9 with the blue color, while the second level of discretization es the green one.
Chapter 5

Comparative experiments

In the previous chapter the main different algorithms used in OMPL to solve motion planning problems have been explained in detail: how they work, which technique they are approached with, how their outputs are given and the different existing categories.

However, it would be useful to have a common view of all of them, so as to make easier the decision of which one suits better with the necessity based on their features and the data obtained from the experiments.

To do so we are going to run the same planning problem, the one described in section 2. But subtly changed in order to adapt it to the specific situation. For geometric planners it will be elaborated a comparison between the geometric version of RRT, PRM, EST and KPIECE.

In the case of control-based planner, the same environment as the same robot will be used but a state propagator must be added, according to the dynamics of the selected car. And the planners selected are RRT, PRM and EST.

In the end, there will be three comparisons among the optimizing planners, two involving the non-optimized version of RRT and PRM against their optimized versions and the last one will rely on the comparison between the two optimizing planners RRT* and PRM*.

In the next sections the data shown in the tables are: time to find a solution, number of states sampled, number of states in the path, length of the path and number of edges for each one of the geometric planners. All this data are given in average, since we are working with randomized planner one experiment could differ too much from other simply because they are based on random samplings, that is why in order to give a general view of the data obtained, for each planner the experiment have been done ten times and from those ten experiments the average of time, number samples, states conforming the path, path length and created edges, was calculated.
Table 5.1: Geometric planners

<table>
<thead>
<tr>
<th></th>
<th>RRT</th>
<th>PRM</th>
<th>KPIECE</th>
<th>EST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (ms)</td>
<td>1.29</td>
<td>5.22</td>
<td>1.25</td>
<td>1.53</td>
</tr>
<tr>
<td>Samples</td>
<td>35</td>
<td>68</td>
<td>52</td>
<td>92</td>
</tr>
<tr>
<td>Path states</td>
<td>8</td>
<td>5</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Cost (length)</td>
<td>146</td>
<td>121</td>
<td>236</td>
<td>161</td>
</tr>
<tr>
<td>Edges</td>
<td>34</td>
<td>1067</td>
<td>51</td>
<td>91</td>
</tr>
</tbody>
</table>

5.1 Geometric Planners

In Table 5.1 it can be seen how some parameters change according to the planner is used to solve a specific problem.

If we first focus on the time spent to find a solution, we can see that, except PRM the rest of them have a similar response around 1.5 ms. The fact that PRM has a solution time much higher, even if we are speaking about milliseconds the response is four times larger than in the others, is due to the way of proceed of this planner. As was commented in the previous chapter, PRM samples a milestones which are then connected one each other within a neighbour radius. That task produces an extra effort which implies an increment of the time. To confirm this it must look at the last row in table 5.1 where it can be seen the huge difference between the edges creates by PRM and the edges created by the others, more than ten times.

In order to give some graphic example to allow us to observe this difference we have taken one of those ten experiments run for each planner and we have plotted. In Figure 5.1 we can observe how the environment (b), is almost full of edges, all those extra edges computed by PRM.

The numbers of samples created by the planners gives as an idea of how fast each planner can explore the configuration space. We can evaluate the sampling rate as the number of states sampled per second. In this case we can see a higher value of the sampling rate for the EST planner due to that the expansion step of this planner is done by building two tree one from $q_{init}$ and one from $q_{goal}$, so it is straightforward to say that is doubling the rate of the others.

The two factors left are commented together since looking at the table we can see a proportional relation between the number of states conforming the path, and the length of such path, the less number of states, the shorter is the path, not always though. First thing we should remark is the big difference between KPIECE and the others. However, this is because KPIECE was designed to work properly in systems with very complex dynamics, and using it to solve a basic planning problem like ours makes it loosing efficiency. As the complexity of the systems increase KPIECE becomes more suitable. Something similar happens with EST, as it is designed to go towards part of the space unexplored, in this
case we know from where to where we want to arrive, so as its colleague losses some power while exploring parts of the map that are not interesting.

5.2 Control Planners

In order to elaborate a complete comparison between the control planner, we must remark the fact that in geometric planners the planner termination conditions indicates that in case a solution is found the planner stop running and that solution is given as path. In the case of control-based planners when we implemented the code, in the moment of make the call to the function solve() for each planner, we set the time within the planner has to try to find a solution. For our experiment this time was set to 1 second since is a period of time in which all the planner were able to find a solution, reducing this set time produced that not always and not every planner found a solution path. That is the reason the mean time to find a solution shown in the table 5.2 is quite close to one for the three of them.

As a consequence of the definition of control path, that is a path determined by a set of control inputs along with the duration of such inputs, the trajectories generated by the planner won’t be straight lines. This consequence produces an opposite effect to the pattern seen in the previous section where we had a proportional relationship between states of the path and length of the path, while in this case this relation is inversely proportional. In other words, as we are dealing with curved trajectories, the more and smaller curves, the less path length.

As happened with the geometric planner the sampling rate of EST is much bigger than the other planners due to its two tree growing. In this case that difference is even bigger because as the time increases the number of nodes from which the tree can grow increases and the number samples is not just the doble but it has an exponential increase.

Regarding the last term, the number of edges, as in this sections we are dealing with control planner and all of them are tree-based planners, the tree is always grown in one direction in the sense that from one single node there is just one edge arriving and one edge starting so at the end in tree-based algorithms the number of edges will be always one unit less than the sampled nodes.

Apart from the information provided in table 5.2, a graphical representation of the three algorithms has been made in figure 5.2. It is shown here the great difference in the number of edges of EST with the other two methods. It is also remarkable how in this case, with a dynamic car as was mentioned before, KPIECE works better than in the geometric case, in fact is the one providing the shortest path. Even if the dynamics of the systems are not very complex we can state that KPIECE is a good alternative as long as as the considered system is subjected to dynamical constraints.
Figure 5.1: Geometric planners: paths and edges

Table 5.2: Control planners

<table>
<thead>
<tr>
<th></th>
<th>RRT</th>
<th>KPIECE</th>
<th>EST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>1,008</td>
<td>1,007</td>
<td>1,007</td>
</tr>
<tr>
<td>Samples</td>
<td>15552</td>
<td>30980</td>
<td>166020</td>
</tr>
<tr>
<td>Path states</td>
<td>146</td>
<td>221</td>
<td>47</td>
</tr>
<tr>
<td>Cost (length)</td>
<td>363</td>
<td>313</td>
<td>339</td>
</tr>
<tr>
<td>Edges</td>
<td>15551</td>
<td>30979</td>
<td>166019</td>
</tr>
</tbody>
</table>
5.2 Control Planners

(a) RRT  
(b) EST  
(c) KPIECE

Figure 5.2: Control planners: paths and edges
5.3 Optimizing Planners

In this section three comparison will be elaborated regarding optimizing planners. In OMPL we have as optimal planner PRM* and RRT*. First we are going to check that they are really giving an optimal solution against their non-optimized version, in both cases. After that we will attempt to decide which optimal planner gives the best solution.

As happened in the previous section, with the preset window time to find a solution, when dealing with optimizing planners, these are designed to be probabilistic completes, meaning that if we let the planner running infinite time it will provide an optimal solution in almost 100% of the cases. Even if it finds a solution the planner termination condition is not set so will keep refining the solution infinitely. That is why we have two options here, we can either limit the window time within the planner has to find a solution, or limit the number of nodes. Since here we are dealing with a basic planning problem, for the geometric planner will not take a large number of states to reach a solution, so it does not make sense to limit the number of nodes for the optimized version. We decided to limit the time as in the previous situation.

5.3.1 RRT vs RRT*

First remarkable difference we can observe in Table 5.3 is the time needed to find a solution. As we mentioned before the time for the optimizing planner was predefined in order to limit somehow the planner termination condition.

The sampling rate instead is approximately the same. The small number of sampled states is because of it quickly finds a solution. So in terms of computational effort both planner are similar.

Then, the key point when considering optimizing planning is the thing we want to optimize. In our case it was selected the default optimization objective, path length. If we look at the 4th row in table 5.3 we can confirm that RRT* gets an optimal solution. To give shape to these data in figure 5.3 we can see the path provided by RRT* while in figure 5.1 a) was represented RRT. The fact that RRT* path is represented like a composition of straight lines it is an indicator of its optimality since it is known that the shortest path between two point is a straight line.

5.3.2 PRM vs PRM*

In the case of probabilistic road map, the difference between the optimizing version and the non-optimizing is that in the second phase of the algorithm, connection phase, the neighbour radius, in which the algorithm looks for nodes to connect to, is not constant but given as a function of the number of samples...
5.3 Optimizing Planners

Figure 5.3: RRT*

Table 5.3: RRT vs RRT*

<table>
<thead>
<tr>
<th></th>
<th>RRT</th>
<th>RRT*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (ms)</td>
<td>1.29</td>
<td>1001</td>
</tr>
<tr>
<td>Samples</td>
<td>35</td>
<td>20665</td>
</tr>
<tr>
<td>Path states</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>Cost (length)</td>
<td>146</td>
<td>119</td>
</tr>
<tr>
<td>Edges</td>
<td>34</td>
<td>20665</td>
</tr>
</tbody>
</table>
Table 5.4: PRM vs PRM*

<table>
<thead>
<tr>
<th></th>
<th>PRM</th>
<th>PRM*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (ms)</td>
<td>5.22</td>
<td>1001</td>
</tr>
<tr>
<td>Samples</td>
<td>68</td>
<td>8641</td>
</tr>
<tr>
<td>Path states</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>Cost (length)</td>
<td>121</td>
<td>118</td>
</tr>
<tr>
<td>Edges</td>
<td>1067</td>
<td>398769</td>
</tr>
</tbody>
</table>

nodes. More specifically, the radius decreases as the number of sampled states increases.

In the case of the optimizing planner we find the value of 1 second that was establish in the setup stage. Even if the PRM has higher response than other geometric algorithms, in table 5.4 the difference between times is a big gap. For the sampling rate we can observe similar values. This happens because the first phase of the algorithm is the same, sampling a certain number of milestones in the free space.

The remarkable difference is the generation of the edges, i.e. the connection stage, while in PRM is constant in PRM* is decreasing with the time which allows a reduction of the computational effort.

The path length in this specific problem is approximately the same, so it is not a determinant factor when making the decision.

5.3.3 RRT* vs PRM*

The comparison between RRT* and PRM* is analogue to the one made fore their non-optimizing version. That is why to give some different approach, this time we have introduced the other limitation mentioned before, the maximum number of nodes, while keeping the time always as 1 second.

This modifications does not change the numbers of the column PRM*, in table 5.5 since the limit is not reached but it does with the RRT*.

In this case taking into account the data given in the table we can note that RRT* is quicker even if the sampling rate is smaller.

With respect to the path length as both are optimal, this difference is negligible. It has been demonstrated that they give an optimal solution, so this could not be improved.

The last aspect is the number of created edges, close to 40 times bigger in the case of PRM*, that is the reason that makes it slower than RRT*. 
## Table 5.5: RRT* vs PRM*

<table>
<thead>
<tr>
<th></th>
<th>RRT*</th>
<th>PRM*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (ms)</td>
<td>364.3</td>
<td>1001</td>
</tr>
<tr>
<td>Samples</td>
<td>9999</td>
<td>8641</td>
</tr>
<tr>
<td>Path states</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>Cost (length)</td>
<td>118.73</td>
<td>118</td>
</tr>
<tr>
<td>Edges</td>
<td>9999</td>
<td>398769</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion

As a conclusion of all commented in the previous chapter regarding the geometric planner, we can say that for this specific case scenario KPIECE and EST could be rejected. Then making a decision about RRT or PRM will depend on some external constrains as for example the time, if it’s an important factor although PRM gives shorter paths, takes more time. In that point is up to the user to decide which are the requirements and how to use them.

With respect to the control planners, we have to start considering the use of KPIECE for such problems, even if it was designed for more dynamical complex problems, it already provides a feasible solution with a cost smaller than the other methods. Maybe this is a consequence of the fact that KPIECE was first developed for problems involving dynamical constraints and then converted to its geometric version.

Again, depending on the requirements the user is asked for, he will have to decide whether using one planner or other regarding what is more relevant if the path length, in such case the candidate will be KPIECE, or it attempts to reduce the computational effort, which is lower in the case of RRT.

When dealing with optimizing planners from our first experiment RRT vs RRT* we get the conclusion that if the user needs a path planning high-ended, with a level of accuracy relevant, the most suitable is RRT*. While if the necessity just implies a path between two point RRT suits better since is at least 100 times quicker.
In the case of PRM and PRM* there are two factor with enough relevance to consider them when making the decision about what planner will be use: the time and the computational effort. And one excludes each other since if you prefer a quick solution rather than an optimal, PRM is the chosen. In the opposite case, shortest path is pursued PRM*, but spending more time.
In the last case scenario, RRT* vs PRM*, with the data obtained, we can conclude that in this kind of problems is RRT* is better in all the relevant aspects: quicker and less computational effort.
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#include <ompl/base/PlannerData.h>
#include <ompl/base/PlannerDataStorage.h>
#include <ompl/base/PlannerDataGraph.h>
#include <ompl/base/spaces/SE3StateSpace.h>
#include <ompl/base/objectives/PathLengthOptimizationObjective.h>
#include <ompl/geometric/planners/rrt/RRTstar.h>
#include <ompl/geometric/planners/rrt/RRT.h>
#include <ompl/geometric/planners/prm/PRMstar.h>
#include <ompl/geometric/planners/prm/PRM.h>
#include <ompl/geometric/planners/est/EST.h>
#include <ompl/geometric/planners/kpiece/KPIECE1.h>
#include <ompl/geometric/SimpleSetup.h>
#include <ompl/base/goals/GoalState.h>

#include <boost/graph/astar_search.hpp>
#include <iostream>

namespace ob = ompl::base;
namespace og = ompl::geometric;

bool isStateValid(const ob::SpaceInformation *si, const ob::State *state) {
    // ob::ScopedState<ob::SE2StateSpace>
    // cast the abstract state type to the type we expect
    const ob::RealVectorStateSpace::StateType *state2d = state->as<ob::RealVectorStateSpace::StateType>();
    //
}
double x = state2d->values[0];
double y = state2d->values[1];

return si->satisfiesBounds(state) && (x-75.)*(x-75.)+(y-25.)*(y-25.)>100. &&
// return si->satisfiesBounds(state);
}

void planWithSimpleSetup(void)
{
    // construct the state space we are planning in
    ob::StateSpacePtr space(new ob::RealVectorStateSpace(4));

    // set the bounds for the R^3 part of SE(3)
    ob::RealVectorBounds bounds(4);
bounds.low[0] = 0.;
bounds.low[1] = 0.;
bounds.high[0] = 100.0;
bounds.high[1] = 100.0;
bounds.low[3] = 0.001;
bounds.high[3] = 1.;

    space->as<ob::RealVectorStateSpace>()->setBounds(bounds);
    // define a simple setup class
    og::SimpleSetup ss(space);

    // set state validity checking for this space
    ss.setStateValidityChecker(boost::bind(&isStateValid, ss.getSpaceInformation().get(), _1));

    ob::ScopedState<ob::RealVectorStateSpace> start(space);
    start[0] = 10.0;
    start[1] = 10.0;
    start[2] = 0.;
    start[3] = 0.002;

    // create a goal state
    ob::ScopedState<ob::RealVectorStateSpace> goal(start);
goal[0] = 90.0;
goal[1] = 90.0;
goal[2] = 0.0;
goal[3] = 0.5;

// set the start and goal states
ss.setStartAndGoalStates(start, goal, .05);
ss.setPlanner(ob::PlannerPtr(new
og::PRMstar(ss.getSpaceInformation())));

// this call is optional, but we put it in to get more output information
ss.setup();
ss.print();

// attempt to find an exact solution within five seconds
// if (ss.solve(10.0) == ob::PlannerStatus::EXACT_SOLUTION)
if (ss.solve(10.0))
{
    // ss.simplifySolution();
o::PathGeometric slnPath = ss.getSolutionPath();

    std::cout << std::endl;
    std::cout << "Found solution with " << slnPath.getStateCount() << " states and length " << slnPath.length() << std::endl;
    // print the path to screen
    slnPath.printAsMatrix(std::cout);

    std::cout << "Writing PlannerData to file " << std::endl;
    ob::PlannerData data(ss.getSpaceInformation());
    ss.getPlannerData(data);
    data.computeEdgeWeights();

    std::cout << "Found " << data.numEdges() << " edges " << std::endl;

    ob::PlannerDataStorage dataStorage;
    dataStorage.store(data, "myPlannerData");
}
else
    std::cout << "No solution found" << std::endl;

int main(int, char **)
// Plan and save all of the planner data to disk
planWithSimpleSetup();

return 0;
}

.2 StatePropagator.cpp

void propagate(const ob::State *start, const oc::Control *control, const double duration, ob::State *result)
{
    const ob::RealVectorStateSpace::StateType *state2d = start->as<ob::RealVectorStateSpace::StateType>();

    const double rctrl = control->as<oc::RealVectorControlSpace::ControlType>()->values[0];
    const double vctrl = control->as<oc::RealVectorControlSpace::ControlType>()->values[1];
    const double x = state2d->values[0];
    const double y = state2d->values[1];
    const double rot = state2d->values[2];
    const double vel = state2d->values[3];

    result->as<ob::RealVectorStateSpace::StateType>()->values[0] = x + vel * cos(rot) * duration;
    result->as<ob::RealVectorStateSpace::StateType>()->values[1] = y + vel * sin(rot) * duration;
    result->as<ob::RealVectorStateSpace::StateType>()->values[2] = rot + rctrl * duration;
    result->as<ob::RealVectorStateSpace::StateType>()->values[3] = vel + vctrl * duration;