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Extended Abstract

Nomenclature

Symbol Description Unit

C
Cell

Capacitance
F

I Current A

P Power W

R Resistance Ohm

r Discount rate %

V Voltage V

Acronym Description

BESS
Battery Energy

Storage System

DOD Depth of Discharge

E4G Energy for Growing

EIS

Electrochemical

Impedance

Spectroscopy

LC Load Consumption

LCOE Levelized Cost of Energy

LLP Loss of Load Probability

NPC Net Present Cost

OCV Open Circuit Voltage

Poli.NRG
POLItecnico di Milano-

Network Robust Design

RMSE Root Mean Square Error

SOC State of Charge

SOH State of Health

SOR State of Resistance

Introduction

Distributed small scale electricity genera-

tion could result nowadays the most conve-

nient solution to address the problem of ru-

ral electrification in DCs, where rural areas

are widespread and national grid extension

costs could be prohibitive [1]. Stand alone

systems are mainly constituted of power

generation units based on renewable energy

sources and a battery energy storage sys-

tem (BESS). Given the high variability and

low reliability of renewable energy sources

(RES), BESS are pivotal. Moreover, BESS

represent the second major cost in stand

alone systems due to their high investment

cost and limited life time [2]. A proper bat-

tery modeling in off-grid system dimension-

ing tool is fundamental for decision makers

in order to opt for the best investment. The

most common battery models used in this

kind of applications are the so called em-

pirical or analytical models, which represent

BESS with simplified approaches [3].

In such a framework, the scope of the

present thesis is to propose a novel approach

to model batteries in dimensioning tools.

The methodology has been developed start-

ing from a rigorous literature review. As

a result, the authors identify, develop and

test different methodologies: (i)Empirical

models, two options are proposed, a com-

plete model with variable efficiency and a

simplified approach with constant parame-

ters; (ii)Equivalent electric circuit model, it

is a novel approach in sizing tools applica-

tions; the model describes battery in terms

of electric quantities. The methodologies

are implemented in the software Poli.NRG,

a novel Matlab based procedure developed

by Energy Department of Politecnico of Mi-

lan. The aim is to compare results obtained

with the different modeling approaches, in

terms of numerical outputs and simulation
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times. Simulations are based on a real case

study: Ngarenanyuki Secondary school in

Tanzania. The authors spent one month in

Ngarenanyuki to monitor power consump-

tion, to make an accurate energy assessment

of the school and verify battery working con-

ditions.

Finally, the proposed methodology is used

to dimension the new school system accord-

ing to different BESS modeling approaches

and different technologies (the emerging Li-

ion and the consolidated lead acid [4]).

Eventually, results are critically analyzed

and discussed in order to compare costs and

opportunities.

Review of battery modeling

An accurate modeling of battery behavior is

strictly necessary in order to obtain correct

simulations. In the literature review, the

models have been grouped into four general

different approaches:

Electrochemical. Electrochemical model-

ing is usually based on equations describing

electrochemical phenomena of the cell.

Besides current and voltage at the external

terminals, electrochemical models are able

to predict local cell characteristics. There-

fore, they tend to be relatively complex and

they typically have various parameters to

be determined through several experiments

[5].

Analytical. They are based on an ab-

stract vision of the electrochemical cell.

The battery is described by analytical

equations that do not take into account

electrochemical processes, but that are

empirically fitted. These models usually

focus on the evaluation of the SOC of the

battery based on energy or current balances

[6], [7]. Analytical models’ complexity can

vary but they are generally quite effective

with respect to the computational effort,

i.e. they are quite commonly adopted in

dimensioning tools[8].

Electrical. Batteries are represented by

equivalent electric circuits, that aim to

model as accurately as possible operation

parameters, e.g. the voltage and current

characteristics at the external terminals.

Models can be defined with respect to

time or frequency domain according to the

deployed circuital elements (resistances and

capacitances, impedances) [9], [10], [11],

[12]. There is a wide range of circuital

models, with different degrees of complex-

ity: from circuits composed of few constant

circuital elements to circuits constituted by

elements that directly reflect electrochem-

ical characteristics of the cell. Given the

wide spectra of possible equivalent circuits,

these models find application in a broad

range of sectors, comprising battery mon-

itoring and design [8]. Electrical models

have not been used yet for off grid system

design application, although simplified ones

could match the required characteristics

of short computational time and accuracy,

while maintaining a physical basis.

Stochastic. Stochastic models describe

charging and discharging phenomena as

stochastic Markovian processes, because

the complex electrochemical reactions are

significantly affected by random variables

[13],[14].

Whichever approach is adopted, a proper

battery modeling in microgrid design has

to be able to estimate together:

State of Charge (SOC). It is necessary to

evaluate amount of charge already stored

in the battery to compute the amount of

energy that cannot be provided to the load

(Loss of Load)

State of Health (SOH). Batteries have a

limited lifetime due to irreversible degra-

dation processes. Lifetime modeling has

to be considered: battery aging can be

divided into calendar and cycle aging

that cause capacity and power fade. The

rate of degradation depends on batteries
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operational and floating conditions. A

proper evaluation of batteries degradation

is necessary to compute replacement’s costs.

BESS models investigated

The scope of the present work is to develop

a novel procedure to model battery systems

in dimensioning tools for off-grid plants; in

particular the proposed approaches are inte-

grated in the tool Poli.NRG, a new method-

ology developed by the Energy Department

of Politecnico of Milan for sizing stand

alone systems. Poli.NRG is a comprehen-

sive procedure, written in Matlab environ-

ment, that allows for a robust dimension-

ing of a photovoltaic(PV)+BESS plant: it

couples the atypical features of rural con-

texts (i.e. unpredictability of energy sources

and load consumption uncertainties) with

proper component models, by including es-

timation errors into the design phase [15].

The software is composed of four building

blocks, related to different phases of the de-

sign procedure.

1. Data inputs gathering: the informa-

tion regarding electricity consumption and

power generation are collected: users’ elec-

tric needs, fixed and variable equipment

costs and weather data.

2. Inputs processing: the collected input

data are processed in order to obtain daily

load profiles and power generation profiles.

Load profiles are generated with the subrou-

tine LoadProGen which, using a stochastic

approach, is able to formulate different daily

load profiles starting from field data. Yearly

profile is generated by aggregating randomly

the daily load profiles and lifetime load pro-

files are obtained by assuming possible load

evolution scenarios.

3. System modeling and simulation: this

block includes mathematical models of sys-

tem’s components, namely PV and BESS.

Simulations run with a time step of one

minute during all the plant lifetime. In this

thesis new BESS models have been devel-

oped and coded in the Poli.NRG package.

At each time step k, the energy required or

provided to the batteries is given by an en-

ergy balance between load consumption and

photovoltaic power generation:

Euser = EPV (k) − LC(k)/ηinv (1)

Where LC(k) is the load consumption and

ηinv is the inverter efficiency. Microgrid op-

timal design is based on performance in-

dexes: Loss of Load Probability (LLP) is

the amount of energy not provided to the

load during the plant lifetime (LL(k) is the

loss of load at each time step k) over the

total energy required.

LLP =

∑LT
k=1 LL(k)

∑LT
k=1 LCns(k)

(2)

Net Present Cost (NPC) is the present value

of all the costs of installing and operating

the system over the project lifetime.

NPC =
LT∑

y=1

Inv(y) +O&M(y)

(1 + r)y
[$] (3)

Levelized Cost of Energy (LCoE) is an in-

dicator that measures lifetime costs divided

by energy production.

LCoE =
r(1 + r)LT

(1 + r)LT − 1

NPC

(1− LLP )
∑LT
k=1 LCns(k)

[$/kWh]

(4)

4. Output formulation: heuristic and math-

ematical optimization methods are used to

find the most robust design of the systems.

An iterative procedure is implemented in or-

der to find the most robust solution for each

lifetime load profile LC. The optimization

algorithm is divided in two steps: firstly, the

searching space is defined, i.e. the ranges of

PV and BESS to be investigated; secondly,

the optimal combination of PV and BESS is

found within the searching space (for more

details about the equations see [15]). The

second step utilizes an heuristic procedure

to find the optimal plant size: the adopted
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algorithm is based on the imperialistic com-

petitive algorithm that is an iterative pro-

cess progressively exploring the searching

space. When considering the first load pro-

file, the algorithm tries randomly a fixed

number of PV+BESS combinations within

the research space; for each of them OpSim

tool provides the LLP and NPC [15]. Even-

tually the optimum solution is found as the

combination of PV+BESS having the mini-

mum NPC whilst respecting LLP constraint

of 5%. The new load profiles are simulated

until a convergence criterion is fulfilled: the

new iteration confirms the results of the pre-

vious one given a predefined tolerance.

M1-Simplified empirical model

It is the simplest model found in scientific

literature [6]. Battery is characterized by

a constant efficiency that represents energy

losses during charge and discharge. The en-

ergy flows entering (Echarge(k)) or exiting

(Edischarge(k)) at each time step are com-

puted as follows:

Echarge(k) = Euser · η
Edischarge(k) = Euser/η

(5)

where Euser = EPV − Eload is the energy

balance between energy production and con-

sumption, i.e. the energy withdrawn or in-

jected in the battery by users.

SOC of the battery at each time step is com-

puted as:

SOC(k) = SOC(k−1)+
Echarge(k)/discharge(k)

EBESS
(6)

EBESS is the nominal battery energy. The

model is subject to constraints that define

the BESS performance:

-a maximum value for the power to energy

ratio PEratio, which is the maximum power

output with respect to the rated capacity of

the batteries; Emax is defined as

Emax = PEratio · ∆k · EBESS (7)

-minimum and maximum value for SOC

that will prevent permanent damage to bat-

tery. As a consequence, the eventual loss of

energy required by the loads that the sys-

tem is not able to supply is evaluated as a

loss of load LL:

LL(k) = LL(k − 1) + (Emax − Euser(k))ηinv

if Euser(k) ≤ −Emax

LL(k) = LL(k − 1) + (SOCmin − SOC(k)) · EBESSηinvη

if SOC(k) ≤ SOCmin

(8)

SOH is not estimated by the model. To ac-

count for degradation, some constraints are

imposed to the battery:

-Max number of cycles before replacement,

to account for cycle aging. The equivalent

cycle linked to the single time step is calcu-

lated as:

Eqcycle(k) =

∣∣∣∣
SOC(k) − SOC(k − 1)

2

∣∣∣∣ (9)

Then, the amount of equivalent cycles are

computed as follows:

Eqcycles(k) = Eqcycles(k − 1) + Eqcycle(k)

(10)

-Max number of years before replacement,

to account for calendar aging.

M2-Empirical model

The model is an improved class of the model

previously described. Given the evidence

that battery efficiency depends on E-rate

[16], which is defined as the ratio of power

to rated energy:

Erate(k) = P (k)/EBESS (11)

a cubic correlation has been adopted:

η(k) = aE3
rate+ bE2

rate+ cErate+d, to prop-

erly model efficiency degradation at higher

E-rate.

Also cycle aging is taken into account with a

decrease of SOH during lifetime as follows:

SOH(k) = SOH(k − 1) − Eqcycle(k)cf(k)

(12)

SOH decrease is proportional to the num-

ber of cycles and to the capacity fade index

cf which differs according to the technology.

cf is an increasing function of E-rate when

considering lithium ion batteries and an in-

creasing function of DOD when considering
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Figure 1: Equivalent circuit model

lead acid batteries.

In the model proposed the constraints that

limit battery life are:

-Min SOH value before replacement, to ac-

count for cycle aging.

-Max n. years before replacement to ac-

count for calendar aging.

SOC at each time step is computed as fol-

lows to take into account capacity fade:

SOC(k) = SOC(k−1)+
Echarge(k)/discharge(k)

EBESSSOH(k)
(13)

M3-Electrical model

A simplified electric equivalent circuit

model is proposed as a valid alternative to

the more widespread analytical models. The

proposed circuit (fig. 1) is a passive model.

It is composed of a capacitance, Cb that rep-

resents battery equilibrium condition, in se-

ries with a resistance Rint to account for

losses during operation; both the parame-

ters depend on SOC and aging conditions.

Voltage across Cb is the OCV voltage while

voltage drop across Rint is the overpoten-

tial of the cell. The proposed approach to

set the internal resistance-SOC relation is

based on EIS: laboratory testing has to be

performed at different battery SOC to define

the resistance as the real part of impedance

at a specific frequency. Reference frequency

is related to the load input profile; while Cb,

as a function of OCV (fig. 3) is determined

from the cell discharge curve (fig. 2) (OCV

vs SOC) by applying the capacitor’s con-

stituent equation.

The following equations characterize the

Figure 2: Open circuit voltage vs SOC

Figure 3: Intercalation capacitance vs SOC

cell:



I = P/V

I = C(OCV )dOCVdt

V = OCV (SOC) +R(SOC)I

(14)

In order to be implemented in Poli.NRG,

they have to be solved numerically.

The power flowing in each cell is defined as:

P (k)user =
Euser

∆tNcells
(15)

The number of cells Ncells is equal to the size

of the BESS divided by the capacity of the

cell.

Therefore, the current I(k) can be computed

as:

I(k) = P (k)/V (k − 1) (16)

OCV(k) and V(k) are updated accounting

for Cb and Rint at the previous time step.

OCV (k) = OCV (k−1) +
I(k)

C(k,OCV (k − 1))
∆t

(17)

V (k) = OCV (k) +R(k, SOC(k − 1))I(k) (18)

The constraints are: i) maximum value for

the power to energy ratio PEratio; ii) max-

imum and minimum voltage. Cycle aging

is taken into account with SOH and SOR

(State of Resistance) indicators. SOH vari-
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ation during lifetime is the same as for em-

pirical model; SOR accounts for resistance

growth and increases with number of cycles

for lead acid cell and number of cycles and

C-rate in lithium ion. The capacity Cb and

the resistance Rint are updated during sim-

ulations to take into account degradation :

Cb(k) = Cb(0) · SOH(k) (19)

Rint(k) = Rint(0) · SOR(k) (20)

The loss of load of the system is computed

as

LL(k) = LL(k − 1) + (Emax − Euser(k))ηinv

if Euser(k) ≤ −Emax
LL(k) = LL(k − 1) − Euser(k)ηinv

if V (k) ≤ Vmin

(21)

Battery is replaced when either SOH has

reached the minimum value (cycle aging)

or the battery has reached the maximum

number of years (calendar aging).

The three models have been parametrized

for a lithium and lead acid cell with data

taken from literature, datasheets, and ex-

perimental measurements. The electric

model for a lithium ion cell has been vali-

dated with measures taken the at the En-

ergy Storage Research Center (ESReC) lo-

cated in Nidau(CH). The measurement were

carried out within the framework of the

collaboration between Politecnico of Mi-

lan (DoE) and CSEM-PV Center (Swiss

Center for Electronics and Microtechnol-

ogy). The tested cell is the Lithium Nickel

Cobalt Oxide(LNCO) cell BostonPower-

Swing5300. Detailed description about lab-

oratory testing is reported in [17]. A square

current profile at different current values

and SOC=50 % has been applied to the cell

to test the proposed model. The resulting

measured and simulated voltages are shown

in fig. 4. The rmse error between measured

and simulated voltage is 0.08V both with

Euler method and the more accurate adap-

tive step size method Runge Kutta (ODE

15s in matlab). The small error confirms

the validity of the model and of the chosen

numerical approach.

Simulations and results

A real life case study has been taken into

consideration: Ngarenanyuki secondary

school, in Tanzania. The energy consump-

tion in the school has been monitored by

Politecnico of Milan since 2015, when a

hybrid stand alone system was deployed.

The recent connection to the national grid

has lead the school to increase number of

loads and power consumption. The authors

spent one month at Ngarenanyuki school

with three different purposes:

1. Perform a field survey in order to

assess school’s loads and generation units.

Design a microgrid (PV+BESS) capable to

properly feed the school.

2. With respect to the small-size microgrid

already in place, BESS characterization and

cells internal resistance measure has been

performed. Lead acid batteries installed in

the school are subject to long periods at low

SOC, high current levels and almost never

complete charges. Moreover, data collected

from Italy are affected by many errors

and uncertainties due to non controllable

external conditions.

3. In order to improve the ”already in

place” microgrid monitor, a new monitoring

system (donated by the company Energy

Team S.p.A.) has been deployed. School

loads are supplied both by the national grid

”Tanesco” and by the existing microgrid:

with the new monitoring system, school

consumption is entirely controlled by merg-

ing data of the two systems.

The above mentioned activities, in particu-

lar the first two point of the list, were aimed

to set up Poli.NRG simulations. Data

collected through field survey were used to

generate realistic load profiles in input to
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Figure 4: Simulated and measured voltage of BOSTON POWER SWING5300 cell when cycled with a

square current profile at 50%SOC

Poli.NRG; the second activity was instead

aimed to the parametrization of BESS

models in the tool. However, the data

resulting from the experimental procedure

did not have the necessary characteristics

of repeatability and reproducibility, hence

they have not been used for BESS models’

parametrization in Poli.NRG, where labo-

ratory data and manufacturer’s data were

preferred.

Simulations’ set up

The data collected through the field survey

were classified in daily loads (e.g classroom

lights, household appliances, water pump)

and occasional three phase loads, mainly a

mill machine. They were used to generate

stochastic load profiles with Poli.NRG-

LoadProGen subroutine; figure 5 shows 20

days of simulated load profile compared

with 20 days of measured load profile.

Yearly load profile has been extended over

the entire plant lifetime (20 years) consid-

ering a constant load consumption. Cost

information about PV modules, batteries,

and off-grid inverters are collected from a

survey among Tanzanian local suppliers,

while O&M, other investment costs and

modeling parameters have been estimated

based on experience. Several simulations

have been carried out over the system life-

time to size the new theoretical microgrid

constituted by PV+BESS for the school,

which could cover the whole energy needs

and substitute the already present ”small”

stand alone system. In particular, empirical

simplified, empirical and electrical battery

models have been implemented with the

two driving technologies Li-ion and lead

acid and eventually they are compared in

terms of sizing results, costs and simulation

time. The tables 1 and 2 summarize the

BESS parameters in input to Poli.NRG.

Results and discussion

Figures 6 and 7 display the map of solu-

tions of the simulations with the three BESS

models (electrical, empirical, empirical sim-

plified) for lead acid and lithium ion tech-

nology. The map of solutions is composed

of different areas of solutions that are re-

lated to the specific BESS model adopted

in the simulation. Each area of solutions

represents with contour lines the resulting

optimal combinations of PV and BESS size

among the N simulated lifetime profiles LC.
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Figure 5: Measured and simulated load profile over 20 days

Lithium ion

M1 M2 M3

SOC initial 1 1 1

SOC min 0 0 -

PE ratio [kW/kWh] 2 2 2

SOH min - 0.8 0.8

Calendar life [years] 12 10 10

Cycle life [n cycles] 2000 f(E-rate) f(C-rate)

Charge efficiency % 97.5 f(E-rate) -

Discharge efficiency % 97.5 f(E-rate) -

Cell capacity [Ah] - - 5.3

Max voltage [V] - - 4.2

Min voltage [V] - - 2.75

Table 1: Lithium ion battery specifications

The contour line of the optimal combina-

tions is a curve along which specific com-

binations have appeared with the same fre-

quency (i.e., it represents isolines). The fre-

quency ranges between 0 and 1 since it has

been normalized according to the most fre-

quent combination in the considered BESS

model. The isolines are concentric, the most

external is the one with the lowest frequency

of occurrence.

Lead acid

M1 M2 M3

SOC initial 1 1 1

SOC min 0.5 0.5 -

PE ratio [kW/kWh] 0.25 0.25 0.25

SOH min - 0.8 0.8

Calendar life [years] 8 8 8

Cycle life [n cycles] 1500 f(DOD) f(DOD)

Charge efficiency % 90 f(E-rate) -

Discharge efficiency % 90 f(E-rate) -

Cell capacity [Ah] - - 10

Max voltage [V] - - 2.17

Min voltage [V] - - 2

Table 2: Lead acid battery specifications

The table 3 shows the robust design so-

lutions of six BESS model simulations.

The robust design (optimal BESS size

BESSopt;optimal PV size PVopt) is evalu-

ated as the optimal combination result with

the highest frequency (i.e, 1). The NPC,

LCOE and LLP of the robust design are

evaluated as the mean value of each solution

in which appears BESSopt and PVopt. Fre-

quency of occurrence Fopt is the number of
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BESS

technology

BESS

model

PVopt
[kW]

BESSopt

[kWh]

NPC

[k$]

LCOE

[$/kWh]

LLP

[%]

Single

LC simulation

time

[min]

LCopt Fopt

Lead acid

Empirical

simplified
14.2 105 119.82 0.644 4.99 8 114 4

Empirical 12.9 112 118.66 0.637 4.99 45 124 7

Electric 12.35 94.5 114.85 0.617 4.99 67 114 8

Li-ion

Empirical

simplified
11.9 60.6 120.50 0.648 4.90 7 101 12

Empirical 12.9 48.6 116.28 0.625 4.99 45 108 5

Electric 12.8 49.1 116.22 0.624 5 140 98 4

Table 3: Results of PoliNRG simulations with different battery technologies and modeling approaches

Optimal solutions-lead acid

90  95  100 105 110 115 
Battery [kWh]

11.5

12  
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13  
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14  
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P
V
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W
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M2
M3

Figure 6: Sizing results of Poli. NRG with lead-

acid BESS systems

times the optimal solution appears in simu-

lation’s results. The parameter LCopt repre-

sents the number of simulated load profiles

until convergence. Every simulation pro-

vides a robust solution, since the dispersion

of the optimum around the identified design

is very limited. Regarding lead acid tech-

nology, the empirical model tends to over-

estimate system size (+18%) with respect

to robust design using electrical model, as

can be seen from table 3. The overestima-

tion, can be caused both by the different

estimation of SOC and SOH and by the dif-

ferent parametrization of M2 and M3: for

M2 the manufacturer’s data have been used,

while for M3 experimental data were avail-

able. As a consequence, the NPC is 4000$

higher when sizing the system using empir-

Optimal solutions-lithium ion

48 50 52 54 56 58 60

BESS [kWh]
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Figure 7: Sizing results of Poli. NRG with Li-ion

BESS systems

ical model. The BESS size in the simula-

tion with the simplified empirical model is

an intermediate value between the other two

models and PV size noticeably bigger than

M2 PVopt, due to the fact that battery op-

erates meanly with a lower efficiency in M1

with respect to M2. This implies that even if

the parameters in input to the simplified em-

pirical model (efficiency and maximum num-

ber of cycles) are correctly estimated, simu-

lation results could not resemble the ones of

more sophisticated approaches.

Considering Li-Ion technology simulations,

electric and empirical model result to have

very similar system sizes while the simpli-

fied empirical model shows a non negligible

difference. The resulting NPC is very sim-
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ilar between electric and empirical method-

ologies while it is 4000 $ higher when using

the more simplified approach. The results’

similarity among M2 and M3 for lithium

ion is likely due to models’ parametriza-

tion: the values of the variable parameters

of the different BESS models and degrada-

tion curves have been computed from exper-

imental measurements. As reported in the

last column of the table 3, computational

times for simulating one lifetime load profile

LC strongly varies with the BESS modeling

approach adopted; notice that single profile

simulation time depends on the calculator

processor (specifically to the present thesis,

an ”Intel i7 4700k-16 Gb has been used).

Empirical model takes almost 6 times the

simulation time needed for simplified empir-

ical model, both for lead acid and lithium

ion technologies; electrical lead acid model

computational effort is 8 times higher than

the simplest model, while for lithium ion

batteries is even 18 times higher. The con-

clusion is that accuracy works at the ex-

pense of higher computational effort. It is

worthwhile to highlight that Li-ion batteries

constitute the 26 % of the total capital in-

vestment cost while lead acid batteries only

the 21%. Nevertheless, it is necessary to ac-

count also for batteries’ replacement costs

for a proper analysis of the costs associated

to each technology; in fact, lead acid bat-

teries have to be replaced three times dur-

ing plant lifetime while lithium ion batteries

only one. For this reason NPC of the plant

with lithium ion batteries is only 2000 $

higher than with lead. Moreover, the LCOE

of the two technological options are consid-

erably similar: Li-ion batteries are nowa-

days competitive with respect to lead acid

batteries and they can even be a better so-

lution for off grid systems.

Conclusions

The scope of the present thesis is to de-

velop a new methodology for modeling bat-

tery storage systems, to be integrated in

tools for sizing off-grid plants. The pro-

posed novel model represents the battery as

an equivalent electric circuit, as a capaci-

tance is series with a resistance. Parame-

ters values depend on SOC and SOH. This

approach for BESS modeling is commonly

found in literature for online applications,

but no examples of implementation in siz-

ing softwares have been found. In addition

to the novel approach, 2 empirical models

have been proposed: the simplified model

with constant efficiency and the more ad-

vance one with efficiency and lifetime mod-

eling depending on working conditions. The

proposed models have been implemented in

the dimensioning tool to design a PV+BESS

system for Ngarenanyuki school in Tanza-

nia. The three modeling approaches have

been parametrized both for lithium and lead

acid technologies and compared in terms of

results and computational time. The mod-

els differ greatly in terms of computational

effort: the higher the model’s complexity,

the higher the time. The empirical sim-

plified model leads to an oversizing of the

plant with consequent overestimation of in-

vestment costs. Empirical and electric mod-

els are instead comparable when data are

taken from laboratory measurements. In

conclusion, this thesis highlights the neces-

sity of a proper and smart BESS modeling

when facing the design of off-grid systems.

By using Poli.NRG, investors will be given

the opportunity to choose between different

BESS modeling, according to their needs.

Finally, the output of the tool can help in-

vestors decide whether to invest in lead acid

or lithium ion battery technologies; Li-ion

battery costs are nowadays competitive with

respect to lead acid and they also have bet-

ter performances.
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Abstract

During the past years, Battery Energy Storage Systems (BESS) have gained im-

portance in several contexts, especially in off-grid systems applications. Power pro-

duction in stand alone systems is often based on highly variable and non reliable

renewable energy sources: BESS are fundamental in this context to balance sources

variability and satisfy load demand. Nevertheless, batteries represent one of the

major costs in mini grids due to their high investment cost and limited life time.

Hence, it is important to introduce in design tools of off-grid systems an adequate

BESS model that allows to account for system reliability and costs.

The present thesis work is devoted to develop a new methodology for modeling bat-

tery storage systems, and to implement it in microgrid design tools.

The authors rigorously review the majority of the approaches found in literature,

with the purpose of classifying the models according to diverse methodologies; mod-

els are analyzed in terms of accuracy and computational effort.

A novel approach is then proposed, the goal is to accurately represent battery per-

formance. The chosen model represents the battery as an equivalent electric circuit

constituted by a variable capacitance (i.e. stored energy) and a variable resistance

(i.e. battery losses). In addition, two empirical models are proposed; they are

simpler and represent a classical approach in off-grid sizing tools, requiring little

computational effort. A comparison between the different models is proposed in or-

der to point out pros and cons of each one. The models are parametrized with data

of both lead acid and lithium ion batteries as far as they are the two technologies

that will likely compete in the future in off-grid applications.

The methodologies are implemented in the novel dimensioning tool Poli.NRG de-

veloped by a research Team in Politecnico. Eventually the tool is validated in a real

life scenario: the experimental microgrid in place at Ngarenanyuki school, Tanza-

nia. Data regarding school consumption are collected by on field survey performed

by the authors during one month spent there. Results obtained with the different

model methodologies are compared and discussed.

Keywords: BESS, off-grid systems, dimensioning tools, battery modeling, equiva-

lent circuit models, Tanzania
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Sommario

I sistemi di accumulo di energia a batterie (BESS) hanno acquisito negli ultimi

anni molta importanza in diversi contesti, specialmente nelle applicazioni in sistemi

”Off Grid”. I sistemi ad isola si basano su fonti di energia rinnovabile altamente

variabili e inaffidabili: i sistemi di accumulo a batterie sono fondamentali in questo

campo per bilanciare la variabilità delle risorse e per soddisfare la domanda di carico.

Di conseguenza, è importante introdurre nei software di dimensionamento per sis-

temi Off-Grid un modello adeguato di BESS che permetta di considerare i costi e

l’affidabilità del sistema.

Il presente lavoro di tesi ha lo scopo di sviluppare una nuova metodologia per i mod-

elli BESS da implementatare in strumenti di dimensionamento di ”Microgrid”. La

maggioranza degli approcci presente in letteratura è analizzata rigorosamente dagli

autori, ai fini di classificare gli approcci di modellazione in base all’accuratezza e

all’onere computazionale. Successivamente viene proposto un approccio innovativo:

l’obiettivo è di rappresentare accuratamente le prestazioni della batteria. Il modello

prescelto rappresenta la batteria come un circuito elettrico equivalente costituito

da una capacità variabile e da una resistenza variabile. Inoltre, sono proposti due

modelli empirici, che rappresentano un semplice e classico approccio usato nei soft-

ware di dimensionamento e che richiedono uno sforzo computazionale inferiore. Un

confronto tra i differenti modelli è proposto con l’obiettivo di evidenziare vantaggi e

svantaggi di ognuno di essi. I modelli sono parametrizzati con dati sia di batterie al

piombo che di batterie al litio, dal momento che sono le due tecnologie che più prob-

abilmente competerranno nel futuro delle applicazioni ”Off Grid”. Le metodologie

sono implementate in Poli.NRG, uno strumento innovativo per il dimensionamento

sviluppato da un gruppo di ricerca in Politecnico. Infine, il software è validato in uno

scenario reale: la microgrid sperimentale situata nella scuola di Ngarenanyuki, Tan-

zania. I dati riguardanti i consumi della scuola sono raccolti attraverso un sondaggio

effettuato sul campo dagli autori durante il mese vissuto nella scuola. I risultati ot-

tenuti utilizzando le diverse metodologie di modellazione sono confrontati e discussi.

Parole chiave: BESS, sistemi off-grid, software di dimensionamento, modellazione

di batteria, modelli elettrici con circuito equivalente, Tanzania
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Introduction

The issue of access to energy has a high priority on the global agenda. Sustainable

energy is the seventh goal of the 17 UN Development Goals. The target is to ensure

by 2030 ”access to affordable, reliable, sustainable and modern energy for all”. [1]

Sustainable Development Agenda refers to energy in its broad dimension, comprising

access to electricity as well as clean fuels for cooking and heating, each of them con-

tributing to satisfy basic needs. Electricity is yet one of the most important factors

that can drive development. In 2014, 1.06 billions people still lived without access

to electricity, ca 15% of the global population. Among these, 609 millions of people

lived in Sub-Saharian Africa, where electricity access deficit hits the 62.5% of the

population. Majority of these people live in remote rural areas, where deployment

costs of the national electric grid are prohibitive [2].

To address the problem of rural electrification, different strategies can be employed

[3]:

• Extend the national established grid to sparsely populated area. Cost of en-

ergy would be low but investment costs as well as technical losses due to long

distances could be very high.

• Off grid systems: distributed generation, small scale electricity production

could be an effective solution in remote areas, though requiring a high invest-

ment cost. Stand alone systems can range from home based systems relying

on a single source to mini grids integrating more than one source of energy.

• Integrated microgrids: they can be defined as an aggregation of loads and

micro-resources operating as single system providing both power and heat,

integrated to national grid or not. They have their internal control and opti-

mization scheme and could operate in connection with the main grid.

Although a centralized approach would be more cost-effective in a long term per-

spective, it is accepted that off-grid systems represent the most effective solution for

the near future [3].

An example of stand alone system is depicted in figure 1. The main components by

which the system can be constituted are:
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• One or more primary electricity generation technologies, bases on unreliable

renewable energy sources-Solar Photovoltaic, Small Wind Turbines, Small Hy-

dropower Turbine; when more than one energy source is present, the system is

called Hybrid System.

• Secondary electricity generation technologies, typically a diesel generator. Hy-

dro power plants are considered as secondary when the electricity generation

is continuous and it cannot be interrupted by uncontrollable causes (e.g., when

the river is shared for irrigation or other basic purposes).

• A storage system-a number of technologies based on different principles are

available (fuel cell, supercapacitors, flywheel...) but for small scale systems,

up to some MW, batteries are the most common device, especially lead acid

batteries.

• Inverter and charge controller.

• Other electric material (cables, wires...).

Figure 1: AC/DC bus lines Hybrid System

Due to the high variability and low reliability of renewable energy sources (RES),

storage systems are of fundamental importance in mini-grids. They allow to increase

efficiency in energy usage, storing energy when there is excess in production (e.g.

during the day in the case of solar energy) and releasing it during peak hours (e.g.

during evening hours), avoiding loss of energy demand. Battery Energy Storage

Systems (BESS) can help the diffusion of RES as opposed to expensive and polluting

traditional energy sources (diesel or kerosene), allowing a major energy independence

and development of communities.
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Figure 2: Solar Home System (>1kW) cost breakdown shares, 2013-2014 [4]

Batteries represent one of the major costs in stand alone systems due to their high

investment cost and limited life time. In figure 2 solar home-based system investment

cost breakdown of different projects is reported: each column is related to a specific

project. The columns in the right part of the graph are related to installations

smaller than 2kW: in those cases, systems are sold with lamps and appliances,

which increase the total installed cost of these SHS by 11% to 68% depending on

the system. However, batteries and PV represent the second large share of the cost,

on average 18% and 19%.

Due to unavoidable irreversible phenomena happening inside electrochemical cells,

nowadays batteries become heavily degraded after less than 10 years, which is lower

than the plant lifetime. Decision making process by investors’ is hence not an easy

task: not only the immediate investment cost but also battery replacement’s cost

need to be taken into account. Two aspect need mainly to be considered when

choosing the optimal BESS system:

• BESS size: the bigger the size of batteries and the initial investment cost, the

lower the stress level that batteries experience during operation and the longer

is their lifetime. Moreover, the smaller batteries are, the higher will be the

energy not provided to the load.

• BESS technology: many different battery technologies exist nowadays, with

different chemistries, costs and operational characteristics. Lead acid batteries

are nowadays the most mature and diffuse technology in stand alone energy

systems due to their low cost and great availability; lithium batteries, more

expensive but more efficient, will likely diffuse in the next future.

Some dimensioning tools that help in the optimal investment choice for stand alone

3
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systems are commercially available (e.g. HOMER [5], HybSim [6], Hybrid2 [7],

Hoga [8], Trnsys [9]). They are based on algorithms that allow to find the eco-

nomic optimal size of generators and storage systems. These softwares have to take

into account many aspects of the off-grid system (e.g. load profiles, modeling of

generation units, RES power production) and BESS are often modeled in a very

simplified manner. The most common battery models used in this sector are the so

called empirical or analytical models: they are based on an abstract vision of the

electrochemical cell. Battery is described by mathematical equations, empirically or

analytically derived, which aim to reproduce its energetic behavior without focusing

on the real physics. These models entail strong simplifications that allow for short

computational time at the expense of accuracy. The risk, when not enough physical

aspects are taken into account, is that the output of the software is not reliable.

Errors in dimensioning stand alone systems could have severe consequences on the

costs and lifetime of the plant. For this reason it could be worthwhile to study and

analyze possible alternative options.

Other modeling approaches can be found in literature applied to other contexts:

they range from the most accurate electrochemical models which describe batteries

with physical laws, to stochastic abstract models. Battery can also be seen as an

equivalent electric circuit, when considering its voltage and current characteristic:

electrical models are widely adopted for the modeling of batteries in particular in

automotive applications.

The scope of this thesis work is to propose a novel approach to model batteries in

microgrid dimensioning tools. It has to be simple to allow for viable computational

time but accurate enough to provide reliable cost estimation. Development of the

model is divided into two parts:

1. State of Charge estimation: it is necessary to model battery behavior during

operation, to evaluate amount of charge already stored in the battery and

compute the amount of energy that cannot be provided to the load (Loss of

Load).

2. State of Health estimation: a correct evaluation of battery degradation, which

is strongly dependent on cycling conditions,allows to forecast the battery life-

time and the consequent replacement’s cost.

The methodology has been developed starting from a rigorous literature review that

allowed to understand strengths and weaknesses of each modeling approach. As a

result, the authors proposed two different models:

• Empirical model: it constitutes a classic approach, that describes battery in

terms of its energetic behavior. Two versions of the model, of different com-

plexity are proposed.
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• Equivalent electric circuit model: it is a novel approach in sizing tools ap-

plications. The model describes battery in terms of electric quantities: it can

accurately estimate current voltage characteristic as well as the state of charge.

It represents a good compromise among all battery approaches in terms of ac-

curacy and computational time.

The methodologies have been implemented in the package Poli.NRG, a novel Mat-

lab based procedure developed by Energy Department of Politecnico of Milan. The

aim is to compare results obtained with different modeling approaches, in terms of

numerical outputs and simulation times. The novel electrical approach requires a

greater computational effort; if the results in terms of optimal size of the systems

were noticeably different among the methodologies, it could make sense to use the

most accurate. In other words, if simplified BESS models lead to relevant errors

in simulations, there could be an over or under sizing of the off-grid system with

consequent costs; in this context, a longer simulation with an accurate model that

leads to a correct dimensioning would be preferable.

In order to test the realistic approach conditions, Poli.NRG optimization process is

applied to the real case study of Ngarenanyuki Secondary school in Tanzania, in the

framework of a long term collaboration with Politecnico of Milan. The scope is to

size a new theoretical PV+storage system for the school that could cover the whole

energy needs and substitute the already present undersized stand alone system. The

authors spent one month in Ngarenanyuki: they monitored power consumption and

made an accurate energy assessment of the school, taking into account also the

recent arrival of the national electric grid managed by Tanesco. As a conclusion,

dimensioning of the new school system is performed checking both different BESS

modeling approaches and different technologies (lithium and lead acid), to compare

costs and opportunities: the results are critically analyzed and discussed.

The structure of the thesis is the following:

Chapter 1 reports a general overview of batteries’ technologies and applications.

Subsequently, the physical laws governing operation of an electrochemical cell are

described and the chemistry of the two most common type of batteries for off grid

applications, Lithium and Lead Acid as well as their degradation process are re-

ported. Finally, the most important operational characteristics, which have to be

taken into account when modeling batteries, are described.

Chapter 2 comprises a rigorous and detailed literature review regarding battery mod-

eling. Four different approaches: electrochemical, analytical, electrical and stochas-

tic are studied.

The process of battery modeling is divided into two sections, SOC estimation and

SOH estimation. At the end of the chapter, a comparison of the four modeling

methods is reported, with possible applications for each category.
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In Chapter 3 the state of the art of off-grid sizing methodologies present in scientific

literature is reported. Subsequently, the structure of Poli.NRG modeling tool, and

its main features are described.

In Chapter 4 two methodologies for BESS modeling, to be applied in Poli.NRG,

are proposed. Firstly, the authors present a classical approach: they propose an

empirical battery model with constant efficiency and a more advanced one which

accounts for variable efficiency and degradation. Subsequently, the novel approach,

the electrical battery model, is proposed and it is moreover validated with experi-

mental data. Parametrization of the models is done both for lithium and lead acid

technologies

Chapter 5 presents the case study of Ngarenanyuki school. Poli.NRG methodol-

ogy, with the novel proposed BESS approaches is applied to the school, in order

to size an optimal theoretical new PV+BESS system which can cover the present

needs. Firstly, the energy assessment of the school, performed during the month

spent by the authors in Tanzania is reported; results of the field survey have been

used to generate the school yearly load profile with NRG procedure. Secondly, sim-

ulations with Poli.NRG are set up: the proposed BESS modeling methodologies,

implemented with both lithium ion and lead acid technologies, are used to simulate

20 years of plant life.

In Chapter 6 the results of the simulations are reported. Firstly, a qualitative analy-

sis of school load profiles generated with the tool LoadProGen is reported, moreover

a comparison with real measured data is shown. Subsequently, the proposed BESS

models have been simulated adopting the procedures developed in the thesis project.

The diverse BESS modeling approaches and technologies are compared in terms of

optimal PV and BESS size, costs and simulation time.
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Chapter 1

Battery basics

1.1 Overview of applications and technologies

Global energy storage market is growing exponentially to an annual installation size

of 6 gigawatts (GW) in 2017 and over 40 GW by 2022, from an initial base of only

0.34 GW installed in 2012 and 2013 [10]. Among all the different type of energy

storage systems, electrochemical energy storage is one of the most rapidly growing

market segments, even though operational installed battery storage power capacity

is still only 1.9GW, small when compared to the other thermal or pumped hydro

storage (more than 150GW installed) [11]. The figure 1.1, shows the exponential

increase of global installations of electrochemical storage systems in the past 20

years, thanks to decreasing costs and performance improvements. Electrochemical

Figure 1.1: Global electrochemical storage capacity, 1996− 2016[11]
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batteries are an important power source in all cases where very high power is not

needed. A first general classification distinguishes batteries in primary batteries

and secondary batteries, where the former correspond to non-rechargeable bat-

teries and the latter correspond to rechargeable batteries [12].

Primary batteries are typically used from low to moderate power applications, such

as in industrial applications and in some electronic devices (e.g. watch, radio, cal-

culator . . . ). Secondary batteries are commonly used as Energy Storage System

(BESS) and nowadays they are used in a wide range of applications:

• Stationary applications: off grid energy storage, uninterruptible power sup-

plies, emergency power, load leveling, peak shaving, load shifting, dispatcha-

bility of non-programmable renewable energy plants;

• Automotive sector, in electric and hybrid vehicles;

• Portable devices: laptops, mobile phones, cordless devices;

It is worth noticing the important role that batteries play in off-grid energy systems.

Approximately 1.06 billion people in the world do not have access to electricity grids.

They often used to rely on expensive and polluting diesel generators to supply to

power needs. In the last decade, stand alone systems based on renewable energy

sources (RES) began to diffuse in remote and rural areas of developing countries.

RES are by nature highly unreliable and unpredictable; BESS are be useful in order

to store and provide energy according to the needs, and assure continuous power

supply. Their usage could increase the implementable amount of renewable energies

in off-grid systems up to 100%, allowing for clean and sustainable energy supply.

There are many types of batteries, suited to different applications, their principal

characteristics are reported in the table 1.1. Lead acid batteries are the most widely

used technology as energy storage systems in off grid applications. VRLA (Valve

Specifications Lead acid Li-ion Ni based Na based

Energy density

[Wh/kg]
25-50 60-260 30-80 90-120

Power density

[W/kg]
60-180 500-3000 150-1000

150-160

[W/l]

Cycle life 300-2000 700-7000 500-2500 2500-3000

Cell nominal voltage V 2 3.3 1.2 2-2.6

Initial cost [$/kWh] 100-200 350-1150 150-750 100-300

Table 1.1: Characteristics of different BESS technologies. Costs refer to year 2015 [13], [14]
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Regulated Lead Acid) batteries in particular are widespread due to their low ini-

tial costs, high availability even in developing countries, safety reasons and disposal

possibility. The characteristic features of off-grid renewable energy, though, such as

high variable charging and discharging power, deep cycles, low periods without fully

charging batteries and extreme temperatures are known factors that influence nega-

tively lead battery lifetime [15]. For this reason, researchers are starting evaluating

other solutions suitable to application in disadvantaged contexts.

Lithium ion batteries have a high energy density together with high efficiency both

during charge and discharge, as can be seen from the table 1.1. Their cycle lifetime

is longer than lead acid batteries and they can withstand higher temperatures. All

this positive characteristics come at the expense of higher capital costs [16].

Nowadays, Li-ion batteries are yet expensive and their light weight and high power

densities could be not enough to motivate their exploitation in stationary storage

systems [17]. Nevertheless, lithium battery sector is expanding, and research and

development in automotive sector will eventually lead to a substantial decrease in

their manufacturing cost. The forecast is that they will become competitive in a

near future even in off grid applications (according to a report by IRENA their cost

will fall below 200$/kWh by 2030 for stationary applications), where their longer

lifetime, no need for maintenance and resistance to extreme conditions will represent

economical advantages.

In order to make the most convenient choice in off-grid contexts, not only the initial

investment cost, but also battery lifespan, maintenance and replacement costs need

to be evaluated. Battery performance and their ability to satisfy load demand need

also to be taken into account. Many sizing tools that help in the optimal plant di-

mensioning are commercially available (see chapter 3). Most of them rely on battery

mathematical models quite far from the real battery physics.

Properly modeling a battery, signifies being able to reproduce its behavior as seen

externally, in terms of energy absorbed and provided as well as voltage and current

characteristics. In the following sections, the physical laws governing electrochem-

ical cell operation are reported, followed by a description of lithium and lead acid

batteries. The starting point to model batteries is in fact the deep understanding of

electrochemistry together with the specific chemistry of the type of batteries taken

into consideration. Lead acid batteries, as previously said, are the most diffuse tech-

nology for off-grid applications while lithium batteries represent a likely alternative

for the future. Finally, battery operational characteristic is reported: each physical

phenomenon happening in the cell is linked to peculiarity in battery behavior at

external terminals, which is important to observe and describe.
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1.2 Electrochemical cell

The cell is the basic electrochemical energy device that converts electrochemical

energy released by a red-ox reaction into electricity (and vice versa). A battery is

composed by one or more cells that are connected in series or parallel according

to the operational voltage and current required, and other secondary devices like

diodes, fuse etc. The cell consists of three major components:

1. The anode, which is the electrode where the oxidation reaction (red → ox +

ne−) occurs; the electrons are free to flow through the external electric circuit.

2. The cathode, which is the electrode where the reduction reaction (ox
′
+n

′
e− →

red′) occurs; it withdraws electrons from the external electric circuit.

3. The electrolyte is a substance (liquid, solid. . . ) that allows the ions transport

between the two electrodes.

The energy and power characteristics of a cell follow directly from the electrochem-

ical reactions and principles that are synthetically described as follow. It is worth

to notice that the following section generally describes electrochemical energy con-

version device, either a fuel cell and a battery.

Thermodynamics

For a general evaluation of an electrochemical cell, the thermodynamic principles

have to be investigated. The two half-cell reactions that take place at the elec-

trodes can be added together leading to the overall reaction of the cell. The basic

thermodynamic equation for a reversible transformation is

∆G = ∆H − T∆S and ∆G◦ = ∆H◦ − T∆S◦ (1.1)

where G is the Gibb’s free energy of reaction, H is the enthalpy, T the absolute

temperature and S is the entropy; the apex ◦ stands for standard condition at

T=25◦ and unit activity. Moreover, the Euler equation states that G is also equal

to the sum of the chemical potential of the species in a system. This equation can

be used also for the electrochemical potential

µ̃ = µi + ziFϕi (1.2)

(z=charge of component i, F=Faraday’s constant, ϕ=electrical potential). It is

possible to demonstrate that the maximum work achievable through a reversible

transformation is

W = −∆Greaction (1.3)

10
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When the cell is at the electrochemical equilibrium (but it in chemical disequilibrium,

because at the two electrodes there are different species), i.e. when the circuit is

open

d̃G =
M∑

i=1

µ̃idNi (1.4)

becomes equal to zero and it is valid for both electrodes, leading to the expression

for the Equilibrium Potential Difference between the two electrodes:

ϕelectrode+ − ϕelectrode− =
−∆Greaction

neF
= Eeq (1.5)

Where ne is the number of electrons involved in the overall red-ox reaction. The

combination of 1.1 b and 1.2

W = EeqneF = −∆Greaction (1.6)

proves that and ideal cell in electrochemical equilibrium extracts the maximum

work, which is the net available electric energy, from chemical disequilibrium. When

conditions are other than in the standard state, the Nernst law gives the Equilibrium

Potential Difference

Eeq = E◦+ − E◦− +
RT

neF
ln

M∏

i=1

aνi (1.7)

Where ai represents the activity coefficient of the species i, raised at its stoichiometric

coefficient. E◦+ and E◦− are the equilibrium electrode potential measured with respect

to a reference electrode that by convention is the hydrogen one, that has ”zero”

potential.

Kinetics

Thermodynamics describe reactions at equilibrium and the maximum energy release

for a given reaction [12]. Once the current is drawn from (or injected into) the cell,

non-equilibrium conditions at electrodes and in electrolyte are set. Non-equilibrium

oxidation and reduction affect the equilibrium electrode potential by a term η called

”overpotential”, negative for reduction and positive for oxidation. For example,

when a battery is discharging, the operational voltage externally seen is lower than

the ideal one (the Equilibrium Potential Difference).

This section will analyze the effect of the kinetics on overpotential governing the

half-cell reactions occurring at the interface electrode/electrolyte. Each electrode

does not react directly with charged species, but through a catalyst that enhances

the reaction. According to catalysis’ theories, a generic surface reaction Aσ+Bσ →
Pσ + Qσ is the rate determining step, thus the reaction that mostly affects the

kinetic of the whole process. Considering the specific case of electro-oxidation (or

reduction) of one electrode, transition state theory is used to described this type

11
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of kinetic. In these treatments, the reaction proceeds towards a path involving

an activated complex, where the rate determining step is the dissociation of the

activated complex

ox ∗M ↔ red+M + e− (1.8)

where M is the catalyst molecule. The backward and forward reactions are consid-

ered. The forward and backward reactions can be described by heterogeneous rate

constants kf and kb, respectively[2]. The rate of reaction is defined according to

transition state theory:

~rf = kfe
−∆Gf

RT ~rb = kbe
−∆Gb

RT (1.9)

This equation is a more accurate version of the well known Arrhenius’ law. The

Gibbs free energy variation can be substituted with electrochemical potential, of

reactants, products and activated complex using equation1.4. The role of electrons

in the process is established by assuming that a fraction β + E of the electrode

potential represents the electrical potential of the activated complex for the forward

reaction, while another fraction β−E goes for the backward reaction[2]. β is called

”symmetry factor”: it is always greater than zero and it depends on the number of

electrons involved in the red-ox reaction steps. For convenience, the reaction rates

can be written in terms of net current density i = F (~rf − ~rb) and with further

mathematical steps, that are neglected in this treatment:

i = nsF (Koa
νo
o e

βoF (E+η)
RT −Kra

νr
r e

βrF (E+η)
RT ) (1.10)

where ns is the number of non-repeated electrochemical steps. Eq 1.10 is the well-

known ”Butler-Volmer equation”, in which the exchange current density is directly

related to the reaction rate constant, to the activities of reactants and products,

and to the potential gradient through the double layer. When an electrode, which

is a metal surface, is submerged in an electrolyte, the electronic charge on the metal

attracts ions of opposite charge and orients the solvent dipoles, creating a layer of

charge on the metal surface and another layer of opposite charge in the electrolyte.

This charge separation establishes what is commonly known as the ”double layer”

[2] that induces an electrical field and behaves as a capacitor. When the exchange

current is quite higher or lower than zero, hence far from the equilibrium, the Butler

Volmer equation can be approximated with the ”Tafel equation” for oxidation and

reduction respectively:

i◦ = nsF (Koa
νo
o e

βoF (E+η)
RT ) ir = nsF (Kra

νr
r e

βrF (E+η)
RT ) (1.11)

In many studies the loss for overpotential associated to kinetics of reactions at the

interface electrode/electrolyte is called ”activation polarization”, as in [2] and [12].
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Mass transport

In the previous section, the effect of kinetics of electrode’s process on the over-

potential has been investigated. Nevertheless, another important phenomenon for

evaluating losses in a cell is the mass transport process to and from electrode sur-

faces. Mass transport of charged species and reactants follows the Nernst-Planck

equation (the mathematical demonstration is not reported here):

Ni = −D∗i gradCi − zi
F

RT
DiCigradϕ+ Ciω (1.12)

Where N is the molar flow, D is the corrected diffusivity, C is the concentration and

z is the charge (0 or -1 or 1) of the species i, ω is the absolute velocity. This equation

means that mass transport to or from an electrode can occur by three processes:

(1) diffusion in a concentration gradient, (2) electrical migration and (3) convection,

usually negligible. The molar flow of the Nernst-Planck equation is related to the

current by the Faraday’s law:

j = niFNi for reactant, ni is the number of electrons per mole of reactant

j = ziFNi for charged species
(1.13)

The combination of 1.12 and 1.13 underlines the influence of reactants transport on

the overpotential that appears in Butler Volmer equation, since an expression of j

as a function of the activity is obtained

j

nsF
∝ Di(ai,bulk − ai) (1.14)

Decreasing the local activity of reactants, the current increases and so does the flux.

The difference in concentration existing between the electrode surface and the bulk

of the electrolyte results in a concentration polarization. This is clear if the Tafel

equation is reformulated as (for example during discharge)

E+ + η+ = −brln(− ir
nrFKr

) + brνrlnar

E− + η− = −boln(− io
noFKo

) + boνolnao

(1.15)

There exists a limiting current jlim proportional to the bulk activity, because as the

local activity approaches to zero, the overpotential theoretically increase to an infi-

nite value. Concentration losses arises for high value of current, mainly determined

by limited diffusion of active species to and from electrode surface to sustain the

reaction, that is consuming reactants. Moreover, the electrolyte resistance to ion

transport must be considered, that causes a linearly variable electrical potential of

the electrolyte from anode to cathode. The expression for this loss can be generically

written as:

ηel = ϕ−el − ϕ+
el (1.16)
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Figure 1.2: Variation of the electrical potential inside a generic electrochemical cell. [18]

It can be represented as an ohmic loss:

ηel = RI (1.17)

The conductive diluent, and materials of construction of the electrodes, current

collectors, terminals, and contact between particles of the active mass and conductive

diluent or from a resistive film on the surface of the electrode [12] also contribute to

the definition of the Ohmic resistance R.

Finally, the cell voltage during operation can be expressed as

∆V = E+ + η+ − E− − η− − ηel (1.18)

and it can be represented on the polarization curve.

1.3 Lead acid and lithium ion batteries

Chemistry of lead acid batteries

The positive electrode of lead acid batteries is composed of lead dioxide, the active

material of the negative electrode is metallic lead and the electrolyte is typically

sulfuric acid dissolved in water. Chemical reactions occurring during charge and

discharge are the following:

Negative electrode Pb
 Pb2+ + 2e Pb2+ + SO2−
4 
 PbSO4

Positive electrode PbO2 + 4H+ + 2e
 Pb2+ + 2H2O Pb2+ + SO2−
4 
 PbSO4

Overall reaction Pb+ PbO2 + 2H2SO4 
 2PbSO4 + 2H2O

(1.19)
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Figure 1.3: Polarization curve for a generic electrochemical cell. [18]

Internal chemistry is the same in all lead- acid batteries but they can be divided

into two categories according to design considerations:

1. Flooded lead acid batteries contain liquid water that can eventually evaporate.

They must be kept in upright position and regular maintenance is needed in

order to assure the right amount of liquid is present in the electrolyte.

2. In valve regulated lead acid batteries, also called sealed batteries instead, elec-

trolyte is completely absorbed in the separator and can be contained in two

different ways. Gel batteries utilize a substance that transforms electrolyte

into a gel, while Absorbed Glass Matrix use a glass matrix to contain the liq-

uid electrolyte. These batteries are maintenance free and often used in off grid

power systems, in combination with PV or wind turbines.

During lifetime lead acid batteries are subjected to some degradation phenomena

that alter the chemical characteristics and the performances of the battery itself.

Degradation of lead acid batteries

The main degradation mechanisms occurring in lead acid batteries are listed in the

following [19], [20].

• Corrosion: it mostly affects positive electrode and it is practically unavoidable

because metallic lead in the positive plate grid is thermodynamically unsta-

ble. It is accelerated by overcharging and high temperature. In case of valve

regulated lead acid batteries, corrosion can be a problem also for the negative
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plate, in particular in lugs, straps and posts. To avoid this last issue, batteries

are kept at high float voltage, which has adverse effect on grid corrosion.

• Positive active mass degradation and loss of adherence to the grid: during

cycling, there can be a morphological shape change of the active mass. Loss

of contact between grid and active mass leads to an increase of conduction

resistance. Charging at high currents and high temperature can reduce this

phenomenon.

• Sulfation: battery plates’ active material, lead and lead dioxide react with the

electrolyte during discharge, forming crystalline lead sulfate. If the battery is

kept for a long time in discharged state, the crystals can grow and the process

becomes irreversible. The consequence is a loss of active mass and hence loss

of capacity in the battery. Moreover, lead sulfate deposits on battery plates,

causing an increase of battery resistance to diffusion. Sulfation is enhanced

when batteries are not being charged sufficiently or not frequently enough.

High temperature could increase sulfation during rest periods while it could

diminish it during cycling.

• Stratification: during cycle life, electrolyte tends to become non uniform. Ions,

which are heavier than water tend to accumulate on the bottom of the battery,

creating a stratification. Battery reaction are in this way possible only on

specific parts of the battery and this leads to a decrease in capacity. It is

enhanced by long periods of low SOC and non complete charges.

• Short circuits: they could happen across the separator at prolonged deep dis-

charge. In this case acid concentration is really low and lead sulfate could

precipitate forming metallic lead on the separator (”metallization”). Short

circuits could also be provoked on positive plate by active mass degradation.

They cause insufficient charge of the battery and consequent sulfatation

• Gassing: when the cell voltage is really high, hydrogen could form at the

negative electrode and oxygen at the positive. This is one of the most important

side reaction in lead acid batteries. Hydrogen must be vented away causing

loss of water. This leads to an increase in acid concentration in the electrolyte

that enhances the previously described degradation mechanisms.

Chemistry of lithium ion batteries

Negative electrode active material is composed in the majority of cases of lithiated

carbon with layered structure similar to graphite. Positive electrode is instead made

of lithium metal oxide; Li ions must be able to freely diffuse through their crystals.

There is a great variety of chemistries, especially due to the different possible mate-

rials of positive electrode, while negative electrode is constituted mainly by graphite.
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Figure 1.4: Schematic representation of a lithium ion battery [21]

Electrolyte can be composed either by a lithium salt dissolved in an organic solvent

(Liquid Organic Electrolyte Batteries) or it can be made of a solid polymeric matrix

(Polymer Electrolyte Batteries). The latter provides a higher safety in spite of lower

conductivity, but the former still represents the most used technology in off-grid

applications.

Lithium ion batteries are based on intercalation reactions involving Li ions, which

move between positive and negative electrode during charge and discharge. Interca-

lation process is composed of three steps: migration of solvated Li+ ions, desolvation

and injection of Li+ ions into the vacancy structure, diffusion of Li+ ions into the

host structure.

In case of Lithium cobalt oxide cell, negative and positive electrode reactions are

respectively:

Negative electrode LixC6 
 xLi+ + 6C + xe

Positive electrode xLi+ + Li1−xCoO2 + xe
 LiCoO2

(1.20)

For a lithium iron phosphate the electrochemical reactions are:

Negative electrode LixC6 
 xLi+ + 6C + xe

Positive electrode xLi+ + Li1−xFePO4 + xe
 LiFePO4

(1.21)

The negative electrode reaction is the same for both lithium cobalt and lithium

phosphate since the negative electrode is made with the same material.

In table 1.2 are reported the different types of lithium ion technologies. Lithium

cobalt oxide batteries are well developed and well known but they are not commonly

used in stationary application; lithium nickel cobalt aluminum cells and lithium

titanium oxide cells are not suitable for off-grid applications, especially in DCs, due

to the very expensive catalyst’s materials. Lithium manganese oxide technology has
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low cost due to manganese abundance, very good thermal stability and high power

capability; nevertheless, its moderate cycle life and low energy performance are

insufficient for off-grid applications [11]. Lithium iron phosphate batteries present

very good thermal stability, very long cycle life and calendar life, very good power

capability, low costs, and low degradation in RES applications [11]; this technology

could be especially suited for off-grid renewable applications [15].

Equally to lead acid batteries, also lithium ion batteries face during their lifetime

degradation phenomena, but they are different from lead acid batteries due to the

dissimilar chemical composition.

Degradation of lithium ion batteries

Aging phenomena occur mainly at the electrodes, with different characteristics on

anode and on cathode [24].

Negative electrode degradation

• Formation of passivated surface layer: when the battery is in the charged state,

the potential of the negative electrode is low, at a voltage that is outside the

electrochemical stability window of electrolyte components. Hence, reduction

reactions of electrolyte components take place at the electrolyte/electrode in-

terface. These reactions consume lithium ions, and at the same time produce

products that accumulate on electrode surface, building up a protective layer,

called Solid Electrolyte Interface (SEI). SEI formation takes place mainly in

the first few charge/discharge cycles, leading to a rapid decrease in battery

capacity at the beginning of its life. The layer partly protects the anode from

further oxidation, but it continues to stabilize and grow during all the life of the

battery, playing a major role on the resistance increase and decrease in nom-

inal capacity. In particular, when battery is subject to high stresses due for

Specifications LCO LMO NMC LFP NCA LTO

Cathode material LiCoO2 LiMn2O4 LiNiMnCoO2 LiFePO4 LiNiCoAlO2 Various

Anode material Graphite Graphite Graphite Graphite Graphite Li4Ti5O12

Energy density

[Wh/kg]
110-190 100-120 150-220 90-120 200-260 60-80

Power density

[W/kg]
600 1000 500-3000 1400-2400 1500-1900 750

Cycle life 500-1000 700-1000 2000-3000 > 3000 > 1000 3000-7000

Cell nominal voltage V 3.7 3.8 3.6 3.3 3.6 2.4

Initial cost [$/kWh] 200-400 300-850 450-850 350-1150 250-950 550-1900

Table 1.2: Characteristics of different chemistries of Li ion batteries. Costs refer to cell prices for utility

scale applications [22], [23]
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example to high currents, cracks can propagate through the SEI layer, leading

to its decomposition and a successive reforming.

• Metallic lithium plating and lithium dendrite growth: it might occur at low

temperature and high discharging rate. What happens is that lithium, due to

low diffusion, deposits on the surface of graphite layer instead of intercalating

into the lattice of the carbon. Li metal will subsequently react with electrolyte

accelerating the degradation of useful lithium for evaluating capacity of the

battery.

• Graphite exfoliation and cracking: caused by solvent co-intercalation, elec-

trolyte reduction inside graphite and gas evolution. The consequent loss of

active material and of lithium leads to a capacity decrease. It is enhanced by

high state of charge.

• Contact loss of active material particles and change in porosity: volume changes

of active material during charge and discharge cycles affect the mechanical

structure of the composite electrode. High current rate associated with high

cycle depth and high state of charge enhance the phenomenon leading to re-

sistance rise and capacity decrease.

• Current collector corrosion: there might be reactions between current collec-

tor and electrolyte that lead to loss of contact between current collector and

other electrode components. This phenomenon is enhanced at low state of

charge, when the potential of the anode is high, and leads to an increase of the

resistance.

• Binder decomposition: increased by high temperatures and high state of charge.

Positive electrode degradation

• Lithium metal oxide structural disordering.

• Metal dissolution: typical in lithium manganese spinel, at elevated temperature

manganese dissolves in the electrolyte, leading to capacity fade. Also, when

dissolved manganese ions arrive to the anode, they promote the formation of

SEI layer leading to further electrolyte decomposition. It can happen at both

high or low potentials, i.e. extreme SOC values.

• Formation of surface layer: electrolyte oxidation reactions with consequent

formation of surface layers are seen to occur in lithium nickel cobalt oxide

cathodes. They are enhanced by high temperatures and high SOC and induce

an increase of the resistance.

• Conductive agent oxidation.
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• Current collector corrosion.

• Binder decomposition.

The last three phenomena entail loss of contact and resistance increase.

1.4 Battery operational characteristics

Regardless from the technology, it is necessary to know battery external terminal

characteristics to reproduce as accurately as possible BESS operational behavior

in a simulation model. In the next paragraphs a list and description of the most

important characteristics is reported.

Capacity

Capacity represents the specific energy of a battery and it is expressed in ampere-

hours [Ah]. Ah is the discharge/charge current a battery can deliver over time.

Commonly, on battery datasheet it is written the nominal capacity, which represents

the maximum capacity that is possible to store or discharge with a given current,

reaching the voltage limits of the battery. However, during operation the final

capacity depends on the current, or more precisely on the C-rate.

C-rate

The C-rate specifies the speed a battery is charged or discharged.

Crate =
i

Cn
= [

1

(h)
] (1.22)

At 1C, the battery charges and discharges the nominal capacity in 1 hour time. At

0.5C, the current is half and the time is doubled, and at 0.1C the current is one-tenth

and the time is 10-fold.

State of charge (SOC)

The state of charge SOC is usually expressed as a fraction (or percentage) and

defined as

SOC = SOC(0)− 1

Cref

∫ t

0

Idt (1.23)

or equally, if the battery is completely charged when the the discharging process

begins

SOC = 1− C

Cref
(1.24)

According to these definition, it represents an abstract relative characteristic, de-

fined with respect to a reference capacity in Ah. The current I indeed is expressed in
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amperes. The reference capacity is usually the nominal capacity of the cell; however,

another option is to use as reference capacity the effective dischargeable capacity at

specific operating conditions.

From a strictly chemical point of view, the SOC is equivalent to the activities of

reactants and products of the electrochemical reactions. The problem with this def-

inition is that, for a battery, it is not possible to know precisely the whole chemistry,

because it is a secret of each battery producers.

Another quantity is commonly utilized, namely the Depth of Discharge (DOD). It is

defined by international standards as SOC variation during cycling: DOD = ∆SOC

Some authors, instead, define it as the 1’s complement to the SOC: DOD = 1−SOC
[25].

Open Circuit Voltage (OCV)

The voltage, measurable at the external terminals when the cell is at open circuit

(OCV, Open Circuit Voltage) and when it is in thermal and electrical stability, is

given by the Nernst law 1.7. It depends on chemistry, on SOC and on the number

of cells connected in series; it shows a non-linear trend as function of SOC.

Two examples of discharge curves (OCV as a function of SOC) are reported in figure

1.5(a) and figure 1.5(b): they refer respectively to the lithium ion cell and the lead

acid cell that have been examined for the models proposed in chapter 4. Notice that

the lithium OCV is much more non-linear than the lead one.

Voltage

Batteries are marked with nominal voltage which is 5-7 % lower than the open circuit

voltage (OCV) of a fully charged battery [26]. The closed circuit voltage (CCV) is

the operating voltage, described in equation 1.18. As already explained, the voltage

at the external terminals strictly depends on the operational current (the higher the

current, the lower the voltage and the capacity that can be discharged) and on the

state of charge. Batteries have a maximum and a minimum voltage that is possible

to reach in order to prevent permanent damage to them. Voltage limits are different

according to the specific chemistry of the battery.

Non-linearities

Modeling the behavior of batteries is complex, because of non-linear effects during

operation. In the ideal case, the voltage remains constant until all the stored energy

is consumed and after that the voltage instantly goes to zero. The ideal capacity

of a battery would be constant for all currents and state of charge, and all energy

stored in the battery would be provided to the load. However, for a real battery the

voltage and the capacity are not constant [27].
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Figure 1.5: OCV of lithium ion cell(a) and lead acid cell(b)
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1. Rate capacity effect

The effective capacity that can be discharged from a cell, with the same
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Figure 1.6: Charge curves at different C-rates(a) and discharge curves at different C-rates(b)

initial conditions, depends non linearly on the value of the applied current.

The voltage slowly drops during discharge and the higher the current rate the

lower is the effective capacity, meaning that the voltage limits are reached

earlier [27].

The figures 1.6(a) and 1.6(b) show the evolution of the voltage over time at

different C-rates; notice that for high C-rate the voltage reaches the limiting

value without completely charging/discharging.
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2. Recovery effect

During idle periods or very low discharge, batteries can recover to a certain

extent the capacity that has not been exploited during periods of very high

discharge rates. Indeed, a cell, at same initial conditions and with the same

value of current, allows to withdraw a higher capacity if the discharge process

is an intermittent one with respect to a continuous discharge. Moreover, during

idle periods it is possible to see in the discharge curve that the voltage measured

at the external terminals tends to reach the value of the OCV corresponding

to the actual SOC, provided that the resting time is long enough. The resting

time depends on the type of the battery (chemistry, materials,...) and on its

age. In this way, the effective capacity is increased and the battery lifetime is

lengthened [27] .

Figure 1.7: Recovery effect [28]

3. Ohmic voltage drop

If the battery stays at open circuit for a sufficient time, it reaches the open

circuit voltage. Starting from this conditions, when a load is applied to the

battery it is possible to observe a sudden voltage drop in the first seconds of

the discharge. This variation cannot be caused by the change in the SOC, since

the transient response of the battery needs more than few seconds to change

its SOC. Moreover, the higher the current the higher this voltage drop is; as

long as the behavior resembles a resistance the phenomenon is called Ohmic

voltage drop. The same consideration can be done in charge case.

For all types of batteries these effects occur. However, the extent to which

they are exhibited depends on the battery type.

4. Self-discharge effect

The effect of self-discharge mainly appears in lead acid batteries, while in
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lithium ion batteries it is much less relevant.

If a charged battery is not used for long period of time, it will lose part of its

initial capacity even if no load is applied. This phenomenon is known as self-

discharge. Nevertheless, according to how much the battery has been stressed

during its lifetime (i.e., high c-rates), self-discharge can be higher or lower for

the same type of battery. The extent of the capacity lost due to selfdischarge

depends also on the ambient temperature: a battery kept in a cold environment

faces a lower self-discharge effect [29].

What appears with evidence from the previous analysis, is that batteries are com-

plex systems, with strong non linearities and time dependent behavior. Accurate

models are needed in order to predict their cycling and lifetime characteristics and

compute their costs. However, when one wants to take into account all the different

phenomena, models risk to become too detailed and not easily viable with short

enough computational time. Some approximations are needed, especially when bat-

tery models are used to dimension off grid power systems, where the focus is on

the optimization of the whole plant. In the following section a detailed review of

batteries’ modeling approaches is reported.
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Review of battery modeling

2.1 Introduction

To predict and analyze battery behavior in many different operational conditions, it

is often required the aid of the calculator’s simulations, because an ”in situ” diagnosis

and analysis result in a very time-consuming and expensive operation. With this

perspective, an accurate modeling of battery behavior is strictly necessary in order

to obtain correct simulations. In the literature review, the models have been grouped

into four general different approaches:

1. Electrochemical: electrochemical modeling is usually based on equations for

mass, energy and momentum transport of each species for each phase and com-

ponent of the cell. It typically involves a system of coupled partial differential

equations that must be solved in time and spatial dimensions. Electrochemical

models are able to predict local distribution of concentration, electrical poten-

tial, current and temperature inside the cell, besides current and voltage at

the external terminals. Therefore, they tend to be relatively complex and they

typically have various parameters to determine through several experiments

[30].

2. Analytical: they are based on an abstract vision of the electrochemical cell

behavior. The battery is described by analytical equations that do not take

into account electrochemical processes, but that are empirically fitted. These

models usually focus on the evaluation of the SOC of the battery based on

energy or current balances. Voltage characteristic of the battery is normally

neglected. Analytical models’ complexity can vary but they are in general

simpler than other model categories: for this reason they are often used in

dimensioning tools. [31]

3. Electrical: batteries can be represented by equivalent electric circuits, that aim

to model as accurately as possible battery operation, especially the voltage and
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current characteristics at the external terminals. These models could be very

simple, comprising few circuital elements (e.g. voltage source to represent

energy stored and a resistance in series to take into account losses), or more

complex, with each circuital element related to a precise physical phenomena

occurring in the cell. Due to the wide spectra of possible equivalent circuits,

these models find application in a broad range of sectors, comprising battery

monitoring and design. [31]

4. Stochastic: stochastic models describe charging and discharging phenomena as

stochastic Markovian processes, because the complex electrochemical reactions

are significantly affected by random variables as ambient temperature and

usage profile [32]. The battery is represented by a Markov chain with N+1

states of charge, enumerated from 0 to N. The number of the battery’s state

is linked to the number of units of charge available in the battery [33].

When modeling a battery, whatever approach is followed, two aspects have to be

taken into consideration:

• State of Charge (SOC): a correct estimation of battery SOC allows to under-

stand the amount of charge and hence energy that can be stored or provided

by the battery. In the framework of BESS modeling for off-grid dimensioning

tools applications, it is useful to predict the amount of energy not provided to

the load, i.e. the loss of load.

• State of Health (SOH): as explained in chapter 1, batteries have a limited life-

time due to irreversible degradation processes happening inside the cells. The

rate of degradation depends on batteries operational and floating conditions.

An accurate evaluation of batteries’ SOH allows to account for BESS replace-

ment costs which, when speaking as an example about stand alone sizing tools,

contributes to the total plant cost.

In the following sections, the models found in scientific literature for estimating

batteries’ SOC and SOH are reported, divided into the four approaches listed at the

beginning of the chapter.

2.2 Battery Models comparative analysis: SOC estimation

In the present section, different battery models are reported, classified into the

methodologies previously described. The focus is placed on the approaches followed

to predict battery SOC and on their effectiveness.
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Electrochemical models

The starting point of this typology of models is the accurate description of a battery

through its electrochemical governing equations (see section 1.2).

A problem consisting of a system of partial differential equation, to be solved in

time and space domain, is set. The independent variables are numerous, comprising

concentration of species and potential across the cell. State of Charge of the cell is

strictly related to concentration of reactants, and its evolution in time can hence be

determined, solving the problem for a given load profile.

In order to make the system numerically solvable the structure of the cell needs

to be simplified. The most common approaches, utilized in particular to model

lithium-ion cells are the following:

• Pseudo two dimensional model (P2D) Electrodes are assumed to be com-

posed of a lattice of identical spherical particles. Li ions can move through two

spatial coordinates: a radial coordinate r, across the spherical particles of ac-

tive materials in the electrodes and a linear coordinate x, going across the cell

from the negative to the positive electrode. It is called pseudo 2D model since

the radial coordinate does not represent a physically new dimension.

Doyle, Fuller and Newman where among the first authors to conceive a model

based on these assumptions[34]. They developed Dualfoil [35], which is a For-

tran program based on their electrochemical model. It is widely used in order

to simulate battery response to a certain load profile (power/current) and to

check the accuracy of new simplified models.

• Single particle model (SP) Electrodes are assumed to be composed of one

single spherical particle whose area is equivalent to the surface area of solid

active material in porous electrode. Porosity is neglected and lithium ions

surface concentration is assumed constant along the x-axis of the electrode.

Solid phase potential is hence only a function of time t. The solving process is

much faster than P2D model but the model is less accurate.

In [36] and [37] the authors compare the 2 models in order to assess accuracy and

time requirements. SP results less time consuming but not really accurate at high

discharge or charge currents.

Finite element, partial differential equation solvers are needed in order to simu-

late battery cycling. The main methods found in literature for simulations can be

categorized as [38]:

• DUALFOIL, based on the Newman’s BAND subroutine developed in FOR-

TRAN. This is a finite-difference method.[35]

• Finite volume method (FVM) that discretizes time with various schemes.
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• COMSOL Inc. Multiphysics [39],[40]. They employ respectively a finite ele-

ment method(FEM) and a finite difference method (FDM) and they offer an

implementation for the P2D model.

• Finite difference method (FDM) or reformulation schemes in spatial coordi-

nates using adaptive solver such as FlexPDE [41]and DASSL [42] in time.

Electrochemical models need the determination of a large set of cell parameters, that

can be derived with various techniques, as for instance Electrochemical Impedance

Spectroscopy. Their complexity makes electrochemical models not suitable for real

time monitoring and for dimensioning tools, in which a balanced compromise be-

tween accuracy and fast simulations is required. They are usually employed for cell

design simulation, in order to enhance cell geometry and material. Moreover, they

can be used as a reference in order to validate the accuracy of more simplified mod-

els.

In the following subsection, an example of pseudo-two-dimensional model is reported

since it is the most common approach found in literature.

Pseudo-two dimensional model

The model proposed by Doyle et al [34] is here analyzed, since it is one of the very

first works that adequately models the electrochemical cell and many subsequently

developed models are based on it.

It has been developed for a lithium polymer cell, but in literature this kind of model

can be found also for other types of batteries [43].

The active materials are polymer electrolyte, metallic lithium negative electrode and

a porous positive electrode.

The assumptions made by the authors are:

• The diffusion coefficient for the lithium ions in the positive electrode active

material is constant. This assumption allow the authors to use a superposition

integral for solving, being mathematically advantageous. In the model devel-

oped by Dees et al. [30], the authors base their work on the model of Doyle

et al., but they improve it by changing this assumption: in their model, the

diffusion coefficient for the lithium ions in the positive electrode active material

depends on its concentration.

The distance across the cell is the first dimension and the radial distance of

the assumed spherical particles is the second.

• For the polymer electrolyte and the cell in general, the all solid-state system

and assumption of isothermal operation allows the momentum and thermal

transport effects to be neglected.

The transport equations for the electrolyte are mass transfer expressions for each

species and electroneutrality, employing the Nernst-Planck equation (eq 1.12) that
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can be related to current density by the Faraday’s law.

A material balance on the salt in the separator is set and also the equation for con-

servation of charged species.

The positive electrode is composed of the polymer electrolyte, a conducting material

and the catalyst’s particles. These phases are treated as superimposed continua, so

that the material balance on the lithium in the polymer/salt can be easily estab-

lished.

Transport of lithium through the active positive electrode material (spherical par-

ticle) is a diffusion mechanism that follows Fick’s law (eq. 2.11).

The current flowing inside the electrolyte and electrodes follows the ohm’s law. The

electrodes’ processes are described by Butler-Volmer kinetics (eq. 1.10). In addition,

the variation of current with solid and solution phase concentrations is accounted

for by using a concentration-dependent exchange current density.

The open circuit potential of electrodes changes with the amount of lithium inserted

and is expressed as

UOCV = U0 − U0
ref +

RT

F
(ln(

cmax − cs
cs

) + βcmax + ς) (2.1)

which is coherent with the Nernst law (eq 1.7). This is similar to the expression

proposed by West et al. [44]. c is lithium ions concentration and the parameters β

and ς represent activity corrections and are taken to be constants. They can be fit

from experimental data on open-circuit potential versus state of charge.

Boundary conditions are necessary to solve partial differential equations.

The dependent variables of concentration, potential, reaction rate, and current den-

sity appear in more than one equation, and therefore they must be solved simultane-

ously. In addition, material properties often vary considerably with concentration.

The result is a system of coupled partial differential equation that cannot be solved

analytically. Thanks to the first assumption of [34], mathematically speaking the

equations result in a single-dimension problem. On the contrary, the hypothesis

of variable diffusion coefficient in [30] makes the system a pseudo two-dimensional

problem, which is more difficult to be solved but also more accurate for a wider

range of cell types. There are many options for numerically solving a pseudo two-

dimensional problem.

The most common used technique is the finite-difference method. The model can

be discretized with a determined number of nodes in the spatial direction for each

variable. The active positive electrode particles were radially discretized using a

finite difference form of the differential diffusion equation. Two different solvers

have been used to solve partial differential equation in time and space: the first one

is a finite-different based one dimensional solver developed by Verbruggee and Gu

[45] and the other one is FlexPDE. The advantage of using adaptive solvers is the

increase in simulation speed compared to fixed-time schemes.
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Multiscale, multidimensional, and multiphysics electrochemical-thermal coupled mod-

els enable to add more accuracy for describing all the phenomena occurring inside

a cell [38]. For instance, the model proposed by Parthasarathy M. Gomadam et

al. [43] for a lithium ion battery is based on the previously described governing

equations, including also an energy balance for temperature variation inside the

cell. Moreover, the authors tried to evaluate the dependency on concentration of

the diffusivity with algebraic equation.

Analytical models

Few simple equations are used in order to describe battery behavior. Values of

parameters can be empirically found by experimental data or by manufacturers’

datasheet. In the majority of cases there is no direct reference to the voltage varia-

tion of the battery, and the SOC is computed through charge or energy balances.

Due to the simplicity of these models, they are the ones more often employed in

dimensioning tools [46], [47]. Their simplicity comes however at the expenses of ac-

curacy and errors in predicting battery performance could be relatively high. In the

following paragraphs, four different approaches of growing complexity are presented.

Empirical model-battery efficiency

The simplest approach, is to describe the battery as a system that, due to non-ideal

behavior, dissipates some energy. A round trip efficiency can be defined as the ratio

of energy provided by the battery during discharge over energy absorbed during

charge, at a given C-rate and SOC variation.

Knowing the total power required or provided by users to the battery, energy actually

entering or exiting the batteries depends on the efficiency. In particular, energy

entering or exiting the batteries is the integral of power over time and it has to be

multiplied by the efficiency when power is provided to the battery and divided by

the efficiency when released. SOC can be calculated as the energy accumulated over

the maximum storable energy (given by manufacturers).

Efficiency can be considered constant, as in [48] or a decreasing function of charge

or discharge power or analogously current. Massoud Pedram and Qing Wu in [49]

wrote the battery efficiency as a linear or quadratic function of the load current:

η = 1− β ∗ I
η = 1− γ ∗ I2

(2.2)

Describing battery behavior by simply utilizing an efficiency, is a way to estimate

energy providable by the battery utilizing data given in battery datasheet. No com-

plex experimental parameters evaluations are required. However, battery dynamic

response, as well as voltage characteristics are totally ignored.
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Peukert’s Law

It was developed in order to model the change in capacity of lead-acid batteries at

different discharge rates.[31]

The time to discharge a battery is given by:

t =
C

Ik
(2.3)

I is the discharge current, and C is a constant, empirically found and similar to bat-

tery nominal capacity [Ah]. K is the Peukert coefficient, it would be = 1 in case of

an ideal battery, whose capacity is independent on the current. It is instead > 1 for

real batteries. K varies with temperature and aging, increasing with the life of the

battery. So, the higher the current and the higher k, the shortest the time to arrive

at complete battery discharge and hence the smaller the actual discharged capacity:

Cdis = I ∗ t. The output of Peukert’s law is hence similar to the variable efficiency

described in the previous subsection (higher current leads to lower discharged en-

ergy). The difference is that the emphasis is on accumulated charge instead of stored

energy. In the case of variable current, an average value of current during the time

frame can be computed. To estimate SOC of a battery during discharge, Peukert’s

law could be coupled with the Coulomb Counting method:

SOC =

∫
Idt

Cref
(2.4)

Cref is the reference battery capacity, it could be the nominal battery capacity or

the actual maximum dischargeable capacity, calculated by Peukert’s law at the given

charge or discharge current.

Shepherd model

The model presented in [50] describes the battery through the equation

yk = E0 −Rik −
µ

SOCk
(2.5)

where yk is is the battery voltage, k is the time index, E0 is the battery constant

voltage, R represents the internal resistance of the cell, ik is the cell current and µ

is a parameter for fitting. This equation is valid both during charge and discharge.

Despite using electric quantities, this model does not represent battery as an equiv-

alent electric circuit. In fact, it tries to follow the voltage characteristic of the cell

via an analytical expression.

This model is particularly suitable for simulating lead acid batteries in stand-alone

PV systems [51]. It has also been used for battery management systems of lithium

batteries in hybrid electric vehicles [52]. Copetti et al. in [53] tested Shepherd

model with lead acid battery and the results showed an adequate reproduction of

battery behavior during discharge while it presented significant errors during charge
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and overcharge. Hence, the authors proposed an improvement of Shepherd model in

order to employ it for PV system simulation. The main changes were a correction

factor for temperature variation, an expression for overcharge and an expression for

resistance variation with current and SOC.

Hybsim [6], the software tool for cost-benefits analysis of remotely located hybrid

systems, models energy storage via a modification of Copetti and Shepherd equa-

tions [54]. For more details about the software see chapter 3.

Trembley et al.proposed in [55] a parametric model, as an improvement of Shepherd

model to avoid simulation instability.

The authors developed an equation, aimed to accurately model battery open circuit

voltage.

E(Qi) = E0 −K
Q

Q−Qi + Ae−BQi (2.6)

where E is the open circuit voltage that depends on battery capacity Q[Ah], Qi is

the actual battery charge [Ah] (integral of current over time), A is the amplitude

of the discharge curve exponential zone and B [Ah−1] is the time constant inverse

of the exponential zone. The terms are related to the shape of the discharge curve

(see fig. 2.1).

Figure 2.1: Discharge curve [55]

The model is integrated in Matlab-Simulink Sim-PowerSystems library and it is uti-

lized for hybrid electric vehicle simulations as it can accurately represent battery

behaviour.

KiBam model

The authors represent the battery with a hydraulic model [56].

The charge stored in the battery is split in two tanks, one containing the available

charge (q1), and the other the bound charge (q2). The first one is the charge

immediately accessible by the load, while the second one is the charge chemically
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Figure 2.2: KiBam model [31]

bound. Battery is considered totally discharged when q1=0. The tanks are divided

by a valve with a fixed conductance k’, by which the bound charge becomes available.

k’ accounts for the rate constant of the cell’s electrochemical reaction and the rate

of diffusion processes: for this reason, the model is called kinetic battery model

(KiBaM).

Bound charge becomes available at a rate which is proportional to the difference in

head of the two tanks.

The depth of each tank is set equal to 1, the volume is equal to the charge stored

(maximum total volume =qmax) and the widths are c for available charge tank and

1-c for the other one. Total area is hence 1.

Given a constant charge/discharge current, the equations describing the battery

dynamic behavior are the following:
{

dq1
dt

= −I − k′(h1− h2)
dq2
dt

= k′(h1− h2)
(2.7)

{
h1 = q1/c

h2 = q2/(1− c) (2.8)

A new rate constant k is defined: k = k′/(c ∗ (1 − c)). Solving the differential

equations, available charge as a function of time can be found.

q1 = q10e
−kt +

(q0kc− I)(1− e−kt)
k

− Ic(kt− 1 + e−kt)

k
(2.9)

q10 and q0 are are the amount of available and total charge at the beginning.

SOC of the battery can be computed as q1/qmax being qmax the maximum charge
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providable by the battery.

The parameters that need to be found are qmax, the maximum capacity of the

battery, c, the available fraction and k the rate constant. Variation over time of

open circuit voltage (E) can be computed as a linear function of the state of charge:

E = Emin + (Emax − Emin) ∗
∣∣∣∣

q1

q1max

∣∣∣∣ (2.10)

It is worthwhile to mention that the important part of this work is related to vari-

ation of charge with time and the voltage variations are just accounted for with a

linear relationship, not derived by physical laws or experimental data.

The battery model assumes explicitly that charge is conserved under charge and

discharge. Energy, however, is not conserved. When a load is applied to the bat-

tery, the available charge reduces, and the height difference between the two tanks

grows. When the load is removed, charge flows from the bound-charge tank to the

available-charge tank until h1 and h2 are equal again. So, during an idle period,

more charge becomes available and the battery lasts longer than when the load is

applied continuously. In this way the recovery effect is taken into account. Also,

the rate capacity effect is covered, since for a higher discharge current the available

charge well will be drained faster, less time will be available for the bound charge

to flow to the available charge. Therefore, more charge will remain unused, and

the effective capacity is lower. This model was proposed by the authors as a valid

substitute of circuital models, its advantages being the small amount of parameters

required, often derived simply by manufactures’ data. One of the main drawbacks

is that it is mostly applicable to lead acid batteries. HOMER [5] and Hybrid2 [7] ,

software tools for microgrid design, represent the battery through a KiBam model.

Diffusion model

This model was proposed by Rakhmatov and Vrudhula in [57], [58] and is based on

the diffusion of the ions in the electrolyte. It was validated with data of lithium-ion

batteries.

The authors describe the evolution of the concentration of active species in the

electrolyte during battery discharge. Battery discharge time under a given load is

predicted. Processes occurring at the electrodes are assumed to be identical and the

symmetry of the battery allows to take into account only one electrode. The picture

shows the steps occurring in the semi-cell during discharge. At first the battery is

full charged and the concentration of electroactive species is constant. When a load

is applied, the chemical reaction occurring at the electrode starts consuming species

near to its surface. A gradient is hence created across the electrolyte and this allows

ions to move by diffusion. When the load is removed, battery has time to recover

part of the charge by redistribution of electroactive species in the electrolyte. The

battery is considered completely discharged when the concentration at the electrode
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Figure 2.3: Diffusion model [31]

drops below a certain level (C cut off) and hence the reaction can no longer be

sustained.

The concentration of the electro-active species at time t and distance x is denoted

by C(x,t). The maximum length is w. When the battery is completely charged,

concentration is constant over the length of the electrolyte: C(x,0)=C*. The battery

is considered empty when C(0,t) drops below the cutoff level Ccutoff.

Diffusion of active species can be described by Fick’s law:

{
−J(x, t) = D ∂C(x,t)

∂x
∂C(x,t)
∂t

= D ∂2C(x,t)
∂x2

(2.11)

Where J is the flux of the electro-active and D is the diffusion constant. The flux

at the electrode surface (x=0) is proportional to the current [i(t)], according to

Faraday’s law (eq. 1.13). The flux on the other side of the diffusion region (x=w)

equals zero.

Solving the equation, an expression for σ, the apparent charge lost until time t, is

found:

σ(t) =

∫ t

0

i(τ)dτ + u(t) (2.12)

The apparent charge lost can be separated in two parts: the charge lost to the

load [l(t)], which is simply the integral of current over time, and the unavailable

charge [u(t)]. The first is the charge used by the device, effectively gone out from
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the battery, the second is charge which remains unused in the battery. This result,

with the concept of available and bound charge is the one already discussed in the

KiBam model. KiBam model can be in fact thought of as a discretization of the

diffusion model. Recovery effect is modeled as well as rate capacity effect. Battery

charge lost during battery lifetime (σ(L)) is equal to battery capacity α. When

t=L the battery is considered fully discharged. The authors refer in this case to

non rechargeable batteries, whose lifetime corresponds to the time to arrive to full

discharge.

During idle periods the unavailable charge will decrease and will be available again

for the load. This model has the advantage of being physically justified, being

developed starting from physical laws describing processes occurring in the cell.

However, it is simplified with respect to electrochemical, low level models, entails

less equation and a much shorter computational time. A drawback of the model is

that it does not give information about voltage profile of the battery. It can instead

be used to compute battery discharge time, as a substitute of Peukert’s law, to

optimize battery management systems.

In [31], the authors compare Peukert’s law, Kibam model, diffusion and Dualfoil

model in order to predict battery lifetime. As expected, Peukert’s law results the

less accurate model, having the bigger error with respect to Dualfoil. Kibam and

diffusion model appear instead to have very similar results, that match well the

electrochemical model.

Electric models

Batteries can be represented by equivalent electric circuits that, to an external ob-

server, exhibit their same characteristic of voltage and current.

There is a wide range of circuital models, with different degree of complexity. The

simplest ones, with few, constant circuital elements, are far from describing the

real physics of the battery, and they could be compared with empirical models, as

long as they entail a high degree of abstraction. On the contrary, the most advanced

models, are composed of circuital elements that directly reflect electrochemical char-

acteristics of the cell; they could be really accurate, even almost as electrochemical

models, but they require the determination of many parameters and time consuming

simulation.

As a general rule, electric circuits, need to be composed of two different parts, in

order to properly model battery behavior:

1. The first part of the circuit represents the equilibrium voltage of the cell. This

is directly related to the energy content of the cell, hence the SOC. In literature,

OCV is found to be represented in two different ways and two categories of

models are defined [59], [60]:
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• Active models: OCV is represented by an ideal voltage source, with

voltage varying according to SOC. This kind of models are called active

models, as long as the voltage generator is an active element.

• Passive models: open circuit voltage can be thought of as the voltage

drop across a capacitor. The capacitance (called incremental [61], inter-

calation capacitance [62]. . . ), is the passive element that represents the

charge stored in the cell. Capacity and voltage drop across the capacitor

vary with SOC.

2. The second section of the circuits is composed of elements that have to rep-

resent the overpotential with respect to equilibrium condition (see sec. 1.2).

The elements can be represented in time or frequency domain. [63],[64]

• Time domain: Circuits are constructed utilizing serial and parallel net-

works of resistances and capacitances. They are lumped element models.

The value of circuital elements is often found by fitting of discharge curves.

[65].

• Frequency domain: circuits utilize impedances that remain expressed

in the frequency domain, not being directly representable by resistances

or capacitances. When passing from frequency to time domain, some

approximations are needed. They are distributed element models. They

often utilize Electrochemical Impedance Spectroscopy (EIS) in order to

give each element a precise physical meaning and to estimate the value

of parameters [65]. Constant Phase Element, Warburg impedance and

ZARC impedance are typical elements utilized in this category of models

and they are associated with particular shapes in EIS diagram [66]. In

annex A are reported details about EIS and impedances.

Electric circuit modeling is one of the most common approach utilized nowadays.

Thanks to the flexibility, relative simplicity when compared to electrochemical mod-

els but high accuracy, electric circuit models can cover a wide range of applications.

They are in particular used in real-time applications, such as in electric vehicles, in

order to predict the state of batteries [63],[67],[68].

Equivalent circuit models are often coupled to Coulomb Counting Method (eq. 2.4)

in order to estimate SOC of the battery during operation [69],[70]. Coulomb Count-

ing method, based on computation of the integral of the current over time, is often

subject to mistakes, due to systematic errors in current measurement. To check

the accuracy of SOC estimation, predicted voltage of the circuit at the computed

SOC is calculated and compared to the measured one, in what are called closed loop

algorithms.

If models want to represent battery behavior with a high level of accuracy, param-

eters need to be experimentally estimated taking into account the various possible
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different operating conditions. Data of parameters varying with temperature, SOC,

SOH are needed. The easiest but time consuming strategy is the offline estimation,

with creation of lookup tables or polynomial function. It is also possible to estimate

parameters online in case of adaptive models. [71]

The most used techniques for battery parametrization are the following.

• Electrochemical Impedance Spectroscopy (EIS): as previously said, one

of the most efficient way to estimate battery parameters is through EIS.The

frequency of each section of the Nyquist plot can be related to the characteristic

frequency of phenomena happening inside the cell. Once having related each

part of the graph to real phenomena occurring in the cell, it is possible to

estrapolate an equivalent electric circuit (further details in annexA). Values of

parameters are found by fitting of EIS curves at various SOC, temperature and

aging conditions.

• Hybrid Pulse Power Characterization (HPPC): as an alternative to EIS,

a Hybrid Pulse Power characterization test could be made in order to analyze

battery dynamic behavior and estimate values of parameters. It consists of a

series of discharge and charge pulses alternated by pauses. It can be realized at

various SOC and levels of current. Ohmic resistance and polarization resistance

can be determined analyzing voltage-current response of the battery. Moreover,

OCV characteristic as a function of SOC can be derived. More details about

the standard test procedure for hybrid electric vehicles are reported in [63].

• Static capacity test and constant power discharge test: These are other

standardized procedures that allow to determine battery capacity at constant

current and power [63].

Active models

As explained before, what characterizes these models is the presence of an ideal volt-

age source to represent the charge stored in the battery. This could ideally provide

an infinite amount of energy, hence it is not representative of the real battery physics.

Time domain

The electrical circuits of the three principal models in time domain are depicted in

figure 2.4.

R int (fig. 2.4(a)). The simplest battery model present in literature is constituted

by a voltage source and an internal resistance. This model does not take into ac-

count the transient response of the battery.

The difficult part of the model is to find a value of R int that properly models the

behavior of the battery. In [72], a critical review of the possible ways in which R int

could be determined is made. They mainly distinguish three methods: pulse power
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Figure 2.4: Active models in time domain: Rint(a), Thevenin(b), Double polarization(c)

characterization (fig. 2.5), EIS, and thermal methods that account for Joule losses.

When EIS method is utilized, according to the specific application of the model,

Figure 2.5: HPPC test

and the typical periods of the discharge charge cycles of the battery, an internal
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resistance corresponding to different frequencies could be taken into account.

Accuracy of the model can increase when parameters vary according to tempera-

ture, SOC and SOH [59] [73]. It has been used to model lead acid batteries applied

in uninterruptible power supply or traction vehicles [73]. R int model is validated

by the National Renewable Energy Laboratory (NREL), which is part of the US

Department of Energy. The model is tested in order to be used it in the Advanced

Vehicle Simulator (ADVISOR), for simulation of high power lithium ion batteries

of hybrid electric vehicles [74].

Thevenin (fig. 2.4(b)). This model is mainly composed of three parts including

open-circuit voltage Voc, internal resistances and equivalent capacitances. The in-

ternal resistances include the ohmic resistance Ro, comprising losses in electrolyte

and conductors and the polarization resistance Rth. The latter is the one associated

to the electrochemical reaction. The equivalent capacitance CTh is used to describe

the transient response during charging and discharging. All the transient effects,

arising mainly from double layer formation and diffusion phenomena, are accounted

for by a single RC branch, and hence by a single time constant.The parameters are

assumed in the first version of the model to be constant.

In subsequent works, the dependence of the parameters on SOC, T, SOH and C-rate

is considered[75]. These dependencies can be experimentally determined and then

taken into account via look-up tables.

Applications of this model in PV systems, virtual prototyping of portable battery-

powered systems, and real time simulation of hybrid and electric vehicles are found

in literature [73].

Double Polarization (fig. 2.4(c)). The model called double polarization is similar to

Thevenin model, with an additional RC group. This last element is added in order

to make a distinction among transient phenomena occurring in the battery. The first

RC group, with a smaller time constant, is related to electrochemical polarization.

The second RC group has a larger time constant and it characterizes the diffusion

processes occurring inside the cell. This kind of polarization is called concentration

polarization [76].

This model is more accurate than Thevenin and can more rigorously simulate bat-

tery behavior, especially in the moments at the end of charge or discharge. It is

worth to mention that the higher the number of RC groups in series, the more ac-

curately the model reflects the transient behavior of the battery (models with more

than two RC groups are found in literature); part of them represent the diffusion

occurring in the battery and other part charge transfer and double layer [77]. The

more sophisticated the model is, however, the higher the computational effort. For

this reason, Double Polarization model is more often preferred and it can find ap-
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plication in electric/hybrid vehicles.

Frequency domain

In this section, the most significant active models in frequency domain are explained

and their equivalent electric circuits are shown in figure 2.6.

Figure 2.6: Active models in frequency domain: Lead acid active model(a) and Li-ion active model(b)

Lead battery model (fig. 2.6(a)). The idea of the authors that proposed the model

[78], was to put in series two Randles circuits (see later in the chapter for more

details) and to apply some modifications, typical of lead-acid batteries. R1, R2 and

Rgas are non linear resistances. The 2 constant phase elements have been used

instead of capacitances to represent depression. A parallel branch has been inserted

to take into account the losses associated to the phenomenon of gassing, typical

of lead-acid batteries. Only one diffusion element, the Warburg impedance W, is

utilized to describe diffusion in the two half cells. This is an approximation that

simplifies the implementation of the model. Finally, an ideal voltage source is used

to represent OCV. Parameters are found through EIS.

The model, implemented in Matlab/Simulink, according to the authors, allows to

represent the behavior of lead acid batteries for the automotive sector. It could be

used to simulate the voltage response of automotive power sources.
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Lithium battery model (fig. 2.6(b)). The model structure was empirically found

by fitting of EIS curves of a lithium-ion battery. The parameters were found in

the frequency domain. R1 represents ohmic losses, W is the Warburg impedance

to account for diffusion and the other parts account for charge transfer in the two

electrodes.

In the work [79], an approximation has also been done, in order to simplify the model

and pass to the time domain form. This model is able to predict the output voltage.

All the parameters depend on SOC and temperature. SOC can be computed by

coulomb counting method.

This model has been proposed as an improvement to Thevenin and R-int model in

order to be utilized in real-time electric vehicle battery management systems. In

the paper, in order to validate the model, the simulation results are compared to

experimental curves obtained by HPPC tests. The error of the proposed model is

smaller than the simplified previously mentioned models and hence it could be used

to predict accurately battery behavior avoiding time consuming performance tests.

Passive models

This typology of models, employ a capacitance in order to represent energy storage.

Charge stored in the capacitor is in fact equivalent to the charge stored in the bat-

tery. Value of the capacitance, which represents the battery regime condition, could

be constant or variable according to SOC. Its value can be derived from the dis-

charge curve, as the derivative of voltage with respect to charge at constant current.

In [61], [80], [81], [82] the capacitance is called incremental capacitance to underline

its mathematical derivation. In [62] it is named intercalation capacitance because it

describes the accumulation and depletion of Li ions within the electrode.

Time domain

The main passive models in time domain are listed in the following.

R int based model (fig.2.7). The simplest passive battery model is composed by a

capacitance in series with a resistance. Cb is the bulk capacitance of the cell and R

int is the internal resistance. It is not a model commonly found in literature, but

as stated in [73], RC groups can be simplified by a single resistance when a high

degree of accuracy is not needed. Starting from the Thevenin based battery model

later described, it is hence possible to arrive to the model shown in the picture.

As for the R int active model, value of resistance can be found via different tech-

niques, among which it is relevant to mention EIS.

Thevenin based model (fig.2.8). This model is very similar to the Thevenin model

([83],[60]). The only difference is that OCV is represented by a capacitance, instead

than a voltage source (fig.2.8). It is hence a passive model with a resistance to
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Figure 2.7: Rint passive model

account for ohmic losses, a RC group to represent the transient behavior. It was

not derived by impedance spectroscopy but only by discharge curves. The capaci-

tance is a function of voltage and current and it is computed as the ratio of charge

exchanged over voltage.

To improve the accuracy of passive models, as in active models, it is possible to

increase the number of series RC groups [64].

Figure 2.8: Thevenin based passive model

Lead battery model (fig.2.9). In [84], the authors proposed a dynamic model for

lead-acid batteries. It was in particular developed for batteries belonging to a

buffer/storage device of a domestic CHP.

Even if the model is developed for different purposes, it has, similarly to the previous

model, just one RC group. It has however some additional elements:

1. Rp is the self discharge resistance. It is a big resistance that takes into account

the fact that battery has a small self discharge leakage current even when it is

disconnected. It is function of OCV.

2. There are two couples of resistances, ohmic and charge transfer, and they
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are in series with diodes. The reason is that, typically in lead acid batteries,

resistance is different during charge and discharge.

All the circuit elements depend on OCV and the relationships are obtained by curve

fitting process. Capacitance, in particular, is described as a parabolic function of

voltage.

Figure 2.9: Lead acid battery passive model

RC model (fig.2.10). The model was developed by Saft company and used by Na-

tional Renewable Energy Laboratory (NREL) in the vehicle simulation tool ADVI-

SOR [85],[86]. It is named resistance capacitance battery model, as long as it is

composed of two capacitors and three resistors. Cb is the bulk capacitance, rep-

resenting charge chemically stored in the battery, Cc is a smaller capacitance that

accounts for the surface effects of the cell, diffusion of material and chemical reac-

tions. The resistors represent losses associated to various part of the cell.

Parameters depend on temperature and SOC and their value is found through HPPC

tests. Battery SOC is predicted using the voltage across the larger capacitor Cb and

battery OCV SOC characteristic. Also the voltage across the smaller capacitor in-

fluences, in minimal part, the SOC estimation. The model has been adapted to

various batteries’ chemistry. When implemented in ADVISOR to simulate lithium

ion batteries, it showed a better performance than the previously utilized R int

model.

Frequency domain

The first models (”Randles models”) presented in this subsection mainly focus on
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Figure 2.10: RC model

the representation of the impedance of the cell, not considering the equilibrium

condition. Impedance allows to compute the overpotential, to which, in order to

obtain battery terminal voltage, it is necessary to sum up the open circuit voltage.

They utilize open circuit voltage characteristics given by discharge curves in order

to find OCV related to SOC.

The last two models presented, have instead a bulk capacitance to take into account

charge storage and SOC. Firstly, equivalent electric circuits of Randles models are

represented in figure 2.11.

Figure 2.11: Passive models in frequency domain based on Randles circuit:Randles circuit(a), Randles

model for the cell(b), modified Randles models for Li-ion cell(c)(d)
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Randles model (fig.2.11(a)).The oldest model of this category, and also the one that

is taken as a reference in more recent works, is the Randles equivalent circuit [87].

John Edward Brough Randles, in 1947 modeled interfacial electrochemical reactions

in presence of semi-infinite linear diffusion of electroactive particles to flat electrodes.

The circuit well represents the behavior of half battery cell.

• Zw is the Warburg diffusion element that models diffusion processes occurring

at electrodes.

• Rct is the charge transfer resistance at the electrodes.

• Cdl is the double layer capacitance.

• Rs represents ohmic losses in wires, electrodes and electrolyte.

Ideally the cell is composed of two identical half cells, with the same Randles struc-

ture but different parameters’ value. Inductances show their effect only at high

frequencies and are due to battery current collectors and cables. In the picture

2.11(b), the impedance of the whole cell is represented. However, in practice, it is

impossible to separate the impedance measurement of the negative and the positive

electrode for sealed battery cells. Therefore, the original Randles model (see figure

2.11(a)) is widely used as a representative lumped model of the electrochemical bat-

tery cell.

Modified Randles model-1 (fig.2.11(c)). A modified Randles model, applicable in

particular to Li-Ion cells is presented in [88]. The authors described each process

occurring in the cell via the physical governing equations and arrived to define the

impedances that form their proposed model. It has hence a strong physical basis

and what is noticeable is that it is really similar to Randles circuit.

The model presents an anode impedance and a cathode impedance connected in

series, a resistance R0 to represent the ohmic losses and an inductance L that as

said previously represents the inductive behaviour at high frequencies.

Zfd is the faradaic impedance present at both anode and cathode. It can be derived

from electrochemistry using Butler-Volmers equations (eq. 1.10) and Fick’s law of

diffusion (eq.2.11). It is composed by 2 terms: the charge transfer resistance and

the impedance caused by solid-phase diffusion.

Besides the Faradaic impedance, the negative electrode impedance includes the ef-

fects of double layer and SEI (solid electrolyte interface) film at anode. Details

about SEI film formation are reported in section 1.3.

The porous electrodes have rough electrode surface which leads to double layer ef-

fect with capacitance dispersion, rather than behaving like an ideal capacitor. A

constant phase element (CPE) is used to describe this dispersed capacitance. The
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CPE is used for both double layer capacitance and SEI film.

Modified Randles model-2 (fig.2.11(d)). In this model, it is made another modifi-

cation of Randles circuit, in order to take into account electrode porosity and SEI

layer [89].

The anode part of the circuit slightly differs from Randles model.

The desired intercalation reaction of lithium at the anode, and the reaction of lithium

with electrolyte’s components that forms the SEI, happen in parallel. For this rea-

son, the impedance associated with SEI formation and the one associated with

lithium intercalation are in parallel. The first one is composed by a charge transfer

resistance and a capacitance (Rt,s, Ca,s) and the second one a charge transfer resis-

tance in series with a diffusion impedance (Rt,a, Zd,a).

The ohmic resistance Rc is the analogous of other models.

Through EIS measurements, cathode impedance seems not to correspond exactly to

a Warburg impedance. Anomalous diffusion in the cathode, that does not obey to

Fick’s law, is assumed. The impedance is expressed as follows:

Zd(ω) =
Zd(0)

τ γ/2
coth[(jωτ)γ/2] (2.13)

where Zd(0) is the zero-frequency asymptote for the real part of the diffusion

impedance, and τ is the time constant.

EIS based models (fig.2.12). These models differ from the previous ones due to

diverse characterization of the parameters; particularly, they derive directly from

EIS measurements [90]. However, they still lacks to represent a bulk capacitance to

show storable energy of the battery and relate it to SOC.

Andre et al. gave a physical interpretation of the sections of Nyquist plot [91], then

they proposed an equivalent electric circuit model (see fig.2.12(a)).

The inductance represents the behavior of cables at high frequencies, then there is

R1, a ohmic resistance and 3 RC groups to represent SEI, intercalation at electrodes,

double layer capacitance and charge transfer resistance and diffusion.

The authors proposed also a more accurate model, depicted in figure 2.12(b), in

frequency domain; the meaning of the various parts of the circuit is the same. SOC

is found in both the models by an integration of the current. With a lookup table,

the open circuit voltage is found. The output voltage is then given by the sum of

the potential drop over each element at each current.

The models were validated and resulted performing well for the prediction of battery

voltage; they were proposed to be utilized for electric vehicles simulations.

Finally, the two models that include also the bulk capacitance are represented in

figure 2.13.
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(a)

(b)

Figure 2.12: Electric circuits of two EIS-based models and their respective Nyquist plots: EIS-based

model with lumped parameters(a) and EIS-based model in frequency domain(b)
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Energetic model (fig.2.13(a)). The authors derive an electric model starting from

Fick’s law of diffusion (eq. 2.11) [92]. The strong physical basis of this model, makes

it accurate and comparable to electrochemical models.

Differently from Randles model, it focuses on the electrochemical energy storage,

represented by the storage capacitance Cs, which is related to the SOC (see fig.2.13(a)).

Moreover, it includes a relaxation branch, composed by Cr and Rr, that takes into

account the phenomenon of relaxation, happening at really low frequencies. This

phenomenon is rarely represented by circuital models. Rhf is the ohmic resistance

representing ohmic losses in electrolyte and electrodes.

Cdl is the double layer capacitance. Zt is the Faradaic impedance that consist of

a charge transfer resistance in series with a concentration impedance. Zp is the

impedance representing diffusion in porous electrodes.

Figure 2.13: Passive models based on EIS with bulk capacitance: Energetical passive model(a) and

Li-ion EIS-based model-2(b)

ECM with bulk Capacitance (fig.2.13(b)). The authors developed an equivalent

circuit model with the aim of improving battery control techniques [62]. The pa-

rameters were evaluated with EIS, at various SOC and temperatures. Authors give

to each part of Nyquist plot a physical meaning.

The low frequency portion represents the solid-state diffusion of lithium ions into

the porous electrode matrix; extremely low frequencies signify the differential inter-

calation capacitance of the electrode, which describes the accumulation of lithium

ions within the host material. The intercalation capacitance Cint included in this

model shows the variation of open circuit potential with SOC.
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Inductance L1 is used to incorporate the inductive behavior due to electrical energy

storage and the geometry of the electrodes. Rs is solution resistance to represent

ohmic losses.

R-C circuits (Rn and Cn, with n=1, 2, 3) in parallel denote the slow migration

of Li-ions through surface films of the electrode. There are also a charge transfer

resistance (Rct), a double layer capacitance (Cdl) of electrodes and the diffusion

impedance of the anode and cathode also known as Warburg impedance.

Stochastic models

Stochastic models describe battery system as a whole, modeling not only battery

behavior but also the stochastic nature of random use profile. They describe battery

in mathematical terms, employing a high degree of abstraction.

Chiasserini and Rao were among the first authors to develop and improve a stochas-

tic model for batteries. In their papers, [33], [93], SOC of the battery is predicted

utilizing the theory of Markov chains. They modeled in their analysis non recharge-

able batteries. Other authors adapted their model in order to apply it to recharge-

able ones [32].

The models entail few parameters that can be experimentally found and they are

able to predict battery behavior with a particular focus on the recovery effect, once

given the usage pattern.

The models are suitable to be used in real time battery management systems, due

to low time consumption and high accuracy: [94] and [93] give some examples of

the way in which a stochastic model could be used to improve battery utilization

pattern. In particular, these models are able to simulate the improvement of battery

lifetime through proper regulation of pulsed discharge. One of the used strategies,

could be to balance the load applied to batteries by switching among them over time

in order to allow charge recovery.

Stochastic models could be integrated with electrical or analytical models in order

to describe the necessary battery characteristics.

Basic stochastic model

The amount of charge available in a battery is divided into N states of a Markov

chain [33]. When the battery is in the state 0, it means that SOC=0 and that the

battery is completely discharged. When, instead the state of the battery is N, the

battery is completely charged.

Notice that SOC is considered in this section in relative terms, related to the actual

maximum capacity, not the theoretical one. The basic unit of this model is the charge

unit, that is the amount of charge necessary to transmit a data packet, typical in the

telecommunication world. During each time step, each charge unit has a probability

a1=q to be consumed, hence leading the battery to a lower state of charge and
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Figure 2.14: Markov chain

a0=1-q to be recovered. End of discharge is reached when the battery arrives to the

state 0 or when the total amount of theoretical capacity (T) is exhausted. N is in

fact the amount of charge recoverable with continuous discharge, and it can differ

from the charge obtained via pulsed discharge, due to the advantages of recovery

effect.

The major findings of the work are two parameters:

1. mp that is the predicted amount of transmitted charge units.

2. G that is the gain, defined as mp/N

G is equal to one for continuous discharge and greater than one for pulsed discharge,

reaching a maximum value of T/N.

General stochastic model

Chiasserini and Rao, proposed later more advanced models, able to predict battery

behavior also in more complex situations.

Figure 2.15: Markov chain of general stochastic model

The first change, applied in [33], consists on considering the possibility that in each

time frame more than one packet can be transmitted arriving to a maximum num-

ber of packets of M ≤ N . This allows taking into account the discharge at high

currents.

In a subsequent work [93] it was considered that the probability to recover is not

constant but a decreasing exponential function of SOC, depending also on the total

discharged capacity. SOC is represented by the state j of the system, while the dis-

charged capacity is taken into account via the number of phases f. The higher f, the
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higher the amount of consumed charge units and the lower the recover capability.

The battery has also a non zero probability (rj(f)) of remaining in its same state,

without neither charge recovery nor discharge. By changing the value of transition

probabilities, different load profiles can be simulated.

In [93], the stochastic battery model previously described, is compared to Dualfoil

electrochemical model (see section about Electrochemical models) of a lithium-ion

cell. The aim is to utilize the battery model in order to optimize charge recovery

mechanism and hence prolong battery lifetime. Curves representing the gain G as a

function of discharge demand rate closely match in the two models. The conclusion

is that the stochastic model, thanks to its simplicity and low computational time,

could be used for real time applications such as battery management techniques.

Kibam-based stochastic model

Figure 2.16: Hydraulic circuit of the Kibam-based stochastic model

The authors in [58], coupled a stochastic model with the previously described KiBaM

model (see fig. 2.2). The idea was to model in this way both the statistical nature

of the work load and the behavior of the battery in a more accurate way than with

a simple stochastic model. During idle period, the battery has a certain recovery

probability, dependent on the state of charge. Considering that at time t the bound

Figure 2.17: Markov chain of the Kibam-based stochastic model
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charge is j and the available charge is i, the battery can change its state according

to probabilistic laws. The discharge process can go on until the amount of available

charge is equal to 0, (i = 0).

Battery behavior is described by a Markov process. Each state of the Markov chain

is described by the 3 parameters: i,j,t and the battery can experience 3 possible

transitions, each of them with a certain probability:

• Charge recovery during idle period. An amount Q of charge is transferred from

bound to available charge and no current is extracted.

• The idle period during which the battery does not recover charge.

• Charge drained from the battery, when a current is applied. In this case,

the charge transferred from one well to the other is given by the equation:

J = k′ ∗ h2 ∗ (h2− h1).

When the load profile is given or deterministic, the average current over each time

step can be computed and it can be converted into the corresponding number of

charge units I. The probability that I charge units are drawn from the battery is

hence qI=1, while the recovery during idle slot remains probabilistic.

2.3 SOH estimation

Life of batteries is limited due to aging mechanisms occurring inside the cell as

explained in chapter 1.

Batteries, during time, experience two phenomena:

• Capacity fade, that is a decrease in the amount of storable energy. It is caused

by loss of cyclable ions or by loss of electrode active material.

• Power fade, which means a worsening in the operational performance of the

battery, or symmetrically a decrease in its efficiency. It is caused by increased

resistance to conduction and diffusion at the electrodes i.e., when using the

electric analogy, by an impedance rise.

Battery aging can be divided into:

• Calendar aging, occurring during storage of the battery, when it is at open

circuit.

• Cycle aging, taking part during battery utilization.

The most used indicator in order to evaluate battery degradation is the State Of

Health(SOH). It can be calculated in various ways, the most common being:

SOH =
C(t)

Cnom
% (2.14)
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Where C(t) is the battery capacity at time t and Cnom is the nominal capacity at

the beginning of life. Another indicator is the one that represents the increase in

internal resistance. It is here defined as SOHR. It is the ratio of high frequency

resistance (HFR) at the beginning of life (BoL)and at the end of life (EoL).

SOHR =
HFR(BoL)

HFR(EoL)
% (2.15)

This indicator is particularly relevant for hybrid electric vehicles where the most

important battery characteristic is the ability to deliver power [95].

Battery end of life is usually defined as the status in which remaining capacity of

the battery is 80% of the initial capacity, i.e. SOH=80%.

Aging mechanisms could differ substantially among different batteries’ technologies

due to diverse chemical elements present in the cells (chap. 1). Calendar aging

in lithium ion batteries depends on lifetime, temperature and SOC (being faster

at high T and SOC). Cycle aging increases with increasing the number of cycles1,

the average SOC of each cycle, SOC variation during each cycle, current rate and

temperature. Aging in lead acid batteries is in literature rarely divided into cycle

and calendar one. The aging mechanisms, taking into account both phenomena, is

accelerated at low levels of SOC and prolonged periods of non complete charge.

Modeling of battery degradation processes is becoming more and more important

nowadays, especially in electric vehicles application. Monitoring and estimating

change of performance of batteries during operation, can improve battery man-

agement systems and improve vehicle security [96]. For this reason, most of the

literature related to battery degradation models concerns automotive sector, rather

than tools for dimensioning of microgrid systems. In literature, many different ap-

proaches have been used to model ageing mechanisms and estimate battery state of

health [96], [97]. In the following subsections, degradation modeling is described in

accordance with the previously utilized models’ classification.

Electrochemical models

Electrochemical modeling aims at describing various degradation phenomena through

equations based on electrochemical principles. This set of equations are usually con-

nected as subsystem to the governing equations of the electrochemical battery model,

through some variables like intercalation current or potential. Electrochemical mod-

els for degradation usually refer to lithium technology.

Ex situ techniques (X-ray diffraction, scanning electron microscopy, transmission

electron microscopy, x-ray photoelectron spectroscopy, Atomic force microscopy)

can get insight into the operation and degradation process. From this analysis, it is

1Battery has experienced a charge-discharge cycle when the throughput Ah are equal to the double of

the battery capacity: Ncycles =
∫ abs(I(t))dt

2Cnom
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possible to obtain information about the structural change and parameters variation

of materials[98]. However, this kind of techniques must be performed on samples

that have been disassembled and cannot operate anymore. Hence, developing degra-

dation model using these detailed data is particularly laborious.

Moreover, EIS technique can be used for electrochemical model parametrization,

since parameters change along battery lifetime due to degradation [99].

Lithium ion: capacity fade due to corrosion

The model of Broussely et al.[100] attempts to describe the cell calendar aging of a

LiCo oxide and LiNi oxide cells referring only to the lithium corrosion phenomenon at

the porous carbon negative electrode(capacity loss), which is related to side reactions

occurring between electrolyte and lithium. Corrosion rate is limited by electronic

conductance of SEI for Li. The insoluble products of corrosion trap in the Li+,

causing irreversible capacity loss. The model fits with experimental data analyzed

in this work. The effect of temperature is considered using Arrhenius law (eq. 1.9)

and a general equation to calculate lithium corrosion curves as a function of time

and temperature is found

t = ea/T−b · x2 + ea/T−c · x (2.16)

where t is the time, x is the number of lithium moles having reacted, T is the

temperature and a,b and c are parameters experimentally determined. Notice that

lithium corrosion depends on the square root of time, a result that is often found in

literature.

If a new chemistry is adopted, then the storage experiments have to be performed

again to deduce the new rate coefficients.

It is worth noticing that this equation is only used to forecast capacity fade, but it

is not added to a general electrochemical battery model.

Lithium ion: capacity and power fade due to cathode degradation

The work proposed by Schimdt et al [101] slightly differs from the previous one.

Indeed, it only considers degradation phenomenon for cathode as the most crucial

one, whereas the aging effect at the anode is neglected for simplicity.

In the model, the actual capacity is expressed by the parameter cathode porosity:

during operation, some particles will be isolated from the conductive area or will

crack, reducing cathode effective porosity. Thus, the capacity fade is modeled as

reduced cathodic porosity and loss of active insertion material.

Moreover, due to aging effects, especially cycle aging, an increase in overpotential of

the cell is observed. Within this model the issue is addressed by a decrease in elec-

trolyte conductivity, meaning that the power fade is estimated through the model

parameter electrolyte conductivity.
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The algorithm used for estimation of parameters and state of health is an Unscented

Kalman Filter, that allows to monitor of the capacity and power fade of the cell with-

out a parameter update of the model during battery lifetime.

Lithium ion: capacity fade due to SEI formation

The model proposed by Ramadass et al.in [102] for a LiCo oxide cell focuses on

the side reactions occurring at anode of lithium-ion batteries responsible of SEI

formation. Specifically, they take into account the reaction of electrolyte solvent

with lithium ions. Degradation modeling is included in a P2D electrochemical cell

model (sec. 2.2), in order to asses change of battery operating performance. Butler

Volmers’ kinetics was defined separately for Li-ion intercalation reaction and for the

solvent reduction reaction. The total current at the anode (Jtot)is given by the sum

of intercalation current (Jn)and solvent side reaction current(Jsd).

Jtot = Jn + Jsd (2.17)

SEI development leads to the formation of an additional resistance, whose value is

dependent on SEI film thickness, varying with time. Overpotential at the anode is

changed by the film resistance as shown by the following formula:

ηj = φ1− φ2− Uj,ref −
J

an
Rfilm (2.18)

Where Uj,ref is the equilibrium potential, J is the total current density and φ are the

local potentials. Applying a modification to the boundary condition at the surface of

negative electrode, the authors were able to incorporate solvent reduction reaction

to the initial electrochemical model: this represents an advantage with respect to

previously described approaches. Capacity loss due to SEI formation during cycling

is given by the integral of side reaction’s current over time.

The model, comprising a total of eight variables (including currents and potentials),

was simulated with FemLab software [103]. The model is quite accurate but it

considers only one degradation mechanism; a possible improvement could consider

making a comprehensive analysis of the whole battery aging process.

Analytical models

These models are based on cycling test procedures or accelerated stress tests. Part of

them propose equations derived by purely data fitting, others seek to relate observed

trends with physical laws. Therefore, it is possible to distinguish empirical and semi-

empirical models.

Analytical models correlate capacity and power fading rate with a combination of

stress factors (like temperature, SOC, number of cycles...) that were seen to have

a great influence on battery lifetime. They can deal separately with calendar and
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cycle ageing (distinction typically found for lithium-ion batteries) or they can take

into account the life of the battery as a whole in what are called cycle life models.

Moreover, two different general approaches can be highlighted:

• Some models evaluate capacity fade and power fade indicator updating param-

eters, e.g. reducing the battery capacity or the efficiency; consequently battery

operational characteristics change during lifetime.

• Other models simply evaluate battery residual lifetime by assessing cycle and

calendar degradation but do not update battery parameters, e.g. they calculate

the number of cycles to failure. Consequently battery behavior does not change

during lifetime and end of life is defined at a minimum SOH value.

Some of the models present in literature are here reported.

Equivalent full cycles to failure

This method is the simplest approach to predict battery lifetime [46]. It estimates

the number of full charge-discharge cycles until the battery reaches a defined maxi-

mum number of cycles, that represent the end of the life. The maximum number of

cycles can be set from datasheet or reference literature. This method entails a strong

simplification, because there is no dependence on the characteristic of each cycle. It

is commonly used for simulation and optimization tools due to its simplicity [104].

Greenleaf et al. in [105] apply this method to predict the state of health of the

battery for residential PV system sizing. Given the maximum amount of cycles the

battery can experience, SOH is written as a linear function of the number of cycles:

SOHcyc = SOHBoL −
SOHBoL − SOHEoL

Nmax

∗ (Ncycles) (2.19)

SOHBoL and SOHEoLare the values of SOH corresponding respectively to the be-

ginning and end of life and Nmax is the maximum number of cycles. Actually, this

model does not consider the decrease of capacity and power in time and the resul-

tant change in battery operation.

Empirical models

Empirical models derive mathematical expressions for capacity and power fade using

the least square fitting method from measurements. These equations are easy to use

but they are strongly dependent on the specific battery technology, due to the lack

of physical background. Moreover, they typically entail long testing periods for

parametrization.

• Improved equivalent full cycles to failure

In [106] the authors describe the cycle life of a LiFePO4 Li-ion battery as

dependent on various parameters, such as temperature, DOD and current.
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The model evaluates the number of cycles to failure, which vary according to

different operating conditions. This model improves the simple ”equivalent full

cycles to failure” model but it does not predict the power and capacity fade

yet. Moreover, the authors analyze the increase of Peukert’s coefficient (see

Peukert model in sec. 2.2) with cycles at different current rates.

• Lithium ion: power fade during calendar aging

In this study of a LiNiCoAl oxide lithium ion battery [107], power fade is

assessed through HPPC tests: given a predetermined amount of discharged

energy, the maximum power that the battery can provide decreases with time.

Power fade during calendar aging is estimated through the following equation:

Y (t, T, SOC) =
exp(a0 + a1(1/T )

1 + exp(a0 + a1(1/T )
−exp(b0+b1(1/T )+b2SOC)t3/2 (2.20)

where Y is the relative power compared to the initial value of the cell. It

depends on the temperature T, on SOC and on time t. a0,a1,b0,b1,b2 are

parameters empirically determined. Two degradation processes contribute to

the power fade: the first term of the equation is related to the faster process

and it is strongly enhanced by high temperature. The second term represents

the less rapid degradation process and its kinetic depends on the square root

of the time at the power of three.

This model has been developed for HEVs applications.

• Lithium ion: capacity and power fade during calendar and cycle aging

Swierczynski et al. in two separate works, [108] and [109], derive equations for

both capacity and power fade during calendar and cycle aging of nanophos-

phate LiFePO4/C Li-ion chemistry. Calendar aging depends on time, tempera-

ture and SOC, while cycle aging depends on the number of cycles, temperature

and cycles’ depth ∆SOC. Two equations of [108], are here reported, specifi-

cally power fade (i.e. decrease in power pulse capability) during calendar and

cycle aging:

Pfade =
a · SOC + b

c
· d · expe·T · t Calendar aging

Pfade = 1/3(a · expb·T + c) · expd·∆SOC ·N (e·T−f ·∆SOC−g)
cycles Cycle aging

(2.21)

To provide a lifetime model, the two aging mechanisms have to be combined.

Cycle aging equations are used when battery is working while calendar aging

relationships are employed during battery rest periods. The authors also ana-

lyzed in [109] the increase of internal resistance with an approach that will be

discussed in paragraphs related to equivalent circuits models.
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This model can be used for analyzing different driving profiles and HEVs op-

erational scenarios[108]. The model in [109] has been developed for lifetime

estimation of a lithium ion battery used in augmented wind power plants.

• Lead acid: capacity fade

Cherif et al.[51]measure capacity fade of lead acid batteries starting from Shep-

herd model (see section 2.2). They tested battery degradation during different

stages of aging, through charge/discharge measurements at different applied

constant currents. Therefore, they estimated the evolution in time of the model

parameters. The authors empirically developed equations for the aging of a

total of 9 parameters, among which battery capacity, resistance and voltage

characteristics. The parameters change according to exponential, logarithmic

or linear laws, capacity is the most sensitive to aging. Each parameter is up-

dated at every iteration, so it is possible to monitor changes in battery power

capability and capacity. Moreover, they separately assessed the reduction of

lifetime through an equation dependent on number of cycles and depth of dis-

charge. This model can be used for optimal monitoring management of a PV

plant in order protect battery from deep discharge.

Semi-Empirical models

Semi-empirical models are based on a physical description of battery degradation.

The modeling approach consists on the establishment of analytical equations and

on a subsequent parameter estimation through data fitting.

The majority of the works considers that the reaction rate of parasitic, unwanted

reactions occurring inside the cell (e.g. electrolyte decomposition and SEI forma-

tion) exponentially increases with temperature according to Arrhenius law (eq 1.9).

Moreover, many studies use a correlation between capacity fade and
√
time. A pos-

sible explanation for this is that corrosion rate at the anode, limited by diffusion in

the passivated layer (electron or electrolyte components), is dependent on t1/2(see

also the previous subsection about degradation in electrochemical models).

• Lithium ion-capacity fade

Wang et al. in [110] and[111] developed 2 semi-empirical models for LiFePO4

cell and NiCoMn oxide lithium ion battery. In their first work, no distinction

between calendar and cyclic aging is made. They found out that DOD influence

on capacity fading was negligible. Starting from Arrhenius law they proposed

a power law equation for the capacity loss, depending on T, C-rate and time:

Closs(%) = a ∗ exp[−b+ c · Crate
RT

] · (Ah)0.55 (2.22)

a,b and c are constants. Very low temperatures were not taken into account, in

that case, degradation mechanisms are different and a different model might be
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necessary. The authors found an empirical relation between activation energy

and C-rate that suggests that higher currents induce higher stresses accelerat-

ing chemical processes involving lithium consumption.

In the subsequent work, Wang et al. made a step further. They considered

separately calendar and cycle aging. In the following equation the total ca-

pacity loss during battery life is reported as the sum of cycle and calendar

degradation.

Closs(%) = (aT 2 +bT+c)exp[(dT+e) ·Crate] ·Ah+f ∗t0.5exp[−Ea/RT ] (2.23)

a,b,c,d,e,f are parameters experimentally determined. It is noticeable that

calendar aging depends on the square root of time and on temperature via

Arrhenius law.

• Lithium ion-Stress factors’ model

Bolun Xu et al. [112] building on the basis of Millner’s work[113], propose a

semi empirical model, useful to predict lithium manganese oxide battery end

of life and utilizable in a wide operating region.

fd(t,∆SOC, SOC, T ) = ft(t, ¯SOC, T̄ ) +
N∑

i

nifc(SOCi,∆SOCi, Ti) (2.24)

L = 1− αSEI · e−βSEIfd − (1− αSEI) · e−fd (2.25)

L is the overall normalized life loss. It is conceptually similar to SOH and

numerically its 1’s complement: L is equal to 0 at the beginning of life and

equal to 0.2 at the end. fd is the degradation function, given by the sum of

calendar and cycle aging. The second equation takes into account the fact that

degradation rate is higher in the first cycles due to SEI formation and in the

last cycles due to low availability of lithium ions. αSEI is the percentage of

lithium loss due to SEI formation. Once SEI parameters are evaluated, it is

important to estimate the degradation function, fd which is evaluated through

stress factors models. Cycle aging (fc) depends on stress factors which are

DOD, average SOC and Temperature. Calendar aging (ft) depends instead

on time, SOC and T. Note that in this case DOD is defined as equal to 2

times the cycle amplitude, i.e. equal to ∆SOC. A great number of parameters

must be determined, making the model quite accurate in predicting lifetime of

lithium-ion batteries.

The model has been proposed to evaluate battery capacity fading in the context

of grid services such as frequency control in regulation market.

• Lead acid-Weighted Ah aging model

One of the most accurate analytical models present in literature is the Weighted
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Ah aging model developed by Schiffer et al in [25].They proposed an heuristic

model aimed to predict lead acid batteries lifetime in applications with irregu-

lar operating conditions. Aging of the battery depends on the number of cycles

and on operating conditions: each Ah throughput of a battery is multiplied by

a factor that represents the conditions to which the battery is subject during

cycling. The more severe operating conditions are, the more the weighting

factor is high. Aging depends on the depth of discharge, current rate, acid

stratification and the time since last full charging. Capacity fade is divided

into capacity loss by corrosion of positive grid and degradation of active mass.

The model is based on several parameters that can be obtained from batteries

datasheets, literature or experimental evaluations. The effects are taken into

account starting from a physical analysis of battery behavior; the strong elec-

trochemical background makes it quite accurate even though it remains easy

to use.

The model is particularly suitable for design tools and system simulations.

Electrical models

Once an electrical equivalent battery circuit is proposed, degradation phenomena

of the battery can be assessed by analyzing how the parameters of the model vary

during life time.

• Capacity fade: many authors estimate it by looking at discharge curves, es-

pecially in case of active models. Another possibility would be to look at the

variation of the intercalation capacitance over time (see ref. [82], [81], [80])

when passive models are taken into account.

• Power fade: it is related to an increase of the impedance of the cell. One of the

adopted techniques to evaluate power fade is EIS: by looking at the variation

of curves in Nyquist plot, in fact many authors were able to write empirical

relationships in order to model impedance rise over time. Some authors take

into account the increase of a single internal resistance, while others look at

the variation of all the circuital elements. Other utilized techniques are fitting

of discharge curves or HPPC tests.

Moreover, EIS studies on degradation can help to understand the accuracy of electric

models. Correlating in fact the change of Nyquist plot with time with real phenom-

ena happening in the cell, it is possible to better understand which phenomenon can

be linked to which part of the diagram [114] [115].

Most of the literature related to this topic, focuses on degradation of lithium-ion

batteries. Circuital elements vary with time according to the same stress factors de-

scribed in the subsection about analytical models. Even in this category of models,
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aging equations could be totally empirical or based on some physical considerations.

In order to experimentally evaluate battery aging, batteries are typically subject to

accelerated aging conditions (high temperature and SOC) and to reference perfor-

mance tests after determined time periods[107].

SOH estimation in Single Resistance model

In literature, different studies, ([114], [116] [117]) evaluate the increase of battery

internal resistance during lifetime. They do not associate it to an equivalent electric

circuit even though the most obvious application is to relate it to the variation of R

int in the previously described model (fig. 2.7).

Resistance measurements are done through HPPC tests or EIS. The resistance is

computed as the ratio of ∆V/∆I, applying a current pulse of predefined length. An

example of the results found in the first paper is reported:

Rintincrease(t, T, SOC) = (a · eb·T )(c · edṠOC · t0.8) (2.26)

Calendar aging is investigated. The exponential dependence on temperature and the

dependence on time are in accordance with physical laws explained in the previous

subsections.

SOH estimation in Thevenin model

Liaw et al. in [118], and Einhorn et al. in[119],started from the Thevenin model (fig.

2.4(b)) to model degradation of LiNiCoAl oxide Li-ion cells. The first study focuses

only on Rth change with time considering ohmic resistance and OCV as constant.

The authors state that these two parameters are intrinsic of the cell and hence do

not vary with thermal aging.

All the relationships in this work are totally empirical and found by fitting of dis-

charge curves. This work has also been utilized by the italian research center RSE

(Ricerca Sistema Energetico) in their report about the estimation of SOC and SOH

in lithium ion batteries [120].

The second study instead, derives an expression for both capacity fade during cy-

cling and Ro resistance increase. They are both linear functions of the number of

cycles:

CN(Ncycles) = CN,0 + kC ·Ncycles

Ro(Ncycles, SOC) = Ro,0 + kRo,N ·Ncycles + kRo,SOC · SOC
(2.27)

Where k’s are coefficients that can be extracted by manufacturer’s data-sheet or

experimentally determined.

Nominal capacity is used to estimate SOC and hence OCV through Coulomb Count-

ing method. Its value, together with resistance value is updated during battery

lifetime.
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The model is proposed to be utilized in dynamic system simulations of electric ve-

hicles.

SOH estimation in Active and Passive models-frequency domain

Figure 2.18: Active model(a) and Passive model(b) in frequency domain for SOH estimation

After proposing an active battery model in the frequency domain (fig.2.18(a)), a

model to predict remaining useful life during calendar aging is developed for a high-

power LiCOMnNi oxide Li-ion cell [121].

In this work the attention was focused on the increase of impedance at low frequency

value, because it was experimentally seen, it was the one mostly contributing to

degradation. With the help of EIS, the value of impedance real part at low frequency,

(0.1Hz) is analyzed and described by an empirical equations:

Re(t, T, SOC) = A(T, SOC) ·H(t) +B(T, SOC) H(t) = t1/2

A(T, SOC) = a1 · SOC + a2 · T + a3 · T · SOC
B(T, SOC) = b1 · SOC + b2 · T + b3 · T · SOC

(2.28)

The equation, as it was described for semi-empirical models has a physical back-

ground: the square root of time is in fact related to the SEI growing process. The

model was suggested for prediction of battery remaining life in electric vehicles’ ap-

plications.

In [122], the process of calendar aging is described for a lithium/thionyl chloride cell.

The variation of all circuit elements (passive electric circuit is reported in fig.2.18(b))
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depends on storage temperature, time and SOC (i.e. voltage). It is assumed that all

the parameters (e.g. resistances, inductance, capacity) follow the same aging trends

here expressed as:

Lcal(t, T, V ) = Lcal(t0, T, V ) · [1 +B(T, V )F (t)] F (t) = ca · tβ (2.29)

Lcal is used for the evolution in time of any battery parameter. F(t) describes

time dependence and it can have different shapes according to the dominant aging

process. Once more, it is stated that if SEI formation is a predominant aspect in

the degradation process, β = 0.5

B(T, V ) = c
T−T0
∆T
T · c

V−V0
∆V
v

B(T, V ) = c
T−T0
∆T
T · (cv · (

V − V0

∆V
)2 + 1)

(2.30)

Eq. 2.30 (a) is the best fitting trend for all components except for ohmic resistance

(Rser) where eq. 2.30 (b) holds.

Measurements for calculating equations constants of each circuital element are done

through EIS technique.

To predict lifetime of the battery, the value of each parameter is updated at each

time step.

Stochastic models

Stochastic models described in section 2.2 were mainly focused on non rechargeable

batteries. The adaptation of the models in order to describe rechargeable batteries

needs to take into account also degradation phenomena. Markov chains can express

the evolution of batteries’ health indicator SOH as a non deterministic process simi-

larly to SOC estimation described in the previous section. The evolutionary process

of the state of health is a function of charge/discharge process, SOC and SOH at

the previous time step, with a certain transition probability of passing from one to

another state of the Markov chain.

Michelusi et al in various works used this approach for wireless sensors’ network

applications, where battery degradation is an important issue [32].

Michelusi model

Michelusi et al. [123], described the degradation process of a battery as a Markov

chain. They define the battery health state Hk at time k, taking values from 0 to

Hmax, with Hmax > 0. Hmax is the health state at the beginning of life. The

maximum battery capacity at time k, is

Qmax(k) = [
Hk

Hmax

qmax] (2.31)

66



Chapter 2

being qmax the initial amount of available charge units. The battery degradation

process is discretized and this introduces an approximation. Battery degradation

probability can be extracted by manufacturer’s data as explained in [123]. The

probability is really low when compared to the probability of changing SOC, to

represent the slow phenomena of degradation when compared to cycling, and it is

higher the more the battery is already degraded.

Charge transfer process, described as a stochastic process, is hence dependent on

state of health of the battery: the amount of charge providable by battery decreases

with time. This model has been proposed for the optimal management of harvesting-

based wireless sensors devices, accounting for battery lifetime while guaranteeing a

minimum quality of service.

Summary

A recapitulatory table is here reported in order to sum up the main characteristics

of each modeling approach.

Each modeling approach entails different degrees of accuracy and difficulties in im-

plementation that make it suitable for particular applications. Before entering in

details in the next chapters into BESS modeling for sizing tool applications, a brief

Electrochemical Analytical Electrical Stochastic

Empirical
KiBam,

Diffusion

Single

resistance

1 or 2

RC groups

Many

circuital

elements,

EIS based

Accuracy High Low Medium Low Medium High Low

Comput.

time
Very long

Very

short
Medium Short Medium Long Short

Applications
Battery design

& optimization

Sizing

tools

Online monitoring of EV,HEV

Real time BMS
BMS

I-V x x x x

Rate discharge

effect
x x x x x x

Recovery effect x x x x x x

Self discharge x x

Charge transfer

resistance
x x x x

Double layer

capacity
x x x

Diffusion x x x

Ohmic reistance x x x x

Table 2.1: Comparison among modeling approaches
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summary of possibilities of applications of the various methodologies it is reported

in the following.

1. Online applications: battery models are required to optimize battery per-

formance during operation.

• Battery Management Systems (BMS): these are systems aimed to moni-

tor, control and optimize batteries during operation. They find applica-

tion especially in EVs and HEVs. BMS monitor state of the batteries by

measuring characteristic physical quantities, such as voltage, current and

temperature. From real time measures, thanks to battery models (espe-

cially adaptive models), they are able to calculate secondary quantities,

such as SOC and SOH. BMS control logic works in order to protect batter-

ies from operating outside their safe operating area and to optimize load

profile so to prolong batteries’ lifetime, and reduce maintenance costs.

Electric models are the most diffuse approach for this kind of application,

as long as they can relate I-V battery characteristic to SOC and SOH

with a quite high level of accuracy. Combining OCV measurements with

Coulomb Counting method in closed loop-algorithms, can give good esti-

mation of SOC.

Stochastic models are able to characterize the stochastic nature of battery-

powered systems as a whole, taking into consideration both battery be-

havior and usage profile. They could be used in BMS, in order to optimize

battery performance by properly shaping the load profile, so to maximize

charge recovery effect of each cell, e.g. by switching between the cells dur-

ing discharge or balancing the load between multiple batteries. As stated

in [32], studies are being done to implement stochastic models in smart

scheduling schemes, for the exploitation of pulsed charge and discharge.

2. Offline applications: batteries’ offline simulations require accurate models

able to predict their performance.

• Battery design and optimization: detailed microscopic models are used to

assess change in battery performance with the change of physical quan-

tities: different chemistry, activities, diffusion coefficients, material prop-

erties and thicknesses. Identification and understanding of degradation

mechanisms is one of the major issues of today’s batteries’ research. The

final goal is to reduce costs and improve operational performance by in-

creasing batteries’ energy density and useful life. In order to deeply inves-

tigate electrochemical cells, the focus is on great precision instead of short

computational time. Electrochemical models, with systems of partial dif-

ferential equations to be solved, are required in this kind of application.
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• Sizing of Stand Alone systems: several softwares are commercially avail-

able for the simulation of off-grid energy systems. The scope of the simu-

lation tools is the optimal sizing of the system, taking into account Loss of

Load Probability (LLP), Net Present Cost (NPC) and the Levelized cost

of Energy (LCoE). They entail mathematical models to represent system

components (PV, Wind, Loads, Batteries). Each tool addresses particular

issues and is suited to certain applications. The focus of design softwares

is not on the accuracy of battery performances estimation but on the op-

timization of the hybrid system as a whole. For this reason, the battery

model present in the tool, needs to find a good compromise between com-

putational time and accuracy. Battery models need to accurately simulate

battery behavior under a given load profile estimating SOC, to predict en-

ergy not providable to the load, and SOH, to compute replacement costs.

Nowadays, the widespread category of models is analytical models that

can represent in a good way energetic battery behavior while neglecting

its physical background. Electrical models have not been used yet for this

application, although the most simple ones could match the required char-

acteristics of short computational time and accuracy, while maintaining

a physical basis. This motivates the proposal discussed in chapter 4, to

adopt a battery electric model in a tool devoted to design a microgrid.

Thanks to the results found in scientific literature, in the following part of the thesis

work, after an insight into the off-grid design methodologies present in literature, a

novel procedure for battery modeling in sizing tools is proposed.
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Off grid systems sizing

methodologies

In the previous chapter, the different methodologies present in literature for model-

ing batteries have been reported. It has resulted that each approach is suitable for

different applications and in order to choose the proper one it is necessary to deeply

understand which characteristics are needed in the desired application context.

The scope of the present work is to develop a novel procedure for modeling battery

systems in dimensioning tools for off-grid plants; off-grid systems play an important

role to ensure diffuse electricity access in developing countries, in all the contexts

where the national grid is not available or unreliable. Literature provides many dif-

ferent methodologies that thanks to accurate simulations of life-time performance

of stand alone systems can help investors and donor’s agencies in choosing the best

plant solution in terms of size of components and control strategies. The majority

of the sizing methods, whatever techniques are employed, ultimately search for an

optimal combination of system reliability and cost. Actually, system reliability is

proportional to system costs, and hence the greater the reliability the higher will be

the costs and vice-versa [124]. System reliability can be identified with the Loss of

Load Probability (LLP) which is the share of the electricity demand not fulfilled by

the power system over a certain period while the cost is often represented by the

Net Present Cost (NPC).

However, most of the tools and methodologies present in literature don’t take into

account important aspects typical of rural areas. These are for instance uncertain-

ties related to final users’ electricity needs and to energy production from RES, the

important role played by storage systems and the consequent need for an accurate

BESS model and the forecast of load evolution. Comprehensive stochastic proce-

dures that look at the atypical features of rural contexts and include estimation

errors into the design phase are strongly required into a robust design of off grid

systems [125]. Moreover, it is necessary to stress the importance of BESS modeling

in robust design of off-grid systems, as long as they play an important role in defin-
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ing reliability and cost of a plant: the correct estimation of their SOC is related to

the capacity of the plant in providing the requested load, while the increase in SOH

and consequent need for replacement are related to plant costs.

Once having reported in the chapter an insight into the principal sizing methodolo-

gies for stand alone systems present in literature, a detailed description is reserved

to Poli.NRG, a new methodology developed by Energy Department of Politecnico

of Milan, adopted as a simulation tool for the thesis project.

3.1 State of the art

Within scientific literature, different sizing methodologies are used to design off-grid

systems [126]:

• Intuitive methods: they use simplified algebraic relationships between load

requirements and energy sources availability. They utilize average values of

solar irradiation and load demand. Due to their simplicity, they can be used

just to have a rough evaluation of the system size.

• Analytical methods: the components of the system are characterized by com-

putational mathematical models as a function of reliability so as to determine

system’s feasibility. The system performance can be estimated for different

set of feasible size of system components. They oppose to the simplicity in

sizing calculations, the difficulty in estimating coefficients of the mathematical

equations.

• Numerical methods: simulations are carried out at each time step (usually 1

hour or 1 day), to compute energy balances and evaluate yearly performance of

the system. Load and generation profiles can be deterministic or probabilistic.

When systems taken into consideration are hybrid systems composed of more than

one generation source, or including dispatchable loads, the optimal choice has to

take into account also the optimal energy dispatch strategy, in addition to size and

types of components [127]. The conventional used optimization methods are based

on: heuristic algorithms, linear programming model (LPM); dynamic programming

(DP); non-linear programming(NLP); multi-objective programming (MOP); multi-

objective evolutionary algorithms (MOEA); multi-objective goal programming and

multi-input linear programming (MILP) [128].

Many softwares that utilize mainly analytical and numerical methods for the optimal

sizing of off grid systems, from small stand alone systems to bigger hybrid mini grids,

are commercially available. Some of them are listed in the following:

• HOMER [5]: it was developed in 1993 by National Renewable Energy Lab-

oratory (NREL) USA, for the design of both on-grid and off-grid systems.
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Simulations are based on 1 hour time step during which all of the parameters

(e.g. load, input and output power from the components) remain constant.

The objective function is the minimization of the Net Present Cost. Battery

model is a simplification of KiBam model.

• HYBRID2 [7]: it was developed in 1996 by Renewable Energy Research Lab-

oratory (RERL) of the University of Massachussetts, USA, with the support

from NREL. It uses statistical methods to predict the long term performances

of various hybrid systems. Battery model used is KiBam model. The simula-

tion is accurate, as it can define time intervals from 10 min to 1 h.

• HOGA [8]: it was developed by the University of Zaragoza, Spain. It is a

C++ based software that allows the multi or mono objective optimization of

hybrid power systems utilizing Genetic Algorithms. Simulations are performed

in intervals of 1 hour. Different options are proposed to users for modeling

lead-acid batteries: KiBaM, Sheperd model with modifications proposed by

Copetti and Schiffer model [25], moreover it includes also three models for

Li-ion batteries, with particular attention to LFP and LCO chemistries.

• TRNSYS [9]: it was created in 1975 by the University of Winsconsin and Uni-

versity of Colorado. It was originally created to study passive solar heating

systems, nowadays it has been revised and can be used for simulations of photo-

voltaic systems as well as low energy buildings and renewable energy systems.

It is a quasi steady state performance simulation tool based on FORTRAN

code; it does not provide optimization facilities but it carries out simulations

with great precision. It uses Shepherd model for lead acid batteries.

• HYBSIM [6]: it was developed by Sandia National Laboratory analyzing off

grid systems composed by renewable as well as fossil fueled generation sources.

It carries out financial analysis computing cost comparisons between different

configurations. The battery model utilized is a modification of Shepherd model.

Commercial softwares lack in modeling important features typical of electrification

process in rural areas [125],[129]; in such applications the problem has some critical

peculiarities.

• Load consumption uncertainties : data regarding electricity consumption in

rural areas are typically not available either because the consumption does not

exist (e.g. not electrified) or because the area is not monitored. Consequently

load consumption has to be estimated based on local surveys and assumptions

that are prone to significant uncertainties. For this reason it is necessary to

use a stochastic approach to evaluate the distribution of different load patterns

that the users could require.
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• Load evolution scenarios : off−grid electrification would require a long term

approach to properly evaluate return on investment, life cycle of technologies,

architecture of the transmission/distribution systems and the impact evalua-

tion. The basic pillar in this approach is that the load forecasting would require

long-term evaluation, in order to avoid unreliable system design (oversizing or

undersizing). Moreover, unreliable system design can entail a social, economic

and environmental impact [130]. Load evolution forecasting is particularly

important in developing countries context, where the energy consumption is

growing very fast.

The forecast of load evolution for creating a lifetime load profile can be grouped

into different approaches [130].

– Assumed function: exploiting costumers’ questionnaire or expert’s opin-

ions some growth trends can be assumed. Some examples are a linear

function, presuming that load increases linearly during the years; loga-

rithmic function, assuming the consumption stabilizes after a while; step

function, if it is presumed that consumption faces sudden changes due to

future connections.

– Extrapolation from data: load evolution scenarios can be estimated by

extrapolating growth trends from historical data. However, in the case

of rural communities, data about past consumption trends are often not

available; moreover, the extrapolation of past trends can give inaccurate

results when the development of new activities has to be taken into ac-

count.

– Scenarios driven models: different evolution scenarios in rural communi-

ties can be assumed. These could be for instance, household electrification,

the development of electrically powered income generating activities or the

improvement of public services such as street lighting [4].

– System dynamics: it is an approach that allows to understand the nonlin-

ear behavior of complex systems over time using stocks and flows, internal

feedback loops and time delays. It is and advanced method, able to tackle

techno-economic and social complex dynamics.

– Other approaches: input/output analysis, time-series, regression tech-

niques are among the other possible approaches found in literature to

forecast load consumption [131].

• Unpredictable energy sources : off grid power systems typically rely on renew-

able energy sources which are by nature unreliable and unpredictable. It is

necessary to collect data regarding energy resource availability, which in rural

areas of developing countries have to be estimated on the basis of weather
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stations located in the main cities. Several databases and models are available

that can facilitate the computation

• BESS modeling : storage systems are a fundamental part of off-grid plants,

contributing to the costs and reliability of the system. Sizing methodologies

should implement accurate BESS models in order to embrace the unconven-

tional working conditions in DCs scenarios and provide accurate results. In

the commercial softwares previously described, the most common used battery

models result to be the analytical models (KiBam or Shepherd): their strength

stands in the short computational time that makes them suitable for robust

design of off-grid systems. On the other side, they use analogies and equations

to represent batteries which are far from the real battery physics. No commer-

cial software has been found that adopt different BESS modeling approaches:

electric, stochastic or electrochemical have not been investigated yet.

Starting from these considerations, E4G ([132]) research group of Energy Depart-

ment of Politecnico of Milan developed the dimensioning tool Poli.NRG: it is a

Matlab based tool aimed to the optimal design of a PV+BESS systems for off grid

applications. It is a comprehensive procedure that allows for a robust dimensioning

of the off grid plant: it couples the atypical features of rural contexts (i.e. resources

and loads) by including estimation errors into the design phase with proper compo-

nent models. Its strengths, with respect to the previously mentioned tools, stay in

the short time-step duration of just 1 minute, in the accurate stochastic forecasting

of load demand that deals with load consumption uncertainties, and in the oppor-

tunity to provide optimal output for different load evolution scenarios.

In the following section a description of the software is reported.

3.2 Poli.NRG

Poli.NRG (POLItecnico di Milano-Network Robust desiGn) is a novel software pack-

age for the robust design of off-grid electric power systems [125]. Today, the software

allows for the simulation of PV+BESS system, but it is open to future improvements.

The software is composed of four building blocks (fig. 3.1), related to different phases

of the design procedure.

Data inputs gathering

In this block the information regarding electricity consumption and power generation

are collected: users’ electric needs, fixed and variable equipment costs and weather

data.
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Figure 3.1: POLInRG building structure

• Field Survey/Measurement campaign: in order to compute the load pro-

file of a given group of consumers in rural areas, a set of parameters is needed.

Users are grouped into different user classes (j), each of them owning several

appliances (i). For each appliance data regarding nominal power, overall daily

functioning time, functioning window and functioning cycles are collected.

Alternatively to field survey, a measurement campaign could be carried out,

when direct consumption data are available. This is though often not the case

in rural contexts.

• Cost data and weather data: specific costs of each component as well as

weather data for estimating RES power production are collected.

Inputs processing

• LoadProGen tool: it is a procedure to formulate daily load profiles, that

considers uncertainty related to users’ energy consumption.

Load profile is formulated for each of the users’ class defined in the Field Survey.

Uncertainties on the values of functioning times and functioning windows are

introduced. The following steps are followed in order to compute the daily load

profile:

– Total daily electric need of the user class, the possible theoretical maxi-

mum power peak and the peak time are computed. A coincidence factor

is computed thanks to the empirical correlation between the amount of

users, the load factor and the coincidence factor.

– The functioning schedule of each appliance is defined randomly by taking

into account the functioning time, functioning cycle and functioning win-
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dows predefined. The user class daily load profile is found by aggregating

profiles of each appliances. The process is iteratively repeated until the

resulting class power peak matches the reference power peak, within a

predetermined error.

– The profiles of the different classes are aggregated in order to compute the

total daily load profile, based on one minute time-step.

Each time the algorithm is run, it gives as output a different daily load profile,

thanks its stochastic nature.

• Lifetime scenario generator: daily load profiles are generated until they

represent all the range of profile variations for the given input setting. A con-

vergence criterion allows to define the number n of profiles to be formulated.

y(k)n − y(k)n+1

y(k)n
≤ 0.5% k ≥ 95% of time steps (3.1)

std[y(k)n]− std[y(k)n+1]

std[y(k)n]
≤ 0.5% k ≥ 95% of time steps (3.2)

where k corresponds to the profile time-steps, in this case of one minute; y(k)n
is the average load profile value of n generated profiles at the time step k;

std[y(k)n] is the standard deviation of the load value of n generated profiles at

time step k.

Daily load profiles can then be randomly aggregated in order to obtain an

yearly profile. Yearly loads profile have to be projected over the entire lifetime

of the plant according to specific load evolution scenarios (e.g. linear increase

of the load).

• Renewable sources stochastic profile generator: photovoltaic power pro-

duction during the year is reproduced exploiting specific algorithms.

System modeling and simulation

• Components modeling: this block includes mathematical models of system’s

components. Equation for PV power production at each time step k is the

following:

EPV (k) = Pnom · (1− ρT · (Tcell(k)− Tref )) · Hβ(k)

h
· ηBOS (3.3)

where Pnom is the rated panels power at an irradiance h of 1kW/m2, tem-

perature of 25◦C and air mass value of 1.5; ρT is the temperature coefficient

provided by the manufacturer; Hβ(k) is the specific solar irradiation on tilted

surface at time step k and ηBOS is the balance of system efficiency, related to

losses not directly connected to sun energy conversion process.
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• OpSim tool simulates the off-grid power system lifetime operations. At each

time step, the amount of energy flowing through the BESS is given by the

balance between PV power production and load consumption. At each time

step k, the energy required or provided to the batteries is given by an energy

balance between load consumption and photovoltaic power generation:

Euser = EPV (k)− LCns(k)/ηinv (3.4)

Where LCns(k) is the load consumption and ηinv is the inverter efficiency.

Battery SOC is updated in order to evaluate the Loss of Load according to the

specific modeling approach, see chapter 4. For each combination of PV and

BESS size, OpSim provides techno-economic performance parameters: Loss

of Load Probability (LLP), Net Present Cost (NPC) and Levelized Cost of

Energy (LCoE).

LLP is the amount of energy not provided to the load during the plant lifetime

over the total energy required.

LLP =

∑LT
k=1 LL(k)∑LT
k=1 LCns(k)

(3.5)

NPC is the present value of all the costs of installing and operating the system

over the project lifetime.

NPC =
LT∑

y=1

Inv(y) +O&M(y)

(1 + r)y
[$] (3.6)

LCOE is an indicator that measures lifetime costs divided by energy produc-

tion. It represents the final cost of electricity required for the overall system

to break even over the plant’s lifetime. It is useful to compare the unit costs of

different technologies over their life and it is a reference value for the electricity

cost that rural consumers would face [125]

LCOE =
r · (1 + r)LT

(1 + r)LT − 1
· NPC

(1− LLP ) ·∑LT
k=1 LCns(k)

[$/kWh] (3.7)

where LL(k) is the Loss of Load at time k, r is the discount rate, Inv(y) is the

investment and replacement cost at year y and O&M are the Operation and

Maintenance cost at year y.

• BESS modeling: Poli.NRG was based on a very simplified model for BESS.

One of the main goal of this thesis work is to propose a novel methodology for

developing BESS models in off-grid dimensioning tools applications, given that

in the current state of art mainly approximated analytical models are adopted
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(as it has been aforementioned in this chapter). The authors propose two

different methodologies: a simple empirical model (with two different versions)

and the more detailed and novel electric model. Details and implementation

of the models are reported in chapter 4.

Output formulation

Heuristic and mathematical optimization methods are used to find the most robust

design of the systems.

• Techno-economic optimization method. Optimal combination of PV and

Figure 3.2: Searching space of the Poli.NRG optimization procedure [129]

BESS size is found inside the defined research space: this is the combination

that minimizes the NPC while respecting the wanted system reliability, namely

a constraint on the maximum LLP. An iterative procedure is implemented in

order to find the most robust solution for each lifetime load profile.

The optimization algorithm is divided in two steps. Firstly, the searching space

is defined, i.e. the ranges of PV and BESS to be investigated; secondly, the

optimal combination of PV and BESS is found within the searching space. As

regards the first step, constraints about minimum and maximum sizes of PV

and BESS are set: PV minimum size has to be sufficient to produce the load

consumption including an acceptable loss of load, the maximum size could be

set as a multiple of the maximum power required by the load. BESS minimum

size is set equal to a reasonable value while maximum size is considered as a

multiple of daily energy consumption. For more details about the equations

see [125].

The second step utilizes an heuristic procedure to find the optimal plant size.
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The adopted algorithm is based on the imperialistic competitive algorithm: it

is an iterative process that progressively explores the searching space, synthe-

sized in figure 3.2. When considering the first load profile, the algorithm tries

randomly a fixed number of PV+BESS combinations within the research space

(the crosses in figure 3.2); for each of them OpSim provides the LLP and NPC.

A first scattered matrix of LLP and NPC values is created and an estimation

of the probable solutions can be done. In the graph, the curves represent the

point with the same values of NPC and LLP: NPC decreases as PV and BESS

size reduces while the opposite holds for LLP. A second iteration is computed,

trying only combinations surrounding the supposed optimum solution: in the

graph they are represented by the small squares. The optimal solution is found

when a new iteration confirms the results of the previous one, given a prede-

fined tolerance. In the graph the diamond shows the optimal solution which is

the point with minimum NPC that respects the maximum LLP constraint.

New load profiles are simulated until a convergence criterion is fulfilled: the

new iteration confirms the results of the previous one given a predefined toler-

ance.
std[PVrbt(n− 1, s)]− std[PVrbt(n, s)]

std[PVrbt(n− 1, s)]
≤ 0.25% (3.8)

std[BESSrbt(n− 1, s)]− std[BESSrbt(n, s)]

std[BESSrbt(n− 1, s)]
≤ 0.25% (3.9)

where n is the number of profiles simulated; s is the number of scenarios;

std[PVrbt(n, s)] and std[BESSrbt(n, s)] are the standard deviations of the ro-

bust solution. Finally, given the area of optimal solutions, one for each profile,

the optimal solution is considered to be the most frequent solution. When

more than one evolution scenarios are considered, different areas of solutions

are computed in parallel, and a map of solutions is shown.

• Results. Size of PV and Batteries that minimize the NPC while fulfilling the

desired level of LLP are the outputs of the software; LCOE of each robust

solution is also computed. Different evolution scenarios show different results.

Each block of Poli.NRG methodology is well structured and designed to give in

output reliable and robust solutions; the stochastic load profile generator, the iter-

ative optimization process and one-minute time step simulations contribute to the

accuracy of the modeling tool. For this reason, it is important that even the sys-

tem modeling block, (comprising PV panel and BESS), respects the characteristics

of precision and accuracy without introducing errors given by excessive simplifi-

cations. It is worthwhile to stress the meaningful difference in the length of the

simulation time-step between Poli.NRG package and the other off-grid dimension-

ing tools found in literature: Poli.NRG simulates every minute of the system lifetime
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in order to highlight the variations in load consumption and the dynamic behavior

of the battery. The results allow to:

• obtain a precise and correct definition of the BESS requirements;

• precisely estimate BESS efficiency or equivalently the electrical response (OCV

and voltage)

A simulation time-step of 15 minutes or 1 hour is not able to represent the transient

characteristic that is specific of the electrochemical energy storage, as it has been

shown in chapter 1 and chapter 2.

On the other side, each block has to be optimized in terms of computational time,

in order to allow simulations over the whole plant lifetime. This is particularly rele-

vant when thinking about future improvements of the method, for instance to take

into account dispatching strategies or the possibility of grid integration, that could

enhance the complexity and hence the computational effort.

Taking into account the previous considerations, in the following chapters two

methodologies are proposed and compared in order to model battery system: a

more simple but faster empirical model and an accurate electrical model.
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Proposed battery models

The foremost goal of the present thesis work is to develop a battery model, suitable to

applications in sizing softwares such as Poli.NRG, described in the previous chapter.

Two aspects have to be considered when simulating a BESS system in a design tool:

1. The proper modeling approach has to be chosen, in order to estimate both SOC

and SOH of the battery. As described in chapter 2, according to the actual

scientific literature the possibilities are electrochemical, stochastic, analytical

and electrical models.

2. The modeling approach has to be set for a specific battery technology as long as

each one has its peculiar features. As explained in chapter 1, the choice in the

case of off-grid applications falls mainly on lead acid or lithium ion batteries.

As regards the first point, it has been found in literature that the most common ap-

proach in battery modeling for robust design application is the empirical/analytical

(KiBam,Shepherd (sec. 2.2)).

The contribution of the authors was to introduce and compare two other different

BESS modeling approaches, after having deeply analyzed the current state of art of

the battery modeling in the chapter 2. The choice of the authors has been dictated

by the search of a good compromise between accuracy and feasible computational

time.

• Empirical model with variable efficiency and degradation: this represents a

classic approach, with an easy parametrization; moreover, it does take into

account the dependence of battery behavior on operational conditions.

• Electric model: the battery is modeled through an equivalent electric circuit,

able to represent in an accurate way battery current-voltage characteristics. It

is a novel approach in sizing tools application; the idea is to utilize a model as

bounded as possible to the real battery physics without compromising compu-

tational time.
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Electrochemical models have not been taken into account due to their complexity.

They need a wide range of parameters to be determined and require long computa-

tional time: these are compensated by a high accuracy, which is not needed in design

tools, where many approximations and long time steps are used. Stochastic models,

instead, are too bounded to specific battery phenomena (e.g. recovery effect) and

cannot represent in a good way battery as a whole.

With respect to the second point, the technological choice of BESS for off-grid sys-

tems in developing countries is determined by cost-effectiveness and availability of

materials on site, not on the best available technology. Thus, lead acid batteries still

represent the most used technology in this field [133]. However, lithium ion tech-

nology faced a steep costs reduction in recent years and this trend is forecasted to

continue in the next future[134]. Therefore, it is likely that lithium ion batteries will

soon enter in competition for off-grid market with lead acid batteries. For this rea-

sons, the authors applied the modeling approaches described before both to lithium

and lead batteries, to compare advantages and disadvantages of each technology.

In this chapter, at first it is given an insight on the battery modeling approaches

proposed by the authors; secondly it is described their implementation in Poli.NRG

package.

4.1 Empirical battery model proposed

Simplified empirical model. The model is the simplest empirical model present in

scientific literature and described in chap 2. The goal is to have a term of reference

for the perfomances evaluation. It considers the charge/discharge battery efficiency

as a constant value, non dependent on E-rate. Moreover, a model for battery lifetime

is not present and the change in SOH is not considered. To account for degradation

a fixed maximum number of cycles and a maximum number of years are given as

input. Other key features are constraints on the minimum SOC and on the maxi-

mum power-to-energy ratio. The parametrization of this simple model can be done

by considering literature reference values. The choice has been driven by the will-

ingness to compare the novel approaches proposed by the authors to the simplest

and less time consuming model found in literature.

Empirical model. The main empirical model proposed considers the battery as a

black box that can store energy with an efficiency representing energy losses during

charge and discharge. Efficiency value is not constant, but it depends on the oper-

ating conditions and it decreases as power increases. Efficiencies during charge and

discharge are considered equal for the sake of simplicity.
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The graph in figure 4.1 shows the roundtrip efficiency as function of Erate:

Erate = P/EBESS,rated [1/h] (4.1)

ηcharge = ηdischarge =
√
ηroundtrip (4.2)

The efficiency equation can be written as:

Figure 4.1: Roundtrip efficiency for a generic battery as a function of E-rate

ηroundtrip = a · E3
rate + b · E2

rate + c · Erate + d (4.3)

where a,b,c,d are coefficients empirically fitted depending on the battery technol-

ogy. This model can be applied both to lithium ion and lead acid battery, by simply

changing the input parameters that can be selected from datasheet.

State of charge indicator is computed as the sum of the energy previously accumu-

lated by the battery and the energy charged or discharged over the effective capacity

[Wh] of the BESS:

SOC(t) =




SOC(0)− E(t)charge·ηcharge

EBESS,rated
Charge

SOC(0)− E(t)discharge/ηdischarge
EBESS,rated

Discharge
(4.4)

Describing battery behavior by simply using an efficiency allows to estimate energy

providable by the battery only utilizing data given in battery datasheet; no complex

experimental parameters evaluations are necessarily required. Nevertheless, testing

procedures on a cell is a more accurate way to derive empirical model parameters.

This model can adequately describe rate charge effect.

Lifetime modeling

Battery lifetime degradation has to be taken into account in order to have a model

that follows real behavior of batteries as precisely as possible. Indeed, in real opera-

tion batteries tend to degrade at a faster rate then the off-grid system itself, meaning

that during lifetime batteries must be replaced. Replacement strongly influences the

overall cost of the system, hence degradation model is fundamental.
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The estimation of battery SOH in the model proposed by the authors is based on

the equivalent full cycles to failure method (see chapter 2). As described in the

section 1.3, degradation mechanisms are strictly dependent on the chemistry of the

cell. Hence, it is necessary to distinguish lifetime degradation model for lithium ion

cell and lead acid cell.

Lead acid degradation model

Battery lifetime decreases with increasing number of cycles and the decline is more

rapid the higher DOD is. Indeed, lead acid battery cycle aging is strongly affected

by DOD. Calendar aging is modeled by considering a maximum number of years

after which battery is considered permanently damaged and it must be replaced.

Capacity fade cf(t), which is the rate of battery capacity loss per cycle, is evaluated

considering the maximum number of cycles to failure for the battery and the maxi-

mum value of capacity loss.

The curve that represents the maximum number of cycles as function of DOD is

derived from curves showing the variation of remaining effective capacity with the

number of cycles at different DOD, that can be derived from literature [135] or man-

ufacturers’ data. Therefore, capacity fade is computed as the maximum acceptable

capacity loss Closs,max over the maximum number of cycles at that specific DOD(t)

(cycmax).

cf(t) =
Closs,max(t)

cycmax(t)
(4.5)

For instance, if the maximum capacity loss is 40% and the maximum number of

cycles are 2000, cf(t) is 0.02 %
cycle

. A comprehensive diagram that shows capacity

fade index as a function of DOD is depicted in fig. 4.2(a).

Lithium ion degradation model

(a) (b)

Figure 4.2: Capacity fade index as a function of DOD for a generic lead acid battery(a) Capacity fade

index as a function of C-rate for a generic lithium ion battery(b)

A model for cycle aging is developed as seen for lead acid battery: battery lifetime
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decreases with increasing number of cycles and the decline is more rapid the higher

the current is. Indeed, lithium ion battery cycle aging is strongly affected by C-rate.

Calendar aging is modeled by considering a maximum number of years. The exam-

ple reported in figure 4.2(b) shows the generic trend of the capacity fade index cf(t)

as a function of C-rate, that can be derived following the same procedure as for lead

acid degradation model (eq. 4.5).

Independently from battery technology, the state of health indicator is calculated

using capacity fade per cycles multiplied by the equivalent cycles the battery has

passed through.

Equivalent cycles are defined for two different instants of time as:

Eqcycles(t) =

∣∣∣∣
SOC(t)− SOC(t− 1)

2

∣∣∣∣ (4.6)

If Eqcycles is equal to 1, it means the battery has completed a full discharge and

charge cycle.

Finally, SOH indicator is defined as

SOH(t) = SOH(t− 1)− Eqcycles(t) · cf(t) (4.7)

SOH is used to change the capacity of the battery for each time step, until a mini-

mum value of SOH or the maximum number of years is reached. Typically battery

is considered dead and hence needs to be replaced when SOH=0.8 (see chapter 2).

The major drawback of empirical model is that battery dynamic response, as well

as voltage characteristics are totally ignored. Real battery physical limits are rep-

resented by a maximum and minimum voltage acceptable by the cell: to compute

the amount of charge not providable by the battery it is hence important to have

an accurate estimation of the OCV and voltage. In order to accomplish that, a suit-

able solution could be the electrical battery model, proposed in the following section.

4.2 Electrical battery model proposed

A simplified equivalent circuit model is proposed as a valid alternative to the more

diffuse analytical models: it has in fact been shown multiple times that electrical

models can be a good compromise between electrochemical and analytical models

in terms of accuracy and short computational time.

Many sophisticated electrical models are present in literature (section 2.2) able to

accurately describe the dynamic behavior of the battery: for example, the EIS-based

passive models with many parallel impedance groups (figure 2.12, figure 2.13) are

able to precisely approximate both the electrochemical processes happening inside

the cell, as electrode kinetics phenomena and diffusion phenomena, and the battery
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external effects seen in section 1.4. However, the main problem lays in the compu-

tational time: the conclusions in chapter 2 underline the very high accuracy level

of EIS-based model but also the very long simulation time. The implementation of

this kind of electrical models in sizing tools like Poli.NRG software is not feasible,

since robust design of off-grid system presents some other time consuming activities

besides BESS modeling, like optimization tool, heuristic approach to load profile,

evolutions scenario (see chapter 3). Hence, there is a need for compromise between

accuracy and short simulation time, between precise electrochemical description and

inevitable simplifications.

Figure 4.3: Equivalent electric circuit of the proposed model

Starting from all the previous considerations, the authors chose the simplest passive

”R int model” (shown in chap. 2, fig 2.7). The proposed equivalent electric circuit

is composed of a capacitance, Cb in series with a resistance, Rint as it is shown

in figure 4.3. The choice of both of the parts of the equivalent circuit have precise

reasons: as explained in chapter 2, the capacitance is aimed to represent the cell

equilibrium condition while the resistance accounts for the losses.

Overpotential (and ohmic loss) of the cell during operation is taken into account by

a single resistance Rint[Ohm] (i.e., power performances), so that the simplicity of

the model allows to shorten computational effort at most. Moreover this allows for

an easy parametrization of the cell, with the need of just a few experimental mea-

surements. Transient behavior of the cell is neglected because most of the effects

are fast and expire in few seconds (see chapter 2 and annex A) and in the context

of dimensioning tools, where the time steps vary from minutes to hours, battery can

be imagined to work in steady state condition.

Internal resistance can be determined in many ways according to the assumptions.

One option is to use the Electrochemical Impedance Spectroscopy (see annex A) and

to define the resistance as the real part of impedance at a specific frequency, depen-

dent on the load input profile. In the case of unknown characteristic frequency of the
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load profile, the equivalent resistance is evaluated at a frequency of 16mHz(1/60s):

considering a minute time step in the simulation, the battery will never be subjected

to frequency higher than 1/60 Hz. Moreover, most of the transient effects occurring

in the cell have expired after one minute (double layer and diffusion inside porous

electrodes have a short time constant, see figure A.1 in annex A).

Resistance values at different state of charge can be evaluated through eletcrochem-

ical impedance spectroscopy applied to the battery at different SOC (for further

details, see annex A); hence, laboratory testing is necessary. The measurements

collected with EIS can be shown on the Nyquist plot (figure 4.4 (a)), from which

it is possible to select the real part of the impedance corresponding to the desired

frequency. Rint as a function of SOC for a generic cell is reported in figure 4.4 (b).

Missing values of Rint(SOC) are interpolated from Rint-SOC curve.

(a) (b)

Figure 4.4: Typical battery Nyquist plot(a) and variation with SOC of the parameter Rint(b)

Passive model has been preferred to active ones because it represents in a better

way battery physical characteristic: battery cannot provide an infinite quantity of

energy as a controlled voltage source, it is instead better represented by a capacitor

which can release only the amount of charge accumulated. Moreover, the commonly

used Rint model with an ideal voltage generator, has often to be coupled to Coulomb

Counting methods (see eq. 2.4) to account for SOC and hence OCV. This introduces

errors due to the indeterminations on current values that sum up when computing

the integral of current over time. With the proposed passive battery model, it is

sufficient to know the constitutive capacitor’s law together with look up tables,

without having to integrate the current.

The capacitance Cb[F] represents the total capacity of cell (i.e. energy performances)

in regime conditions and it varies with the open circuit voltage. Sometimes it is

called intercalation capacitance to underline the relation with accumulation and

depletion of ions [136]. OCV is directly related to the SOC through discharge curve
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(figure4.5 (b)), hence Cb is a function of SOC. The voltage at its terminals is the

open circuit voltage (Equilibrium Potential Difference eq. 1.7) of the cell. Cb has

been determined applying the capacitor’s constituent equation:

I(t) = C(t)
dOCV

dt
(4.8)

This capacity can also be called Incremental Capacity (IC) since it is calculated

by taking the derivative of the OCV profile: it can be represented in a graph as a

function of OCV (see figure4.5 (a)). The trend of the curve reflects the evolution

of electrochemical processes during charge and discharge: peaks in the IC curve

are associated to specific phase transition phenomena in the cell [61]. The integral

of the curve corresponds to the total charge storable in the cell [Ah]. After the

(a) (b)

Figure 4.5: OCV as a function of SOC(a) and the derived incremental capacitance as a function of

OCV(b) for a generic battery

presentation of the key parameters, it is necessary to formalize the characteristic

equations of the model.

The fundamental assumptions on which this model is based are:

• Temperature dependence of battery behavior is not considered: the parameters

of the model are not dependent on temperature. This is a strong assumption

as long as the working temperature of a cell strongly affects its performances

and its degradation processes (as stated out in chapter 2). However, a thermo-

dynamic model for the cell would be needed to estimate temperature during

operation and to take into account variations of parameters; this would be too

complex and not viable in off-grid design applications.

• The battery is composed of a certain number of electrochemical cells connected

in series or in parallel, but the model is developed at the cell level. The loss

related to the connections between cells are considered negligible.

• Electrochemical cell has the physical limits of maximum and minimum voltage,

given by manufacturers or experimental tests.
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Considering that the scope of this chapter is to develop battery models for Poli.NRG

software, which has been implemented in Matlab, the system of equations that

characterizes the battery needs to be solved numerically.

Assuming to know the power input of the battery, the following system of equations

holds: 



I = P/V

I = C(OCV )dOCV
dt

V = OCV (SOC) +R(SOC) · I
(4.9)

This is a system of differential algebraic equations (DAE) that needs to be solved

numerically to give as output the value of voltage and SOC at each time step. SOC

is directly derived from the OCV curve.

Different numerical methods have been implemented by the authors in Matlab in

order to find the optimal solution in terms of computational time and accuracy;

these are, with increasing complexity: Euler, Euler modified, Runge Kutta with

adaptive step size (Matlab solver ODE15s has been chosen to solve DAE problem),

as shortly reported in the following.

Explicit Euler method. This method is used to numerically solve a Cauchy problem

as 


y
′
= f(t, y)

y(t0) = y0

(4.10)

where y(t0) = y0 is the initial condition or boundary condition.

The numerical solution in the time step n over a generic time interval [t0;t0+T] is

represented by

yn+1 = yn + h · f(xn, yn) (4.11)

where h=T/N is the numerical step, N is the number of intervals in which subdivide

[t0;t0+T].

Modified Euler method. With this method, the numerical solution to Cauchy problem

becomes

yn+1 = yn + h · f(xn +
h

2
, yn +

h

2
· f(xn, yn)) (4.12)

Runge Kutta method with adaptive step size. In adaptive step size methods, a certain

accuracy criterion is fixed and if the estimation of the local truncation error does

not satisfy that criterion, the the step size is decreased, otherwise it is kept fixed.

Many RK methods of different orders are merged to obtain the estimation of the

truncation error. In general, the numerical solution can be written as:

yn+1 = yn + h · ϕ(xn, yn;h) (4.13)
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where ϕ(xn, yn;h) is an incremental function; its approximations are computed in

xn points not necessarily evenly spaced.

In conclusion, the Euler method is the simplest and also the most approximate

method for solving differential equation whilst Runge Kutta with adaptive step size

is the most accurate. However, given that a DAE system entails a high degree

of complexity when solved with RK methods, the Euler and Euler modified are

more computationally affordable in off-grid system dimensioning tools; the different

methods are eventually compared in terms of trade off between performance and

computational effort.

Lifetime modeling

Modeling degradation in electrical model accounts for both capacity and power fade

(for further details look section 2.3).

As far as capacity fade is concerned, the approach to the estimation of the SOH is

equivalent to the one proposed in the empirical model; capacity fade cf(t) is different

in lithium ion technology and lead acid technology.

In addition, an indicator for power fade is computed and it is called State Of Re-

sistance (SOR), which represents the increase in the internal resistance of the cell

due to degradation. SOR depends on the Power Fade factor pf(t), that is calculated

differently according to technology; pf(t) represents the percentage of resistance in-

crease due to cycle aging.

Lithium ion degradation model

For lithium ion cell, the method of the number of cycles to failure is applied in

the same way to determine both SOH and SOR. The increasing factor pf(t) for the

internal resistance depends on C-rate (example is reported in figure 4.6).

Figure 4.6: Power fade as a function of C-rate for a generic Li-ion battery
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Lead acid degradation model

For lead acid cell, resistance increases with number of cycles at constant rate, in-

dependent from DOD or C-rate. This approach is followed also in literature [15].

Hence, pf(t) has a constant value during simulation.

For both the technologies, SOR is evaluated as:

SOR(t) = SOR(t− 1) + Eqcycles · pk(t) (4.14)

Again, calendar aging is modeled only considering a maximum number of years for

battery lifetime.

The model parameters are then updated to take into account degradation.

In the following section the implementation of both empirical and electrical models

in Poli.NRG is detailed.

4.3 Models implementation

In this section, we deal with the implementation of the aforementioned battery

models (i.e. empircal and electrical) within Poli.NRG procedure. As presented in

chapter 2, the parameters of each battery model are tailored to the technology.

Therefore, two set of parameters have to be found for each battery model: one for

the lead acid case and another one for the Li-ion case. Two different sources of data

have been used to complete the parametrization of the models:

• Manufacturers’ datasheets detailed in annex E.

• Available measurements on electrochemical cells collected at the Energy Stor-

age Research Center (ESReC) located in Nidau(CH) with cutting edge ma-

chines. The measurement were carried out within the framework of the col-

laboration between Politecnico di Milano (DoE) and CSEM-PV Center (Swiss

Center for Electronics and Microtechnology) and are detailed in [129].

Experimental tests and datasheets refer to the following electrochemical cells: (i)

Lithium Nickel Cobalt Oxide(LNCO) cell BostonPower-Swing5300E; (ii) Lead-acid

VRLA cell Sonnenschein A502/10S, Exide TechnologiesE. The experimental test

used in the present thesis are listed in the following.

• OCV test: OCV curves of the two cells have been determined by discharging

the cells with very small currents: 1/100C. Due to the low current value,

voltage of the cell corresponds to the open circuit voltage.

• Efficiency test: efficiency curve (i.e. efficiency as function of the operating

current) has been experimentally measured for the only Li-ion cell by applying

several charge-discharge cycles at different C-rates. Whilst for the lead-acid
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cell efficiency curve has been derived from data about charge-discharge cycles

given by the manufacturers.

• Square current tests: square current profiles at different C-rates (0.1C, 0.5C,

1C and 2C) have been applied to the cell at different SOC (20%, 50% and 80%).

• EIS tests: impedance characterization has been performed for both the tech-

nologies. Frequency range moves from 10 kHz to 3 mHz. EIS were performed

at different SOC (0%, 20%, 50%, 80%, 100%) for the Li-ion ion cell, while at

only 50% SOC for the lead-acid cell.

• Aging tests: Li-ion cells have been cycled with different conditions (i.e. dif-

ferent C-rates with fix DOD 100%) to compute capacity fade and resistance

increase. Whilst, lead acid cells capacity fade has been computed using man-

ufacturers’ data.

Empirical model

The model parametrization for lead acid battery has been done with the datasheet

of the Sonnenschein A502/10S. It has been used to create the roundtrip efficiency

and capacity factor index. No laboratory measurements were needed.

On the other side, lithium ion model efficiency has been determined through the

laboratory tests explained above.

In figure 4.7(a) and 4.7(b) are reported respectively the roundtrip efficiency of the

lead acid cell and of the lithium ion cell. The difference is strongly marked: the

lithium ion cell can withstand higher E-rate before having strong decrease in energy

performance.

Capacity fade index for lithium ion cell derives from experimental measurements in

the laboratory previously cited. It is plotted as a function of C-rate in figure 4.8(a).

Capacity fade index for Sonnenschein derives from datasheet because experimental

measurements were not available. It is plotted as a function of DOD in figure 4.8(b).

In the approach adopted, load profiles and power production are given as input. The

power is assumed constant for 1 minute (i.e., the time step k). At each time step,

the energy respectively entering or exiting the battery is computed as the following:

Echarge(k) = Euser · η(Erate)

Edischarge(k) = Euser/η(Erate)
(4.15)

where Euser = EPV − Eload/ηinv is the energy balance between energy production

and consumption, i.e. the energy withdrawn or injected in the battery by users. It

is lower than zero when the battery is discharging and viceversa when it is charging.
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(a)

(b)

Figure 4.7: Roundtrip efficiency for lead acid cell(a) and Li-ion cell(b)
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(a) (b)

Figure 4.8: Capacity fade as a function of DOD for a the lead acid cell(a) Capacity fade as a function

of C-rate for the lithium ion cell(b)

SOC(k) is updated at every time step1:

SOC(k) = SOC(k − 1) +
Echarge(k)/discharge(k)

EBESS · SOH(k)
(4.16)

EBESS is the battery nominal capacity [KWh].

The model is subject to constraints that limit the storable energy:

• a maximum value for the power to energy ratio PEratio, which is the maximum

power output with respect to the rated capacity of the batteries; Emax is defined

as

Emax = PEratio ·∆k · EBESS (4.17)

• a minimum and maximum value for SOC that will prevent permanent damage

to battery;

Effective capacity of the battery is limited due to degradation mechanisms and it is

estimated through SOH (eq.4.7).

As a consequence, the eventual loss of energy required by the loads that the system

is not able to supply is evaluated as a loss of load LL:

LL(k) =




LL(k − 1) + (Emax − Euser(k))ηinv if Euser(k) ≤ −Emax

LL(k − 1) + (SOCmin − SOC(k))EBESS(k)ηinvηdisch if SOC(k) ≤ SOCmin

(4.18)

1An approximation is introduced by the variable denominator in the fraction. However, as long as

time steps are short, SOH doesn’t change much from one to another and the error is negligible.
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Electrical model

Equally to what has been done for empirical model implementation, electrical bat-

tery model has been parametrized for lithium ion technology (BostonPower cell)

and lead acid technology (Sonnenschein cell).

BostonPower and Sonneschein cells OCV-SOC characteristic are reported in the

figure 4.9(a) and figure 4.9(b) and they are used for the parametrization of the

model. SOC has been calculated starting from unit (fully charged) and subtracting
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Figure 4.9: Discharge curve @1/100C of:Li-ion cell(a) and lead acid cell(b)

the ratio between the measured discharged capacity in each instant of time and the

rated capacity of the battery. The parameter Cb is calculated as a function of the

OCV using the constituent equation of the capacitor; the numerical solution of this

differential equation has been found applying the central finite difference method

for the derivative of the OCV. Cb-OCV diagrams of the cells are reported in figure
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4.10(a) and figure 4.10(b). The fitting curve is simply a look-up table that utilizes

first order interpolant matlab function. Since the integral of this curve correspond

to the storable charge in the cell, the error was calculated between the integral of

the fitting curve and the rated capacity of the cell. This fitting is very accurate,

indeed the errors are equal to 0.033% and 0.035%.

It is possible to notice that IC curves differ according to technology (figure 4.10(a),

figure 4.10(b)). The smoother trend of the lead acid battery is directly related to

its linear OCV characteristic. The discharge curve of lithium ion cell shows instead

a stronger non linearity, and this difference is the cause of the sharp peaks in its IC

curve. As far as the internal resistance is concerned, the complete characterization
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Figure 4.10: Cb as function of SOC of the Li-ion cell(a) and of lead acid cell(b)

of Rint with SOC was possible only for the lithium ion cell, due to lack of EIS mea-
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surements for the lead acid cell. Nyquist plot for BostonPower is reported in figure

4.11. For the Sonnenschein only measurements at SOC=50 % were available: curve

of resistance vs SOC was determined adapting trends found in literature [137]. Com-

paring figure 4.12(a) and figure 4.12(b), it is evident that the specific trend depends

on the examined technology, but in both cases resistance tends to be very high for

low SOC with a decreasing trend in the middle range and an increasing trend for

SOC values in the range 80-100%. The selected fitting curve for Rint(SOC) is a a

look-up table with first order interpolant.

Capacity fade index for the electrical model is equal to the one reported in parametriza-

tion of empirical model. Power fade index for BostonPower cell has been determined

from laboratory measurements and it is reported in figure 4.13.
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Figure 4.11: Nyquist plot of BostonPower-Swing5300
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Figure 4.12: Internal resistance variation with SOC for lithium ion cell(a) and lead acid cell(a)
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Figure 4.13: Increasing factor for internal resistance as a function of C-rate

In the following, the proposed models have been validated with the three numerical

solving procedures previously described: Euler, Euler modified and Runge kutta. A

comparison between the results is reported in order to select the appropriate solving

method.

Solving method selection

The model has been tested with lithium ion parameters. Voltage output has been

measured and used in this section to select the solving method for electrical model

system of equations. The parameter Rint(SOC) has been taken from the Nyquist

plot at the frequency correspondent to 5 minutes, which is the frequency of the

applied square current profile.

Figure 4.14 shows experimental voltage measures (Vexp) versus simulated voltage

during constant current profile at 50% SOC. Similar trends has been obtained for

20% and 80% SOC, thus figures are note reported. This simple model is not able

to follow the transient period during current variations, but it can accurately model

the voltage during steady-state conditions and accurately estimate OCV, i.e. SOC.

Actually, it is worth to notice that the higher the current the higher the discrepancy

between model and experimental voltage is: this means that the main error in this

model is due to the evaluation of the resistance. In figure 4.15 are reported the sim-

ulated voltage values for Euler method, but with two different resistance function:

in one cases the Rint is taken at 16mHz frequency, while in the other is taken at

3.33 mHz which is the specific frequency of the load input. It is possible to notice

that in the first case the simulated voltage is less accurate than in the second case.

The root mean square error (RMSE) is a frequently used measure of the differences

between values predicted by a model and the values actually measured. It is cal-
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Figure 4.14: Simulated and measured voltage of BOSTON POWER SWING 5300 cell at 50% SOC

culated as the square root of the mean of the squares of the deviations (between

predicted value and observed value):

RMSE =

√∑n
t=1(ŷt − yt)2

n
(4.19)

RMSE of the three different method are (the values for 80% SOC has been ex-

cluded2):

• Euler RMSE for 20% SOC=0.0424V; RMSE for 50% SOC=0.08V

• Eluer modified RMSE for 20% SOC=0.0855V; RMSE for 50% SOC=0.083V

• Euler ODE RMSE for 20% SOC=0.0825V; RMSE for 50% SOC=0.0831V

In addition, the simulation time for the model is doubled for Euler modified with

respect to Euler, and it is around 20 times higher for ODE. Considering that:

• the rmse values are quite similar between all the methods, since the main

cause for the error lays in the assumptions of the model and not on the solving

method; moreover, the rmse values are sufficiently low (considering the appli-

cation context) even for Euler method: this method, in fact, does not lead to

relevant approximation errors since the iteration time-step is short enough (1

minute);

• the simulation time for Euler is the lowest and, in robust design of off grid

system, simulations are very time-consuming processes;

2The assumed maximum voltage limit of the cell was infinitesimally different from the maximum voltage

reached during testing, causing a misleading high RMSE value.
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Figure 4.15: Simulated and measured voltage of BOSTON POWER SWING 5300 cell at 80% SOC

consequently, the electrical model is implemented using the Euler method. This

electrical model can be applied both for a lithium ion cell and a lead acid cell, since

the modeling approach is suited for both (see chapter2).

In the approach adopted, load profiles and power production are given as input. The

power is assumed constant for 1 minute (i.e., the time step k). The energy actually

entering or exiting the battery is dependent on the SOC. During each time step, the

energy that could be provided or required to the battery for users is known (Euser);

power flowing in the cell is assumed constant and it is scaled down from total energy

batteries pack have to fulfill:

P (k) =
Euser

∆t ·Ncells

(4.20)

The number of cells Ncells is equal to the size of the BESS divided by the capacity

[Wh] of the cell.

Therefore, the current I(k) can be computed as:

I(k) = P (k)/V (k − 1) (4.21)

OCV(k) and V(k) are updated accounting for Cb and Rint at the previous time

step.

OCV (k) = OCV (k − 1) +
I(k)

C(k,OCV (k − 1))
∆t (4.22)

V (k) = OCV (k) +R(k, SOC(k − 1))I(k) (4.23)

Moreover it is relevant to point out that, at each time step, a control on the voltage

value is performed: when voltage is outside the limits, the assumption is that the

battery is not able neither to accept nor to provide power for the whole time step;
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thus, in case of voltage higher of maximum voltage or lower than the minimum

one, OCV(k)=OCV(k-1) and V(k)=OCV(k). This is an approximation that does

not lead to big mistakes as long the time step is no longer than 1 minute while it

would not have been a correct assumption in the case of iteration time-step lasting

15 minutes or 1 hour. When 1 hour time step is considered, voltage limits could be

reached after several minutes: it would hence be a big approximation, in terms of

energy provided or received, to consider the battery fully charged or discharged for

the whole time step.

SOC(k) indicator is directly derived from the OCV look-up table.

The capacity Cb and the resistance Rint are updated every day to take into account

degradation :

Cb(k) = Cb(0) · SOH(k) (4.24)

Rint(k) = Rint(0) · SOR(k) (4.25)

where Cb(0) and Rint(0) correspond to a new cell. At this point the loss of load of

the system is computed as

LL(k) =




LL(k − 1) + (Emax − Euser(k))ηinv if Euser(k) ≤ −Emax
LL(k − 1)− Euser(k)ηinv if V (k) ≤ Vmin

(4.26)

Summary

The table 4.1 is a summary of the main characteristics of each BESS model devel-

oped.

The methodology and BESS model presented in section 4.1 and 4.2 have been im-

plemented in section 4.3 for the enhancement of BESS modeling in robust design of

off-grid tools.

Model (code) SOC estimation SOH estimation

Calendar aging Cycle aging

Empirical simplified (M1)
SOC limits

ηroundtrip const
Max n. years Max n cycles

Empirical (M2)
SOC limits

ηroundtrip f(E-rate)
Max n. years

Min SOH

Lead acid: SOH f(n cycles, DOD)

Lithium ion: SOH f(n cycles, E-rate)

Electrical (M3)

Voltage limits

R f(SOC,SOR)

C f(SOC,SOH)

Max n. years

Min SOH

Lead acid: SOH f(n cycles,DOD),

SOR f(n cycles)

Lithium ion: SOH f(n cycles, C-rate)

SOR f(n cycles, C-rate)

Table 4.1: Main characteristics of the BESS models proposed
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Case study: E4G project

The BESS modeling methodologies presented in the previous chapters are suited to

be implemented in the dimensioning tool Poli.NRG, in order to elaborate the robust

design of a real case study.

The study case taken into consideration is Ngarenanyuki secondary school, in Tan-

zania, were the authors spent one month from September 19th until October 17th

2017. Politecnico of Milan has been collaborating for some years with the secondary

school, where it contributed to install a hybrid micro-grid system. During the years

after the installation, load consumption rose considerably, and the system is now

subject to relevant stresses: in particular the installed storage system must tolerate

continuous cycles at high power. The school has been recently connected to Tanza-

nia national grid Tanesco, which helps in supplying the requested power; however

Tanesco is highly unreliable (and costly) and cannot be the sustainable solution for

the constantly growing load consumption. Moreover the microgrid in place is a sin-

gle phase system, while in the school several three-phase loads have been deployed

(e.g. fire protection system, as detailed in the following).

In this context, it makes sense to dimension a possible new alternative for the school:

Poli.NRG methodology allows to find the optimal size for a combined photovoltaic

(PV) and energy storage system (BESS). During the period spent in the school the

authors monitored and collected data about load consumption; the field survey was

useful to accurately determine school consumption patterns, so to dimension the

off-grid system starting from reliable inputs. Using data collected and the different

BESS modeling methodologies presented in the previous chapter, some simulations

were performed. It is worthwhile noting that in rural areas the real load consump-

tion profile cannot be determined with high precision; even after an accurate field

survey many uncertainties remain and just statistical information can be obtained.

In this context, it is not easy to define which is the best approach to model BESS

performances. Even accurate BESS models would not provide very reliable results

when data in input are affected by many uncertainties. From these considerations

derives the choice of the authors of comparing the three modeling methodologies
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of growing complexity presented in the previous chapter. The different modeling

approaches have been compared in terms of output results and computational time.

Moreover, the off-grid plant has been dimensioned with lead acid and lithium ion

batteries, in order to compare and find eventual advantages of one technology with

respect to the other.

In this chapter, the case study and the simulations set-up are explained .

5.1 Case study: Ngarenanyuki secondary school

Tanzania is one of the countries mostly experiencing the problem of poverty related

to lack of energy access. It is a low income country, with the majority of the pop-

ulation living in rural areas. Electricity deficit is experienced by the majority of

population as shown in figure 5.1

Figure 5.1: Development of electricity access in Tanzania [2]

From 1975, Tanzanian power sector is controlled by the single vertically integrated

national company Tanesco. It owns a total of ca 1500 megawatts of installed gener-

ation capacity, 5 per cent of which composed by off grid systems. Tanesco aims to

expand transmission and generation capacity (over 1000MW) by 2020. Moreover,

the company has short and long term plans to extend the national main grid to

isolated mini-grid areas [138].

Energy4Growing is an initiative of a research group of the Energy Department of
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Politecnico of Milan. It was activated in 2013, with the aim of providing on grid and

off-grid solutions in developing countries. Since 2015 it has been collaborating with

Ngarenanyuki secondary school, in Tanzania, focusing on improving energy access

in the school. The school is situated near to the small village of Ngarenanyuki, in

a rural area of Arusha region, in the NorthEastern part of the country. The pilot

Figure 5.2: Location of Ngarenanyuki secondary school

project launched in Ngarenanyuki school in 2015 represents a significant case study

for bottom-up implementations via micro grids. A hybrid micro-grid system was

installed in the school, combining power systems already available on site and new

installations. The system, to date still working and providing to the majority of

school’s electricity needs, is composed of generation units, a storage system, control

units and conversion systems (see fig. 5.3).

Generation units and storage system are:

• 2 Photovoltaic panels of 1.5kW of nominal power each.

• 30 VRLA batteries Gaston GT 12 200, connected in series. Nominal charac-

teristics: 30x200Ah, 72kWh.

• Hydro turbine: variable output between 800W and 3.2kW.

• Three phase diesel generator, 20kW nominal.

• Single phase diesel generator, 4.3kW nominal.

Generation units and load units are connected by means of an interface converter

(IC) with specific control units. The micro-grid comprises a dc energy sources ag-

gregation (Q1) and an ac double bus-bar system (Q2). In particular, Q1 is a dc/ac
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Figure 5.3: Micro-grid architecture for Ngarenanyuki school

control board connecting PV panels and the battery pack to the IC. The loads, the

hydro turbine and diesel generator are connected to the ac double bus-bar board.

Finally, an industrial PLC measures and controls the micro-grid, acting on the

switchers of each line while calculating proper power set points for the IC [139].

The school energy consumption has been monitored by Politecnico of Milan since

2015, when the stand alone system was installed. During the last two years, school

conditions further improved, thanks to the connection to the national grid Tanesco.

The new power availability lead the school to develop, increasing number of loads

and power consumption.

The authors spent one month in the school with the following purposes:

1. Help in the installation of a new monitoring system for Tanesco national grid.

The instruments where donated by the company Energy Team S.p.A. in the

framework of a long term collaboration with Politecnico of Milan. The Data

Logger installed measures voltage and current of the national grid every second:

from the direct measures, all the necessary derivative quantities are computed,

such as active and reactive power of lines and frequency. The whole school

consumption can in this way be monitored, merging data coming from the

previously installed PLC, regarding generation units and the newly measured

consumption from national grid.
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Figure 5.4: Picture of the students reunited in the school yard, near classrooms

Moreover, data collected will be utilized in further studies, in order to analyze

the quality of the grid, in terms of voltage and frequency oscillations, as well

as interruptions. The quantitative investigation will help in promoting new

projects for the school as for instance the integration of a new minigrid system

with the national grid; the new hybrid power plant would be composed of PV

panels and BESS, and could provide ancillary services to the highly unstable

grid, such as primary regulation.

2. Perform a field survey in order to assess the new school power consumption and

the eventual load evolution scenario, in terms of loads and generation units.

Data collected have been utilized to dimension an hypothetical new plant for

the school, composed of PV and BESS systems, that could supply to the overall

energy needs.

3. Characterize batteries storage system. Lead acid batteries installed in Ngare-

nanyuki are subject to high stresses typical of applications in off-grid systems:

long periods at low SOC, high current levels and almost never complete charges.

The scope of the authors was to measure batteries’ actual capacity and resis-

tance in order to assess their state of health: parameters’ value could be used

for the parametrization of lead acid battery model in Poli.NRG.

As concerns the first goal, details regarding installed instrumentation, monitoring

results and Elettra project are reported in annexD.

With respect to the second goal, the authors performed a survey with the local

109



Case study: E4G project

head of technicians, including an ”on situ” reading of the nominal characteristic of

the machines. Quantitative and qualitative data regarding school loads and usage

patterns were collected during the field survey. Loads are classified into daily and

occasional:

• Most of the school loads are used every day. The most relevant daily loads are:

1. Water pump: 2.4 kW, used every day for a total of ca 1hour, at different

moments according to the needs.

2. Farm: incubator and warming lights for chicks, total of ca. 1 kW. Used

24hours 7 days a week.

3. Classrooms lights: ca.800 W. Used in the evening hours.

4. Dormitory lights: ca.1.5 kW. Used in the evening and morning hours.

Some of them are left on during all the night.

5. Private buildings: mainly lights (estimated ca.800 W) and some appliances

of ca.1 kW each (iron, toaster...) seldom used.

• Occasional loads are big three phase loads or single phase loads that are used

only in case of need:

1. Mill machine, 15 kW nominal. It is used to prepare flour for students

twice a week for some hours.

2. 2 Bricks machines, 11 kW and 8 kW nominal power. Used only for selling

purposes.

3. Fire-system pump, 2.4 kW nominal.

4. Other single phase machines (drilling, welding), less then 1 kW nominal.

Their consumption is very oscillating and they could create disturbances

to the system lines; usually they are supplied from Tanesco or diesel gen-

erator.

Concerning the third goal, on field batteries characterization was performed. The

scope was to parametrize BESS models for the specific case of Ngarenanyuki, where

Gaston GT 12 200 batteries were previously installed, in the context of setting-up

simulations for PoliNRG. Description of procedure and results of on field battery

characterization is reported in annex B. Battery experimental characterization was

divided into three phases: charge with PV, discharge with almost constant loads

and resistance measurements with power pulses. The final scope was to determine

the OCV discharge curve and values of resistances at different SOC for charge and

discharge. However, data were affected by many errors and uncertainties due to non

controllable external conditions: this is typical of measures that are not taken in the

controlled laboratory environment. The main problems occurred are listed in the

following.
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• Non complete battery charge: due to system auto consumption, and the con-

trol system regulation, the complete charge would have required a really high

number of days.

• Non complete discharge due to the impossibility of isolating the batteries for

a significant period of time because of school needs.

• Discharge (for OCV curve) at non constant and sometimes high current due

to primary electrical needs of the school that could not be excluded from the

system.

• Not accurate resistance measurements. The dispersion of the measures was

very high and the measurement uncertainty of every device was unknown.

For these reasons, measures do not have the necessary characteristics of repeatability

and reproducibility and they have not been used as inputs parameters for the fol-

lowing simulations, where laboratory data and manufacturer’s data were preferred.

5.2 Simulations’ set up

After having performed a detailed field survey and having determined loads and us-

age patterns of the school, 3 different pools of daily load profiles have been generated

with Poli.NRG-LoadProGen tool.

• Ordinary day: a normal school day, all the daily loads are taken into account.

• Mill day: 2 times a week, in addition to the normal loads, the grinding machine

is utilized. This daily profile substitutes the ordinary day once every 4 days.

• Holiday: during Christmas, Easter and summer holidays, students go home.

Normal classes do not take place and the power consumption is only related

to teachers living in the school.

Notice that due to the high indeterminacy regarding usage patterns of occasional

loads, they have not been considered into the load profiles’ generation process. Oc-

casional loads are seldom used during the year and for this reason, when a statistical

approach is followed, there is no commitment of a big error when they are neglected.

The only exception is constituted by the triphases grinding machine, which has been

considered as long as it is used twice a week.

The inputs given to LoadProGen in order to generate the 3 pools of daily load

profiles, in terms of users’ classes, appliances, functioning times and windows, are

reported in annex C. In figure 5.5 it is shown the user interface of LoadProGen with

the set-up for the generation of the ordinary day profile. A convergence criterion

has been used in order to define the number of daily load profile per each type to

111



Case study: E4G project

Figure 5.5: LoadProGen user interface. User classes of the ordinary day

generate, so that they could represent all the possible stochastic load variations.

The yearly load profiles for Poli.NRG are obtained by randomly drawing from the

above described pools. In this way, it is possible to define a finite number (200) of

equiprobable yearly load profiles.

As explained in chapter 3, when considering electricity consumption in rural areas,

it is important to take into account an eventual increase in load consumption during

the years. The different methodologies reported in the chapter were anyway diffi-

cult to implement for Ngarenanyuki case study. Power consumption in the school

started being monitored in 2015, when the micro-grid was installed; data regarding

previous years are not available and it is therefore difficult to estimate the historical

consumption growth trend. Moreover, increase in load consumption has not been

gradual as long as the school has experienced two relevant improvements so far: af-

ter the installation of the micro-grid and after the connection with Tanzania electric

grid, load consumption faced a sudden increase. The three phase machines bought

after the connection with the national grid, require a total power of 36 kW, which is

almost six times the whole school single phase consumption. In this context, it is dif-

ficult to quantify the step increase of power consumption and to predict when other

major changes will occur. Other reasons that make it difficult to take into account

a load evolution scenario are listed in the following. The survey to local inhabitants

of the school has shown unreliable information about prevision of future electrical

needs; simple load evolution function present in literature does not perfectly fit to

the specific case of a single school; moreover, more advanced system dynamic tools

were not feasible to be implemented in Poli.NRG due to their complexity entailing

long simulation time. Hence, lifetime load profile has been generated without con-

sidering a load evolution scenario meaning that every year the load profile is exactly
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the same. Despite being an unrealistic assumption, about 68% of 77 local energy

planning studies found in literature considers a constant energy demand [130].

PV power profile given as input to Poli.NRG derives from data regarding annual

mean irradiation in Tanzania [140], [141].
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Figure 5.6: Solar irradiation hourly profile in January in Ngarenanyuki

Cost information about PV modules, batteries, and off-grid inverters are the result

of a survey among Tanzanian local suppliers, while O&M, other investment costs

and modeling parameters (efficiencies mostly) have been estimated based on expe-

rience. They are reported in table 5.1.

Various simulations have been carried out changing the battery model and tech-

Parameter Value Unit

Plant lifetime 20 years

Balance of system efficiency 85 %

Inverter efficiency 90 %

Discount rate 6 %

Lead acid battery cost 150 $/kWh

Lithium ion battery cost 400 $/kWh

Off-grid inverter cost 900 $/kW

PV module cost 2500 $/kW

O&M cost 100 $/kW/year

Other investment costs 20 % (of the main component cost)

LLP maximum 5 %

Table 5.1: Technical and economical assumptions
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Lead acid Lithium ion

M1 M2 M3 M1 M2 M3

SOC initial 1 1 1 1 1 1

SOC min 0.5 0.5 - 0 0 -

PE ratio [kW/kWh] 0.25 0.25 0.25 2 2 2

SOH min - 0.8 0.8 - 0.8 0.8

Calendar life [years] 8 8 8 12 10 10

Cycle life [n cycles] 1500 f(DOD) f(DOD) 2000 f(E-rate) f(C-rate)

Charge efficiency % 90 f(E-rate) - 97.5 f(E-rate) -

Discharge efficiency % 90 f(E-rate) - 97.5 f(E-rate) -

Cell capacity [Ah] - - 10 - - 5.3

Max voltage [V] - - 2.17 - - 4.2

Min voltage [V] - - 2 - - 2.75

Table 5.2: Lead acid and lithium ion battery specifications

nology in order to make a comparison between different approaches. In particular

constant efficiency, empirical and electrical battery models are compared in terms

of results and simulation times. The models are those proposed in chapter 4. More-

over, BESS system is sized with the two different technologies of lithium ion and

lead acid batteries, in order to analyze costs and differences. The simulations are

classified according to BESS model and battery technology:

• Simplified empirical model (M1)−lead acid. Charge and discharge effi-

ciency are 0.975; maximum number of cycles is 2000 and the maximum number

of years to replacement are 8. Values are taken from last updated reference

literature [134].

• Simplified empirical model (M1)−lithium ion. Charge and discharge

efficiency values are 0.9; maximum number of cycles is 1500 and the maxi-

mum number of years to replacement is 12 Values are taken from last updated

reference literature [134].

• Empirical model (M2)−lead acid. A limit to the maximum value of power

acceptable by the battery is set according to datasheet (annex E), E-rate

max=0.25. In the simulations SOH min is set to 0.8 as found in literature

[15].

• Empirical model (M2)−lithium ion. The maximum E-rate is equal to 2
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according to laboratory measurements described in sec.4.3. In the simulations

SOH min is set to 0.8 as found in literature [15].

• Electrical model (M3)−lead acid. The minimum and maximum voltage

are set equal to 2 and 2.17 , the nominal capacity is 10 Ah, as reported in

datasheet (annex E).

• Electrical model (M3)−lithium ion. The minimum and maximum voltage

are set equal to 2.75 and 4.2 , the nominal capacity is 3.53 Ah, as reported in

laboratory tests (sec. 4.3).

The table 5.2 summarizes the parameters for BESS model in input to Poli.NRG.

The approach that more likely could be followed by software users is to select the

input parameter from manufacturer’s datasheet.

For each single lifetime profile LC, Poli.NRG tool has been used to simulate all the

possible configuration of PV-BESS. Specifically, the simulations were performed by

ranging PV array size from 2 to 50 kW with 50 W step and BESS size from 10 to

1000 kWh with 500 Wh step for lead acid batteries and 100 Wh step for lithium

ion batteries. Then, the PV-BESS combination that results in having the minimum

NPC while respecting a maximum LLP of 5% is identified as the optimum solution

for the given LC by using eq.3.1 and eq.3.2.
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Simulations, Results and

Discussion

In the present chapter, the results of simulations set in chapter 5 are presented.

At first, simulated load profiles obtained thanks to the procedure developed to prop-

erly evaluate Ngarenanyuki energy needs (i.e. the school’s load profiles) are reported

and compared to real consumption measurements, elaborating data collected with

the new measurement system installed.

Secondly, a comparison of modeling approaches is reported: trends of SOC and SOH

of batteries obtained during simulations with different BESS models are shown, in

order to deeply analyze every approach explained in chapter 4.

In the third section, results of the procedure adopted to design a new microgrid,

that could ideally be able to supply the whole school consumption, are presented

and discussed.

Finally, the authors propose a comparison and discussion among the design of a dif-

ferent BESS based on different models and technologies, the most promising Li-ion

and the most common in DCs off-grid system lead acid; the section is concluded

with an economic analysis on investment costs to evaluate the most economic viable

solution.

6.1 Simulated load profiles

In figure 6.1 the averaged ordinary daily profile simulated with Poli.NRG-LoadProGen

subroutine, is compared with the average value over 20 days of measured data. The

school consumption is constituted of single phase and three phase loads, as ex-

plained in chapter 5. At first, only single phase loads have been considered in order

to compare the 2 average profiles.

The simulated profile follows correctly the average real consumption trend: there

are two power peaks, during morning and evening, while during the rest of the day

the profile is flat. Percentage error between total kWh really consumed and the
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Figure 6.1: Comparison among single phase loads consumption mean measures and the average of

simulated ordinary day profiles

simulated one is 3.5%, with simulated energy consumption slightly lower than the

real one.

In figure 6.2, Tukey plot of the ordinary daily profile is compared to the one of

measured profile. On each box, the central mark indicates the median, and the bot-

tom and top edges of the box indicate the 25th and 75th percentiles, respectively.

The whiskers extend to the most extreme data points not considered outliers, and

the outliers are plotted individually using the ’+’ symbol. Simulated profiles have

Figure 6.2: Data dispersion of measured single phase load consumption and of simulated profiles

a much smaller data dispersion with respect to measured ones. This represents a

limit of the procedure for simulating load profiles. The tool takes into account load

uncertainties and stochastic variations but it requires in input an accurate Field

Survey. Indeed, during on field data collection campaign, it is complicated to ac-
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curately assess all the specific parameters of load consumption (e.g. functioning

period of appliances and functioning cycles); thus, the resulting simulated load pro-

files does not exhibit the typical high dispersion of real load profiles. Consequently,

data regarding amount of loads and total power requirement have been taken cor-

rectly with respect to single phase consumption, while there is likely a bigger error

related to functioning times and windows. Nevertheless, this specific case study of

1 2 3 4
Weeks

0

0.5

1

1.5

2

P
ow

er
 [W

]

104 School consumption during 20 days

LoadProGen
Measurements

Figure 6.3: Trends of measured and simulated load profiles, including three phase loads, over 20 days

Ngarenanyuki school represents a positive anomaly with respect to the totality of

DCs-based case study: typically, the data about energy habits (when the lights are

turned on, when the water pump is activated etc...) and energy consumption is

much less detailed, due to difficulties in gathering information from local inhabi-

tants and in spending locally a sufficient period of time to report an accurate energy

assessment. The authors have been able to reproduce as best as possible the load

profile of the school. It is possible to state that this specific case study represents

one of the best case scenario obtainable in DCs context.

In addition to the ordinary day profile, a Mill day profile has been generated to

take into account the likely usage of three phase loads every 4 days. Profiles are

aggregated randomly to create a yearly profile. In figure 6.3, 20 days of a generic

simulated month are compared to the real 20 days’ measures. It can be noticed

that the real usage pattern of the big three phase loads (from the graphs the peaks

at 15 kW) is not as regular as the one of the simulated profiles: there were con-

secutive days with three phase consumption and long periods without. On the 20

day periods, three phase loads have been used for a total of 7 days, which is not

substantially different from the 5 simulated Mill daily profiles. Finally, real profiles

show some peaks at markedly high power (20 kW), correspondent to the starting of

the mill machine that could not be taken into account into the procedure for load
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profile generation. The average daily profile considering both triphase and single

phase loads over 20 days, is compared to 20 days’ average of the simulated annual

profile in fig. 6.4.
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Figure 6.4: Comparison among measured average loads consumption and average simulated profiles

(with three phase loads)

It can be noticed that the trend is much more complex than when considering only

single phase consumption due to the high aleatority of big loads usage. It is diffi-

cult to exactly reproduce the daily consumption profile with a simulation tool solely

based on data collected on field. Moreover, the comparison here reported is just

a qualitative example as long as to make a really accurate analysis, data of more

months would be needed: one year measurements would be necessary to reproduce

an accurate load profile. Percentage error between energy really consumed and the

one simulated is 5.8%, which is an acceptable value in the context of off-grid system

design for DCs. Moreover, the procedure properly evaluates both the load peaks

and the minimum load of the school. In figure 6.5 it is represented the probability

density function of measured and simulated load consumption, considering both sin-

gle phase and three phase loads. Once more, the general trend between simulations

and real profiles is similar; the highest power probability is in the range of 1-2 kW,

and there is a non null probability of power peaks at 13 kW, due to the three phase

consumption.

In view of the above, the input load profiles LC that have been chosen for Poli.NRG

simulations correspond to the simulated load profiles with Poli.NRG-LoadProGEN

subroutine.

In the following section, the results of several simulations run with fixed PV+BESS

size are reported in order to analyze the output of different BESS models.
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Figure 6.5: Probability distribution of measured three phase load consumption compared to the simu-

lated profile

6.2 Simulations: comparison of different BESS models

Simulations are based on the load profiles of the school presented in the previous

section.

In order to assess the differences among batteries’ modeling approaches, some sim-

ulations with fixed BESS and PV sizes were run. In particular trends of SOC and

SOH were compared for three increasing different size of batteries in order to eval-

uate BESS models output variations. PV size is kept constant. The specific BESS

sizes are 25, 50 and 100 kWh and PV size of 13 kW, i.e. a reasonable nominal power

for the input load profile. SOC trends are shown for a typical simulated school week,

with both Ordinary day and Mill day load profiles; SOH is plotted instead over 20

years, i.e. the plant lifetime. Simulations are performed with Li-ion battery tech-

nology. The trends of batteries’ SOC with different modeling approaches and BESS

sizes are shown in figure 6.6. It is easy to notice that batteries’ SOC follows an

almost constant pattern during the days of the week. BESS discharges during the

night and charges during the day. It reaches the maximum charge level almost ev-

eryday while it arrives at complete discharge only when the big threephase load is

present (once every 4 days). Figure 6.6(a) reports the trend for a 25 kWh battery:

the battery is quite small for the system and SOC limits are reached at each cy-

cle. There are no big differences among the 3 modeling approaches. However, is

noticeable that at high SOC levels, electric model shows a smoother SOC evolution

with respect to the others; this can be due to the fact that battery has reached

the terminal voltage limits and can charge only gradually with low currents. When

battery sizes increases to 50 kWh in fig. 6.6(b) and 100 kWh 6.6(c), SOC variations

are smaller and differences among the models become more evident. In particular,

in the last graph, it is evident that when using electric model, battery seems to

experience less deep cycles than with the other models. This could lead to an over
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Figure 6.6: Comparison of SOC trends during simulations with different Li-ion modeling approaches

and BESS sizes: 25kWh(a), 50kWh(b), 100kWh(c)
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dimensioning of batteries when using simplified empirical models.
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Figure 6.7: SOH simulations’ trends for different Li-ion BESS models with BESS = 50kWh, PV=13kW

With respect to SOH, just one graph is reported (fig. 6.7), with simulations per-

formed with BESS of 50 kWh and PV of 13 kW over 20 years. Simulations were run

also with BESS of 25 kWh and 100 kWh but the graphs are not reported because

they do not provide further elements to the discussion, since the combination with

50 kWh highlights at most the difference between models. The graph shows only

empirical and electric model trends because the simplified empirical model does not

account for lifetime modeling (i.e., SOH indicator).

Empirical model overestimates battery degradation when compared to the electrical

one. However, with both models battery never reaches the minimum SOH level of

0.8 because after 10 years it is replaced due to calendar aging (SOH of new batteries

is again initialized to 1) : for this reason, batteries’ replacements costs will result

the same in the two cases even if SOH changes in different way. A possible im-

provement of the model with respect to calendar aging could be taken into account.

Finally, it is worth to point out that the differences among modeling approaches,

that seemed minor when comparing SOC on a daily basis, are not negligible when

simulations cover the entire plant lifetime. This can have an impact on the results

of the simulations, as shown in the next section.

6.3 Results: micro-grid robust design

After having analyzed and compared how the different modeling approaches simulate

battery performance, the different simulations described in detail in the previous

chapter were run. Results are described in the following.

Figures 6.8 and 6.9 display the map of solutions of the simulations with the three

BESS models (electrical, empirical, simplified empirical) for lead acid and lithium
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ion technology. The map of solutions is composed of different areas of solutions that

are related to the specific BESS model adopted in the simulation.
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Figure 6.8: Sizing results of Poli.NRG with lead acid BESS systems
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Figure 6.9: Sizing results of Poli.NRG with Li-ion BESS systems

Each area of solutions represents with contour lines the resulting optimal combina-
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BESS

technology

BESS

model

PVopt

[kW]

BESSopt

[kWh]

NPC

[k$]

LCOE

[$/kWh]

LLP

[%]

Single

LC simulation

time

[min]

LCopt Fopt

Lead acid

Empirical

simplified
14.2 105 119.82 0.644 4.99 8 114 4

Empirical 12.9 112 118.66 0.637 4.99 45 124 7

Electric 12.35 94.5 114.85 0.617 4.99 67 114 8

Li-ion

Empirical

simplified
11.9 60.6 120.50 0.648 4.90 7 101 12

Empirical 12.9 48.6 116.28 0.625 4.99 45 108 5

Electric 12.8 49.1 116.22 0.624 5 140 98 4

Table 6.1: Results of Poli.NRG simulations with different battery technologies and modeling approaches

tions of PV and BESS size among the N simulated lifetime profiles LC. The contour

line of the optimal combinations is a curve along which specific combinations have

appeared with the same frequency (i.e., it represents isolines). The frequency ranges

between 0 and 1 since it has been normalized according to the most frequent combi-

nation in the considered BESS model. The isolines are concentric, the most external

is the one with the lowest frequency of occurrence.

The table 6.1 has been derived from the map of solutions and it shows the robust de-

sign solutions referring to the previously described six simulations (chapter 5). The

robust design (BESSopt;PVopt) is evaluated as the optimal combination result with

the highest frequency (i.e, 1). The NPC, LCOE and LLP of the robust design are

evaluated as the mean value of each solution in which appears BESSopt and PVopt.

Frequency of occurrence Fopt is the number of times the optimal solution appears in

simulation’s results. The parameter LCopt represents the number of simulated load

profiles until convergence. Single profile simulation time depends on the calculator

processor (specifically, an ”Intel i7 4700k-16 Gb)

Every simulation with different type of BESS modeling shows a robust solution,

since the dispersion of the optimum around the identified design is very limited.

Regarding lead acid technology, the modeling approaches show relevant differences

in the obtained optimal solutions. Optimal BESS and PV size according to electric

battery model are respectively 94.5 kWh and 12.35 kW while they are 112 kWh and

12.9 kW according to the empirical model. In particular, empirical model tends to

overestimate the size of the system: the percentage difference between the results

is 18%. The overestimation with respect to the more accurate electrical model is

likely caused by the parametrization of the variable battery efficiency, which has

been computed using manufacturer’s data. As a consequence, the NPC is 4000$

higher when sizing the system using empirical model.

The simulation based on the simplified empirical model has found the optimal size
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equal to 14.2 kW for PV and 105 kWh for BESS. The BESS size is an intermediate

value between the other two models. Even if the parameters in input (efficiency and

maximum number of cycles) are correctly estimated, simulation results could not

resemble the ones of more sophisticated approaches. PV system size is noticeably

bigger with respect to the results obtained with the two other simulations, due to

the fact that battery operates with a lower efficiency ( 90% charge and discharge)

than the average efficiency in empirical model (see fig.6.13). Hence, the NPC is the

highest among the results of the three approaches.

An important aspect to be taken into consideration is the simulations’ time. As

reported in the last column of the table 6.1, computational times strongly vary with

the BESS modeling approach adopted. Simulation run with the most simple model

needed only 8 minutes to simulate 20 years of plant lifetime with a specific load

profile. When adopting empirical model the time rises up to 45 minutes to arrive to

1h 07 minutes with the most accurate electric model. Considering that at least 100

load profiles curves need to be simulated to arrive to convergence, the difference is

quite important: from 13 hours of simulation to almost 5 days.

When considering results obtained with lithium ion battery technology, the outcome

is different. With the electric model, optimal PV and BESS size are respectively

12.8 kW 49.1 kWh, with empirical are 12.9 kW 48.6 kWh and with simplified em-

pirical model 11.9 kW and 60.6 kWh. Only the simplified empirical model shows

a non negligible difference for PV and BESS size. For this last model, the same

consideration made for lead acid technologies can be done: it does not succeeds in

giving the accurate results like electrical model even if input parameters are ade-

quately estimated. The resulting NPC is very similar between electric and empirical

methodologies while it is 4000 $ higher when using the more simplified approach.

It is noticeable the similarity among results with empirical and electric model, not

encountered in the case of lead acid batteries. This could be explained by the

different parametrization methods adopted for the two technologies: the values of

the variable parameters of the different BESS models (efficiency in empirical model

and R and OCV curve in the electrical), as well as degradation curves, have been

obtained by laboratory measurement on the same cell. This was not the case for

lead acid where laboratory measurement could be used just for the determination

of Rint@50%SOC and for OCV discharge curve in the electric model: other data

where taken from literature or datasheet. Empirical and electrical models are hence

directly comparable for Li-ion.

Computational times of simulations with simplified empirical model and empirical

one are the same as for lead acid. Electric model instead, results even slower, with

140 min required to simulate 20 years of a single load profile. The difference with

respect to lead acid can be explained by two factors: look−up tables for the de-
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termination of Li-ion cell capacity, resistance and open circuit voltage have more

elements because it can experience greater voltage variations with respect to lead

acid; moreover Li-ion model considers a variable resistance degradation rate that

increases the complexity. Once more, it can be stated that accuracy works at the

expense of higher computational effort.
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Figure 6.10: Comparison of SOC variation of the three battery models during one week of simulation:

lead acid (a) and Li-ion (b)

A detail on the SOC variations over a week obtained with the three modeling ap-

proaches for the most robust solution both of lead and lithium acid are reported in

figures 6.10(a) and 6.10(b). The week taken into consideration is the second week

of the year, in which both ordinary days and Mill days are present. At first lead

acid SOC pattern is considered. The same trend is present with the three model-

ing approaches: it means that in all the cases the battery is quite big with respect

to the load required and optimized to work at high SOC. There are anyway some

differences: the minimum SOC value for empirical and simplified empirical models

was set to be 0.5, while the electrical, following the imposed voltage limit, can reach
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slightly lower values of SOC according to OCV-SOC curve.

SOC cycles are deeper for the simplified empirical model when compared to the

empirical due to the fact that the optimal battery size is smaller. Electric model

however, which gives as a result the smaller BESS size, experiences shallower cy-

cles: this is thanks to the fact that the electrical model better estimates the state of

charge of the battery. Similar considerations can be done when looking at the graph

for lithium ion batteries, noticing that SOC can vary between 1 and 0, not having

a limitation on a minimum value. Batteries, which are smaller than lead acid, ex-

perience deeper cycles and the electric model is once more the one that shows the

less steep SOC variations, reaching more gradually the limits.
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Figure 6.11: Comparison of SOH variation of empirical and electrical models during 20 years of simu-

lation: lead acid(a) and Li-ion (b)

In conclusion, whichever model is utilized, the optimal BESS+PV system is found
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so that batteries experience always more or less the same amount of cycles during

the lifetime (according to each model). This can be related to the way in which

degradation in computed: degradation and consequent replacement’s costs is in fact

proportional to the number of cycles; hence, number of cycles have to be reduced at

most to allow for a minimization of the costs.

In figure 6.11(a), SOH variation over the 20 years of plant life of lead acid bat-

tery is shown. Battery degradation modeled with the electric approach is much

faster than with the empirical: in the first case batteries need to be replaced 3 times

while in the second only 2, differently to what has been shown in figure 6.7 for

Li-ion; it is likely due to the different assumptions in the models: SOC minimum

value for the empirical model and voltage limits for the electrical. When imposing

a limit on the voltage the battery tends to work at lower SOC with respect to the

assumed minimum SOC of the empirical model, influencing the degradation rate.

When considering SOH trend for lithium ion batteries, shown in figure 6.11(b), the

same consideration as for 6.7 can be done, as long batteries and PV sizes are simi-

lar. Empirical model overestimates battery degradation. All these results have an

impact on the evaluation of LCOE of the plant as explained later with more details.

6.4 Discussion: comparison of lead-acid and Li-ion options

in micro-grid design

The table 6.1 shows a significant difference in BESS size between lithium ion and

lead acid technology, being BESSopt of lead acid about the double of lithium ion.

Each implemented battery model is able to represent the typically better perfor-

mances of lithium ion technology, as explained in section 1.1: generally speaking, a

smaller battery capacity is needed in order to fulfill the same load input.

In the following paragraphs, an analysis about the variation in time of the princi-

pal characteristics of each model for lithium and lead acid batteries is presented.

The comparison is carried out accounting for the parameters of the two technologies

during one typical week of the school (e.g., with daily loads and mill machine). An

exception is made for SOH and SOR indicators which are represented for the whole

lifetime of the system. The PV+BESS size of the simulated systems is the solu-

tion of the robust design. For each modeling approach, the variation of the most

important parameters is shown: equivalent cycles for simplified empirical model,

variable roundtrip efficiency for empirical model and electrical output (i.e. current

and voltage) for electrical model; moreover for the latter model, a direct comparison

of SOC variation between lead acid and Li-ion is shown.

129



Simulations, Results and Discussion

Simplified battery model
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Figure 6.12: Equivalent cycles’ increasing trends of Li-ion and lead acid simplified empirical models

Parameters of this simple model are constant, i.e. they do not vary with time. For

this reason, the only relevant comparison between the two technologies can be made

on the basis of the equivalent cycles experienced by the battery during lifetime. It

is possible to notice from figure 6.12 that the equivalent cycles the lithium ion bat-

teries pass through are constantly higher than the ones of the lead acid batteries,

with a higher slope. Their behavior is coherent with the general trend of SOC in

figures 6.10(a) and 6.10(b), as equivalents cycles are related to SOC variations (eq.

4.6). Lithium ion battery experiences a higher number of equivalent cycles because

the optimal size of the BESS is half of the lead acid one: lithium ion batteries can

withstand harsher cycling conditions without being compromised, and the maxi-

mum number of allowable cycles is higher than lead acid.

Empirical model

Despite the double BESS size, lead acid battery model performs much worse than

lithium ion model (see fig. 6.13): lithium ion efficiency remains very often around a

high value, while the lead acid efficiency varies more during cycling, reaching worse

performances. Once again, this behavior is coherent to what has been reported

about battery technologies in section 1.1. Values of obtained efficiencies are higher

than the reference average values given as input to the simplified empirical battery

models (respectively 0.95 and 0.8 for lithium and lead acid batteries), and, in a more

accurate version of the model, should decrease with lifetime.

Electrical model

The variation of current, voltage and OCV with time are reported in figure 6.14(a)

and 6.14(b) for both lead acid and lithium ion technologies. They refer to the cell

level, thus it represents the simulated voltage of the cell.
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Figure 6.13: Comparison of roundtrip efficiency variation of lead acid and Li-ion empirical models during

one week of simulation
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Figure 6.14: Voltage and current characteristics during one week of simulation: lead acid cell(a) and

Li-ion cell (b)
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Given that lithium ion and lead acid BESS model have the same input current but

different cell capacity, in the simulation lead acid cell operates at much lower C-rate

with respect to lithium ion. This is caused by the minimum voltage limit imposed

to the lead acid cell, which is set to a value corresponding to about 50% of the SOC

in order not to prematurely destroy it. The effective dischargeable or chargeable

capacity is halved with respect to nominal capacity: thus, to supply a certain load

demand it is necessary to increase the number of batteries, while for lithium ion

cell the minimum voltage can be lowered as much as possible according to physical

limits of the battery, and the whole capacity can be exploited.

The very short distance among OCV curve and simulated voltage curve is related

to the low value of the internal resistance of the cell. It is likely to happen that at

the end of the cell life (thus, at the end of the simulation), the distance between

curves would be higher due to the power fade effect and the voltage limits would be

reached for a longer period of time, increasing the loss of load.
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Figure 6.15: Comparison of SOC variation of Li-ion and lead acid during one week of simulation

The trend of the SOC in figure 6.15 is a direct consequence of the minimum voltage

limit of the cell as aforementioned in the simulated voltage comparison.

In the figure 6.16(a) SOH decreasing trend during system lifetime is reported. As

already mentioned, lead acid batteries degrade at a much faster rate than lithium ion

batteries even if their optimum size is bigger. In fact, they reach the minimum value

of SOH in almost six years of operation, after which batteries pack must be replaced

with a new one (and SOH is initialized at 1): it is noticeable from this graph that

BESS sizing with lead acid batteries forecasts that the replacement should happen

3 times along 20 years. On the other side, lithium ion BESS never reaches 80%

SOH and it is replaced every 10 years, which is the maximum lifetime of the battery

set in input to represent its calendar aging. The same considerations are reflected

in figure 6.16(b) for SOR trend during lifetime: the lead acid resistance increases
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at a much faster rate than lithium ion resistance, even though the power fade rate

of pf(k) is a constant value for the lead acid batteries. Again, the faster increase

in internal resistance assumed in the model reproduces the worse characteristics of

lead acid batteries.
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Figure 6.16: Comparison of SOH (a) and SOR (b) variation of Li-ion and lead acid during 20 years of

simulations

Considering what previously mentioned, a more careful calendar aging model seems

to be particularly necessary for lithium ion battery.

The pie charts depicted in figure 6.17 represent the investment cost breakdown share

for lead acid and lithium ion technologies; it gives decision makers a comprehensive

instrument to compare and decide between the two technologies.

Costs’ share shown in the graphs is similar to those reported in figure 2, related to

real projects developed around the world: PV module constitutes the largest per-

centage of investment cost with a cost almost double to that of batteries. BESS

investment costs are different among lithium and lead acid technology: even if size
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(a) (b)

Figure 6.17: System cost breakdown shares: lead acid battery(a) and Li-ion battery(b)

of lithium batteries is almost half that of lead acid batteries, their cost has a larger

impact on the total expenditure. Lithium batteries constitute the 26 % of the total

initial investment cost while lead acid batteries only the 21%, which is comparable

to results of fig. 2, where BESS system represented not more than 20% of the project

value. Investing in a plant with lead acid batteries seems more convenient, when

looking only at the upfront payment: the initial investment cost of the system is 67

k$ while with lithium ion batteries it rises up to 76k$. However, when analyzing

properly the costs associated to each technology, it is necessary to account also for

batteries’ replacement costs which are different for lithium and lead acid. As shown

in fig. 6.16, lead acid batteries need to be replaced three times during plant lifetime

while lithium ion batteries only one. For this reason NPC of the plant with lithium

ion batteries is only 2000 $ higher than with lead and LCOE value is comparable.

It is not trivial to draw conclusion over which modeling approach is the most suited

to be utilized in Poli.NRG as long as each one has shown advantages and disad-

vantages. The simplified empirical model requires very short computational time

but does not evaluate properly the size of the system: it could be used by investors

for a first rough dimensioning of the plant. The empirical model computational

effort places in the middle among the simplified and the electric model. Its accuracy

strongly depends on its parametrization; when data are taken from laboratory mea-

surements and battery technology does not suffer of strong degradation, the output

results are accurate. Empirical model represents a good compromise for modeling

lithium batteries, while it is not the case of lead acid; for the second technology

however, data from experimental measurements would be needed to better analyze

results. Electric model requires very long computational time but, though still sim-

ple, is the one that mostly resemble batteries’ real physics; it would be better for

investors to opt for this more accurate model when the solution impacts on the

project implementation costs.
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Chapter 6

Concerning BESS technologies, the results have shown similarities among NPC of

plant with lead acid and lithium ion batteries; even the values of LCOE are consid-

erably similar between the two technologies. It is possible to conclude that Li-ion

batteries are nowadays competitive with lead acid batteries and they can be even a

better solution for off grid systems.
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Conclusions

The scope of the present thesis is to develop a new methodology for modeling bat-

tery storage systems, to be integrated in tools for sizing off-grid plants. The authors

started from a rigorous literature review to find modeling approaches that could

represent a good compromise between accuracy and simplicity. A BESS model im-

plemented in off-grid simulation tools needs to accurately evaluate both battery SOC

and SOH to account for system reliability and costs. Loss of load probability and re-

placement’s costs are the most common adopted performance indexes. However,the

model must be simple enough to allow for viable computational effort. From the

literature research, it resulted that BESS modeling approaches can be divided in

four categories, each of them suited for particular applications. In the context of

stand alone systems sizing tools, analytical models are preferred; battery is repre-

sented with hydraulic analogies or empirical equations, simple to parametrize and

requiring little computational effort.

The authors looked for a novel approach, able to represent more accurately battery

physics, such as the electric characteristics of voltage and current. The chosen model

represents the battery as an equivalent electric circuit, in particular as a capacitance

is series with a resistance. Parameters values depend on SOC and SOH. This ap-

proach for BESS modeling is commonly found in literature for online applications,

such as BMS in HEV but no examples of implementation in sizing softwares have

been found. In addition to the novel approach, 2 empirical models have been pro-

posed, a basic one with constant parameters and a more advanced which takes into

account the change of battery parameters with operational conditions and degra-

dation. The proposed methodologies have been implemented in the dimensioning

tool Poli.NRG, developed by Politecnico of Milan, to dimension a theoretical new

PV+BESS system for Ngarenanyuki school in Tanzania. Data regarding school

consumption have been collected with an on field survey performed by the authors

during one month spent in the country. The models have been parametrized with

data of both lead acid and lithium ion batteries as far as they are the two technolo-

gies that will likely compete in the future in off-grid application; results can help

investors in finding the most convenient solution. The three modeling approaches

have been compared in terms of results and computational time. The simulations’

results lead to the following conclusions.

137



Conclusions

• The methodologies differ greatly in terms of computational time: the empiri-

cal simplified approach is the fastest and requires only some hours to converge.

Empirical and electrical approaches require instead more than one day of sim-

ulation. In particular, the electrical approach for lithium ion cell is the more

complex model, with big look-up tables and the increasing coefficient of SOR

depending on C-rate: it requires a total of more than 9 days of simulations. The

long computational time and big differences among the modeling approaches

are caused by the short simulation time step of 1 minute: the iterations are

repeated for the whole 20 years of plant lifetime and a small increase in model

complexity leads to a noticeably growth of the computational effort.

• Concerning the optimal solution, the empirical simplified model leads to an

oversizing of the plant with consequent overestimation of investment costs.

Empirical and electric model are instead comparable when data are taken

from laboratory measurements, as it is the case of lithium batteries. Empir-

ical model tends however to overestimate battery degradation, and this leads

to different conclusions in terms of optimal plant size in the case of lead acid

batteries. Finally, it is necessary to stress the importance of correct models’

parametrization: data taken from batteries’ datasheets are enough to charac-

terize empirical models but do not lead to accurate results. The differences in

results between empirical and electrical model for lead acid batteries are likely

caused by the non correct parametrization of the empirical model.

• Lead acid batteries result to be cheaper than lithium ion from investment cost

point of view. Taking into account the whole lifetime costs, instead, lithium

ion batteries results to be competitive due to the lower degradation; moreover,

the LCOE of both options (Li-ion or lead acid technologies) is considerably

similar. As found in literature, it is likely that, thanks to decreasing costs of

lithium ion batteries, in the near future they will replace lead acid for off grid

applications.

Investors will be given the opportunity, using the proposed procedure to size off-grid

plants, to choose between simplified faster approaches for BESS modeling, or the

more accurate one. The choice will be dictated by the needs of the users; for a first

rough dimensioning of the plant, the empirical approaches can be used. It is instead

better to opt for the more accurate model when the solution impacts on the project

implementation costs. Finally, the output of the tool can help investors make up

their minds whether to invest in lead acid of lithium ion battery technologies; how-

ever, Li-ion battery costs are nowadays competitive with respect to lead acid and

they have better performances.

In literature, there is a lack of adequate tools to dimension microgrids: there is a
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variety of expensive tools that perform simulations with hourly time steps that are

not able to properly represent batteries’ transient behavior and fast variations in

load consumption.

The thesis work and further possible developments insert in the framework of the re-

search of E4G group, are devoted to improve the procedure for sizing off-grid plants,

in order to have a reliable and freely available instrument, able to take into account

all the typical features of developing countries. The main difficulties related to start

an off-grid system project in DCs concern uncertainties related to load consumption

and load evolution, unpredictability of energy sources and characterization of BESS

performances. Simulations’ time step of one minute helps in determining an accu-

rate load profile, able to resemble the real pattern of variation in load consumption

and in resembling real battery behavior. However, simulations result to be very

slow and it would hence be advisable to take into account an optimization of the

computational process: new algorithms or programming environments could be used

to enhance simulation speed. This could allow for the implementation of the more

accurate BESS model without compromising computational efficiency. However, it

is difficult to correctly simulate BESS performances in off-grid systems due to the

non controlled working environment. The electric model proposed helps in modeling

some aspects of battery operation but it still does not take into account important

characteristics typical of off-grid applications. Batteries, in particular lead acid tech-

nology, experience a different behavior during charge and discharge, that would be

advisable to take into account adopting a variable resistance in a future develop-

ment of BESS model. Eventually, it is strongly recommended the implementation

of a model to accurately represent calendar aging, since BESS in off-grid systems is

widely stressed during its working lifetime, especially in DVs environment.

Regarding the adopted tool, it would be interesting to simulate hybrid systems, with

more than one energy source and the consequent need for dispatching strategies op-

timization. Moreover, the reported case study of Ngarenanyuki, demonstrates the

need of integration of micro grids with national electricity grid. BESS systems could

provide ancillary services to national grids, such as primary and secondary control

reserve, contributing to improve reliability and security.

In conclusion, this thesis highlights the necessity of a proper and smart BESS mod-

eling when facing the design of off-grid systems. The dimensioning tool would need

to take into account also the possibility of system grid integration to be at pace

with future trends and to help investors in the decision making process. This would

require further studies for modeling control strategies and costs.
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Appendix A

Fundamentals of Electrochemical

Impedance Spectroscopy

Electrochemical impedance spectroscopy is a non disruptive technique that allows

to describe the response of a electrochemical cell to a sinusoidal signal. It can be

applied to the cell as a whole or to single components, such as electrolyte or elec-

trodes.

The input signal could be an ac current (Galvanostatic EIS) and the voltage response

of the battery is measured, or on the contrary a sinusoidal voltage (Potentiostatic

EIS) and the current is measured. The electric response of the cell depends on its

equivalent impedance that is computed at each frequency as the ratio of voltage

over current.

EIS measurements can be taken at various temperatures and SOC in order to assess

variation of battery characteristics. Moreover a dc current can be superimposed to

the low ac signal to evaluate cell response at different C-rates.

Results of EIS can be reported in graphs, in order to visualize cell characteristics.

The most popular plot format are Nyquist plot and Bode plot.

Nyquist plot

The opposite of the imaginary part of the impedance is plotted on the y axis against

the real part of impedance. Impedance imaginary part is reported with a minus

sign because electrochemical cells typically have a capacitive behavior and hence a

negative imaginary impedance. The expedient is hence taken in order to represent

the graph mostly in the first quarter. Each part of the graph corresponds to a

different value of frequency. In figure A.1 are reported a general Nyquist plot for a

cell and the characteristic time length of phenomena occurring inside the cell. The

frequency of each section of the Nyquist plot can be related to the characteristic

frequency of phenomena happening inside the cell:



Fundamentals of Electrochemical Impedance Spectroscopy

(a)

(b)

Figure A.1: Typical battery Nyquist plot with sections for different phenomena(a) and Characteristic

time length of phenomena occurring in the cell(b)
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1. High frequency inductive reactances of metallic elements in the cell and wires.

2. Ohmic resistance due to voltage drops at current collectors, electrolyte, active

material and separator.

3. Charge transfer resistance of the electrodes in parallel with the double layer

capacitance [14].

4. Diffusion inside porous electrodes [14].

5. Diffusion processes in or outside the electrodes.

In the case of Li-Ion batteries, a second interpretation for the last three sections of

the diagram is present in literature [15], [16]:

3. Impedance related to Solid Electrolyte Interface (SEI).

4. Charge transfer resistance in parallel with double layer capacitance.

5. Diffusion phenomena occurring inside and outside electrodes.

From the shape of the diagram, it is possible to extrapolate the correspondent

circuital elements.

• Resistor: Z=R. It appears in the graph as a point on the x-axis as long as its

value does not depend on the frequency.

• Resistor in parallel with capacitance (RC group): Z = 1
R+1/jωC

. It can

be demonstrated that, when represented on the diagram, it corresponds to a

semi-circumference with center on the horizontal axis. The maximum of the

circumference relates to the frequency f = 1/τ , where τ is the time constant

equal to R*C. Often, Nyquist plot of real electrochemical systems, presents

Figure A.2: RC group

shapes that are not directly conductible to the classic circuital elements de-

scribed before. To associate the plot to an equivalent electric circuit, some
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other elements, that does not present a Laplacian anti-transform and remain

hence expressed in the frequency domain, have to be utilized.

• Constant Phase Element: ZCPE = 1
(jω)ψθ

. ψ is the depression factor and its

value is comprised between 0 and 1. θ is a generalized capacity. The element

represents a non ideal capacitor, with a non homogenous surface and porosity

effects. If ψ is equal to one, CPE becomes an ideal capacity, with θ=C. The

phase angle of the CPE impedance is independent on the frequency and has a

value of (−90 ∗ ψ) degrees.

• ZARC element: ZARC impedance corresponds to the parallel connection of

a CPE with a resistance: ZZARC = 1
1/R+(jω)ψθ

. In the Nyquist plot it appears

as a depressed semicircle, with the center below the x-axis. The angle that the

Figure A.3: ZARC element

real axis forms with the straight line connecting the center of the circumference,

is related to the depression factor ψ as shown in the picture.

• Warburg Element: Warburg impedance was developed to model the diffu-

sion of ionic species. Several expressions, based on different assumptions can

be used to describe this impedance.

Figure A.4: Warburg Impedances
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a) Semi-infinite linear diffusion:ZW = 1

1/Y0

√
(jω)

. Phase angle is constant and

equal to −45o.

b) Finite diffusion layer with ideal reservoir at the boundary ZW = tanh(B
√
jω)

Y0

√
(jω)

c) Finite length diffusion with reflexive boundary ZW = AW√
(jω)

coth(B
√

(jω)

The three impedances appear similar at high frequencies but differ in the dia-

gram at low frequencies.

As stated before, the last three elements previously described can be represented in

the time domain only accepting some approximations. Warburg diffusion impedance

and ZARC element can be transformed into a finite series of RC circuit elements

[65],[90]. The greater the number of RC groups, the higher the accuracy.

The main disadvantage of Nyquist plot is that frequency does not appear explicitly.

When one wants to understand the cell frequency behavior Bode plot is preferable.

Bode plot

The absolute value of impedance and the phase shift are plotted as a function of

frequency. It uses a logarithmic scale. In the picture, the bode plot of a simple

electrochemical system is reported. The graph is also preferable, when data scatter

Figure A.5: Bode plot

prevents a good fitting in Nyquist plot. A disadvantage of the plot is that, the shape

of the curve changes, changing the value of circuital elements [142].
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Batteries’ on field characterization

Some of the time spent at Ngarenanyuki school has been devoted to the monitoring

and checking the battery storage system with a double purpose.

• Understand the way in which the BESS system is used, assess state of health

of batteries and provide suggestions for an efficient battery use.

• Find the values of the parameters of lead acid model in place. The accurate

parametrization of BESS models with on field measures would allow to have

an accurate dimensioning of the PV+BESS system suited for the school.

BESS system plays an important role for the satisfaction of the school energy needs.

School is provided with 30 VRLA batteries Gaston GT 12 200. Each battery has

a nominal voltage of 12V and a nominal capacity of 200Ah when discharged at

constant current C20. Batteries are connected in series to provide a total nominal

energy of 72 kWh.

In the graph B.1, are reported voltage and current of batteries measured during a

whole day, from midnight (0s) to midnight (86400s). The trends are representative

of what happens during a typical day, in which batteries are charged by PV panels.

During the night batteries are discharged by autoconsumption of control switch-

boards and by the lights equipment. At sun rise, around 6 a.m., batteries start to

be charged by the PV panels and they arrive to their maximum voltage level at

around 2p.m.. After that, sun power slowly decreases together with increasing load

consumption. At around 5 p.m. batteries start to being discharged, and go back

to a low SOC value late in the evening. When hydro turbine is present during the

day, it contributes to battery charging process. Data collected by Politecnico of

Milan Team, from 2015, depict a low SOC level during most of the year. This is an

important issue when speaking of lead acid batteries, whose degradation is strongly

affected by low SOC levels and not complete charge.

In order to characterize batteries, procedures described in the following have been

adopted. The final goal was to determine the OCV discharge curve and values of

resistances at different SOC for charge and discharge.



Batteries’ on field characterization

Figure B.1: Batteries voltage current characteristic during a typical day in Ngarenanyuki

Charge characterization

(a)

(b)

Figure B.2: BESS voltage and current characteristic during the first charging day(a), and the last

charging day(b)

PV and batteries have been isolated from school loads for six days, in order to

charge batteries with solar power. Voltage current characteristic of batteries at the

beginning and end of discharge process are reported in the graphs B.2a and B.2b,

VOC value increased from 372V to 384.5V. It has not been possible to obtain a
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complete charge (VOC ca. 396V from manufacturer’s datasheet reported in E) due

to different reasons.

• System auto consumption: control switchboard require ca. 200 W from the

batteries in order to work continuously. For this reason, even though batteries

were isolated from the school, they discharged during night with an almost

constant current of 0.5A (C400).

• Voltage saturation: when voltage of dc bus reaches 410 V, the control system

lowers the current coming from PV in order to maintain voltage under that

limit. Therefore, at the beginning of the charging process, when SOC was low

the current was quite high (ca 4A) and the charge fast; at higher SOC were

instead charged with a current of less than 1A. So as days went by charge

became slower and the complete battery charge could not be reached in a

reasonable amount of days.

Discharge characterization & Resistance Measurements

In order to allow batteries to be discharged with almost constant current, PV panel

has been disconnected from batteries for 4 days. Batteries were completely isolated

during night, so to discharge with the constant autoconsumption current of 0.5A and

connected only to few school loads during the day (max discharge power ca 500 W).

During the discharge process, some pulsed power tests were made on the batteries

to measure resistance value. The obtained discharge curve is the one shown in the

graph B.3.
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Figure B.3: Discharge curve

Peaks are caused by power pulses for resistance characterization (see later in the

section). Due to school needs and shortage of time, it has not been possible to com-

pletely discharge batteries. The curve can be approximated with 2 straight lines,

corresponding to the two different slopes at beginning and end of discharge. At low

levels of SOC, measured voltage is quite distant from the fitting line: this could be
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caused by the fact that batteries were discharged by a non negligible current and so

the measured voltage does not correspond exactly to the OCV. Moreover, as seen

in chapter 1 and 4, lead acid batteries discharge curve is not exactly approximable

with straight lines and this simplification introduces errors.

As already introduced, tests where performed on batteries during the discharge

period so as to assess the value of their internal resistance at different SOC levels

and different C-rates. As long as lead acid battery resistance has different values

during charge and discharge, charge and discharge pulses of constant power have

been applied. R = ∆V/∆I, where ∆V and ∆I are computed measuring voltage

and current at the beginning and end of the pulse.

• Discharge resistance: power pulses of one minute length and some of longer

duration have been imposed to batteries.

– High power: 2650W, Current ca. -7A

– Low power: 1250W/1400W, Current ca. -4A

Figure B.4: Discharge power pulse, 1min

Comparing figure B.4 and B.5, it can be noticed that transient effects seem to

expire in one minute. After that, voltage remains constant. From the second

graph it can be noticed though, that measures are affected by a great degree

of uncertainty. In figure B.6, computed resistance values as function of OCV

are reported. R seems to have a slowly decreasing linear trend with respect to

OCV, in accordance with theory. At higher C-rate, resistance is lower.

Rmeanlowpower=1.6Ω Stdlowpower=0.1Ω; data are related to 20 samples.

• Charge resistance: PV panel has been connected to batteries in order to give

charge power pulses. However, power from PV panels is not controllable and

150



Appendix B

Figure B.5: Discharge power pulse, 10 min

Figure B.6: Discharge resistance @1 minute power pulse
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constant during the time step. Max power ca. 3000W. but variable. Pulses of

different length were applied because current increases slowly when the panel

is connected.

As it can be noticed from the graph B.7, charge behavior is markedly different

Figure B.7: Charge power pulse, 20min

from discharge. It is more difficult to approximate behavior with a resistance

as long as transient periods time length seems longer either during power pulse

and during the following relaxation period. Values of resistance computed after

two minutes power pulse versus OCV are reported in the figure B.8

Figure B.8: Charge resistance @2minutes power pulse

It is noticeable the great dispersion of measures. Even in a charging status, a

slowly increasing trend with OCV value and hence SOC is present. Generally

speaking charge resistance value is higher in the charging status. This is not

due to the fact that it has been computed with power pulses of longer duration:

it is in fact shown in graph B.5 that during discharge, even when the power

pulse is of 10 minutes, the value of the resistance does not change. The reason
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of the difference among charge and discharge can be found in the different

transient behavior of the battery.

Due to the high variability of measures and the non well defined trend with

respect to OCV, it was not possible to get reliable information about resistance

value.

The data, gathered during the period spent in Ngarenanyuki school, have been used

to develop an ”on-line” SOC indicator available for the local technician in charge of

controlling the microgrid system. Data are affected by many uncertainties, however

the necessity was to replace the already present commercial on line SOC indicator

that was highly unreliable and consequently misleading for a correct management

of the microgrid. Two different approaches have been chosen to evaluate SOC of

the batteries: (i) Coulomb counting method and (ii) the equivalent electric circuit

model, using OCV-SOC relation(see chapter 2 for further details).

Instead, manufacturer’s data and laboratory measurements have been preferred to

perform simulations in Poli.NRG software, given that there were many external fac-

tors that made on field measures unrepeatable and non reproducible; data collected

were affected by too many errors and uncertainties and could not be used to assess

parameters of battery models.
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LoadProGen input data

Table C.1: School loads, as input to LoadProGen

Users’ class Appliance units Nom P [W] func. cycle(min) func. time (h) func window

Boys’ dorm Common lights 24 18 60 12 all the night

Room lights 20 18 60 2 morning and evening

Girls’ dorm Common lights 22 18 60 12 all the night

Room lights 31 18 60 2 morning and evening

Classrooms Lights 30 15 60 4 evening

Library Lights 9 18 60 5 evening

Administration Computer headmst. 1 90 30 3 8 am; 3pm

Computer secretary 2 90 30 4 7.30 am; 6pm

Printer 1 600 3 10 min 7.30 am; 6pm

Outside lights 2 14 30 4 all the night

Inside lights 3 11 30 3 7.30 am; 6pm

Control Room Light 1 11 10 0.5 evening

Computer 1 80 all day all day all day

Desktop 1 50 5 20 min 7 am 10 pm

Matron Room Light 1 11 30 2 evening

Kitchen Light 1 11 60 1.5 evening

Canteen Light 2 11 60 2 evening

Dining Hall Lights 9 50 80 1.5 evening

Shop Light 1 11 30 1.5 evening

Farm Warming lights 6 100 all day all day all day

Incubator 1 300 all day all day all day

Lights 3 13 60 11 all the night

Water pump Pump 1 2400 20 1 6 am 7 pm

Staff apartments Lights 45 15 30 12 all day

Iron 1 1000 20 1 morning and evening

Headmst apartment Lights 10 15 10 13 all day

TV 1 30 30 4 all day

Toaster 1 900 5 20 min morning

Mill Grinding machine 1 12000 60 3 10 am 5 pm
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Tanesco monitoring and Elettra

project

Within the thesis project a cooperation with EnergyTeam has been activated with

the goal of developing an advanced monitoring system devoted to operate as a me-

ter for Ngarenanyuki secondary school and, at the same time, to collect data on the

Tanzania’s power grid. Such a monitoring system has been deployed and activated

during the residence period at Ngarenanyuki.

The grid, as it is the case of national grids in developing countries, suffers from many

instability and unreliability problems. Having accurate quantitative data regarding

frequency and voltage oscillations, as well as electricity interruptions, is the first step

towards the promotion of possible solutions. The system installed at Ngarenanyuki

secondary school, is conceived as part of a possible wider pilot project, where de-

centralized mini grids could offer information and services to national electricity

provider. A future development for the school has been proposed by Politecnico of

Milan Energy Department in the frame of Elettra project.

In the following sections, after a brief description of the installed system hardware

components’, the status of Tanesco grid over a 20 days time window is reported.

Finally, motivations and contents of Elettra project are discussed.

D.1 Tanesco Grid monitoring

Monitoring system

The monitoring system donated by the company Energy Team S.p.A. measures

voltages and currents of each phase of Tanesco line with a frequency of 1Hz. ICT

and TLC equipment are designed to locally store the samples and to send (share)

them with the operational center, sited in Milan.

Samples are relevant to:

• 3 Current Transformers (CT); they measure the current of the 3 Tanesco
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phases. Output in voltage. Transformation ratio: 100A/1V.

• 3 Voltage Transformers (VT).

• Multifunction network analyzer, X-Meter; it receives signals from the 3 CT

and 3 VT. Accuracy: +/- 0.25 % of full scale (V,I measures).

• XM2-B BRIDGE USB-RS485. The module enables the conversion of the 485

signal going from the X-Meter to the PC’s USB port.

• PC box; it is a small computer provided with the software Energy Sentinel

Web, accessible by users.

The whole monitoring system, including data transfer procedure, has been tested

in the laboratory of Energy Department of Politecnico of Milan. The picture D.1

illustrates the experimental set-up, with three phase load simulator.

Figure D.1: Testing set-up of monitoring system: on the left, three phase load simulator, in the middle

the monitoring system and on the right a PC with software Energy Sentinel Web

Figures D.2 and D.3 show respectively the X-Meter connection scheme, the compo-

nents of the system and the panel once installed in Ngarenanyuki.

Monitoring status

In the following graphs it is reported Tanzania’s grid status during the first 20 days

after system installation. Data are still few to make an accurate statistical analysis

and so they are devoted to provide just a first outlook on the principle issues.

Figure D.4 shows the oscillation of the voltage of the three phases during all the

period, blank spaces correspond to missing data. Voltage oscillates between 220 and
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Figure D.2: Electric diagram of X-meter connections

240 V and many voltage drops are evident. The graph D.5 displays the voltage value

dispersion of the three phases. On each box, the central mark indicates the median,

and the bottom and top edges of the box indicate the 25th and 75th percentiles,

respectively. The whiskers extend to the most extreme data points not considered

outliers, and the outliers are plotted individually using the ’+’ symbol. Voltage is

asymmetric on the three phases, being the median value of phase 1 and 3 higher

than 230V and of phase 2 slightly lower; moreover, data dispersion is really high,

from peaks of 300V to power outages at 0V. The carpet plot of figure D.6, represents

with different colors the value of voltage during the considered days. White spaces

correspond to missing data while blue bars are related to voltage equal to zero volts,

i.e. to black out occurrences. Half of the days experienced some minutes of black

out; the total duration of power outages represents the 10% of the measured period.

The shortest outages lasted some minutes while the longest almost 8 hours.

Concerning frequency, the graph D.7, represents the trend over the 20 days period:

frequency oscillates in a spectrum of 50Hz±0.5Hz. It is clear that the national grid,

when compared to any European standard, is highly unstable and unreliable. To

report an example, in Italy normal frequency variation are in the range of ±15mHz,

when frequency is higher or lower than 50Hz±0.1, the system in in emergency status

[143]. The histogram of figure D.8 compares frequency distribution of Italian and

Tanzanian national grid; the gaussian of italian grid is centered on 50Hz while that of
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Figure D.3: Picture of the complete electric panel

09/10 16/10 23/10 30/10October 2017
150

200

250

300

V
ol

ta
ge

[V
]

Voltage phase 1

09/10 16/10 23/10 30/10October 2017
150

200

250

300

V
ol

ta
ge

[V
]

Voltage phase 2

09/10 16/10 23/10 30/10October 2017
150

200

250

300

V
ol

ta
ge

[V
]

Voltage phase 3

Figure D.4: Voltage of the three phases along 20 days
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Figure D.5: Boxplot of voltage of three phases during 20 days
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Figure D.8: Probability distribution of frequency during 20 days

Tanzania is shifted at 50.1 Hz and the dispersion is much higher. In this framework

it appears with evidence the importance of projects aimed to the improvement of

grid quality, like Elettra.

D.2 Elettra project proposal

Energy Department of Politecnico of Milan, in collaboration with EPS Elvi Energy

S.r.l., and the o.n.g. Istituto Oikos, prepared a project proposal, to be submitted

to international calls for sustainable development. The technical and economic pro-

posal is related to installation of an Hybrid Power Plant at Ngarenanyuki secondary

school, Tanzania, in the frame of the ELETTRA project.

The proposed solution, consist in the installation of a Hybrid Power Plant (HPP),

composed of two PV plants (31.36 kW), a BESS composed of two Li-ion battery

racks (137 kWh) and two Power Conversion System (PCS) (transformers, invert-

ers, converters); the Li-ion batteries are directly connected to the main dc busbar,

whereas the PV plants are connected through dc/dc converters, allowing for maxi-

mum power point tracking, independently from battery voltage and state of charge.

The electric scheme of the plant is reported in figure D.9.

The micro grid can work in island mode or connected to Tanesco grid. It is provided

with a control system that operates in order to maintain the microgrid stability, by

maximizing the employment of renewable energy sources and optimizing the life-

cycle of the storage systems included into the system. The HPP control can provide

ancillary services to the grid: among which active and reactive power regulation. The

successful installation of Tanesco metering system plays an important role in this

framework: a quantitative detailed analysis of grid quality can have an important
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Figure D.9: Single line diagram of the HPP

impact on the correct management of integrated system.
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Appendix E

Datasheets of tested cells

Table E.1: Boston Power Swing 5300 datasheet

Quantity Value Unit

Nominal capacity 5.3 Ah

Nominal energy 19.3 Wh

Nominal voltage 3.65 V

Max voltage 4.2 V

Energy density 207 Wh/Kg

Nominal cell impedance 15.5 mohm

Cycle life

100% DOD >1000 cycles

90% DOD >2000 cycles

80%DOD >3000 cycles

Max continuous disc. rate 13 A

Max continuous charge rate 10.6 A

Weight 93.5 g

Operating temp charge -20 to +60 ◦C

discharge -40 to 70 ◦C

Storage temp -40 to 60 ◦C



Datasheets of tested cells

Table E.2: Sonneschein A502-10S datasheet

Nom.

voltage

V

Nom.

capacity

C20

1.75 Vpc

20 Â◦C

Ah

Max.

load

approx.

A

Length

(l)

max.

mm

Width

(b/w)

max.

mm

Height

up to top

of cover

(h1)

max.

mm

Height

over

terminals

(h2)

max.

mm

Weight

approx.

kg

Internal

resistance

mOhm

Short

circuit

current

A

2 10 80 52.9 50.5 94.5 98.4 0.7 11.2 189

Figure E.1: Cycle life service at different DOD at ambient temperature of Sonnenschein A502-10S

Table E.3: Gaston GT12-200 datasheet

Quantity Value Unit

Nominal capacity 200 Ah

Nominal energy 2400 Wh

Nominal voltage 12 V

Max voltage 13.8 V

Internal resistance 4 mohm

Designed floating life 8 years

Weight 61 Kg

Capacity affected by

temperature

102%

100%

85%

65%

40◦ C

25◦ C

0◦ C

-15◦ C
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