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Abstract

The focus of this Thesis is on analog signal transport and processing for future mobile radio access networks, and its content can be broadly divided into four macro-areas:

a) proposal and experimental validation of optical pulse width modulation (PWM) for analog fronthaul;

b) analysis of space-frequency multiplexing of fronthaul signals without channel equalization;

c) hybrid beamforming for the mmWave radio access, with analog optical signal processing and transport;

d) signaling to support analog optical signal processing at the remote antennas.

Fig. 1 is meant to provide a graphical summary of these macro-areas, which are introduced in the following.

Starting from the top (Fig. 1a), analog optical PWM is suitable for analog fronthauling as it combines the best features of digital and analog transmission. Indeed, the 2-level waveform involves a relaxation of the linearity requirements, still allowing for an analog signal transport that avoids the bandwidth expansion of digital fronthauling. PWM is experimentally validated for different optical architectures. Besides the conventional optical network layout (that can be summarized in the cascade of a laser, fiber and photodiode and is omitted in Fig. 1), here an innovative architecture is proposed, based on reflection. In this reflective PWM the transmitter (at the remote antennas) is equipped with a modulated reflective semiconductor optical amplifier (RSOA) that receives, modulates and reflects back a continuous waveform (CW) from an optical source located at the receiver (at the centralized baseband unit, BBU). The modulated reflected signal which is the uplink fronthauling is polarization-separated from the CW seeding signal.
Figure 1: Graphical representation of the aspects related to fronthauling and radio access networks analyzed in the Thesis.
PWM analog fronthauling effectively avoids the bandwidth expansion related to digitization of fronthaul signals in state-of-the-art systems, but massive antenna arrays and larger signal bandwidth may call for additional capacity of the fronthaul link. Mode division multiplexing is considered in this Thesis to provide an additional multiplexing dimension and, to ensure the cost-effectiveness of the proposed solution, modal multiplexing is all-optical and passive. To cope with the arising intermodal interference, the mapping between radio resources and optical fronthauling resources, represented in Fig. 1b, is studied and it is shown that appropriate resource assignment can almost overcome the limitations introduced by intermodal interference. In particular, the resources available on the two channels (wireless link antennas-users and wired fronthaul link) are defined in a space-frequency domain, the space being defined by the antenna array for the radio signal and by the propagation modes for the optical fronthaul.

Massive antenna arrays and larger signal bandwidth are key features of millimeter wave radio communication, and hybrid beamforming has been proved in literature to provide a valid mean to overcome the channel limitations (mainly the increased path loss) while keeping a reasonable hardware complexity and energy consumption. In this Thesis, the integration of hybrid beamforming and analog fronthauling in Fig. 1c is tackled. In particular, realistic analog signal processing techniques in the optical domain are considered in order to provide wideband analog processing via tunable delay lines. Tunability is shown to be essential in dealing with a fast-changing radio environment and with time division multiplexing (TDM) of users, but the speed of typical optical tunable elements in achieving a time-varying delay response is not enough. This causes a transient in system performance with degradation of the first transmitted symbol of the TDM frame. To counteract this effect, this Thesis proposes a technology-aware scheduling of time division multiplexed users, together with a digital precompensation of the transient in delay response.

Tuning the analog processing at the remote antennas requires a signaling channel parallel to the fronthauling. The proposed solution is in Fig. 1d, and it is based on joint A-RoF fronthaul transmission of the radio signals paired with a binary polarization shift keying (PolSK). This provides a low-cost, low-complexity parallel channel between the BBU and the RRH that can be used, e.g., to control the analog beamformer at the RRH and to feed back CSI from the radio channel.
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Chapter 1

Introduction

The evolution towards 5G is revolutionizing the mobile radio access networks, with the aim of reaching extremely high data rates and enforcing diverse stringent requirements depending on the application scenario, such as utmost reliability and extremely low latency. On top of such demanding constraints, operators’ profitability needs to be ensured, thus adding an economical requisite to an already complex technical puzzle. These challenging demands motivated the adoption of a centralized radio access network (C-RAN), also known as cloud or cooperative RAN, together with the employment of higher carrier frequencies at the millimeter waves (mmWaves) to take advantage of the huge bandwidth availability in the uncrowded spectrum around 30 and 60 GHz. In this context, the present Thesis concerns optical analog fronthauling for the C-RAN, spatial multiplexing of fronthaul signals, and hybrid beamforming with optical wideband analog processing for the radio access network at the mmWaves, as detailed in the following.

1.1 Towards a Centralized Radio Access Networks: Opportunities and Challenges

C-RAN, first proposed in 2011 [1] and thoroughly described in [2], is based on the split of base stations (BSs) into remote radio heads (RRHs) and baseband units (BBUs), and on the centralization of BBUs in common facilities. Centralization enables cloud computing, i.e., the sharing of physical resources among different BSs, as well as the joint management of the radio environment, e.g., for interference management. Indeed, C-RAN empowers energy efficiency, cost savings on baseband resources and, from the performance point of view, it allows the improvement of network capacity through load balancing and cooperative processing.
The price to be paid for such improvements is an increased stress on the wired fronthaul (FH) connections between the centralized BBUs and the RRHs: apart from niche applications, FH is primarily based on digital transmission of in-phase and quadrature samples of the radio signals according to the Open Base Station Architecture Initiative (OBSAI) [3] or Common Public Radio Interface (CPRI) [4] protocols. Of these protocols, CPRI is the most commonly used by vendors [5], and it is therefore considered in this work as reference for digital fronthauling: in CPRI the radio frequency (RF) signal is harmonically sampled, each sample is digitized with 16-bits resolution, and the digital stream is then passed to a coding stage. Multiplexing of different signals is performed in the time domain. Digital fronthaul results into a bandwidth expansion of the RF signal (e.g., 20-MHz LTE signals in 2x2 MIMO require 2.5 Gbit/s on the digital FH link [6]) primarily related to quantization.

Compression of digital FH signals is a viable manner to alleviate the bandwidth expansion issue: it relies on some digital signal processing (DSP) at the RRHs to achieve a different split of BS functionalities between RRHs and BBUs [7]. The result is a trade-off between required bit rate on the digital fronthauling and complexity at the RRH, and several different functional splits are included in an updated version of the CPRI protocol itself (eCPRI) [8].

Taking to the extremes the concept of functional split towards maximal centralization of the hardware brings to the idea of analog fronthauling: transport of analog signals on the FH link and digital-analog conversion at the centralized BBUs eliminate the obstacle posed by bandwidth expansion.

1.1.1 Analog Radio-over-Fiber

Among the physical communication media employed in fronthauling, optical fiber dominates the scene due to the capability of passive optical networks (PONs) to provide large transmission bandwidths at a reasonable cost. This is the reason why CPRI signals are mostly transported through digital radio-over-fiber (D-RoF), where the binary FH signal modulates the transmitted lightwave, e.g., exploiting intensity modulation / direct detection (IM/DD) for cost-effectiveness. However, the high data rates required by digital FH involve the need for expensive high-speed electronics.

The transmission of analog signals through analog radio-over-fiber (A-RoF) [9], by contrast, enables the use of low-speed components, with acceptable performance also for low cost optical devices. Beside the avoidance of digitization-induced bandwidth expansion, this reflects onto a cost reduction by at least one order of magnitude of the fronthauling link [10].
Nevertheless, A-RoF systems still need to overcome the reluctance of operators and vendors to favor analog communication over the industry standard CPRI, which is mainly due to technical and economical reasons. From the technical viewpoint, the reduced bandwidth requirements and the lower cost of A-RoF come at a price, that price being signal degradation [11] related to an increased impact of propagation issues such as chromatic dispersion, self phase modulation (SPM), stimulated Brillouin scattering (SBS) and limited power budget [12].

1.1.2 Analog Pulse Width Modulation

There is, however, an intermediate class of modulation schemes that combines the best features of digital and analog techniques: pulse time modulation. This modulation family includes pulse frequency modulation (PFM), pulse position modulation (PPM) and pulse width modulation (PWM). Optical PWM was proposed and validated in the 1980s [13,14], and more recently proposed for analog fronthauling [15]. In PWM, information is encoded onto the duration of a sequence of rectangular pulses of fixed amplitude: the result is a two-level waveform (as in D-RoF) carrying analog information (as in A-RoF).

The frequency spectrum of a pulse width modulated signal fundamentally consists in a number of replica of the spectrum of the modulating signal, located at the harmonics of the sampling frequency [16]. Demodulation of PWM signals involve filtering the signal to isolate one of those replica, meaning that linearity of the system is actually required only within a bandwidth equal to that of the RF signal.

Analog PWM fronthauling is the subject of Chapter 2, with experimental results regarding both an innovative optical architecture, based on the reflection and modulation at the RRH of an optical carrier generated at the centralized BBU, and a multilevel PWM to increase signal dynamics. In particular, effective transmission is proven up to 20 km, and aggregation of up to 16 LTE-like 20-MHz channels is demonstrated.

Aggregation of multiple radio signals is mandatory when the RRH includes an array of antennas and leveraging on spatial diversity is indicated and/or necessary (as is the case for millimeter wave carrier frequencies).

1.1.3 Mode Division Multiplexing for Enhanced Analog Fronthauling

The evolution of access networks, indeed, relies on massive antenna arrays at the RRHs and on the use of high carrier frequencies to achieve higher
data rates. In this context, even analog fronthauling could be insufficient in supporting the massive bandwidth requirement, calling for the proposal of additional multiplexing dimensions. Polarization division multiplexing (PDM), e.g., consists in the transmission of two orthogonally-polarized lightwaves, thus providing a two-fold multiplexing gain. Another possibility is to use another spatial characteristic of light, specifically the propagation modes.

Mode division multiplexing (MDM) has been recently proposed for the C-RAN [17]. The main issue with MDM is the introduced intermodal crosstalk, originated for the most part at the multiplexer and demultiplexer. Multimodal longhaul communication relies on coherent detection and optical-MIMO demultiplexing for intermodal interference management, at the price of an excessively high complexity and cost for the application to fronthauling. On the other hand, all-optical passive modal multiplexers and demultiplexers combined with direct detection do not provide the necessary robustness against intermodal crosstalk.

Chapter 3 deals with mode division multiplexing: the intermodal interference is not compensated by any means, but an appropriate mapping between radio and optical resources is shown to effectively reduce the impact of such spatial interference. Radio and optical resources are defined in space and frequency: radio signals received by the array at the RRH are defined by the antenna element and the occupied frequency band, while FH signals on the optical link are defined by the propagation mode and the frequency band. Performance evaluation is for beamforming at the BBU, transparent to the interference introduced by the MDM fronthaul channel, to separate the uplink signals generated by different users on the scene.

1.2 Millimeter Waves Radio Access

A straightforward solution for higher data rates is to increase the communication bandwidth to serve the data-hungry wireless applications of the future, and 5G new radio (NR) envisages bandwidths up to 400 MHz per carrier at the millimeter waves (mmWaves) spectrum above 28 GHz. Although these frequencies are less spectrally crowded than those below 6 GHz, they experience different propagation effects such as higher free-space path loss and atmospheric attenuation, weak indoor penetration, and poor diffraction around objects [18].

The decrease in wavelength, however, enables packing a large number of antennas into small form factors, so that physically small arrays with hundreds of antennas can provide the beamforming gain needed to overcome these undesired propagation effects.
Conventionally, beamforming is performed digitally at the baseband and requires one analog/digital converter per antenna element, which is unfeasible for cost, dissipation and energy consumption when the number of radiating elements \( N \) is too high (say \( N > 100 \)). Hybrid analog-digital precoding/combining has been proposed to address these issues [19], making use of phase shifters [20], delay elements such as optical ring resonators (ORRs) [21] or lenses [22] for analog processing to reduce the number of required digital streams. Hybrid beamforming leverages on the spatial sparsity of the mmWave radio channel, efficiently modeled by a few-rays channel: analog spatial filtering allows to reduce the number of RF chain (i.e., downconversion to the baseband and digitization) from \( N \) (number of antenna elements) to \( L \ll N \) with little performance degradation.

1.2.1 Hybrid Beamforming Split in mmWaves Access

Traditional use of the mmWaves is for point-to-point links, so that in hybrid beamforming (HBF) analog and digital processing is at the same physical location. The proposed use of mmWave frequencies for the access networks compels the integration between HBF and C-RAN and integration between analog fronthauling and hybrid beamforming suggests a beamforming split between an analog processing stage at the RRH and a digital processing at the centralized BBU. In this way the required fronthaul capacity is further reduced thanks to the spatial compression provided by analog beamforming.

Beamforming split between digital processing at the BBU and analog processing at the RAU is addressed in Chapter 4, with a narrowband analog processing based on the phase-only approximation of the dominant eigenvectors of the spatial covariance of the radio signal at the antenna array.

1.2.2 Wideband Optical Signal Processing for Hybrid Beamforming

The wide spread of optical fronthauling and the alluring possibility of seamless integration of analog fronthauling and hybrid beamforming invite to employ optical analog processing at the remote unit to achieve an all-optical analog processing and fronthauling in the context of hybrid beamforming split. In particular, optical signal processing (OSP) allows the design of an optical processing system with compact delay lines that in turn empower the wideband analog beamforming that avoids the beam squint issue incurred when using RF phase shifters for analog processing.

In this way, OSP provides an analog wideband spatial filtering at the remote antennas, while narrowband digital processing at the centralized BBU
completes the beamforming. Wideband analog processing for the HBF has been proposed in literature, but never studied against the fast-changing radio scenario, that requires the update of the optical delay lines with the time dynamics of the radio channel.

In Chapter 5 the need for an adaptive analog processing is highlighted and tunability in the context of 5G NR specifications is considered, emphasizing the necessity of proper ways to manage the limited speed of typical and cost-effective optical solutions. In particular, optical ring resonators (ORRs) with thermo-optic phase shifters are considered for the compact and tunable delay lines, a matching-pursuit approach based on statistical channel knowledge is used in the design of the hybrid beamformer and both a suitable scheduling of users and a time-varying digital processing are proposed to compensate the performance degradation arising from the limited tunability speed of optical components.

1.3 Exploiting the Polarization Dimension for Fronthaul Signaling

The urge to employ adaptive analog processing at the remote antennas calls for a signaling channel between the centralized BBUs and the remote antenna units, to frequently update the settings of the analog beamformer. This signaling channel, parallel to the fronthaul, needs to involve a minimal increase in complexity (in hardware and software) and to avoid the introduction of additional impairments on the FH transmission. A possible cost-effective solution is offered by polarization shift keying (PolSK) [23], which consists in controlling the state of polarization (SOP) of the transmitted lightwave according to a predefined constellation defined in the three-dimensional domain of the Stokes parameters $S_1, S_2, S_3$. PolSK can be effectively combined with intensity modulation (be it D-RoF or A-RoF) and direct detection of the optical polarization-intensity modulated signal is almost polarization-agnostic, thus guaranteeing the orthogonality between the two channels (FH and signaling). Furthermore, the PolSK receiver itself can be based on direct detection [24], thus guaranteeing cost-effectiveness of the solution. For commercial deployment, the bit stream transmitted via PolSK can be compliant with standardized transport protocols, such as those in the Ethernet family.

In Chapter 6, binary PolSK is considered to transparently augment A-RoF FH based on intensity modulation of the transmitted lightwave. Experimental results proves the effectiveness of the proposed approach: the quality of the A-RoF fronthauling is negligibly impaired by the polarization
modulation, which in turn provides a highly reliably digital link to support 
BBU-RRH signaling.

1.4 Organization and Contributions

Summarizing, the present Thesis is organized as follows. In Chapter 2 
PWM for analog fronthauling is addressed, with experimental results re-
garding both an innovative optical architecture, based on the reflection and 
modulation at the RRH of an optical carrier generated at the centralized 
BBU, and a multilevel PWM to increase signal dynamics. Chapter 3 deals 
with mode division multiplexing: the intermodal interference is not compen-
sated by any means, but an appropriate mapping between radio resources 
(antenna elements and frequency bands) and optical resources (mode and 
frequency) is shown to effectively reduce the impact of such spatial interfer-
ence. Beamforming split between digital processing at the BBU and analog 
processing at the RAU is first addressed in Chapter 4, and optical signal 
processing for wideband analog spatial filtering at the RRH is in Chapter 5: 
the need for an adaptive analog processing is assessed and tunability in the 
context of 5G NR specifications is considered. Chapter 6 proposes the use of 
a binary polarization shift keying (2-PolSK) of intensity-modulated optical 
signal to provide a signaling channel between BBUs and RRHs, maximally 
transparent to the transport of fronthauling signals. Last but not least, pre-
cise pulse width modulation based on the Sigma-Delta paradigm is dealt with 
in Chapter 7, and in particular its robustness against timing jitter is shown.

1.5 Publications

The publications corresponding to each chapter are the following:

- Chapter 2: [25–31];
- Chapter 3: [32,33];
- Chapter 4: [34];
- Chapter 5: [35], submitted for publication;
- Chapter 6: [36], submitted for publication;
- Chapter 7: [37].
Contributions

In this Chapter pulse width modulation for analog fronthauling is proposed and experimentally validated as a feasible alternative to digital fronthauling. Two different innovative optical architectures are employed, based on reflection to avoid the need for an optical source at the remote antennas. Last, a multilevel pulse width modulation is demonstrated to be effective in the transport of up to 16 aggregated 20-MHz LTE-like channels.

Organization

This Chapter is organized as follows: Section 2.1 motivates and introduces the use of pulse width modulation for analog fronthauling, introducing the optical architectures that are proposed, described and experimentally validated here. Such optical architectures, based on reflection, are described in Section 2.2. The experimental setup is in Section 2.3 and results in Section 2.4. In Section 2.5 a multi-level pulse width modulation is proposed and validated.

2.1 Introduction

The use of pulse width modulation (PWM) for transmission over optical fibers allows for analog FH with the advantages of a two-level optical waveform as in digital FH with on-off keying (OOK). Optical PWM dates back to the early stages of optical communications [13,14], and it has been recently proposed for analog fronthauling in [15] as the PWM of IQ streams avoids the
bandwidth expansion of CPRI. The PWM is a non-linear modulation that encodes the analog sample amplitudes at the RRH (at BBU in downstream) onto durations of a two-levels on/off optical signal. In spite of the broader spectrum of PW modulated waveforms with respect to the modulating signal, PWM has several benefits in terms of simplicity and tolerance to the optical communication impairments, as it relies on fixed-amplitude pulses. The rationale for PWM analog fronthauling is that bandwidth expansion of digital IQ streaming is mainly due to quantization, thus sampling and quantization are split between RRH and BBU with analog encoding in between (in uplink). In downlink, on the other hand, the digital signal is converted to analog at the BBU, PW modulated and transmitted towards the RRH, where it is PW-demodulated, upconverted to RF and transmitted over the air link. PWM fronthauling then represents an intermediate functional split between the fully centralized architecture of [38] (i.e., CPRI-based D-RoF fronthauling) and A-RoF [10], where the whole analog-digital conversion is at the BBU.

It is to be noticed that PWM for optical FH can be exploited to provide transparent transport of CPRI digital streams: digital PWM can be used, with quantization of the pulse widths, to transport CPRI-encoded IQ samples across the FH link.

Experimental validation of analog PWM FH in [15] is on a standard PON setup consisting in a directly modulated laser for signal generation and a PIN photodiode for optical-to-electrical conversion of the received signal. In this Thesis PWM is proposed and experimentally validated in different optical setups and with different modulation formats, in particular (i) a standard passive optical network with three-level PWM (Fig. 2.1a) (ii) a reflective architecture with broadband optical source and (iii) a reflective architecture with coherent optical source with 2-level PWM (Fig. 2.1b) are investigated.

The first two architectures, represented in Fig. 2.1b, are peculiar because of the location of the optical source, which is at the receiver side of the link together with the photodiode for optical-to-electrical conversion of the received signal. The transmitter is equipped with a modulated reflective semiconductor optical amplifier (RSOA) that receives the seeding signal coming from the optical source, modulates it and reflects it back. This kind of architecture is suitable especially for the uplink, as it allows to simplify the hardware at the RRH: in a WDM PON in which one WDM channel is assigned to each RRH the same hardware is deployed at each antenna site. Indeed, the RSOA response is independent from the wavelength of the incoming seeding signal in a band of about 20 nm, so that the working wavelength is imposed by the channel of the optical multiplexer. Following the same rationale of shifting the complexity toward the centralized BBUs, this reflective PWM
2.1.1 PWM Analog Fronthauling

The PWM transmission scheme for uplink is sketched in Fig. 2.2a: the radio signal received at the RRH is down-converted to a suitable intermediate frequency (IF), harmonically sampled (similarly to CPRI protocol), PW-modulated by comparison with a triangular waveform and transmitted through an optical network. At the BBU the signal is PW-demodulated to retrieve an estimate of the I/Q samples of the radio signal. Thus the fronthauling chain gives ideally the same output of a CPRI-based FH link, avoiding the need of any update of the rest of the network: at the RRH the sample amplitudes are mapped onto pulse durations instead of being digitized, at the BBU pulse widths are mapped back onto amplitudes by the inverse PWM ($PWM^{-1}$), digitized and further processed. An example of the involved signals is in Fig. 2.2b: the IF signal $x(t)$ is sampled and its amplitude $x_k$ is mapped onto the duration $\tau_k$ of a fixed-amplitude rectangular pulse with maximum duration equal to the sampling interval. This architecture is not envisioned for the downlink, where a standard PON deployment with a laser source at the BBU and a photodiode at the RRH is preferred. This is the optical architecture used in the last experimental setup, with a three-level PWM to double the available dynamic range for signal representation.
Figure 2.2: PWM fronthauling (uplink), block diagram and involved signals.

is obtained as $\tau_k = \Gamma[x_k] = T(x_k + A)/2A$ through the comparison of the sampled-and-held signal with a triangular wave of period $T$ and amplitude $A$ as in Fig. 2.2b:

$$y(t) = \sum_{k=-\infty}^{+\infty} y_k(t) = \sum_{k=-\infty}^{+\infty} \text{rect} \left( \frac{t - t_k - T/2}{\tau_k} \right)$$

(2.1)

The amplitude of the triangular waveform used for modulation sets an amplitude limit above which the signal is distorted. Inverse mapping is obtained integrating the PW-modulated signal over a sampling interval by means of an integrator which is periodically reset: the integrator output at the end of each sampling period gives an estimate of the pulse duration, hence of the sample
amplitude of the original signal. Distortion-free mo-demodulation is obtained either through uniform sampling PWM and integrate-and-dump (I&D) de-modulation, or with natural sampling PWM paired with LPF [16,39]. Here the first option is explored for its better integrability with digital signal generation and processing in the experimental setup.

2.1.2 Spectral Characteristics of PWM Signals

A thorough analysis of the spectral characteristics of pulse width modulated signals can be found in [16]: the spectrum \( Y(f) \) of the PWM signal is composed by a spectrum \( K(f) \), replicated onto each carrier harmonics. Such spectrum \( K(f) \) is \( K(f) = X(f) \) in case of natural sampling, and a nonlinear function of \( X(f) \) in case of uniform sampling. In both cases the baseband portion of the signal is sufficient for correct demodulation, so that, even if the spectral occupancy of the PWM signal is much larger, the whole communication system needs only to have a bandwidth similar to that of the modulating signal \( x(t) \) for correct demodulation.

2.2 Reflective PWM Analog Fronthauling

The proposed CRAN fronthauling architecture based on reflective PWM is shown in Fig. 2.3. It relies on a PON exploiting wavelength division multiplexing (WDM) in order to support multiple RRH-to-BBU links as virtual point-to-point connections based on the wavelength resource. In a conventional optical link (essentially a cascade of E/O converter - fiber - O/E converter), the conversion from electrical to optical signal is performed by means of a laser as in [15], where the PWM signal directly modulates a DFB laser. Here we propose a change in perspective: the reflective fronthauling

![Figure 2.3: Reflective PWM analog FH in C-RAN.](image-url)
architecture proposed in this work is based on reflection controlled by the PWM signal to avoid any optical source at the RRH.

The transmission scheme is reported in Fig. 2.4: a seeding signal is generated at the central office (CO) that hosts all the BBUs and transmitted towards the RRH, possibly with a timing signal for the RRH superimposed. This seeding signal is both processed to retrieve the clock signal – which is used to synchronize the RRH – and fed to the switch, controlled by the PWM signal $y(t)$. The output of the switch is then a PW-modulated signal. Seed and modulated signals can be separated, e.g., by means of a circulator as in Fig. 2.4 both at the RRH and BBU side. The PWM signal of the proposed architecture in Fig. 2.4 is conceptually the same as in Fig. 2.2b with remarkable benefits in terms of cost and adaptability of the reflective transmitter to (virtually) any wavelength and any transmission mean.

The reflective fronthauling allows to synchronize all the RRHs to the clock signal distributed by the BBU as proposed in [40]. The seeding signal is composed by a constant-amplitude part and a superimposed timing signal (e.g., a square wave). At the RRH, the timing signal is used to retrieve a clock signal $ck(t)$ by a phase-locked loop and synchronize all the RRHs (e.g., the S/H and the waveform generator in the PW modulator). In this way, the need of high-quality local oscillators in RRHs is avoided, with great benefits in terms of system complexity and cost. Beside that, a great advantage in terms of robustness to clock jitter lies in the fact that RRHs are synchronized to the broadcasted clock signal distributed by the BBUs through this master-slave synchronization procedure. In this way the clock-stability is up to the BBU with impairments to each RRH. As in [15], at this stage the clock-accuracy is not considered to be the limiting factor for system performances. In fact, it is estimated to be approximately around 10 ppm – well below RAN synchronization requirements [41] – assuming an rms time-jitter of the optical link over 20 km in the range of $10 \div 15$ ps or less and an RF signal with 100 MHz bandwidth ($T=5$ns). The synchronization procedure, as well as the impact of clock-jitter on system performances, is not analyzed here. Bearing
in mind that the reflective fronthauling architecture paired with PWM can be ideally applied to any communication medium (e.g., copper), this thesis considers the application to an optical network, in which the seeding and PWM signals are transmitted over optical fiber.

The proposed reflective PWM analog fronthauling is experimentally validated with two different optical architecture, one with a broadband source seeding all the RRHs, the other with a bank of coherent sources, each one seeding one RRH. The two architectures, summarized in Fig. 2.3 are detailed in the experimental setup of Fig. 2.5 and described in the following sections.

2.2.1 Reflective PWM with Broadband Seed

In the present architecture the modulated switch functions at the RRH side are implemented by a Reflective Semiconductor Optical Amplifier (RSOA), which simultaneously reflects, amplifies and PW-modulates the incoming seeding signal, and seeding and modulated signals are polarization-separated thanks to the Faraday rotator at the RRH.

To sustain multiple RRH-BBU connections we propose to employ a WDM PON which exploits an external broadband seed to avoid wavelength management of a plurality of seeding sources. The wavelength of the specific connection is determined by the channel of the optical multiplexer/demultiplexer (MUX), that slices the broadband source distributing different slices to different RRHs.

Since the high-power broadband source has to propagate over tens of kilometers of standard single-mode fiber, the Rayleigh Scattering (RS) phenomenon could arise and induce an additive noise to the uplink signal. In order to mitigate the RS noise effect, the specific architecture proposed in Fig. 2.5 can be exploited. In particular, the simultaneous exploitation of a Polarization Beam Splitter (PBS), a low-polarization-dependent-gain (LPDG) RSOA at the RRH side and of a Faraday Rotator (FR) placed at the ONU RSOA leads to a 3-dB reduction of the RS, since seed and signal present orthogonal polarization states.

The proposed reflective PON fronthauling has several benefits: longer feeder fiber are allowed and the employment of an optical circulator (for separating seed and uplink signal) is avoided when employing a polarization-based separation of seeding signal and modulated FH signal. In order to maximize the transmission of the seeding broadband source, a high-polarization-dependent-gain RSOA can be exploited, which can be totally coupled to the feeder fiber thus avoiding any optical loss. Moreover, the optical equipment at the RRH can be hosted in a small form-factor pluggable (SFP) transceiver suitable for the antenna site. Finally, the reflector is colorless and self-tuning.
(since its response is independent from the wavelength of the incoming seeding signal in a band of about 20 nm, the working wavelength is imposed by the channel of the optical multiplexer). Thus a self-organized wavelength network qualified for the mobile fronthauling is achieved.

2.2.2 Reflective PWM with Coherent Seed

A second architecture for reflective PWM analog FH is presented here, based on a coherent seed at the CO by means of a bank of laser diodes, one per WDM channel (i.e., one per RRH-BBU connection). While in the architecture presented in Section 2.2.1 the wavelength multiplexer (MUX) at the remote node (RN) slices the broadband source, in this second architecture the MUX separates the seeding signals according to their wavelengths so that each ONU-RRH is seeded by a different WDM channel. Both architectures take advantage of a polarization retracing circuit, which forces the seed and the upstream PWM signals to display orthogonal states of polarization. Although both architectures are colorless externally seeded WDM PONs, the wavelength selection by the seed source influences the FH transmission. In particular, the different coherence characteristics of the seeding sources determine the performance in terms of relative intensity noise (RIN) and tolerance toward chromatic dispersion. More than 20 dB, in fact, differentiates the RIN of the two sources: with coherent seeding a RIN very close to that of the DFB is obtained, i.e., -141 dB/Hz, whereas with a -9 dBm, 50 GHz broadband seed a RIN around -115 dB/Hz is observed [42].

2.3 Reflective PWM Experimental Setup

The two experimental setups exploited to demonstrate reflective PWM FH with broadband or coherent sources are in Fig. 2.5. The PWM signals are prepared via Matlab® and generated by a Tektronix 50 GS/s arbitrary waveform generator with 14-GHz electrical bandwidth. The arbitrary-waveform generator emulates the PW modulated signal that directly drives the RSOA current via a bias-Tee, which adds a variable DC current $I_{bias}$ to bias the chip. The C band ONU RSOA presents an E/O bandwidth of about 3 GHz.

The ONU RSOA is seeded either by a sliced polarized broadband source or by a coherent source. The former is obtained by amplifying the polarized ASE generated by another RSOA with high PDG as described in Section 2.2.1. The coherent sources are obtained by combining an array of DFB lasers using an arrayed waveguide grating (AWG); the lasers have a linewidth of 1 MHz and an output power of 13 dBm as in Section 2.2.2.
The RN MUX is emulated by a wave-shaper filter, which allows to test different MUX channel (identified by their full width at half maximum, FWHM). The optical PWM signal travels back to the MUX and propagates up to 20 km of SSMF. Thanks to the FR its polarization allows the signal to pass through the PBS and to be directly detected by a PIN photodiode (PD) with 1-GHz bandwidth. The received signal is acquired by a Tektronix digital storage oscilloscope (DSO) with 8 bits vertical resolution, 40 GS/s sampling and 12-GHz electrical bandwidth. The 40 GS/s sampled PWM signal is then processed off-line to perform PW-demodulation and measure the overall system performance.

2.4 Experimental and Numerical Results

The transmitted signal is a calibration sequence that samples the duration domain for the rectangular pulses in order to build the amplitude-calibration map by integrating the received signal and mapping back the pulse widths onto sample amplitudes. This measure can fully characterize the deterministic link distortion and the random noise of the optical PWM link. To avoid pulse-broadening-induced inter-symbol interference (still not considered at this stage), the transmitted PWM uses half of the sampling interval \( T = 5\text{ns} \) (equivalent to that of a 100-MHz bandwidth real signal, or a 50-MHz bandwidth I/Q modulated signal) up to \( T/2 = 2.5\text{ns} \). The estimated pulse width is \( \hat{\tau}_k = \tau_k + \Delta\tau_k \), where \( \Delta\tau_k \) represents the FH noise. The dispersion of the estimated pulse widths around the mean values is shown in Fig. 2.6 together
with the calibration curve. On the same figure is shown the histogram of the PWM noise to highlight that it can be approximated as Gaussian.

The experimental results in Fig. 2.6 shows that the dispersion around the mean calibration curve is approximately constant with respect to pulse width as expected. Due to the low SNR values and the distortion experienced by short pulses, a suitable interval for PWM is evaluated from the experiment at hand to be $\tau \in [0.1T, 0.9T]$.

**Remark** PW-demodulation of received data consists in numerical integration after thresholding the signal. This to reduce the influence of the noise introduced by the optical link (e.g., shot noise), at the expense of a reduced available dynamics as the shortest pulses are not detected. In this way the system behaves as if the analog signal received by the PD is thresholded before being integrated by an analog circuit: the residual noise component is due to a jitter on the position of pulses edges.

### 2.4.1 Operating Point for the Reflective PON

A preliminary evaluation has been performed in order to determine the best operation conditions of the RSOA-based optical network in terms of RSOA bias current, MUX FWHM and power output of the seed source. The
Figure 2.7: Average SNR versus bias voltage (a), seed power (b) and FWHM of the WDM channel (c).

The performance comparison between the reflective architectures with broadband or coherent source at the CO is in Fig. 2.7 in terms of average SNR to evaluate the impairment introduced by the optical network.

In order to maximize the transmitted signal extinction ratio mid range bias currents should be chosen, but an excessive lowering would reduce the RSOA gain and the link power budget, thus 60-mA bias has been selected for the final experimental tests. Moreover, wider MUX FWHM are associated with lower source relative intensity noise (RIN) and thus higher transmission SNR, but at the expenses of a lower number of WDM channels supported by the system; as the best trade-off we have chosen a 100-GHz FWHM MUX. Finally, higher seeding levels allow to obtain a better compression of the RIN associated with the sliced source [42]. A seeding power of -9 dBm has been chosen as compromise between performance (in Fig. 2.7b there is no substantial gain in SNR with a seed power greater then -9 dBm) and allowed ODN losses (22dB), that include propagation, optical filters and splitters.
Performance Analysis of CRAN System

The impact of reflection-based PWM fronthauling is evaluated in terms of EVM by means of numerical simulations relying on the FH channel characterization in Section 2.4.1. To gain insight on the system, the signal transmitted over the radio channel is assumed to stem from a M-QAM constellation: the received signal at the antenna is:

\[ x(t) = \sum_{k} a_k h(t - kT) + n(t) \]  

(2.2)

where \( a_k \in \{ \pm 1 \pm j, \pm 3 \pm 3j, \ldots \} \), \( h(t) \) is the air-link waveform (here it is assumed to be a root-raised-cosine filter with 0.2 roll-off) and \( n(t) \) is the RF additive white Gaussian noise (AWGN) introduced by the radio channel. At the RRH, after some filtering to suppress out-of-band noise, the signal is sampled at the Nyquist rate, PW-modulated and a noise contribution is added to account for transmission through the optical link. At the BBU, after PW demodulation, matched filtering by \( h^*(-t) \) is performed to obtain the sample amplitudes of the decision variable:

\[ \hat{a}_k = a_k + \sum_{\ell} (n(\ell T) + w_\ell) h((k - \ell)T) \]  

(2.3)

where \( w_\ell \) is the FH noise introduced by the optical link after PW demodulation and perfect gain control is assumed. Overall, a complete connection from mobile user to BBU is simulated in which the signal is shaped at the radio transmitter through a root-raised-cosine filter, transmitted through the radio channel, PW-modulated at the radio receiver and relayed towards the BBU, where matched filtering is performed.

Performances are evaluated in terms of average error vector magnitude (EVM) of the overall (radio and optical) noise at the decision variable, simulated by varying the received optical power and the radio-link SNR for 64-QAM. The EVM is a function of two variables, namely the received optical power and the radio-link SNR. Results are shown in Fig. 2.8 for different lengths of the feeder fiber (back-to-back, 10 and 20 km). At low radio-link SNR the fronthauling noise is negligible, whereas at large SNR values it gives a floor in EVM and in error probability (not shown here). EVM values are in all cases below the 8% that is limit for LTE air-link [41]. The region where EVM<3.5% (the 3GPP limit for 256-QAM in LTE) is highlighted in Fig. 2.8c, where the contour lines of EVM as function of both radio-link SNR and received optical power are shown.

To summarize the performance of all the considered PWM optical architectures, the EVM evaluated on the whole connection between the UE
and the BBU pool is considered for all the three choices: the standard PON in [15] and the two reflective PWM C-RAN proposed here. Results are in Fig. 2.9.

Figure 2.8: Simulation results for 64-QAM transmission and broadband source at the CO. EVM as function of: (a) received optical power at 25-dB radio-link SNR, (b) radio-link SNR at -14dBm received optical power. Contour lines (c) for EVM vs radio-link SNR and optical received power for 10km link.
2.5 Three-level PWM for Analog Fronthauling

Differently from previous work in which the transmitted optical signal is a PW-modulated two-level waveform, here a three-level pulse width modulation is proposed. This is a specific case of multilevel PWM (M-PWM), which is a mixed amplitude-duration modulation. In particular, in 3-level PWM the representation of signal $x(t)$ is by means of both pulse duration $\tau$ and a binary variable (positive or negative amplitude). In this way the dynamic range for signal representation is effectively doubled. Fig. 2.10 shows the proposed PWM architecture and the involved signals are depicted in Fig. 2.11. Even though Fig. 2.10 refers to the uplink transmission from RRU to BBU, the M-PWM system is envisioned for the downlink as well, with minor adaptation of the following description.

With reference to Fig. 2.10, the received RF signal is down-converted to a suitable intermediate frequency (IF) and it is harmonically sampled.
Differently from the conventional 2-levels PWM [15], the sampled signal \( x[k] \), input to the PW-modulator, is compared to two different triangular waves, respectively red and blue in Fig. 2.11. The two triangular waves, combined, cover the whole amplitude dynamic of the input signal: the red one in \([0, A]\) and the blue one in \([-A, 0]\). The output signals of the two comparators are then summed to obtain the modulated 3-levels PWM signal \( y(t) \). The sampled signal is then encoded into pulses of duration \( \tau_k = |x_k|/A \) and amplitude sign \((x_k/A)\):

\[
y(t) = \sum_{k=-\infty}^{\infty} y_k(t) = \sum_{k=-\infty}^{\infty} \text{sign}(x_k/A) \cdot \text{rect}
\left(\frac{t - t_k - T/2}{\tau_k}\right)
\]

where \( T \) is the sampling interval. Demodulation is performed by an integrator that is periodically reset at the end of each sampling interval to obtain the estimated sampled signal \( \hat{x}[k] \). In case of M-PWM with more than three amplitude levels, the integrator needs to be preceded by a decision on the received amplitude level. This is to avoid the amplitude-duration ambiguity that would arise from straightforward integration of the received signal.

![Figure 2.11: Examples of 3-level PWM signals. From top to bottom: input signal \( x(t) \) together with the two triangular reference waveforms, the M-PWM signal \( y(t) \), and the estimated sample amplitude \( \hat{x}_k \) after PW demodulation.](image)
2.5.1 M-PWM FH architecture and experimental setup

The transmission scheme of Fig. 2.10 is used to transport LTE-like signals aggregated via frequency division multiplexing (FDM) in a WDM PON, as the one in Fig. 2.12. The samples of the I and Q components are mapped onto the duration and (binary) amplitude of the transmitted rectangular pulses as previously described. In particular, the pulse duration is \( \tau_{\text{min}} < \tau < \tau_{\text{max}} \), where \( \tau_{\text{min}} \) depends on the electro-optic bandwidth of the fibre-optic network devices and \( \tau_{\text{max}} \leq T \). In this work, \( \tau_{\text{max}} = 0.9T \) to avoid intersample interference that may arise due to pulse broadening. Moreover, to fairly compare conventional 2-level PWM and the 3-level PWM, the multilevel option is evaluated both taking advantage of the full duration dynamic, i.e., \( \tau \in [\tau_{\text{min}}, \tau_{\text{max}}] \), and with halved dynamic to compensate for the doubling deriving from the binary amplitude. The halved dynamic is \( \tau \in [\tilde{\tau}_{\text{min}}, \tilde{\tau}_{\text{max}}] \), where \( \tilde{\tau}_{\text{min}} > \tau_{\text{min}} \) and \( \tilde{\tau}_{\text{max}} < \tau_{\text{max}} \), so that \( \tau_{\text{max}} - \tau_{\text{min}} = 2 \cdot (\tilde{\tau}_{\text{max}} - \tilde{\tau}_{\text{min}}) \). At the BBU, after detection, the demodulator transforms the M-PWM signal into amplitude samples by an integrator that is periodically reset every sampling interval \( T \), as in conventional PWM. In this work either 8 or 16 aggregated 20-MHz LTE-like signals are transmitted, so that the sampling interval is either \( T = 2 \) ns or \( T = 1 \) ns respectively.

The experimental setup in Fig. 2.12 describes the WDM PON that supports the PWM FH transmission. At the optical network unit (ONU), the M-PWM (uplink) signal drives a directly modulated laser (DML) with 15-GHz bandwidth. Such M-PWM signal is prepared via Matlab and generated by a Tektronix 50 GS/s arbitrary waveform generator (AWG) with 14-GHz bandwidth. After propagation through the drop fiber, signals coming from different ONUs are combined at the remote node (RN) via wavelength multiplexing and coupled to the SSMF feeder fiber. In particular, the MUX is a 32-channel athermal arrayed waveguide grating, which, if necessary, could be replaced by a power splitter in order to support TWDM-PON compliant
optical distribution networks. At the central office (CO), the different RRUs signals are separated by the wavelength demultiplexer and sent to the corresponding receiver. Each receiver consists in a PIN photodiode (PD) with 12-GHz bandwidth that performs direct detection, followed by a pulse width demodulator. PW demodulation is performed via offline signal processing: the PD output signal is acquired by a Tektronix digital storage oscilloscope (DSO) with 8 bits vertical resolution, 50 GS/s sampling and 23-GHz electrical bandwidth. Offline processing via Matlab delivers pulse width demodulation consisting in signal thresholding and integration, together with the performance evaluation of the FH link. Thresholding helps reducing the noise level of the received signal, by comparing the received signal $y_{rx}(t)$ with a fixed value $\bar{y}_{th}$ and assigning to the received signal a value $+1$ when $y_{rx}(t) > \bar{y}_{th}$, a value $-1$ when $y_{rx}(t) < -\bar{y}_{th}$ and a value $0$ when $-\bar{y}_{th} < y_{rx}(t) < \bar{y}_{th}$.

2.5.2 Experimental results

System performance is assessed, after 7.5-km SSMF transmission, in terms of error vector magnitude (EVM) to characterize the signal degradation introduced by the FH segment.

Calibration procedure

The performance assessment is preceded by a calibration procedure in which a sequence of pulses is transmitted, so that their duration values cover the whole pulse width dynamic. This allows to determine both the optimal threshold level $\bar{y}_{th,opt}$ before integrating the received PWM signal and the amplitude-width correspondence of the entire link. An in-field unit would have to repeat the calibration procedure according to the aging dynamics of the optical and electronics devices. An example of the results of the calibration stage is presented in Fig. 2.13: Fig. 2.13a shows the calibration curve obtained for the cases of full and halved duration dynamics. All the received instances of the calibration pulse of duration $\tau = 0.27 \cdot T$ are displayed in Fig. 2.13b, together with the optimal threshold level $\bar{y}_{th,opt}$. Such optimal threshold is chosen so as to minimize the average noise level of the received calibration signal.

EVM measurements

After the calibration step the M-PWM architecture can be employed for the transmission of LTE-like mobile signals. Fig. 2.14 presents the results for a received optical power $P_{rx} = -8$ dBm, when a 3-level PWM signal with full
Figure 2.13: (a) calibration curve with highlighted duration domains: full ($\tau_{min}$, $\tau_{max}$) and halved ($\tilde{\tau}_{min}$, $\tilde{\tau}_{max}$) dynamics; (b) superimposition of the received instances obtained during the calibration stage for the pulse of duration $\tau = 0.27 \cdot T$.

duration dynamic is used for the MFH. In particular, Fig. 2.14a shows the EVM per subcarrier for $N_{ch} = 8$ aggregated LTE-like 20-MHz signals: each 20-MHz OFDM signal is composed of 1200 15-kHz subcarriers with 64-QAM modulation, plus 848 15-kHz guard subcarriers. Fig. 2.14a shows similar EVM levels for all the 15-kHz subcarriers, thus in the following results the average EVM is considered as performance metric. Fig. 2.14b shows the received 64-QAM constellation per subcarrier.

The mean EVM after averaging along all the $1200 \cdot N_{ch}$ subcarriers is in Fig. 2.15 for $N_{ch} = 8$ (Fig. 2.15a) and $N_{ch} = 16$ (Fig. 2.15b). Fig. 2.15a compares the performance of the two codes with equal representation

Figure 2.14: Percentage EVM against subcarrier frequency (a), and received constellation (b) for 3-level PWM with full dynamic, 8 aggregated 20-MHz LTE-like channels, 64-QAM, $P_{rx} = -8$ dBm.
dynamics: as expected the conventional 2-level PWM (full blue circles) performs slightly better than the half-dynamic 3-level PWM (open red squares). Anyways, both modulation formats guarantee an EVM level well below the 8% that is the LTE limit for 64-QAM. A full-dynamic 3-level PWM, on the other hand, results in an average EVM below the 256-QAM limit (3.5%), thus allowing the higher modulation format at least for some of the subcarriers. The difference in performance between 3-level and conventional PWM is even more apparent when considering 16 aggregated channel, as in Fig. 2.15b. In this case, indeed, conventional 2-level PWM cannot satisfy the EVM specifications for 64-QAM, while 3-level PWM achieves an average EVM around 6%.

Figure 2.15: Average percentage EVM against received optical power $P_{rx}$, $N_{ch} = 8$ (a) and $N_{ch} = 16$ (b) aggregated 20-MHz LTE-like channels, 64-QAM..
2.6 Concluding Remarks

In this Chapter analog 2-level pulse width modulation fronthauling is experimentally validated with two different reflective PON architectures, employing either a coherent or a sliced broadband source to generate the seeding signal and a RSOA for modulating and reflecting the optical signal. The result is a colorless self-tuning WDM PON supporting PWM FH with several advantages in terms of complexity and cost. For both the alternatives (coherent or broadband source), when considering a 100-MHz bandwidth of the fronthaul signal, the impact of PWM fronthauling is negligible for small SNR values on the radio link (SNR<25 dB) and at larger SNR values the systems meets the LTE requirements (EVM<8%) for 64-QAM after 20 km feeder fiber, giving a floor at EVM≃ 3%. LTE requirements for 256-QAM (EVM<3.5-4%) are met with 10 km optical link. To improve the FH capacity a 3-level PWM is also considered and proved to support up to 8 aggregated 20-MHz LTE-like channels while satisfying EVM requirements for 256-QAM, and up to 16 aggregated channels while satisfying EVM requirements for 64-QAM, for a 7.5-km connection and a standard PON setup.
Chapter 3

Mode-Frequency Multiplexing over Fiber for Analog Fronthauling

Contributions

This Chapter proposes a joint mode-frequency division multiplexing of optical signals for analog fronthauling. The solution is called Radio-over-Modes and it is based on all-optical passive mode (de)multiplexing. The architecture is evaluated against a realistic uplink radio scenario, and performances are assessed considering beamforming at the BBU to separate signals from different users. In particular, beamforming design is transparent to the intermodal interference. The only degree of freedom to counteract such interference is given by the mapping between the space-frequency resources of the air link and the space-frequency resources of the optical fronthauling. Dynamic mapping allows to approach the performance of ideal fronthauling, i.e., with no interference among FH channels.

Organization

Section 3.1 motivates and introduces joint space and frequency multiplexing of optical signals exploiting the mode dimension for spatial diversity. The analyzed system model is in Section 3.2, and the beamforming scenario used to evaluate the impact of the arising interference between the space-frequency FH channels is in Section 3.3. Simulation results are in Section 3.4 and the expansion to high-dimensionality problems (i.e., large antenna arrays) is in Section 3.5.
3.1 Introduction

To satisfy the bandwidth requirements on the fronthaul link due to massive antenna array and large bandwidths of the RF signals, the only viable solution appears to be the overtaking of conventional digital fronthauling in favor of a fully analog transmission [10,15,43,44]. This enables the reduction of the bandwidth requirements, the latency and the hardware cost, while improving the energy efficiency, since only analog signal relaying is performed at the RRH toward BBU (and vice versa). One possibility is to deploy an analog fronthaul based on the radio over fiber (RoF) paradigm, due to its capability to carry several Gbit/s [10,44] in terms of equivalent data rate. However, the required bandwidth scales with the number of antennas at the RRH that can be huge if considering the over-6GHz spectrum occupancy (say $\gg 10 \text{ GHz}$), thus rising the corresponding data-rate up to several tens of Gbit/s for RRH. In this scenario, the huge bandwidth provided by optical link could be even not enough, calling for the need of a new multiplexing dimension. Here we consider mode division multiplexing (MDM) to overcome the bandwidth limitations of RoF architecture by taking advantage of the different propagation modes of light on fiber.

The concept of MDM has old roots [45] and just nowadays it is proposed for longhaul communications thanks to coherent detection and optical-MIMO demultiplexing [46]. However, the application of MDM to C-RAN has relatively short history [17] and not much research effort has been devoted to its investigation. The main issue is represented by the severe crosstalk among different modes (intermodal crosstalk) introduced by commercial devices available on the market. In fact, the technologies employed in longhaul
communications present excessively high complexity and costs for the access network while the simple employment of all-optical passive modal multiplexer (MUX) and demultiplexer (DEMUX) combined with direct detection is not robust enough to cope with intermodal crosstalk.

In this Chapter we propose a radio over modes (RoM) mobile fronthauling (MFH) exploiting MDM and frequency division multiplexing (FDM) to serve a large number of antennas (>100), supported by low-cost and energy efficient direct detection and all-optical passive (de)multiplexers. In the characterization of the effects of intermodal crosstalk two different technologies are taken into account: photonic lanterns (PLs) [47] and multi-plane light converters (MPLCs) [48]. In particular, we show how to overcome the limitations due to the intermodal crosstalk through a dynamic antennas to mode/frequency mapping, where the optical channels defined in the mode-frequency dimensions are optimally allocated to the signals from/to the RRH antennas, based on the performance metric defined for the radio scenario using the principle that fronthauling should be transparent for RAN.

To have meaningful results, RoM performance evaluation is carried out for a sample scenario in which a beamforming is performed at the BBU to separate the useful uplink signal from interference arising from neighboring hot-spots. The optical channel is assumed to be maximally transparent to the beamformer that is designed based only on statistical knowledge of the radio channel (i.e., not instantaneous).

3.2 System Model

In this Chapter we consider a C-RAN based on RoF paradigm where optical fronthauling employs MDM and FDM to separate/aggregate signals from/to different antennas. In particular, we focus on beamforming to separate uplink signals from \( M_S \) users served by a specific cell, with interference coming from \( M_I \) users in a neighboring cell (downlink would be similar, not covered here). The analog signals received at the RRH by \( N \) antennas are directly relayed through a multimode fiber (MMF) link towards the BBU, where receiver processing is performed (e.g., beamforming). Therefore the estimated user signal \( \hat{s} \) at the BBU is described by

\[
\hat{s} = W H_{opt} (H_r s + n),
\]

where the matrices \( W, H_{opt} \) and \( H_r \) are respectively the beamformer, the optical channel, and the radio channel shown in Fig. 3.2 and defined in the following sections. Vectors \( s \) and \( n \) contain the user signals and the noise at
the antenna array respectively, and optical noise is neglected (or accounted for in the noise vector \( n \)).

\[
\begin{align*}
\hat{s}_1 & \quad \hat{s}_2 \\
\vdots & \quad \vdots \\
\hat{s}_{M_S} & \\
\end{align*}
\]

\[
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\vdots & \quad \vdots \\
& \quad s_M
\]

Figure 3.2: System model, uplink.

### 3.2.1 Radio Scenario

The signals received by the \( N \) antennas at the RRH, arranged in a vector, are:

\[
x = H_r s + n
\]  
(3.2)

where \( s \in \mathbb{C}^M \) collects the signals with power \( \sigma_s^2 \) transmitted by all the \( M = M_S + M_I \) users and assumed to be Gaussian distributed, i.e., \( s \sim \mathcal{CN}(0, \sigma_s^2 I) \). \( H_r \in \mathbb{C}^{N \times M} \) is the wireless channel matrix and \( n \sim \mathcal{CN}(0, R_n) \) is the \( N \times 1 \) noise vector. The wireless channel model is based on the far field approximation and it accounts for the directions of arrival (DoAs) of the signals:

\[
H_r = \begin{bmatrix}
\beta_1 a(\theta_1) & \beta_2 a(\theta_2) & \cdots & \beta_M a(\theta_M)
\end{bmatrix}
\]  
(3.3)

where \( \beta_i^2 = 1/d_i^2 \) is the path loss attenuation related to the distance \( d_i \) from the \( i \)-th user to the array, \( a(\theta_i) \in \mathbb{C}^N \) is the steering vector for the direction of arrival (DoA) \( \theta_i \) of the \( i \)-th user. Under the assumption of \( \lambda/2 \)-spaced uniform linear array (ULA) at the RRH, the steering vector for the \( i \)-th user is:

\[
a(\theta_i) = \begin{bmatrix} 1 & e^{j \pi \sin(\theta_i)} & \cdots & e^{j \pi (N-1) \sin(\theta_i)} \end{bmatrix}^T.
\]  
(3.4)

For simplicity, no fading nor multipath propagation are considered but extension would just include a temporal processing. Furthermore, it is here assumed the presence of a single user to be served in the cell of interest \((M_S = 1)\). The symbols transmitted by each user (including the interferers) are assumed to be normalized to have unit power \((\sigma_s^2 = 1)\).
3.2.2 MDM-based Optical Fronthaul with Direct Detection

The (analog) radio signal $x$ received at the RRH is directly forwarded over a fiber connection without any digitalization. Here we propose to employ multimode optical transmission for such fronthaul links and to have the signals from the different antennas multiplexed in the mode-frequency dimension, with simultaneous use of MDM and FDM. Let us first consider a simplified environment in which only MDM is used to aggregate few antennas, and let us consider optical channel matrices measured in the literature and described in the following. The signal $y \in \mathbb{C}^N$ received at the BBU can be described as:

$$y = H_{opt}x = H_{opt}(H_r s + n)$$ (3.5)

where $H_{opt} \in \mathbb{R}^{N \times N}$ represents the multimodal channel model: the main diagonal elements $[H_{opt}]_{ii}$ are the insertion losses and the off-diagonal terms $[H_{opt}]_{ij}$ represent the intermodal coupling coefficients from the $j$-th to the $i$-th mode. A degree of freedom in the system management is given by the possibility to optimize the optical channel assignment, that is the optimal association between each of the $N$ RRH antennas and fiber modes based on end-to-end performance metrics for radio link defined in Section 3.3.2. This can be modeled with an optical channel described by any permutation of a reference optical channel matrix as:

$$H_{opt} = P^T H_{ref} P$$ (3.6)

where $P$ is a permutation matrix that is for a reference optical channel matrix $H_{ref}$ which is the coupling matrix taken from the literature. The optical channel assignment is shown in Fig. 3.3, where the effect of the permutation matrix $P$ is highlighted.

In particular, passive and all-optical devices are considered for mode multiplexing and demultiplexing just to minimize any architectural complexity and to avoid the use of coherent detection and optical-MIMO processing, thus reducing cost and power consumption. Among the different propagation modes, degenerate modes show the same propagation constant but orthogonal states of polarization, therefore in case of direct detection it is impossible to separate them without a suitable polarization control: in this case the pairs of degenerate modes constitute fully-coupled channels that remarkably impair the antennas array capability. Fiber propagation is on weakly-coupled few-mode fibers (FMFs), that show weak intermodal crosstalk, in the order of -30 dB/km for commercial 6-LP FMF allowing the propagation of 4 non-degenerate modes corresponding to 6 spatial modes [49]. Prototype 12-LP
FMF (with 7 non-degenerate modes corresponding to 12 spatial modes) is currently a research matter. In a broader temporal horizon, 50-µm graded-index multi-mode fiber (MMF) can support 30 LP modes (55 spatial modes). As far as the mode (de)multiplexing is concerned, the actual crosstalk measurements for (de)multiplexers available on the market or described in the literature for out-of-coherence sources is taken into account here, to show the actual feasibility of the proposed RoM architecture. Two different technologies are considered: 6-LPs [50] and 10-LPs [51] non-mode selective PLs – emerging as the most promising and compact multiplexing solution in case of high number of modes and optical-MIMO-assisted demodulation – and MPLC-based solutions allowing commercial MUX/DEMUXs operating up to 10 modes [52].

### 3.3 Beamforming model

Beamforming, that is performed at the BBU side, is supposed to act on the signals received by the antenna array. This means that beamforming does not act directly on the RRH signal $x$, but on the signal $y = H_{opt}x$ received after the optical channel $H_{opt}$, which is transparent to the beamforming design.

Minimum variance distortionless (MVDR) beamforming is adopted here to retrieve an estimate of the signal transmitted by the user from the overall signal $y$ received at the BBU:

$$\hat{s} = w_{MVDR}^H(\theta_{UE}) y \quad (3.7)$$

where $w_{MVDR} \in \mathbb{C}^N$ is the spatial filter for the DoA of the user, indicated with $w$ for compactness in the following. MVDR beamforming aims at min-
imizing the overall mean power after the spatial filtering with the constraint that for the DoA of interest $\theta_{UE}$ the beamforming response has unit-gain (distortionless constraint):

$$w = \frac{R_x^{-1}a(\theta_{UE})}{a^H(\theta_{UE})R_x^{-1}a(\theta_{UE})}. \quad (3.8)$$

The matrix $R_x$ indicates the covariance matrix that contains both the signal of interest and the interference plus noise at the RRH (i.e., the signal on which beamforming is supposed to act). Since these contributions can be considered as mutually independent, and assuming the noise at the array to be spatially white, it is:

$$R_x = \beta_{UE}^2a(\theta_{UE})a^H(\theta_{UE}) + R_{n+i} \quad (3.9)$$

where $\beta_{UE}^2$ is the received power at the array from the user of interest; $R_{n+i} = R_I + \sigma_n^2I$ is the interference ($R_I$) plus noise ($\sigma_n^2I$) spatial covariance matrix at the antenna array.

### 3.3.1 Interference Statistical Model

It is realistic to assume that, while the DoAs of the users in the served cell are known (or separately estimated), the interference coming from the neighboring cell is available in terms of spatial covariance for the beamforming design at the BBU. Therefore, the covariance matrix for a set of interferers, characterized by a power $\beta_k^2$ received by the array and a DoA $\theta_k$ each, is known only in its expected value:

$$R_I = \mathbb{E} \left[ \sum_{k=1}^{M_I} \beta_k^2a(\theta_k)a(\theta_k)^H \right] \quad (3.10)$$

where the expectation is taken with respect to the random variables $\{\beta_k^2\}_{k=1}^{M_I}$ and $\{\theta_k\}_{k=1}^{M_I}$ used to describe each interferer. The received power $\beta_k^2 = 1/d_k^2$ accounts for the path loss as in (3.3). To obtain the expected value in (3.10), the first step is to derive the joint probability density function (pdf) $f(\beta^2, \theta)$ of the received power $\beta^2$ and DoA $\theta$ for one interferer uniformly distributed over the service area (see Fig. 3.4).

Considering randomly and uniformly distributed users within the cells, the pdf of the position of a user inside the cell is $f(x,y) = 1/\pi r^2$ for $(x,y)$ inside the cell. The pdf of the DoA is, from the geometry:

$$f(\theta) \propto c(\theta) \quad (3.11)$$
where the chord $c(\theta)$ is

$$c(\theta) = 2r \sqrt{1 - \frac{d_0^2}{r^2} \sin^2(\gamma - \theta)}$$

(3.12)

The proportionality factor, to have $\int_{\Theta} f(\theta)d\theta = 1$ is

$$K = \frac{1}{\int_{\Theta} c(\theta)d\theta}$$

(3.13)

and $\Theta$ is the set of possible AoAs for the interferers, hence $\Theta = [\theta_{min}, \theta_{max}]$ where $\theta_{min}, \theta_{max} = \gamma \pm \arcsin(r/d_0)$. The conditional probability density function for the distance between the interferer and the array is:

$$f(\rho|\theta) = \frac{1}{c(\theta)}$$

(3.14)

Overall, the joint pdf for the distance and angular position is:

$$f(\rho, \theta) = f(\rho|\theta)f(\theta) = K = \frac{1}{\int_{\Theta} c(\theta)d\theta}$$

(3.15)

To obtain the joint pdf for received power and AoA, a change of variable is needed: $\beta^2 = g(\rho) = 1/\rho^2$. Therefore, since the transformation $g(\rho)$ is monotonic, the pdf is

$$f(\beta^2, \theta) = \frac{1}{2 \int_{\Theta} c(\theta)d\theta} \beta^{-3} = Z \beta^{-3}$$

(3.16)
The covariance matrix for $M$ interferers is then:

$$[R_I]_{m,n} = E \left[ \sum_{k=1}^{M} \beta_k^2 a_n(\theta_k) a_m^*(\theta_k) \right]$$  \hspace{1cm} (3.17)

Under the assumption of $\lambda/2$-spaced uniform linear array, the expected value in (3.17) is:

$$[R_I]_{m,n} = M \int_{\Theta} \int_{\beta_{\min}^2(\theta)}^{\beta_{\max}^2(\theta)} e^{j\pi(n-m)\sin(\theta)} Z^{-1} d(\beta^2) d\theta$$ \hspace{1cm} (3.18)

The first integral, in $d(\beta^2)$, is performed analytically, while the second, in $d\theta$, is solved numerically to obtain

$$[R_I]_{n,m} = 2M \cdot Z \cdot \int_{\Theta} e^{j\pi(n-m)\sin(\theta)} \left[ \frac{d_{\max}^2(\theta) - d_{\min}^2(\theta)}{d_{\min}(\theta)d_{\max}(\theta)} \right] d\theta$$ \hspace{1cm} (3.19)

where $\Theta = [\theta_{\min}, \theta_{\max}]$ is the support for the DoA of the interferers, $d_{\min}(\theta)$ and $d_{\max}(\theta)$ are the minimum and maximum distances associated with a specific DoA and $Z$ is the normalization factor in (3.16).

### 3.3.2 Performance Metrics

The performance degradation introduced by intermodal crosstalk is evaluated primarily in terms of SINR at the decision variable $\hat{s}$ for the user. SINR after beamforming, in the ideal case of transparent fronthauling, is:

$$\text{SINR}_{\text{ideal}}(\theta_{UE}) = \frac{\sigma_s^2 |w^H a(\theta_{UE})|^2}{w^H R_{n+i} w}.$$ \hspace{1cm} (3.20)

For a non-ideal optical channel, the received signal at the beamformer is that of (3.5), and the optical channel matrix is included in the SINR expression accordingly:

$$\text{SINR}(\theta_{UE}) = \frac{\sigma_s^2 |w^H H_{opt} a(\theta_{UE})|^2}{w^H H_{opt} R_{n+i} H_{opt}^H w}.$$ \hspace{1cm} (3.21)

Performances are evaluated in terms of the wireless channel capacity

$$C(\theta_{UE}) = \log_2(1 + \text{SINR}(\theta_{UE})).$$ \hspace{1cm} (3.22)

Moreover, to gain insight into how the system performances scale with the antenna array dimension, an average capacity per user is also evaluated by averaging $C(\theta_{UE})$ over $\theta_{UE}$.

---
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3.4 Simulation Settings and Results

The performances of the proposed MDM/FDM-based fronthaul architecture are evaluated for the following scenario: uplink transmission is considered for a single user (\(M_S = 1\)), located in the area served by the antenna array \((\theta_{\text{min}} = -60^\circ, \theta_{\text{max}} = 60^\circ)\). The cells have radius \(r = 500\)m and the interfering cell is at a distance \(d_0 = 2r\), with angular position \(\gamma = 30^\circ\) with respect to the broadside direction of the array. Initially, the number of MDM channels is assumed to be equal to the number of antennas, i.e., no FDM is performed. First the SINR is evaluated varying the DoA of the user of interest to have a meaningful comparison with the performance offered by beamforming at the RRH (i.e., ideal fronthauling). In Fig. 3.5, the SINR is evaluated for all the possible permutations \(P\) in (3.6) of the reference optical channel \(H_{\text{ref}}\) (6 non-degenerate LP modes, PL MUX/DEMUX), highlighting the potential of optimal channel assignment. The SINR degradation experienced around \(\theta = 30^\circ\) is clearly due to the relative positions of antenna array, served user and interfering cell.

![Figure 3.5: Effect of the optical channel assignment on the SINR.](image)

The channel capacity \(C(\theta)\), corresponding to SINR(\(\theta\)), is then evaluated choosing the best optical channel assignment for each DoA. In Fig. 3.6, either only non-degenerate modes or all the available spatial modes are exploited in the MDM link. As explained in Section 3.2.2, pairs of degenerate modes result in fully-coupled channels: for this reason the channel matrix, if using all the available modes, presents reduced rank. Results in Fig. 3.6 confirm that the
use of a couple of degenerate modes makes the channel capacity comparable
to the one obtained with a number of MDM channels equal to the matrix
rank (and hence a lower number of antennas): the green dash-dotted line
corresponding to eight MDM channels with two pairs of fully-coupled modes
(LP11_a - LP11_b and LP21_a - LP21_b) is close to the solid red line obtained
using only the six non-degenerate modes out of the previous eight (LP11_{a+b}
and LP21_{a+b}).

![Graph](image)

Figure 3.6: Capacity per user with MPLC MUX/DEMUX vs DoA $\theta_{UE}$ with non-
degenerate modes (solid lines) and with spatial modes (dash-dotted
lines).

It is therefore mandatory to implement an MDM system based only on
non-degenerate modes to take full advantage of the spatial diversity provided
by the RRH antennas. System performances are then evaluated considering
only non-degenerate modes: LP01, LP11_{a+b}, LP02, LP21_{a+b}, LP12_{a+b}
and LP31_{a+b}. In Fig. 3.7 the two different technologies considered (MPLCs and
PLs) are compared in terms of average capacity per user varying the number
of antennas $N$. The solid lines are obtained without FDM, showing far
better performances for MPLCs, approaching the ideal curves (dash-dotted)
thanks to their higher mode selectivity with respect to PLs. Dashed lines
refer to a joint MDM-FDM architecture with PL multiplexing, employing two
frequency channels to serve the same number of antennas (i.e., $N/2$ modes
per frequency), providing significant gain with respect to the single-frequency
case and approaching the performance of ideal fronthauling.

So far, the average covariance matrix is considered in the SINR and in the
Figure 3.7: Average capacity vs number of antennas (modes) at 20dB and 30dB of radio-link SNR, 10-km fiber propagation.

It is, however, more realistic to assume asynchronous operation of the two neighboring cells in the considered scenario: instead of a fixed number of ever-active $M_I$ interferers, the number of simultaneously active interfering users is a random variable, which is modeled as Poisson distributed with average $M_I$. In Fig. 3.8a (shown on the top of next page) the cumulative distribution function (CDF) for the capacity $C(\theta_{UE} = -40^\circ)$ is shown for an average of $M_I = 6$ interfering users in the neighboring cell and the two considered multiplexing technologies after 1-km fiber propagation, together with the capacity obtained considering the average spatial interference covariance. Fig. 3.8b shows the capacity at 5% outage probability for all DoAs in the same settings.

Although the previous results are obtained for a single user and with a relatively small number of antennas (due to computational issues only), the model can be straightforwardly generalized to serve multiple users with a higher number of antennas. In this setting the size of the optimization problem for the optical resource allocation increases dramatically, following a $N!$ trend. Thus some more refined optimization technique based on integer programming needs to be developed. Since the optical FDM channels are mutually orthogonal, the overall channel matrix $H_{opt}$ is sparse, as crosstalk is only between signal in the same FDM channel, which can be an advantage in terms of optimization efficiency. Moreover, in a realistic scenario multiple users are to be managed inside the cell: the resource allocation optimization
needs to be extended to multi-objective optimization, e.g., by considering the weighted sum rate or the minimum rate as objective function.

3.5 Resource Mapping for Massive Antennas Array

The optimal space-frequency to space-frequency (SF2SF) mapping of each antenna onto each mode and frequency can be found by solving a non-trivial integer programming optimization problem, whose complexity is $O(N!)$. This is the number of possible permutations for a $N \times N$ matrix and the number of all possible SF2SF mappings. Exhaustive search is used in the previous results, but it is mandatory to adopt a sub-optimal but still effective resource allocation algorithm, especially when dealing with a massive number of antennas (say $N > 100$).

3.5.0.1 Hill-Climbing Approach for SF2SF Mapping

A suboptimal solution can be found through an iterative local search with relatively low computational cost. In general, the optimization problem set by the SF2SF mapping consists in defining an optimal mapping between the $N$ radio signals from the antennas of the array and all the $N_s \cdot N_f \geq N$ available SF channels, where $N_s$ is the number of space-defined channel (i.e., $N_M$ in Section 3.2) and $N_f$ the number of frequency bands. The problem is considered here in a simplified version, in which we assume that $N_s \cdot N_f =$
\( N \) and \( N_s = 4 \), to gain insight into the interplay between the crosstalk introduced by \( H_{SF} \) and the SF channel mapping. In particular, the hill-climbing approach [53] is used to find the (sub)optimal SF channel mapping based on a local search iterative algorithm, explained in the following and summarized in Algorithm 1. For any permutation, univocally defined by a vector \( \mathbf{p} = [p_1, \ldots, p_N]^T \) as in Section 3.2, the set of all the neighboring permutations at a (integer) distance \( d_p \) is defined as the set of all vectors obtained permuting in any way all subset of \( d_p \) elements in \( \mathbf{p} \), where the set of neighbors at distance \( d_p \) has cardinality \( \binom{N}{d_p} \). The algorithm starts from an initial permutation \( \mathbf{p}_0 \) and updates the solution as follows: at the \( k \)-th step all the neighbors \( \{\mathbf{p}_{\text{near},k}\} \) at distance lower than or equal to \( d_p \) from the present solution \( \mathbf{p}_{\text{opt},k} \) are computed, together with the corresponding SINR values. The best neighbor \( \mathbf{p}_{\text{best, near},k} \) is compared to \( \mathbf{p}_{\text{opt},k} \) in terms of associated SINR: if the best neighbor has greater SINR with respect to \( \mathbf{p}_{\text{opt},k} \) the solution is updated to \( \mathbf{p}_{\text{opt},k+1} = \mathbf{p}_{\text{best, near},k} \) and another iteration is performed, otherwise the final solution is \( \mathbf{p}_{\text{opt},k} \). The number of iterations \( N_{\text{it}} \) needed to reach the solution is proportional to the dispersion of the solution set (i.e., high dispersion means that there is room for channel assignment optimization), while the computational complexity needs also to take into account the fact that, at each iteration, an exhaustive search over the neighboring solutions is performed. The hill-climbing algorithm is clearly suboptimal as it will select as solution the first local maximum for the SINR, but the performances are close to the exhaustive \( \mathcal{O}(N!) \) search as shown in [33,54].

**Hill-Climbing Computational Complexity**

The hill-climbing algorithm should be run for each UEs configuration, and its computational complexity can be measured by the total number of times, denoted by \( K \), that the specific objective function (e.g., SINR in Algorithm 1) needs to be evaluated in order to reach the solution. In the case of the SF2SF multiplexing by exhaustive search, for example, it corresponds to the total number of possible reference channel permutations: \( K_{\text{ex}} = N! \). The computational complexity of the hill-climbing algorithm needs to account for the fact that, for each of the \( N_{\text{it}} \) hill-climbing iterations, an exhaustive search over all the neighboring permutations must be performed according to the neighboring distance \( d_p \) and the cardinality of the neighboring permutations set \( K_{d_p} \):

\[
K_{d_p} = \sum_{n=2}^{d_p} \binom{N}{n} \cdot n!, \tag{3.23}
\]
Algorithm 1 Iterative hill-climbing algorithm for (sub)optimal SF2SF mapping

1. Input: radio scenario parameters, MMF characteristics, max. neighbor distance $d_p$;
2. Initialize $p_0$ and compute $\text{SINR}(p_0)$;
3. **while** $\text{SINR}(p_{\text{best},k}) > \text{SINR}(p_{\text{best},k-1})$
   (a) compute neighboring permutations $\{p_{\text{near},k}\}$ at distance $d \leq d_p$ from $p_{\text{best},k-1}$;
   (b) $p_{\text{best},k} = \arg \max_p \text{SINR}(p_{\text{near},k})$;
4. **end while**
5. Output: $p_{\text{best},k}$.

where $!n = n! \cdot \sum_{i=0}^{n} \frac{(-1)^i}{n!}$ is known as *derangement number* or *de Montmort number*, which is defined as the number of permutations of the elements of a set, such that no element appears in its original position. Then, the overall computational complexity is obtained as

$$K = K_d \pi \cdot N_{\text{it}}.$$  \hfill (3.24)
3.6 Concluding Remarks

The implementation of a joint MDM-FDM based fronthauling has been proposed to allow cost-effective and bandwidth-efficient connections between massive antenna arrays and centralized BBUs. Direct detection is the key for cost reduction and energy efficiency, at the price of a reduction in the number of available mode channels due to the presence of degenerate modes. Realistic measured performance of all-optical passive (de)multiplexers as PLs and MPLCs available on the market or described in literature have been taken into account, showing that the employment of degenerate LPxya and LPxyb modes (at the same propagation constant) does not assure extra capacity per user with respect to the exploitation of non-degenerate modes only. A statistical interference model has been developed to consider a realistic radio scenario, and MVDR beamforming (transparent to the optical channel) has been considered to evaluate the impact of intermodal crosstalk. Numerical results prove that the use of dynamic assignment for the mode-frequency optical resources allows to overcome the crosstalk limitations and to approach the ideal performances, thus enabling C-RAN based on the joint exploitation MDM-FDM even without conventional solution for intermodal crosstalk mitigation relying on coherent detection and optical- MIMO processing. Results are expanded also to multiple users and huge antenna arrays.
Chapter 4

Beamforming Split and Hybrid Beamforming

Contributions

The aim of this Chapter is the integration between hybrid beamforming for the mmWaves and analog fronthauling. In particular, analog processing is at the remote antenna site and digital spatial filtering is at the centralized baseband unit, with analog fronthauling based on analog radio-over-fiber. A method is provided to design the analog phase-only optical beamformer to be implemented at the remote antennas. The performance of the proposed architecture is evaluated considering a realistic uplink radio scenario.

Organization

The need for hybrid analog/digital beamforming processing for the millimeter wave radio channel is motivated in Section 4.1. Section 4.2 introduces the system model for the radio scenario and the beamforming strategy adopted here. Section 4.3 describes the rationale followed in the design of the analog and digital beamformers and numerical results are provided in Section 4.4. Concluding remarks are in Section 4.5.

4.1 Introduction

The ever-growing demand in network capacity is fueling the evolution of radio access networks towards higher carrier frequencies, and future generation networks (5G and beyond) will most likely exploit the millimeter wave (mmWave) spectrum above 30 GHz, to guarantee higher bandwidth and to avoid the crowded region below 6 GHz [18]. Massive number of antennas
is mandatory in mmWave communication mostly for power budget, as the
high-frequency carriers employed in mmWave radio reflect onto an orders-
of-magnitude increase in free-space loss. At the same time, the decrease in
wavelength enables packing a large number of antennas (say > 100) into
small form factors, so that physically small arrays with massive numbers of
antennas can provide the beamforming gain needed to overcome the increased
path-loss attenuation. Conventionally, beamforming is performed digitally at
the baseband and this would require one analog/digital converter for each
antenna element, which is unfeasible for cost and energy consumption. Hy-
brid analog-digital precoding/combining has been proposed to address these
issues [19], making use of phase shifters or delay elements such as optical ring
resonators (ORRs) for analog processing to reduce the number of required
digital streams [20,21]. Analog beamforming is also suitable for providing a
preliminary broadband processing, pivotal in a mmWave scenario with sig-
nal bandwidths around 800 MHz, before the narrowband completion of the
spatial filtering in the digital domain.

In this Chapter we propose the integration of analog fronthauling and
hybrid beamforming: the RAUs perform analog signal processing and signal
relaying towards the BBUs, which provide analog/digital conversion and
baseband digital processing. The whole link between the BBU and the mo-
bile user equipments (UEs) is fully analog as in Fig. 4.1, mixing radio and
optics.

Analog fronthaul can be based on the analog radio over fiber (A-RoF)
paradigm, due to its capability to carry several Gbit/s in terms of equivalent
data rate [10]. However, the required bandwidth scales with the number of
antennas at the RAU that can be huge if considering the mmWave spectrum.
In this scenario, the huge bandwidth provided by the optical link could be even not enough, calling for the need of a new multiplexing dimension. In Chapter 3, we considered that mode division multiplexing (MDM) can overcome the bandwidth limitations of RoF architecture by taking advantage of the different propagation modes of light on fiber, with a key benefit lying in the colorlessness of an MDM-based architecture, that improves its cost effectiveness with respect to conventional wavelength division multiplexing (WDM).

In this Chapter, to gain insight into the effects of beamforming split, fronthauling is deemed to provide perfect transport of the fronthaul signal and narrowband processing is considered: analog processing is assumed to be performed by phase shifters. System performance evaluation is carried out for a sample scenario in which beamforming is performed jointly by a RAU and the corresponding BBU to separate the useful uplink signals of served users from interference arising from neighboring hot-spots or other users (e.g., those served by a different operator).

### 4.2 System Model

Here we consider a C-RAN based on all-analog fronthauling, and in particular we focus on beamforming to separate uplink signals of \( M \) users served by a specific RAU (downlink would be similar, not covered here). Beamforming is split between an analog processing at the RAU and a baseband digital processing at the BBU to achieve both a signal compression before the fronthauling and to reduce the number of necessary analog/digital converters at the BBU.

The analog signals received at the RAU by \( N \) antennas are partially processed by an analog combiner \( \Phi \) and then relayed through \( L \leq N \) fronthaul channels (possibly mutually interfering) towards the BBU, where beamforming is completed by baseband digital processing. The estimated users’ signals at every sample interval are collected in the \( M \times 1 \) vector \( \hat{s} \), described by

\[
\hat{s} = \mathbf{B}\mathbf{H}_{fh}\Phi(\mathbf{H}_r\mathbf{s} + \mathbf{n}),
\]

where the matrices \( \mathbf{B} \in \mathbb{C}^{M \times L} \), \( \mathbf{H}_{fh} \in \mathbb{C}^{L \times L} \), \( \Phi \in \mathbb{C}^{L \times N} \) and \( \mathbf{H}_r \in \mathbb{C}^{N \times M} \) are respectively the digital baseband beamformer, the optical fronthaul channel (assumed to be \( \mathbf{H}_{fh} = \mathbf{I} \) throughout this Chapter but not necessarily), the analog RF beamformer and the radio channel shown in Fig. 4.2 and detailed below. In particular, being analog beamforming performed by phase shifters or delay elements, each element of the matrix \( \Phi \) has unit amplitude: 

\[
[\Phi]_{\ell,n} = \exp(j \cdot \alpha_{\ell,n}).
\]

Vector \( \mathbf{s} \) contains signals for the \( M \) users of interest,
and \( \mathbf{n} \) is the interference plus noise at the antenna array. Fronthauling noise is neglected (or small and included into the term \( \mathbf{n} \)).

### 4.2.1 Radio Channel

The base-band equivalent signals received by the \( N \) antennas at the RAU, arranged in a vector, are:

\[
\mathbf{x} = \mathbf{H}_r \mathbf{s} + \mathbf{n}
\]  

(4.2)

where \( \mathbf{s} \in \mathbb{C}^M \) collects the signals with power \( \sigma^2_s \) transmitted by all the \( M \) users with single-antenna and assumed to be Gaussian distributed: \( \mathbf{s} \sim \mathcal{CN}(0, \sigma^2_s \mathbf{I}) \). \( \mathbf{H}_r \in \mathbb{C}^{N \times M} \) is the wireless channel matrix and \( \mathbf{n} \sim \mathcal{CN}(\mathbf{0}, \mathbf{R}_n) \) is the \( N \times 1 \) noise vector that is spatially structured according to the interference pattern. A spatially sparse channel is assumed for its suitability in modeling the mmWave propagation [18]. In particular, the channel model is based on the far field approximation and it accounts for the directions of arrival (DoAs) of the signals assuming only line-of-sight (LOS) propagation:

\[
\mathbf{H}_r = \begin{bmatrix}
\beta_1 \mathbf{a}(\theta_1) \\
\beta_2 \mathbf{a}(\theta_2) \\
\vdots \\
\beta_M \mathbf{a}(\theta_M)
\end{bmatrix}
\]  

(4.3)

where \( \beta_k \sim \mathcal{CN}(0, 1) \) accounts for Rayleigh fading (expansion to Rician fading [55] is straightforward) and \( \mathbf{a}(\theta_k) \in \mathbb{C}^N \) is the steering vector for the direction of arrival (DoA) \( \theta_k \) of the \( k \)-th user. Under the assumption of \( \lambda/2 \)-spaced uniform linear array (ULA) at the RAU, the array response for the \( k \)-th user is \( \mathbf{a}(\theta_k) = \begin{bmatrix} 1 & e^{j\pi \sin(\theta_k)} & \ldots & e^{j\pi(N-1)\sin(\theta_k)} \end{bmatrix}^T \). It is assumed here that the transmit power \( \sigma^2_s \) is the same for all users, and normalized to one, so that the received power for the \( k \)-th user depends only on the Rayleigh fading, i.e., it is a chi-squared distributed random variable with two degrees of freedom \( \beta_k^2 \sim \chi^2_2 \). The signal covariance matrix is then

\[
\mathbf{R}_s = \sum_{k=1}^{M} \beta_k^2 \mathbf{a}(\theta_k) \mathbf{a}^H(\theta_k).
\]  

(4.4)
Here interference is assumed to come from $M_I$ users, thus the structure of the covariance $R_n$ is similar to (4.4).

### 4.2.2 MMSE Beamforming

Ideally, beamforming should act directly on the signals received by the antennas, to give

$$\hat{\mathbf{s}} = \mathbf{Wx}, \quad (4.5)$$

where $\mathbf{W} = \begin{bmatrix} w_1 & w_2 & \cdots & w_M \end{bmatrix}^H$ is the beamforming matrix and $w_k^H$ is the spatial filter for the $k$-th user. Linear minimum mean square error (MMSE) beamforming is considered here to separate the $M$ uplink signals [56]. Assuming known channels for all the users according to (4.3), the MMSE beamformer can be written (up to a scale factor) as

$$\mathbf{W} = \mathbf{A}^H(\theta)R_x^{-1}, \quad (4.6)$$

where $R_x = R_s + R_n$ is the covariance matrix for the overall signal $\mathbf{x}$ received at the antennas and the columns of the matrix $\mathbf{A}(\theta) = \begin{bmatrix} a(\theta_1) & a(\theta_2) & \cdots & a(\theta_M) \end{bmatrix}$ contains the array responses for the DoAs of the users.

### 4.2.3 Performance Metrics

Signal to interference plus noise ratio (SINR) at the decision variable $\hat{s}_k$ for the $k$-th user is given by:

$$\text{SINR}_k (\mathbf{W}) = \frac{\left|\mathbf{w}_k^H a(\theta_k)\right|^2}{\mathbf{w}_k^H R_n \mathbf{w}_k}. \quad (4.7)$$

Performances are evaluated in Section 4.4 in terms of average per-user capacity, defined as

$$C_{\text{mean}} = \frac{1}{M} \sum_{k=1}^{M} \log_2 \left(1 + \text{SINR}_k (\mathbf{W})\right). \quad (4.8)$$

When considering a non-ideal fronthaul transport and/or a beamforming split between analog and digital processing, the whole chain composed by analog combiner, fronthaul channel and digital beamformer needs to be taken into account into an equivalent spatial filter

$$\mathbf{W}_{eq} = \mathbf{B} \mathbf{H}_{fh} \Phi \quad (4.9)$$

to be used instead of $\mathbf{W}$ in (4.7) and (4.8) for performance evaluation.
### 4.3 Beamforming Split

Spatial sparsity of the mmWave radio channel is the key feature that allows fronthaul compression through analog processing. MMSE beamforming is based on the spatial covariance $\mathbf{R}_x$ of the signals received at the antennas and $\mathbf{R}_x$, in the considered radio scenario, is reduced-rank as it contains only $L_{\min} < N$ significant eigenvalues, which are related to the received rays. Therefore, at the RAU one could project the received signal $\mathbf{x}$ onto the first $L_{\min}$ eigenvectors of $\mathbf{R}_x$ and relay only these $L_{\min}$ streams towards the BBU, still achieving the ideal performance. However, analog beamforming is implemented by phase shifters, or delay elements, and therefore this technological choice imposes a phase-only processing.

#### 4.3.1 Phase-only Approximation of Spatial Filter

Let us consider the approximation of a spatial filter $\mathbf{f}$ with a phase-only vector $\phi$ given by the transformation $\mathcal{P}(\mathbf{f}) = \phi$. Such transformation is defined as the maximization of the projection of $\phi$ onto $\mathbf{f}$, that in turn is equivalent to the maximization of the inner product $\mathbf{f}^H \phi$ since the amplitude of the entries of $\phi$ is fixed. Considering the square value of the projection, the problem is equivalent to maximizing the quadratic form $\phi^H \mathbf{F} \phi$, where $\mathbf{F} = \mathbf{f} \mathbf{f}^H$:

$$
\hat{\phi} = \mathcal{P}(\mathbf{f}) = \arg \max_{\phi} \phi^H \mathbf{F} \phi
\tag{4.10}
$$

Solution to problem (4.10) is $\phi_i = \exp(j \angle \mathbf{f}_i)$, where $\angle \mathbf{f}_i$ denotes the phase of the $i$-th element of vector $\mathbf{f}$. A sample result is shown in Fig. 4.3, where the considered scenario contains one user of interest ($M = 1$) and one interferer that is located at the same distance from the array with DoAs $\theta_{UE} = 0$ and $\theta_I = 20$ deg, respectively. The black solid line is the gain versus DoA of the MMSE filter, while the blue dashed line represents the gain of the phase-only approximation of the MMSE beamformer. It is clear from Fig. 4.3 that the phase-only representation of the MMSE beamformer, whilst preserving the main lobes, fails in providing adequate interference rejection. The red dash-dotted line, on the other hand, gives a better approximation of the interference rejection of the ideal MMSE beamformer. It represents the result of the hybrid beamforming described in the following Section 4.3.2.
4.3.2 Hybrid Beamforming

The proposed hybrid beamforming consists of implementing at the RAU an analog processing, represented by matrix $\Phi = \begin{bmatrix} \phi_1 & \phi_2 & \cdots & \phi_L \end{bmatrix}^H$, which gives the projection of the received signal $x$ onto the phase-only approximation through $P(\cdot)$ from (4.10) of the first $L < N$ eigenvectors of the covariance matrix $R_x$. MMSE beamforming is then completed at the BBU by a second (digital) beamformer $B$. Let us consider the eigenvalue decomposition of $R_x$ as

$$ R_x = U\Lambda U^H, \quad (4.11) $$

in which $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N)$ collects the eigenvalues of the covariance $R_x$, ordered by decreasing absolute value, and the matrix $U = \begin{bmatrix} u_1 & u_2 & \cdots & u_N \end{bmatrix}$ gathers the corresponding eigenvectors. The analog beamformer $\Phi$ is such that

$$ \phi_\ell = P(u_\ell) \quad \ell \in [1, L]. \quad (4.12) $$

In designing the MMSE digital beamformer $B$, an equivalent channel $H' = \Phi A(\theta)$ needs to be considered for the users. The covariance of the signal received at the BBU is then

$$ R'_x = \Phi R_x \Phi^H \quad (4.13) $$
and MMSE beamforming is completed by

\[ B = A^H(\theta) \Phi^H R_x^{-1}. \]  

(4.14)

Due to the unavoidable misalignment between the eigenvectors of \( R_x \) and their phase-only approximation (4.12), projection onto the subspace spanned by the phase approximation of the first \( L_{\text{min}} \) eigenvectors cannot capture all the useful information content of the signal, and projection onto a higher-dimensional subspace is needed. It is shown in Section 4.4 that, although only with \( L = N \) streams perfect users’ separation can be performed, negligible performance degradation is introduced by the proposed hybrid MMSE beamforming.

### 4.4 Simulation Settings and Results

A sample scenario is considered here for numerical evaluation of the proposed hybrid beamforming technique, in which \( M = 3 \) users are in the coverage area of the considered array, together with \( M_I = 2 \) interferers. All the \( M + M_I \) sources are supposed to be at the same distance from the array and their angular position is shown in Fig. 4.4, where the polar representation of MMSE beamforming gain for the users of interest is given, together with the DoAs of the interferers, for \( N = 20 \) antennas at the RAU. In such reference scenario, where the rank of channel \( H_r \) is \( L_{\text{min}} = M + M_I = 5 \), the average per-user capacity is evaluated for different number of antennas \( N \) and for

![Figure 4.4: Sample scenario, polar representation of MMSE beamforming gain versus \( \theta \) for \( N = 20 \) antennas at the array.](image-url)
different number of fronthaul links $L$, parametrized by the $L/N$ ratio which indicates the fronthaul compression and hardware simplification achieved.

An air-link SNR = 40 dB is considered here and, due to the clear spatial separation between targets and interferers, the experienced SINR at the decision variable $\hat{s}_k$ for each user of interest depends on the beamforming gain and it is approximately $\text{SINR}_{dB,k} = 40 + 10 \log_{10} N$. The corresponding average per-user capacity is $C_{\text{mean}} \approx \log_2 (N \cdot 10^4)$ consistently with the results presented in this section.

The performance of hybrid beamforming is evaluated in terms of average per-user capacity, normalized with respect to the number $L$ of employed fronthaul links ($\overline{C} = C_{\text{mean}}/L$) to consider the cost of fronthauling and BBU hardware into the chosen performance metric. The normalized average per-user capacity is shown in Fig. 4.5 versus the number of antennas at the RAU and for different values of the $L/N$ ratio to highlight the gain obtained when few fronthaul links are employed (i.e., $L \ll N$).

On the other hand, a small value for the compression ratio $L/N$ implies the introduction of a performance degradation due to incomplete description of the antenna signal when it is projected onto the phase-only basis provided by $\Phi$. Such degradation introduced by hybrid beamforming is evaluated in terms of percentage loss in average per-user capacity for the reference scenario. In Fig. 4.6a the percentage loss is shown versus the $L/N$ ratio for $N \in \{20, 50, 80\}$ showing no degradation (but also no fronthaul/hardware
Figure 4.6: a) Loss in average per-user capacity for hybrid beamforming with respect to digital beamforming versus $L/N$ ratio for different numbers of antennas ($N$). b) CDF of the average per-user capacity for half the optical links compared to $N$ and varying $N$ (SNR = 40 dB). $C_{\text{ref}}$ indicates the average per-user capacity for $L = N$.

compression) at $L/N = 1$. The cumulative distribution function (CDF) of the average per-user capacity is shown in Fig. 4.6b for $L/N = 0.5$: since the left tails are fatter than the right tails, the probability distribution of $C_{\text{mean}}$ presents negative skewness, more evident for low number of antennas.
4.5 Concluding Remarks

Beamforming split between analog RF processing at the antenna site and digital baseband processing at the BBU has been proposed for A-RoF analog fronthauling as a means to reduce the number of required fronthaul links and of analog-digital converters at the BBU for energy and cost effectiveness. The phase-only approximation of the spatial filter has been considered and its effectiveness has been tested. The proposed hybrid analog-digital MMSE beamforming leverages on the spatial sparsity of the mmWave radio channel and it is based on the phase-only approximation of the first \( L \) eigenvectors of the covariance matrix of the signal received by the antenna array. Its performance is compared to that of reference digital beamforming performed at the RAU varying the number of antennas and the number of analog streams relayed towards the BBU showing negligible losses and improved fronthaul efficiency for an example radio scenario. Broadband analog beamforming at the RAU is enabled by optical beamforming and it is left as topic for future research.
Chapter 5
Adaptive Hybrid Beamforming in Analog Fronthauling

Contributions
The concept of joint hybrid beamforming for the millimeter waves and analog fronthauling is developed starting from Chapter 4. In this chapter analog broadband processing at the remote antenna unit is based on optical ring resonators to build delay lines, and digital narrowband processing at the baseband unit completes the beamforming. Tunability of the delay response is considered with reference to the specifications of the 5G new radio. Typical tunability of optical devices is proved to introduce a significant performance degradation due to transient in the delay response of optical delay lines. Suitable scheduling of mobile users and digital precompensation are shown to effectively counteract the negative effect of the transient in delay response.

Organization
This chapter is organized as follows: hybrid beamforming is introduced in Section 5.1, where the call for adaptive response of the beamformer is introduced. Section 5.2 introduces the system model describing the radio scenario and the hybrid beamforming architecture. Hybrid beamformer design is dealt with in Section 5.3 and Section 5.4 revises the properties of OSP delay lines based on ring resonators, and describes the specific architecture used in this Chapter. Numerical performance evaluation is in Section 5.5, with a focus on the performance degradation introduced by reconfiguration of optical beamforming and on countermeasures. Conclusions are drawn in Section 5.6.
5.1 Introduction

In the context of mmWaves radio access, hybrid beamforming is mandatory to deal with the large bandwidths and the massive antenna arrays at hand. In particular, the integration of optical analog fronthauling and hybrid beamforming (BF) is appealing since optical analog signal processing can provide a wideband processing stage at the remote antenna unit (RAU), paired with narrowband digital processing at the BBU: analog signal processing and forwarding is performed at the RAU, which is connected through analog FH to the BBU where analog/digital conversion is performed, together with digital signal processing. In this work hybrid BF (HBF) with analog optical signal processing at the RAU and A-RoF FH is considered: optical signal processing (OSP) allows to build compact delay lines that in turns empower the wideband analog beamforming [21,57] that avoids the beam squint issue incurred when using RF phase shifters for analog processing. An algorithm based on the matching-pursuit paradigm for the design of the hybrid beamformer is proposed and validated, both for a fully connected architecture and for subarray processing.

Static configurations at RAU are widely demonstrated in literature [21, 57,58], but practical beamformers need to be reconfigured with a temporal dynamic that depends on the wireless channel or multiuser scheduling and this requirement can be faster than the adaptation rate of optical circuits. In particular, tunability of OSP-based analog BF is investigated here by taking into account 5G NR specifications [59], and assuming a joint space-time-frequency multiplexing of radio signals to/from multiple distinct users. Since slow tunability response of the optical components yields to performance degradation for typical 5G dynamics, different approaches to solve this issue are proposed from a system-level point of view.

It is to be noticed that the analysis is general for a digital fronthauling architecture, where optical signal processing at the RAU is paired with a CPRI interface. In this case the RAU includes the analog/digital converters from the BBU with some architectural overhead for the additional electro/optic conversions.

5.2 System Model

The FH system is based on A-RoF with ORR delay lines providing the capabilities to employ the analog beamforming at the RAU. Referring to uplink, the RF signal at each antenna element is converted to the optical domain (either employing multiple directly-modulated lasers or one continuous-
Figure 5.1: Coverage area geometry for the proposed system.

waveform optical source paired with multiple Mach-Zehnder modulators, see, e.g., [60]) and processed via OSP to obtain the spatially compressed FH signal that is transmitted towards the BBU. In particular, optical ring resonators are used to provide true time delay elements for all-optics delay-and-sum beamforming at RAU. Spatial filtering is then completed at the BBU by means of digital processing.

5G NR specifications [59] – valid for the 1−100 GHz radio frequency spectrum – are taken into account: the Orthogonal Frequency Division Multiplexing (OFDM) radio signals present a 60-kHz subcarrier spacing corresponding to a symbol duration of 17.84 µs, and each time slot can include either 7 or 14 OFDM symbols, corresponding to a duration of 125 or 250 µs respectively. User density up to 1 device/m² is the target for 5G, here a less extreme scenario is considered, with $S = 504$ users on a $\sim 17000$ m² area shaped as in Fig. 5.1.

The system considered here is for broadband radio access signals: UEs are distributed within a coverage area as in Fig. 5.1, and they transmit RF signals within a bandwidth $B_w = 1$ GHz centered in $f_{RF} = 30$ GHz. Even if typical mmWave array at RAU is planar (or cylindric), the arrangement here is for uniform linear array (ULA) with $N$ antennas spaced $d = \lambda_{min}/2$ apart to ensure correct spatial sampling of any signal of interest ($\lambda_{min} = 3 \cdot 10^8 / (f_{RF} + B_w/2)$).

It is assumed here that the system serves a pool of $S$ single-antenna users
over a sparse directional channel [18], with joint time-frequency-space multiplexing on the air link. In particular, the whole 1-GHz bandwidth is assigned to all the users to provide a worst-case scenario in which all the UEs allocated within the same time slot are space-multiplexed by multi-beamforming and interfere with each other. The UEs served in the same resource block (RB) are $M$ out of $S$, and are angularly (i.e., spatially) separated for the beamforming capability. A spatial scheduling policy needs then to be established to select those $M$ UEs out of $S$ to be minimally mutual interfering within the RB. In this work a sectorial approach is used to separate the $S$ UEs into groups of $M$: the coverage area is divided into $M$ angular sectors so that the number of users in each sector is the same, and one UE from each sector is allocated to each time slot following an increasing DoA ordering within each sector as specified in the following. The $S$ DoAs are ordered and separated into $M$ equinumerous segments of $S/M$ UEs each (i.e., $\theta_1 < \theta_2 < \cdots < \theta_{S/M}$ form the first subset, $\theta_{S/M+1} < \cdots < \theta_{2S/M}$ form the second subset etc.) and the $k$-th UEs of the $M$ segments are assigned to the $k$-th RB (time slot in this case). This is to guarantee both a good angular separation between spatially multiplexed UEs served in the same RB and a limited change in analog beamforming when switching from a RB to the next, as specified in Section 5.5.3.

ORR delay lines are employed for analog spatial filtering at the RAU to transform the $N$ antenna signals into $L < N$ FH signals in uplink (UL), and viceversa in downlink (DL). As detailed in Section 5.4, ORRs have delay responses that are periodic in frequency, with period determined by the optical size of each ring (i.e., the physical dimensions and the refractive index) and typically referred to as free spectral range (FSR). A 60-GHz FSR is chosen for the compactness of the optical delay lines and to guarantee the flexibility in designing the A-RoF link since it matches the central frequency of the RF signal as in Fig. 5.2. In Fig. 5.2 optical double sideband modulation (ODSM) is considered [10], but the reasoning can easily be adapted to other A-RoF techniques. The fronthaul link is ideal so that no additional noise enters the system and there is no mutual interference among the $L$ fronthaul channels.

### 5.2.1 Signal and Processing Description

The proposed architecture is represented in Fig. 5.3 and the corresponding linear system model for a narrowband description is detailed in Fig. 5.4 for the downlink (a) and uplink (b). Analog broadband processing at the RAU provides a spatial compression $N \rightarrow L$ ($W_{RF}$, for UL) or decompres-
Figure 5.2: A-RoF fronthaul signal spectrum (red, solid line) and ORRs delay response (black, solid line for FSR = 60 GHz, also dashed line if FSR = 30 GHz).

sion $L \rightarrow N$ ($F_{RF}$, for DL) of the whole RF signal. At the BBU, narrowband digital processing ($W_{BB}$ for UL and $F_{BB}$ for DL) performs spatial filtering on sub-bands of the radio signal of interest as shown in Fig. 5.3b. The fundamental principle exploited here is that analog signal processing is tailored to the spatial structure of the radio channel, while frequency dependence is addressed by digital signal processing at the BBU. In particular, analog spatial filtering design consists in designing a set of delay values $\tau$, and the corresponding analog beamformers $W_{RF} (f | \tau)$ and $F_{RF} (f | \tau)$ are characterized by a frequency independent spatial response. Digital spatial filtering at the BBU, on the other hand, is independently designed and performed on each frequency sub-band by $W_{BB} (f)$ and $F_{BB} (f)$.

Uplink is considered to provide a characterization of the signals involved, but extension to downlink is straightforward. Each UE on the scene transmits a signal $s_{m} (t) = \sum_{k=1}^{N_f} s_{mk} (t) e^{j\omega_k t}$ with a multicarrier structure (e.g., OFDM as in 5G NR) composed of $N_f$ subcarriers. The mmWave radio channel between the UE and the $n$-th antenna of the array is described by $P$ direction of arrivals (DoAs) impinging the ULA at the RAU.

Under the assumption of frequency-independent propagation paths (or DoAs) and delays, the signal received at the $n$-th antenna is

$$x_n (t) = \sum_{m=1}^{M} \left( \sum_{p=1}^{P} h_{mp} s_{m} \left( t - \tau_{mp}^{(r)} \right) \right),$$

(5.1)

where $h_{mp}$ accounts for path loss and possible fading, $\tau_{mp}^{(r)}$ is the propagation delay for the $p$-th propagation path from the $m$-th UE. Broadband processing at the RAU gives the $\ell$-th ($\ell = 1, 2, \ldots, L$) FH signal as linear combination

$$y_{\ell} (t) = \sum_{n=1}^{N} w_{RF,\ell n} x_n (t - \tau_{\ell n}),$$

(5.2)
Figure 5.3: System architecture: (a) wideband analog processing at RAU and narrowband digital processing at BBU, (b) representation of signals and processing in space-frequency domain.

where \( w_{RF,\ell n} \) is a set of weights designed accounting for the amplitude response that depends on the specific architectural choices, and \( \tau_{\ell n} \) is the corresponding delay. Both \( w_{RF,\ell n} \) and \( \tau_{\ell n} \) are frequency-dependent design parameters, as specified in Section 5.4 for optical processing. After Fourier transform, (5.2) can be written in vector-matrix notation as

\[
y(f) = W_{RF}(f|\tau)x(f),
\]

where \( y(f) = [y_1(f), \ldots, y_L(f)]^T \) collects the \( f \)-th subcarrier of the \( L \) FH signals, \( x(f) = [x_1(f), \ldots, x_N(f)]^T \) the \( N \) antenna signals and the elements of \( W_{RF}(f|\tau) \in \mathbb{C}^{L \times N} \) are \( [W_{RF}(f|\tau)]_{\ell,n} = w_{RF,\ell n}e^{-j2\pi f\tau_{\ell n}} \). At the BBU, the FH signal \( y(f) \) is further processed by the digital beamformer \( W_{BB}(f) \) to obtain the \( M \) UEs’ signals:

\[
\hat{s}(f) = W_{BB}(f)y(f) = W_{BB}(f)W_{RF}(f|\tau)x(f).
\]

As customary for narrowband model, the frequency dependence is omitted for sake of notation simplicity so that for model in (5.3), (5.4) is \( s \in \mathbb{C}^{M \times 1}, x \in \mathbb{C}^{N \times 1}, y \in \mathbb{C}^{L \times 1} \) and \( \hat{s} \in \mathbb{C}^{M \times 1} \) and \( W_{RF}, F_{RF}, W_{BB}, F_{BB} \) are the analog and digital spatial filtering for the uplink and downlink (Fig. 5.4).
Here $s_{UL} \in \mathbb{C}^{M \times 1}$ collects the $M$ signals generated by the $M$ UEs with power $\sigma_s^2$ and assumed to be $s_{UL} \sim \mathcal{CN}(0, \sigma_s^2 I)$, the signal at the RAU is $x_{UL} = H_{UL} s_{UL} + n$, where $H_{UL} \in \mathbb{C}^{N \times M}$ is the uplink radio channel and $n \sim \mathcal{CN}(0, R_n)$ is the noise plus interference vector spatially structured according to the DoA pattern of the interferers. The antenna signal $x_{UL}$ is then processed in the analog domain by $W_{RF}$, which is the broadband analog beamformer that that yields the fronthaul signal

$$y_{UL} = W_{RF} x_{UL} \tag{5.5}$$

At the BBU the FH signal is then converted to digital and processed by subcarrier-dependent $W_{BB} \in \mathbb{C}^{M \times L}$ to obtain the estimate $\hat{s}_{UL} \in \mathbb{C}^{M \times 1}$ of the uplink data streams on the specific subcarrier:

$$\hat{s}_{UL} = W_{BB} W_{RF} [H_{UL} s_{UL} + n] \tag{5.6}$$

The directional sparse radio channel $H_{UL}$ is modeled with $P = 1$ ray per UE, and it depends on the radio frequency $f$ and on users’ DoAs $\theta_1, \ldots, \theta_M$

$$H_{UL} = \begin{bmatrix} \beta_1 a(f, \theta_1) & \cdots & \beta_M a(f, \theta_M) \end{bmatrix}, \tag{5.7}$$

where $\beta_m$ accounts for path loss and random fading (recall that all the UEs have the same power $\sigma_s^2$) and

$$a(f, \theta_m) = [1, e^{j2\pi fd/c_0 \sin(\theta_m)}, \ldots, e^{j2\pi fd/c_0 (N-1) \sin(\theta_m)}]^T$$

is the ULA array response vector for the DoA $\theta_m$ at frequency $f$, with $c_0 = 3 \cdot 10^8$ m/s.
5.2.2 Performance Metrics

Hybrid beamforming design in Section 5.3 aims at optimizing $\mathbf{W}_{RF}$ and $\mathbf{W}_{BB}$. The performance metric upon which the optimization is based is the signal to interference plus noise ratio (SINR) at the decision variable $\hat{s}_m$ for the $m$-th user, that depends on the subcarrier and on the delay set $\tau$ as:

$$\text{SINR}_m(f, \tau) = \frac{\sigma_s^2 \mathbf{w}^T_m(f, \tau) \mathbf{h}_m(f) \mathbf{h}^H_m(f) \mathbf{w}^*_m(f, \tau)}{\mathbf{w}^H_m(f, \tau) \mathbf{R}_i(f) \mathbf{w}^*_m(f, \tau)}, \quad (5.8)$$

where $\mathbf{w}^T_m(f, \tau)$ is the $m$-th row of the compound beamformer $\mathbf{W}(f, \tau) = \mathbf{W}_{BB}(f) \mathbf{W}_{RF}(f|\tau)$ (i.e., the beamformer to estimate the signal at frequency $f$ coming from the $m$-th user), $\mathbf{h}_m(f) = \beta_m \mathbf{a}(f, \theta_m)$ is the frequency-dependent radio channel between the $m$-th single-antenna user and the array, and $\mathbf{R}_i(f) = \mathbf{R}_n(f) + \sum_{j=1,j\neq m}^{M} \sigma_{s,j}^2 \mathbf{h}_j(f) \mathbf{h}_j^H(f)$ is the interference (plus noise $\mathbf{R}_n(f)$) spatial autocorrelation at frequency $f$. Performances are also evaluated in terms of average per-user bit rate

$$C_{\text{mean}}(f, \tau) = \frac{1}{M} \sum_{m=1}^{M} \log_2 (1 + \text{SINR}_m(f, \tau)) \quad , \quad (5.9)$$

or, equivalently, in terms of sum rate.

Also, the decorrelation of the estimated data streams $\hat{s}$ is considered in HBF design, and evaluated as the diagonality of the spatial covariance $\mathbf{R}_s$. Diagonality is evaluated as the 2-norm of a matrix having the extra-diagonal elements of $\mathbf{R}_s$ and zeros on the main diagonal.

5.2.3 Design of the Delay Lines

Within HBF design, the choice of $\mathbf{W}_{RF}$ consists in defining a set of delay values, provided by a set of ORR delay lines. As specified in Section 5.4, the delay response of an ORR delay line is a non-linear, and not easily tractable, function of a set of optical phase shifts that are the design parameters. The excessive computational cost makes it unfeasible to compute such design parameters at each re-configuration of the beamformer. To have a realistic system, the selectable delay values are then quantized and delay line design is performed offline. In this way the configurations corresponding to the quantized delay values can be saved in a look-up table at the RAU.
5.2.4 Optical Delay Matrix Topology

In the design of $W_{RF}$, both fully and partially connected array processing architectures at the RAU are taken into account as depicted in Fig. 5.5 for a simple architecture with $N = 4$ antenna elements and $L = 2$ FH links. In case of fully connected array processing at the RAU (Fig. 5.5a), each of the $N$ antennas is connected to $L$ delay lines, so that a $L \times N$ delay matrix is needed. When considering subarray processing in Fig. 5.5b, on the other hand, subarrays are disjoint sets of adjacent $N/L$ antennas of the array, and each of them is connected to only one FH channel, so that each antenna is equipped with one delay line for a total of $N$ delay lines. The analog beamforming matrix $W_{RF}$ is then block-partitioned in the latter case, thus adding a constraint to the design optimization problem.

Even if tree topologies are typically used for optical delay-and-sum beamforming with ORR delay lines [21], the topologies in Fig. 5.5, although employing a higher number of ORRs, give better flexibility in designing $W_{RF}$ and allow to independently configure each delay line as detailed later.

Multiplexing of the $L$ fronthaul channels over fiber is not covered here, but it needs to be noticed that an all-analog FH with subarray processing at the analog beamformer may offer simpler solutions. Since in a fully connected analog beamformer all the optical signals generated at the $N$ antennas need to be mixed together, all these optical signals need to be compatible (e.g., same frequency domain, same mode of light, same polarization characteristics) and multiplexing of the $L$ FH signals could be performed (e.g., by employing multicore fibers [61], or time division multiplexing in case of digital CPRI-like FH). On the other hand, when considering subarray processing, the optical signal generated by each laser is related to one FH link only, meaning that some more efficient multiplexing techniques can be em-
ployed, such as frequency division multiplexing (FDM) by downconverting
the mmWave radio signal to different intermediate frequencies before mod-
ulation of the optical carrier, or spatial techniques such as mode division
multiplexing (MDM) [32].

5.3 Hybrid Beamforming Design

Hybrid beamforming leverages on the spatial sparsity of radio signals at
the mmWave frequencies and this means that few direction of arrival (DoAs)
and directions of departure (DoDs) fully characterize the spatial structure
of the radio channel $\mathbf{H}_{UL}, \mathbf{H}_{DL}$ (i.e., $P = 1, 2$ in (5.1)). Standard sparse
representation algorithms [62] could be used to select $L$ DoAs for analog
BF, and disjointly design the analog and digital processing according to [63].
However, such approach is based on a complete (albeit compressed) spatial
representation of the radio environment, and it is not practical as it requires
the knowledge of either the radio signal $\mathbf{x}$ received at the antenna array
(involving digitalization of the antenna signal, which is what is avoided here
through HBF) or the DoAs of both users and interferers (e.g., UEs connected
to a neighboring non-coordinated cell).

A joint design of the digital and analog processing is proposed here, in-
spired by the matching pursuit paradigm and based on a limited dictionary
of analog beamformers with the knowledge of the spatial correlation $\mathbf{R}_y$ of
the $L$-dimensional fronthaul signals. A dictionary $\mathbf{D} \in \mathbb{C}^{Q \times N}$ collects all the
$Q$ possible analog beamforming to be performed at the RAU, among which
$L$ spatial filters are chosen to build $\mathbf{W}_{RF}$.

Uplink-downlink duality [64] allows to assume (in absence of power con-
straints) that beamformers and precoders have the same structure: $\mathbf{W}_{BB} =
\mathbf{F}_{BB}^T$ and $\mathbf{W}_{RF} = \mathbf{F}_{RF}^T$.

5.3.1 Dictionary D Building

Since the mmWave radio channel can be effectively modeled as directional,
a wise choice for the dictionary $\mathbf{D} = [\mathbf{d}_1, \mathbf{d}_2, \ldots, \mathbf{d}_Q]^T$ is a collection of $Q$
beamsteering vectors towards $Q$ directions. The $q$-th atom of the dictionary
is $\mathbf{d}_q = \exp (-j 2\pi f_{RF} \tau_q)$, where the exponential acts as an element-wise
delay that is defined, up to a constant, as

$$\tau_q = d/c_0 \cdot \sin (\theta_q) \cdot [0, 1, \ldots, N - 1]^T$$

and analog BF design is performed at the central frequency $f_{RF}$. In this
way, defining the dictionary for analog beamforming reduces to choosing $Q$
Figure 5.6: Probability density function of UE’s DoA ($\theta$), for uniform distribution of UEs in geometry of Fig. 5.1. Markers indicate the selected DoAs for $D$ with $Q = 8$.

directions to sample the coverage area of the array, and the choice of $Q$ implies a trade-off between the accuracy in sampling of the radio environment and the computational cost of the design algorithm.

The $Q$ directions are chosen via importance sampling from the probability distribution function $p_\theta$ of the angular position of a UE with respect to the array that depends on propagation and UE deployments. Assuming here a uniform distribution of UE position within the coverage area of Fig. 5.1, $p_\theta$ with $Q = 8$ selected samples is shown in Fig. 5.6.

Remark: The distribution function $p_\theta$ can be estimated from historic data by using pattern analysis and machine learning methods, and distribution can be progressively refined based on the dictionary employed. This degree of adaptation is not exploited here.

5.3.2 Digital Beamformer Design

Digital spatial processing at the BBU is designed according to the minimum mean square error (MMSE) paradigm for the overall channel matrix seen at the BBU after analog beamforming (again referring to the uplink for one subcarrier):

$$H'(f) = W_{RF}(f|\tau)H(f)$$  \hspace{1cm} (5.11)
and the spatial autocorrelation of the fronthaul signal is \( R_y(f) = \mathbb{E}[y(f)y^H(f)] \).

The digital MMSE beamformer is then

\[
W_{BB}(f) = A^H(f, \theta) W_{RF}^H(f|\tau) R_y^{-1}(f),
\]

where \( R_y(f) \) is evaluated at the BBU.

### 5.3.3 Joint Analog-Digital BF Design

Given a dictionary \( D \in \mathbb{C}^{Q \times N} \) containing all the \( Q \) possible analog beamforming to be performed at the RAU, hybrid beamforming design consists in selecting \( L \) rows of \( D \) (\( W_{RF} = D_\Omega \) where \( \Omega \) is an \( L \)-dimensional subset of the \( Q \) rows of \( D \)) and designing a suitable digital processing \( W_{BB} \) as in Section 5.3.2. An exhaustive search to define the optimal set \( \Omega \) is unfeasible as the computational cost grows as \( \binom{Q}{L} \). An efficient alternative, although suboptimal, is to successively select one dictionary atom \( d^T_q \) at a time as suggested by the matching-pursuit paradigm and specified in the following.

The proposed hybrid beamforming design algorithm gives indeed a suboptimal solution to the problem, but guarantees a substantial reduction of computational cost that grows as \( L \cdot Q \). The steps of the design algorithm are summarized in Alg. 2. If \( L = M \), \( W_{RF} \) provides beamsteering towards the \( M \) DoAs in the dictionary closest to the DoAs of the served users. If \( L > M \), the hybrid beamforming is obtained iteratively adding a row to the analog BF matrix and choosing the row (i.e., the atom \( d^T_q \) of the dictionary) that maximizes either the average SINR for the \( M \) UEs or the incoherence of \( \hat{s} \) (Section 5.2.2). Hybrid beamforming design is performed at \( f_{RF} \), so that the broadband processing \( W_{RF}(\tau) \) and the narrowband processing \( W_{BB}(f_{RF}) \) referred to the central frequency are obtained. In a second step, digital beamformers \( W_{BB}(f) \) are computed independently for all subcarriers \( f = 1, 2, \ldots, N_f \).
Algorithm 2 MP-inspired hybrid BF design.

- **Input**: DoAs of the users of interest $\theta$, dictionary of analog beamformers $D$
- **quantize** $\theta$ w.r.t. the $Q$ directions of $D$ to obtain $\bar{\theta}$
- **initialization**: $W_{RF}^{(M)} = A^H(\bar{\theta})$
- **for** $\ell = M + 1 : L$
  - **for** $q = 1 : Q$
    - $W_{RF}^{(\ell,q)} = \begin{bmatrix}\mathbf{d}_q^T \mathbf{w}_{RF}^{(\ell-1)} \end{bmatrix}$
    - evaluate $R_y^{(\ell,q)}$, spatial autocorrelation of FH signal
    - $W_{BB}^{(\ell,q)} = \left(\mathbf{w}_{RF}^{(\ell,q)} A(\theta) \right)^H \left( R_y^{(\ell,q)} \right)^{-1}$
    - evaluate SINR $(\ell,q)$ at decision variable
    - evaluate incoherence $r(\ell,q)$ of $\hat{s}$
  - **end for**
  - select $\mathbf{d}_{q,\ell}^T$ as the dictionary element that maximizes SINR $(\ell,q)$
    or $r(\ell,q)$
  - $W_{RF}^{(\ell)} = \begin{bmatrix} \mathbf{w}_{RF}^{(\ell-1)} \end{bmatrix}$, $\mathbf{d}_{q,\ell}^T$
  - $W_{BB}^{(\ell)} = \left( \mathbf{w}_{RF}^{(\ell)} A(\theta) \right)^H R_y^{-1}$
- **end for**
- **Output**: $\mathbf{W}_{RF} = W_{RF}^{(L)}, \mathbf{W}_{BB} = W_{BB}^{(L)}$
  $\mathbf{W}_{RF}$ defines the optimum delay set $\mathbf{\tau}$

The optimal analog processing $\mathbf{W}_{RF}$ in turns defines the optimal set of delay values $\mathbf{\tau}$ that are required to the ORRs delay lines, and it is updated according to the dynamics of the radio channel and of the time multiplexing scheme. In this case, the radio channel is assumed to be static within the time frame so that the delay profiles are updated as required by time multiplexing.
Remark: Signaling to configure $W_{RF}$ consists in transmitting the value of the $L$ angles selected within the $Q$ of the dictionary. The association between the angles and the corresponding delay profiles (quantized as hinted in Section 5.2.3) can be stored in a look-up table at the RAU.

5.4 OSP Tunable Delay Lines

Optical signal processing designs integrated optical filters where time is discretized by the delays of optical devices so that optical signals are conveniently described by their $Z$-transform. [65]. OSP is conceptually based on coupling between adjacent waveguides (acting as signals’ sum) and on different propagation delays. The OSP filtering structures consist in generalized interferometers in which the light is split into a number of different paths, delayed in different ways and recombined to give the output signal. The two elementary devices are optical ring resonators (ORRs) and Mach-Zehnder interferometers (MZI), and the tunability of the optical filter response is guaranteed by optical phase shifter. For instance, a symmetric MZI with tunable phase shift on one of the two arms results in a tunable coupler. Tunability of phase shifters is based on the thermo-optic effect (local heating of the waveguide modulates the refractive index) and this is the method considered here. Alternative tuning methods such as free-carrier injection involves increased losses [66] and electro-optic phase shifters [67–69], as well as stress-optic actuators [70] can be faster, but bulkier. Some basics of OSP are reviewed herein to address the slow tunability of analog beamformers $W_{RF}$ or $F_{RF}$ to varying users’ allocation within different RBs.

5.4.1 ORR Delay Line

The optical carrier is modulated by the RF signal, this propagates through a waveguide and is then converted back to the electrical domain by a photodetector. The effective time delay experienced by the RF signal is the group delay of the optical waveguide. Such group delay can be controlled by placing an ORR parallel to the waveguide as in Fig. 5.7. The transfer function of the optical architecture in Fig. 5.7 is known and largely experimented [65,71–73]:

$$G(z) = \frac{Y(z)}{X(z)} = \frac{c - \gamma e^{-j\phi}z^{-1}}{1 - c\gamma e^{-j\phi}z^{-1}}$$  \hspace{1cm} (5.13)

where $\gamma$ accounts for the round-trip losses (i.e., the optical signal attenuation after completing one round through the ring), $\phi$ is the phase shift imposed on the ring to control the resonance frequency and $c = \sqrt{1 - \kappa} = \sin(\psi/2)$. 

The phase term $\psi$ controls the power coupling ratio $\kappa$ between the straight waveguide and the ring. The unit delay expressed by $z^{-1}$ depends on the optical length of the ring and it is $T = L_r \cdot n/c_0$, where $L_r$ is the physical length of the ring, $c_0 = 3 \cdot 10^8$ m/s and $n$ is the refractive index of the waveguide. The unit delay $T$ defines the free spectral range $\text{FSR} = 1/T$ which is the periodicity in the frequency domain due to the discrete-time nature of the system according to the ring-length.

The transfer function (5.13) gives a group delay response which is

$$\tau(\omega) = -\frac{\partial \angle G(\omega)}{\partial \omega} T$$

$$= \frac{\gamma (\gamma - c \cos(\omega + \phi))}{c^2 - 2c\gamma \cos(\omega + \phi) + \gamma^2} T$$

$$- \frac{c\gamma (c\gamma - \cos(\omega + \phi))}{c^2\gamma^2 - 2c\gamma \cos(\omega + \phi) + 1} T,$$

and the theoretical behavior (5.14) is well supported by experimental evidence [57,74]. The resulting bell-shaped delay response is centered at $\omega = -\phi$, and higher values of coupling $\kappa$ give a smoother curve with a lower peak value at the resonance frequency, while lower values give a sharper curve with higher peaks. The amplitude response, on the other hand, shows unit gain at frequencies far away from the resonance and a slight attenuation in correspondence with the delay peak. Such attenuation depends on the loss coefficient $\gamma$ and is related to the delay response itself (higher in-band delays correspond to higher in-band attenuation):

$$|G(\omega)|^2 = \frac{c^2 + \gamma^2 - 2c\gamma \cos(\omega + \phi)}{1 + c^2\gamma^2 - 2c^2\gamma^2 \cos(\omega + \phi)}.$$
By cascading $K$ ORR delay elements as the one in Fig. 5.7 (so that the output of the $k$-th element is the input of the $(k + 1)$-th, $X_{k+1}(z) = Y_k(z)$ as in Fig. 5.8a, inset), the resulting response is $G_K(z) = \prod_{k=1}^{K} G_k(z)$, which means that the delay responses sum up to give the overall delay response $\tau_K(\omega) = \sum_{k=1}^{K} \tau_k(\omega)$.

The delay response is optically narrowband, but still wideband for the RF signal and it can be tailored to the RF signal at hand via tuning the phase shifts $\{\phi_k\}_{k=1}^{K}$ and $\{\psi_k\}_{k=1}^{K}$. In particular, it is possible to obtain a higher delay at the desired resonance frequency and/or a larger bandwidth in which the delay response is approximately flat and the overall design results in a trade-off between in-band delay, bandwidth, delay ripple and number of rings (i.e., optical architecture complexity). Once the number of employed rings is fixed, high delay values can be ensured with low ripple over narrower bandwidths with respect to low in-band delays. Since the expression for $\tau_K(\omega)$ is analytically intractable, a straightforward design approach to comply with analog beamformers $\overline{W}_{RF}$ (or $\overline{F}_{RF}$) specifications does not exist. In this work the error between the desired delay values $\overline{\tau}$ and the analytic delay response obtained within a specified bandwidth is minimized to design the optical parameters. Such minimization takes into account symmetry considerations regarding the delay response in (5.14): the phase terms $\{\phi_k\}_{k=1}^{K}$ are placed symmetrically around the central resonance frequency (e.g., $\omega_0 = 0$) and also the coupling ratios determined by $\{\psi_k\}_{k=1}^{K}$ are symmetrical ($\kappa_1 = \kappa_K$, $\kappa_2 = \kappa_{K-1}$ and so on).

### 5.4.2 Delay Line Tunability

Delay line tunability refers to the control of phase terms $\{\phi_k\}_{k=1}^{K}$ and $\{\psi_k\}_{k=1}^{K}$ to attain RB dependent time-varying delays. Even if the control of the delay lines can be carried out by other technologies, the usage of thermo-optic tunable shifters is opportunistically preferred within the scientific community [75] and this motivates this choice in the analysis that follows. Nevertheless, the conceptual steps herein followed can be extended to other technologies, if necessary.

Delay line tunability is through thermo-optic tunable phase shifters that rely on the thermo-optic effect to produce a local modulation of the refractive index of the waveguide, and hence a phase shift in the optical signal. The first-order transient in temperature have time constants in the order of the microseconds [75,76]. The linear relationship between phase shift $\Delta \varphi$ and temperature change $\Delta T$ [66]: $\Delta \varphi = \frac{2\pi L_h}{\lambda_0} \frac{dn}{dT} \Delta T$, makes the phase deviation follow the same transient (here $L_h$ is the heater length, $\lambda_0$ is the free-space
optical wavelength, and \( \frac{dn}{dT} \) is the thermo-optic coefficient). An exponential transient with 1.5 \( \mu \)s time constant is assumed here both for cooling and heating.

### 5.4.3 Waveguide Materials

Several different materials are used to build optical waveguides, and their characteristics of interest are summarized in Table 5.1. Physical characteristics of the waveguide influence the overall response as described in the following. The ring length \( L_r \) and the waveguide refractive index \( n \) define the unit delay \( T = L_r \cdot n/c_0 \) and the corresponding FSR = \( 1/T \). In this context, \( \lambda \)-independent refractive index is considered, and losses are accounted for by parameter \( \gamma \) (typical losses are < 0.1 dB/cm for conventional doped silica waveguides). The thermo-optic coefficient \( \frac{dn}{dT} \) indicates the tunability as described in Section 5.4.2: high values of \( \frac{dn}{dT} \) allows to build faster and/or smaller phase shifters.

With reference to the quantities considered in Table 5.1, low losses are required to limit in-band attenuation, high refractive index is needed to build smaller rings and high thermo-optic coefficient allows for fast and compact thermo-optic phase shifters. From these considerations Indium Gallium Arsenide Phosphide (InGaAsP) is considered here for analog beamforming as it is a favorable mixture of limited losses, high refractive index and high thermo-optic coefficient. Furthermore, being it already used for lasers and photodetectors, it allows for an integrated and compact circuit for joint electro-optical conversion and optical signal processing.

<table>
<thead>
<tr>
<th>Material</th>
<th>Losses [dB/cm]</th>
<th>( n )</th>
<th>( \frac{dn}{dT} ) @300K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doped silica</td>
<td>0.03 ( \div ) 0.07</td>
<td>( \simeq 1.5 )</td>
<td>( \simeq 10^{-5} )</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>( \approx 0.1 )</td>
<td>( \approx 2.2 )</td>
<td>( \approx 10^{-5} )</td>
</tr>
<tr>
<td>InGaAsP</td>
<td>&lt; 0.2</td>
<td>3.1 ( \div ) 3.7</td>
<td>( \approx 2 \times 10^{-4} )</td>
</tr>
<tr>
<td>Polymers</td>
<td>0.06 ( \div ) 0.43</td>
<td>1.3 ( \div ) 1.6</td>
<td>(-1 \div -4) ( \times 10^{-4} )</td>
</tr>
<tr>
<td>Silicon</td>
<td>&lt; 1</td>
<td>( \approx 3.5 )</td>
<td>1.86 ( \times 10^{-4} )</td>
</tr>
</tbody>
</table>

Table 5.1: Indicative values for common waveguide materials [65].
5.4.4 4-ORR Tunable Delay Line

Let us now consider the design of the ORR delay lines, which consists in choosing the number of ring resonators per delay line, the FSR and the waveguide material. For $f_{RF} = 30$ GHz, FSR = 60 GHz is chosen here for compactness, and the selected material is InGaAsP as explained in Section 5.4.3 (in particular, 0.1 dB/cm losses and $n = 3.5$ are considered). In these settings, the unit delay is $T \approx 16.66$ ps, the length of the ring is $L_r \approx 1.4$ mm and the corresponding round-trip loss coefficient is $\gamma \approx 0.9967$.

A set of delay lines composed of $K = 4$ cascaded ORRs as in Fig. ??a (inset) is considered here and the maximum delay required along the array in analog BF depends on the size of the array and on the coverage area. In the settings of Section 5.2, and considering $N = 64$ antennas at the array,

$$\tau_{\text{max}} = (N - 1) \sin (\theta_{\text{max}}) \lambda_{\text{min}}/2c \approx 1 \text{ ns} . \quad (5.16)$$

The design of the delay lines is then a set of quantized delay values within the interval $\tau \in (0, 1) \text{ ns}$ with $2^{N_{\text{bit}}}$ levels and $N_{\text{bit}} = 6$. Fig. ?? shows the delay and amplitude responses (in Fig. ??a and ??b respectively) for a 1-ns delay over a 1-GHz bandwidth as design specifications. The achieved in-band delay
ripple, defined as $\delta\tau_{\text{max}} = \max_{\omega \in \Omega_B} |\tau(\omega) - \tau_B|$ (where $\Omega_B$ is the frequency band of interest and $\tau_B$ the target in-band delay), is $\delta\tau_{\text{max}} \simeq 3$ ps.

Once again, FSR should be a submultiple of 60 GHz for the delay line response to match the spectrum of the modulated optical signal. A choice of lower value of FSR would imply larger rings, but also a higher unit delay, meaning that it is possible to employ less rings (i.e., lower complexity) for similar performance.

## 5.5 Numerical Analysis

The proposed architecture and HBF design are evaluated numerically, with the reference settings of Section 5.2 and summarized here. In particular, $S = 504$ UEs are served, uniformly distributed within the 17000 m$^2$-area of Fig. 5.1. All the UEs occupy the whole 1-GHz system bandwidth, and multiplexing is in the space-time dimensions. The radio channel is characterized by $P = 1$ propagation path (i.e., one DoA) per UE, and the DoA is frequency-independent.

Benchmark for HBF performance is MMSE fully digital beamforming ($F_{RF} = W_{RF} = I$ and $L = N$) as detailed in Section 5.5.1. Section 5.5.2 is the static performance of the system without any transient in optical delay lines tuning, that is analyzed later in Section 5.5.3.

### 5.5.1 Benchmark Digital MMSE Beamforming

Ideally, with reference to uplink and to one sub-carrier, digital beamforming should act directly on the signals received by the antennas, to yield

$$\hat{s}(f) = W_{\text{ideal}}(f) x(f)$$  \hspace{1cm} (5.17)

where $W_{\text{ideal}}(f) = [w_1(f), \ldots, w_M(f)]^T$ is the beamforming matrix and $w_m^T(f)$ is the spatial filter for the $m$-th user at sub-carrier frequency $f$. Linear MMSE beamforming is considered here to separate the $M$ uplink signals [56]. Assuming known channels for all the users according to (5.7), the MMSE beamformer can be written (up to a scale factor) as

$$W_{\text{ideal}}(f) = A^H(f, \theta) R_x^{-1}(f),$$  \hspace{1cm} (5.18)

where $R_x(f) = \mathbb{E} \left[x(f) x^H(f)\right]$ is the covariance matrix for the overall signal $x$. Such ideal all-digital spatial processing is considered as the optimum benchmark.
5.5.2 Static Performance of Hybrid BF

The reason for using delay lines in analog beamforming is the possibility to deal with broadband signals without the undesirable beam squint when using narrowband phase-shift-based analog BF. System performance when employing either delay lines of phase shifters instead of delays is in Fig. 5.9: HBF design as in Section 5.3.3 selects the $L$ DoAs for analog beamforming. The corresponding phase shifts computed for $f_{RF} = 30 \text{ GHz}$ are applied to all the subcarriers (analog processing with phase shifters, dashed lines) or the corresponding delay values are considered (analog processing with delay lines, markers). Beam squint, albeit partially compensated by digital narrowband processing for each sub-carrier, affects the system performance (here evaluated in terms of average SINR at the decision variable) at the band edge. Increasing the number of FH links $L$ (i.e., worsening the system in terms of complexity, spectral efficiency and energy consumption/dissipation control) the SINR attains the digital MMSE beamforming bound with lower edge-band distortion (dashed lines). True time delay circuits have a very small beam-squint with flat SINR within the signal bandwidth, where the flatness is strictly related to those of the delay response $\tau(\omega)$ of the delay lines, computed as in Section 5.4 for the quantized delay values.
The effectiveness of the HBF search algorithm (Section 5.3.3) is in Fig. 5.10 by comparing the average SINR within signal bandwidth with the exhaustive-search algorithm that chooses the best beamforming $\mathbf{W}_{RF}$ (and the consequent $\mathbf{W}_{BB}$) among all the possible choices of $L$ elements of the dictionary. The scenario is simple to avoid unbearable computations for exhaustive search: $M = 2$ UEs are served in each RB, $N = 64$ antennas at the RAU, dictionary size $Q = 32$, SNR = 20 dB and a fully connected architecture performs analog processing at the RAU. The proposed HBF design algorithm is then shown to provide performance similar to that of the optimal exhaustive search when maximizing SINR, at a fraction of the cost. In the remainder of the Chapter, the max-SINR approach is considered for HBF design.
Fig. 5.11 shows the system performance evaluated in terms of achievable spectral efficiency within the system bandwidth. The average spectral efficiency of the UEs-BBU connections is for varying SNR on the air link (referred to the average received power at the array) when serving $M = 8$ UEs within the same RB. Analysis in Fig. 5.11 compares different numbers of RF chains / FH links ($L = M = 8$ and $L = 16$) and different architectural choices: a fully connected analog BF (i.e., employing a total of $N \times L$ delay lines at the RAU) or subarray processing (i.e., $N$ delay lines). The size of the analog beamforming dictionary is here $Q = 64$.

The achievable spectral efficiency is also analyzed when varying the size $Q$ of the dictionary for analog beamforming in Fig. 5.12a, with SNR = 20 dB, $M = 8$ UEs/RB and $L \in \{8, 16, 32\}$. The corresponding computational complexity in designing the hybrid beamformer is in Fig. 5.12b for $L = 16$ and $L = 32$, where computational cost counts the number of times an analog and digital beamformer are built and SINR is evaluated according to Alg. 2.
Figure 5.12: Average capacity of the UE-BBU links versus dictionary size $Q$ (a) and the corresponding computational complexity (b). Average capacity is for a fully connected architecture (circle markers) and for subarray processing (triangles), with $L = 8$ (dash-dotted lines), $L = 16$ (dashed lines) or $L = 32$ (dotted lines), compared to benchmark digital MMSE beamforming (solid line). Computational complexity (b) is assessed for $L = 16$ and $L = 32$. $N = 64$ antennas at the RAU array, $M = 8$ UEs served in each time slot from a pool of $S = 504$ UEs on the scene, noise power at the RAU antennas corresponding to $\text{SNR} = 20\, \text{dB}$ referred to the average received power.
Figure 5.13: Average capacity of the UE-BBU links versus number of FH links $L$ for adaptive (dashed lines, squares) or fixed (dash-dotted lines, triangles) analog beamforming with both fully connected optical architecture (full markers) or optical subarray processing (empty markers). SNR = 20 dB, $M = 8$ UEs/RB, $Q = 64$ for adaptive analog BF.

The effectiveness of tunable analog beamforming with respect to a fixed-beams approach is assessed in Fig. 5.13, where the average bit rate of the UE-BBU links is evaluated for varying number of fronthaul links $L$ for a fully connected optical architecture and for optical subarray processing. For the fixed-beams approach, the $L$ selected DoAs for analog beamforming are those that are best suited to the users’ distribution, i.e., those selected for building a dictionary of size $L$ as in Section 5.3.1. In accordance with Fig. 5.12a, subarray processing yields no substantial advantages in using an tunable analog processing. Indeed, the $L$ selected directions for fixed analog beamforming are those selected to build a dictionary of size $L$, and subarray processing show no dependency on dictionary size. On the other hand, especially at low values of $L$, the adaptive setup provides remarkable gains in a fully connected architecture. Following this reasoning, transient performance is evaluated only for fully connected analog beamformers in Section 5.5.3.

5.5.3 Transient of Hybrid BF

The first-order gradient in optical phase shifts described in Section 5.4.2 is considered in the time evolution of the delay profile $\tau(\omega)$ in (5.14) when a step in heating power is given as input to tune the delay line. The delay evolution at the central frequency is illustrated in Fig. 5.14 for $\tau_0 = 0.08$ ns and $\tau_1 \in (0.08$ ns, $0.9$ ns).
Figure 5.14: Time evolution of the delay response of 4-ORR delay lines at \( f_0 \) caused by a step in heating power at the thermo-optic phase shifters.

The impact of such transient in the tuning of optical delay lines is considered, and the digital compensation of it is also evaluated. The evolution model of the delay profile is known, which means that the actual temporal evolution of the mismatch of the analog beamformer \( W_{RF}(t) \) can be determined off-line (e.g., possibly by calibration procedures) and a suitable time-varying digital filter \( W_{BB}(t) \) can be used, designed as in (5.12), to compensate the resulting mismatched \( W_{RF} \) thanks to the much faster tunability of digital filters. This digital compensation of the analog BF transient is assumed here to be perfect, i.e., to perfectly match the evolution of the delay profile.

The average SINR transient within the first symbol of each NR OFDM time slot is considered here for a sample configuration of the 5G NR (17.84\( \mu \)s symbol duration): in Fig. 5.15 such transient is evaluated for \( M = 8 \) UEs/RB and \( L = 8 \) (Fig. 5.15a) or \( L = 16 \) (Fig. 5.15b) with or without digital compensation of the transient in the response of the analog beamformer and with the scheduling algorithm proposed in Section 5.2 as opposed to a first-come-first-served (FCFS) policy in which the \( M \) UEs in each resource block are drawn from a uniform distribution over the coverage area. Fig. 5.15 proves that, for \( L = M \), the proposed UEs scheduling, albeit primitive, is enough to compensate for the transient capacity loss as explained in the following. On the other hand, if \( L > M \), digital compensation is mandatory to avoid intolerable loss of the capability to transparently use the first OFDM symbol for synchronization or channel estimation of the air-link as typical.

Considering the proposed sectorial scheduling, it is to be noticed in Fig.
Figure 5.15: SINR at the decision variable within the first symbol interval: $M = 8$ UEs/RB and $L = 8$ (a) or $L = 16$ (b). $N = 64$, SNR = 20 dB, $\tau = 1.5 \mu$s and fully connected optical architecture.

5.15 that, without the digital compensation, system performance is affected by the transient in a much more profound way when $L = 16$ (red, dashed lines in Fig. 5.15). This is due to the scheduling and to the design algorithm for the hybrid beamformer: if $L = M$, the selected DoAs for analog beamforming are those of the $M$ UEs. Pairwise, the UEs served in adjacent time slots present similar angular position and the update of the analog BF requires minor adjustments, system performance is almost not affected. On the other hand, when $L > M$, further $M - L$ DoAs are selected by the HBF design algorithm. Such DoAs are selected to provide a richer description of the radio environment, thus depending also on the position of uncoordinated...
interfering UEs served by adjacent hotspots. The position of the uncoordinated interferers active in different time slots is an uncorrelated process, meaning that the selected DoAs for analog BF is an uncorrelated process as well. Greater adjustments in the delay profiles are then required and the impact of finite tuning time of the optical processing causes significant performance degradation.
5.6 Concluding Remarks

A radio access architecture merging the advantages of analog fronthauling and hybrid beamforming is proposed, based on true time delay elements built with photonic devices. The use of delay lines is paramount for broadband processing, and an optical hardware solution based on the use of optical ring resonators is considered. An algorithm for HBF design based on the matching-pursuit paradigm is introduced and applied to a realistic scenario. The effectiveness of the proposed algorithm is proven by comparison with an exhaustive search approach, showing similar performance but at a fraction of the computational cost. Both a partially and a fully connected optical architectures are taken into account for the analog beamformer at the RAU, resulting either in a lower cost or in a much better spectral efficiency respectively.

When considering optical subarray processing, static analog BF guarantees the same performance of adaptive analog BF, much lower hardware complexity is involved and more efficient multiplexing of the FH signals is enabled. On the other hand, a fully connected optical architecture requires adaptive analog beamforming to exhibit its potential for much better performance, thus requiring an increase in complexity and the need to address hardware tunability. Thermo-optic tunable delay lines are considered for cost effectiveness and reduced dimensions, and the resulting performance transient is evaluated. A technology-aware scheduling and digital beamforming are proposed and demonstrated to be a valid strategy for reducing the performance degradation related to tunability transient at the early part of the frame, and this is of utmost importance in fast varying radio resource allocations among many users.
Chapter 6

Joint Intensity-Polarization Modulation

Contributions

In this Chapter, binary polarization shift keying (2-PolSK) is proposed to provide a cost-effective signaling channel between RAUs and BBUs, transparent with respect to the FH link and involving a minimal increase in complexity. Experimental validation is performed with A-RoF transport of a LTE-like OFDM signal through the IM/DD fronthauling, and a binary stream at 1.5 Mbit/s on the 2-PolSK channel.

Organization

The proposed joint intensity-polarization modulation of optical signals is introduced in Section 6.1, and an ideal description of the optical architecture and of the signals involved is in Sections 6.2 and 6.3. The experimental setup is described in Section 6.4, and results are in Section 6.5. Concluding remarks are drawn in Section 6.6.

6.1 Introduction

As seen in Chapter 5, adaptive processing at the RAU is mandatory to take full advantage of wideband hybrid beamforming. There is then the necessity of a control channel between the BBU and the RAU, possibly involving a minimal increase in complexity and without the introduction of additional impairments on the FH transmission, to exchange signaling messages (e.g., the focus DoAs $\theta$ for the analog beamformer). With reference to the architecture of Chapter 5, as specified in Section 5.3, the signaling channel should
transport \( r_b = L \cdot \log_2 \frac{Q}{T_{\text{slot}}} \) bit/s, where \( L \) is the number of FH links, \( Q \) the dictionary size for analog BF and \( T_{\text{slot}} \) the duration of the TDM slot. Assuming \( L = 16 \), a 8-bit DoA quantization for the analog BF \((Q = 256)\) and a 125-\(\mu\)s time slot according to 5G NR, \( r_b = 16 \cdot \log_2 256 / 125 \mu s \simeq 1\) Mbit/s.

Aim of this Chapter is to propose and experimentally validate the use of binary polarization shift keying (2-PolSK) to provide a signaling channel on top of intensity modulation/direct detection (IM/DD) fronthauling as in Fig. 6.1. A-RoF IM/DD is considered here, with the transmission of a LTE-like OFDM signal, but the same principle can be straightforwardly applied to digital FH as well.

### 6.2 Joint Intensity-Polarization Modulation

The polarization dimension of light has been exploited over the years to achieve either PolSK [23] or polarization division multiplexing (PDM) [77]. PolSK is based on the control of the state of polarization (SOP) of the transmitted lightwave, and it was proposed and investigated from the late-80s to the mid-90s, but lately dismissed due to the emergence of more efficient optical modulation formats such as intensity modulation. PDM, on the other hand, relies on the modulation of two orthogonally-polarized lightwaves to provide a 2x multiplexing gain, at the expense of some increase in complexity to cancel the interference arising from non-ideal behaviors.

2-PolSK is proposed here to provide a control channel, parallel to the A-RoF fronthauling and minimally interfering with it. In this way the digital signaling channel between BBU and RAU is completely disjointed from the FH itself and can be separately managed. The proposed architecture is in Fig. 6.1, and let us define a reference system for the linear SOPs such that
all the three employed polarization beam splitters (PBS) are aligned to the horizontal and vertical axes of the arbitrary reference system.

Any SOP is uniquely defined by a set of coordinates, called Stokes parameters \( S_1, S_2 \) and \( S_3 \), in a 3-dimensional space. Once normalized by the total power of the lightwave, the three Stokes parameters describe the so-called Poincaré sphere. In PolSK, the constellation points are defined on such sphere. In the binary PolSK employed here, however, only linear polarization states are assumed (at least ideally) so to reduce the complexity of the 2-PolSK modulator and demodulator. Any linear SOP is defined by the \( S_1 \) and \( S_2 \) parameters alone \( (S_3 = 0) \), and ideally the binary modulation adopted in this Chapter rely on the transmission of a linearly polarized lightwave with \( S_2 = \pm 1 \) and \( S_1 = 0 \) so that in principle estimation of the \( S_2 \) parameter at the receiver is enough to estimate the digital stream.

The FH signal \( s(t) \) to/from the mobile users modulates the intensity of the linearly polarized laser source, e.g., through a Mach-Zehnder Modulator (MZM). The IM optical signal \( x(t) \), linearly polarized at 45° with respect to the SOP reference system, is decomposed in its horizontal and vertical components by a first PBS. One of the two components is phase-modulated with a binary phase shift \( \varphi \in \{0, \pi\} \) corresponding to the binary signaling \( b(t) \). As a result, after recombination of the two components, the optical signal \( g(t) \) is either linearly polarized as \( x(t) \) (if \( \varphi = 0 \)) or its SOP is rotated by 90° (if \( \varphi = \pi \)). After propagation, direct detection (DD) is almost polarization-agnostic and gives an electrical signal \( y(t) \) proportional to the received energy (i.e., as if there were no PolSK) that is then used to retrieve the estimate \( \hat{s}(t) \) of the FH signal \( s(t) \). The 2-PolSK receiver is, in principle, based on the estimation of one single Stoke parameter, specifically \( S_2 \), of the received signal via DD as in [24]. The \( S_2 \) parameter is defined as the difference in received energy along the 45° and 135° linear polarization states: a Faraday rotator is then employed at the receiver to align the SOP of the propagated signal \( g(t) \) with the axes of the receiver PBS, and the difference between the two electric signals obtained through direct detection on the H' and V' paths gives the \( S_2 \) parameter which in turn provides the estimate \( \hat{b}(t) \) of the digital stream \( b(t) \).

### 6.3 Signals Description

It is assumed here that the IM signal \( x(t) \) is obtained via external modulation of a continuous-waveform laser source as in Fig. 6.1. In general, direct modulation of the laser source is possible, and it requires only minor adjustments of the following dissertation, where an ideal signal description
is provided, in order to highlight the principles of the proposed system.

### 6.3.1 IM Signal \( x(t) \)

The IM signal \( x(t) \) is

\[
x(t) = \cos\left[\frac{\pi}{2} \frac{s(t) + V_{\text{bias}}}{V_{\pi}}\right] \sqrt{2P} \cos(2\pi f_c t) ,
\]

where \( s(t) \) is the driving electrical signal (e.g., the RF signal in A-RoF), \( V_{\text{bias}} \) and \( V_{\pi} \) characterize the MZM (bias and switching voltages respectively), and \( P \) is the power of the laser signal at frequency \( f_c \) fed at the input of the MZM. The optical signal \( x(t) \) is linearly polarized at \( 45^\circ \) with respect to an arbitrary reference system (linear polarization can be achieved, e.g., using a laser diode as optical source).

### 6.3.2 IM–2-PolSK Signal \( g(t) \)

The original RoF signal \( x(t) \) is fed to the polarization modulator, which consists in a polarization beam splitter (PBS), a differential phase shifter and a combiner. The PBS separates the vertical and horizontal polarized components (with respect to the previously defined arbitrary reference system) of the \( 45^\circ \)-linearly polarized input signal, so that the two components are:

\[
x_H(t) = x_V(t) = \frac{\sqrt{2}}{2} x(t) .
\]

After phase shift, the H and V components of the polarization-modulated RoF signal are:

\[
g_V(t) = x_V(t) = \frac{\sqrt{2}}{2} x(t)
\]

and

\[
g_H(t) = e^{j\varphi} x_H(t) = \pm \frac{\sqrt{2}}{2} x(t)
\]

in the two cases of \( \varphi = 0 \) and \( \varphi = \pi \). In this way, the obtained signal \( g(t) \) is linearly polarized either at \( 45^\circ \) (\( \varphi = 0 \)) or at \( 135^\circ \) (\( \varphi = \pi \)).

### 6.3.3 Received RoF Signal

After propagation, the optical signal is received by a photodiode that provides polarization-agnostic direct detection: the resulting electrical signal \( y(t) \) is proportional to the received optical power,

\[
y(t) \propto |g(t)|^2 .
\]
Given the orthogonality of H and V components, \( y(t) \propto |g_H(t)|^2 + |g_V(t)|^2 = |x(t)|^2 \), meaning that the received signal is ideally the same of a standard IM/DD communication system. The received signal is then [78]:

\[
y(t) \propto 1 + \cos \left( \frac{\pi V_{bias}}{V_\pi} \right) - \frac{s(t)}{V_\pi} \sin \left( \frac{\pi V_{bias}}{V_\pi} \right),
\]

and from that the information carried by \( s(t) \) is straightforwardly extracted.

### 6.3.4 Received 2-PolSK Stream

To retrieve the parallel stream \( b(t) \), the transmitted SOP needs to be estimated at the receiver side: this can be done by reading the received power along the two possible linear SOPs. To do that, a PBS aligned to the 45°-135° axes is used to separate the two components (called H’ and V’) and the difference in received power along H’ and V’ gives the \( S_2 \) parameter on which the binary information is encoded. This can be achieved equivalently with a Faraday rotator giving a 45° polarization rotation followed by a PBS aligned with the defined reference system as in Fig. 6.1. The received power on the horizontal path is

\[
y_{H'}(t) = |w_{H'}(t)|^2 = \left| \frac{\sqrt{2}}{2} g_H(t) + \frac{\sqrt{2}}{2} g_V(t) \right|^2 = |\pm x(t) + x(t)|^2,
\]

and on the vertical path it is:

\[
y_{V'}(t) = |w_{V'}(t)|^2 = \left| -\frac{\sqrt{2}}{2} g_H(t) + \frac{\sqrt{2}}{2} g_V(t) \right|^2 = |\mp x(t) + x(t)|^2,
\]

The difference between the received power along the 45° and the 135° linear polarization states gives the \( S_2 \) Stoke parameter of the received optical signal:

\[
\hat{S}_2 = y_{H'} - y_{V'} = \begin{cases} |x(t)|^2 & \text{if } \varphi = 0 \\ -|x(t)|^2 & \text{if } \varphi = \pi \end{cases}
\]
The above discussion is valid for an ideal case in which the SOP is not altered in any way during propagation, and perfect devices are employed both at the polarization modulator and demodulator: it is possible that the received lightwave presents a generic elliptical SOP. To give robustness to the SOP estimation, it is then preferable to add the estimation of at least the $S_1$ parameter of the received lightwave. In this way, any linear SOP can be identified (please notice that the presence of a circularly polarized component results in a reduction of signal power on the 2-PolSK signal).

### 6.4 Experimental Setup

The experimental setup is intended to provide a proof-of-concept of the proposed system, and it is in Fig. 6.2. Estimation of the $S_1$ parameter (defined as the difference in received energy along the horizontal and vertical linear polarization states) of the received optical signal is added for robustness against rotation of the binary constellation, which can be caused by propagation, by different path lengths for the H and V paths and/or by imperfect phase shift at the modulator.

The OFDM signal (LTE-like, 20-MHz bandwidth, 64-QAM on each subcarrier) driving the MZM, as well as the binary stream controlling the 2-PolSK, are generated adopting offline processing (Matlab code) and using a Tektronix arbitrary waveform generator (AWG) with 9.6-GHz electrical bandwidth working at 3 GS/s. The bias voltage of the MZM is set to $V_{bias} = 3.5$ V.

The bit stream transmitted along the PolSK channel is obtained by Manchester encoding of the 1.5-Mbit/s binary signal with a clock signal at 3 MHz. Each semi-period of the clock signal is called chip and 4 chips correspond to one bit duration. Manchester encoding is used to mitigate the effects of the high-pass characteristics of the driver that is needed to interface...
Figure 6.3: EVM versus carrier frequency (left) and total received constellation (right). $V_{bias} = 3.5\, \text{V}$, $P_{rx} = -12\, \text{dBm}$, 25-km fiber link, joint IM–2-PolSK transmission.

the phase modulator within the polarization modulator ($V_\pi = 7\, \text{V}$) with the AWG ($V_{2p} = 1\, \text{V}$), and to properly track the observed constellation rotation as detailed in Section 6.5. Beside that, Manchester encoding can also be envisioned to provide a timing reference to the RAU, superimposed to the binary signaling. The transmitted signals correspond to the duration of 10 OFDM symbols (i.e., 666.66 $\mu$s): 10 symbols and 1000 bits are transmitted on the OFDM and 2-PolSK channels respectively. The analyzed received signals from which system performance is assessed correspond to approximately 100 copies of the transmitted signals.

6.5 Experimental Results

After demodulation of the OFDM signal from $y(t)$ in (6.6), system performance is evaluated in terms of error vector magnitude (EVM) on each subcarrier, shown in Fig. 6.3 for a 25-km fiber link and received optical power $P_{rx} = -12\, \text{dBm}$ together with the received symbols on all the subcarriers. Results in average EVM versus received optical power are in Fig. 6.4, showing little EVM degradation when the 2-PolSK channel is active. Such limited degradation is consistent with the additional attenuation, by approximately 9 dB, introduced by the 2-PolSK module.

At the receiver side, the SOP is estimated for every chip and Manchester decoding yields the received bit stream. The received SOPs corresponding to the chip values $\pm 1$ are not constant, as can be seen in Fig. 6.5: the 2-PolSK constellation rotation is a low-pass process with $\sim 1\, \text{MHz}$ bandwidth. Manchester encoding with a 3-MHz clock allows then to properly sample
Figure 6.4: Average EVM versus received optical power, with (red lines) or without (blue lines) polarization modulation, back-to-back (dashed lines) or with 25-km fiber link (solid lines). $V_{bias} = 3.5\, V$.

Figure 6.5: Received signal along the $S_1$ and $S_2$ receiver paths (a) along with the received SOPs and inferred constellation points for 6-chips windows (b). 25-km fiber link, $P_{rx} = -12\, dBm$.

and track such SOP rotation. The approach to demodulate the binary signal
is the following: $S_1(t)$ and $S_2(t)$ are averaged within each chip duration to estimate the corresponding $(S_1, S_2)$ point; and within a moving window of 3 chips, the 3 corresponding points on the $S_1S_2$ plane are clustered around two centroids that are considered to be the constellation points for that window. Since no error is observed in the analyzed received bits ($> 10^5$), system performance for the 2-PolSK channel is assessed in terms of SNR at the decision variable (i.e., the chip values) in Fig. 6.6b, both in b2b and with a 25-km link, either with or without IM/DD modulation of the optical carrier. The obtained SNR values correspond to extremely low error probability for a binary modulation, and would then allow for a higher order PolSK. The effect of IM/DD transmission is to add a noise component to $S_1(t)$ and $S_2(t)$, proportional to the OFDM signal $s(t)$ but limited if not negligible in its impact on the SNR curves of Fig. 6.6 due to averaging of $S_1(t)$ and $S_2(t)$ within the chips.

Figure 6.6: Performance evaluation for 2-PolSK signal: SNR at the decision variable (chip) vs received optical power.
6.6 Concluding Remarks

A joint intensity-polarization modulation is proposed to provide a control channel parallel to the A-RoF fronthauling. The 2-PolSK channel is physically separated from the IM/DD, so that its use requires only to add the polarization modulator and demodulator modules, without further update of the FH hardware or software and guaranteeing the cost-effectiveness of this solution. Experimental validation shows a negligible performance degradation of the IM/DD link related to the attenuation introduced by the polarization modulator, thus proving the feasibility of the proposed architecture. The 2-PolSK transmission results to be extremely reliable, offering the possibility of a more complex polarization modulation, i.e., higher bit rates on the PolSK channel.
Chapter 7

Jitter Analysis of Precise Sigma-Delta PWM

Contributions

This Chapter deals with a precise pulse width modulation based on the concept of sigma-delta modulation. In particular, the analysis is on the effect of timing jitter in pulse width modulation. The proposed precise PWM based on the noise-shaping characteristics of ΣΔ loops is shown to be robust against timing inaccuracies.

Organization

The ΣΔ-PWM is in Section 7.2. The impact of clock jitter on the system is discussed in Section 7.3 and numerically evaluated in Section 7.4, with a realistic statistical model for clock jitter. Conclusions are in Section 7.5.

7.1 Introduction

Pulse width modulation (PWM) is a modulation technique that maps the amplitude of a signal onto the duration of fixed-amplitude rectangular pulses, which is widely used in the fields of active control [79] and switch mode power amplifiers (class-D and class-E) mainly for energy efficiency that can be greater than 90% [80].

PWM was originally proposed as modulation scheme for communication systems, and in particular PWM is appropriate for those systems impaired by saturation and linearity issues that make amplitude modulation techniques unfeasible, or excessively inefficient. An example application of PWM to
communication systems is optical PWM, in which the PW-modulated signal drives the optical carrier: PWM was proposed in [15,81] as a novel concept for a functional split to remotize the antenna systems in future generation (5G) radio access network (RAN) deployments, thus enabling the centralized RAN [7]. In particular, the closed-loop PWM architecture called $\Sigma\Delta$-PWM, further analyzed in this Chapter, was introduced in [81] specifically for optical communication. Recently, PWM has also been considered for visible light communication (VLC) [82], which is an enabling technology for Internet-of-Things (IoT) deployments [83].

Precise and robust PWM is crucial when considering, e.g., control of critical tasks, transmission of low-SNR signals or high-fidelity audio applications of class-D amplifiers (CDAs), where distortion (plus noise) is required to be approximately 70 dB below the signal [84]. Beyond typical audio applications, the use of CDAs has been proposed for power line communication (PLC) [85], thus facing larger signal bandwidth up to 500 kHz. The accuracy requirements on the PWM representation are extremely challenging at high switching frequencies (i.e., at large signal bandwidth), especially in the generation of the reference waveform. In these cases, with reference to class-D amplification, the closed loop used to stabilize the amplifier gain may not be enough to compensate for PWM inaccuracies, hence the need for precise PW modulation inside the loop [85].

Precise PWM is provided by the $\Sigma\Delta$-PWM, originally proposed in [81] and analyzed here for the effects of clock inaccuracies. The $\Sigma\Delta$-PWM architecture is represented in Fig. 7.1, and it is based on the noise-shaping concept of $\Sigma\Delta$ modulation that is widely adopted for high-resolution ana-
log/digital conversion in oversampled ΣΔ-ADCs [86]. Its major benefit is the noise shaping capability, which depends on the oversampling ratio and on the loop filter $H(s)$. The PW modulator is a non-linearity in the forward path that encodes the filtered error signal $x(t)$ onto the output $y(t)$, and its inverse (PWM$^{-1}$) gives a feedback signal $\hat{x}(t)$ of appropriate form. In ΣΔ-ADC the nonlinearities are the internal low-resolution analog-to-digital (ADC) and digital-to-analog (DAC) converters, respectively, and conceptually pairing ΣΔ-PWM with ΣΔ-ADC is beneficial for analytic treatment even if their output signals are totally different.

PWM and ΣΔ modulation have been associated in the past (e.g., [87, 88]) to exploit some features of pulse-duration modulation to solve some issues in analog/digital conversion, or to use ΣΔ-ADC for high-precision digital conversion before digital PWM. Conversely, in the all-analog system described in this Chapter no digitization is involved: the interest is to exploit the ΣΔ theory to obtain an accurate PW representation of analog signals with a closed-loop system to mitigate PWM errors. The design/analysis tools for continuous-time (CT) ΣΔ-ADC can be readily adapted to the proposed ΣΔ-PWM.

### 7.2 Continuous-Time Sigma-Delta PWM

The ΣΔ-PWM in Fig. 7.1 is conceived as a ΣΔ loop where PW modulation and demodulation are performed on forward and feedback paths, respectively. There are two main approaches to both PW modulation and
demodulation [39]: uniform or natural sampling in PW modulation, and low-pass filtering (LPF) or integrate & dump (I&D) in PW demodulation to provide pulse-width to amplitude conversion (PWM$^{-1}$). Distortion-free modulation is obtained either through uniform sampling PWM and I&D demodulation, or with natural sampling PWM paired with LPF [16,39]. The choice of the specific PW (de)modulation to be used in the ΣΔ-PWM loop is a free design parameter, uniform sampling and I&D are the configurations adopted throughout the Chapter for analytical convenience, for conceptual equivalence with ΣΔ-ADC, and for power efficiency [89].

The signals involved in the ΣΔ-PWM of Fig. 7.1 are represented in Fig. 7.2. The prediction error $\varepsilon(t)$ is filtered by $H(s)$ to give $x(t)$, which is then encoded into a PWM waveform $y(t)$ after sampling-and-hold (S/H) so that the continuous-time signal $y(t)$ carries information about the (discrete-time) PW. This is obtained as $\tau_k = \Gamma[x_k]$ through the comparison of the sampled-and-held signal with a triangular wave of period $T$ and amplitude $A$ as in Fig. 7.2:

$$y(t) = \sum_{k=-\infty}^{+\infty} y_k(t) = \sum_{k=-\infty}^{+\infty} \text{rect} \left( t - \frac{t_k - T/2}{\tau_k} \right)$$

(7.1)

where $y_k(t)$ is the width-modulated pulse at the $k$-th time interval, $t_k = kT$, $T$ is the sampling period and the ideal amplitude-duration mapping is

$$\tau_k = \Gamma[x_k] = \left( \frac{x_k}{A} + 1 \right) \frac{T}{2},$$

(7.2)

as can be obtained from Fig. 7.2. The filtered error signal $x(t)$ is uniformly sampled at a frequency $f_s = 1/T = \text{OSR} \cdot 2B$ chosen according to the signal bandwidth $B$ and to the oversampling ratio $\text{OSR} = f_s/2B \geq 1$. PW demodulation on the feedback branch estimates $\hat{x}(t)$ to be subtracted to the input signal $u(t)$. The PWM signal $y(t)$ is demodulated by an integrator that is periodically reset at the end of each sampling period $T$ and maintained by a S/H circuit: $\hat{x}(t) = \sum_{k=-\infty}^{+\infty} \hat{x}_k(t)$ is a sequence of non-return-to-zero (NRZ) waveforms

$$\hat{x}(t) = \sum_{k=-\infty}^{+\infty} \Gamma^{-1}[\tau_{k-1}] \text{rect} \left( \frac{t - t_k - T/2}{T} \right),$$

(7.3)

and, in the closed loop, $\hat{x}(t)$ acts as a feedback prediction of the input signal $u(t)$ after a delay of $T$.

Differently from ΣΔ-ADC where the internal conversions (A/D and D/A) are ideally instantaneous, here PW-demodulation introduces a delay $T$ and
the feedback signal takes the value \( \hat{x}_k \) (estimate of the sample \( x_k = x(kT) \)) in the interval \( t \in [(k+1)T, (k+2)T) \) as shown in Fig. 7.2 and this feedback delay needs to be taken into account in the design of the \( \Sigma\Delta \)-PWM.

Overall, the effect of \( \Sigma\Delta \)-PWM is that the continuous-time amplitude signal \( u(t) \) is mapped onto \( y(t) \), carrying information about the discrete-time duration signal \( \tau[k] \). It is therefore non-trivial to precisely define the system transfer functions as information is encoded either on amplitude or on time duration of either continuous or discrete-time signals.

As in CT-\( \Sigma\Delta \)-ADC, system analysis can be carried out in the discrete-time domain assuming that the input signal is sampled before entering the loop. Any DT-to-CT conversion can then be used to obtain the equivalent CT system [90]. In this Chapter, an amplitude equivalent of the output PW sequence \( \tau[k] \) is obtained through ideal duration-to-amplitude mapping. This is to obtain the linearized discrete-time model of \( \Sigma\Delta \)-PWM of Fig. 7.3 in which only discrete-time, amplitude signals are involved. The model includes the delay introduced by the feedback PW demodulator and the terms \( E(z), W(z) \) account for any imprecision (noise) introduced by the inner PW modulator and demodulator, respectively.

From this model, a system description in terms of signal and noise transfer functions can be obtained. The two transfer functions, respectively for input (signal transfer function, STF) and error (noise transfer function, NTF), are [90]:

\[
\text{STF}(z) = \frac{Y(z)}{U(z)} = \frac{H(z)}{1 + H(z)z^{-1}} \quad (7.4)
\]

\[
\text{NTF}(z) = \frac{Y(z)}{E(z)} = \frac{1}{1 + H(z)z^{-1}} \quad (7.5)
\]

where \( E(z) \) is the \( Z \)-transform of any PW error \( e[k] \) introduced at the PWM. Please notice that, for the continuous-time system, the STF is a mixture of \( s \)-domain and \( z \)-domain transfer functions, omitted here for the sake of simplicity. The loop filter \( H(z) \) is designed for noise reduction.
(NTF), avoiding signal distortion (STF should be flat within signal band-
width). For example, if \( H(z) \) is chosen to be the first-order integrator \( H_1(z) = \frac{1}{1 - z^{-1}} \), then NTF_1(z) = 1 - z^{-1}, and the subscript spec-
ifies the order of the loop. The noise shaping capability of the loop is ap-
parent from the NTF, since in the frequency domain its square modulus is |
NTF_1(f)|^2 = (2 \sin (\pi f T))^2. Higher-order noise shaping characteristics are
obtained adding additional feedback paths and integrators. The NTF for an
\( \ell \)-th order loop is NTF_\ell(z) = (1 - z^{-1})^\ell.

7.3 Clock Jitter In Sigma-Delta PWM

Time jitter is any deviation from true periodicity in clock signals, and it
can be modeled as a stochastic time process \( \delta t[k] \) additive to the sequence of
sampling instants \( kT \):

\[
t[k] = kT + \delta t[k].
\]  
(7.6)

In the \( \Sigma\Delta \)-PWM architecture at hand, the clocked components that are
affected by timing jitter are both the PW modulator and demodulator as
detailed in Sections 7.3.2 and 7.3.3. In particular, while the jitter error at
the PWM is shaped by the system NTF, timing inaccuracies on the feed-
back demodulator introduce in-band noise. It is however to be noticed that,
possibly, a practical implementation of the \( \Sigma\Delta \)-PWM would include natural
sampling PWM paired with LPF demodulation, thus limiting the impact of
jitter to the PWM inside the loop. In the following section the jitter-induced
error at the PWM is labeled as \( e[k] \) and its noise-shaped version at the out-
put is \( q[k] \). The jitter noise at the feedback PW demodulator is \( w[k] \) and the
overall noise component at the output of the \( \Sigma\Delta \)-PWM is \( n[k] = q[k] + w[k] \)
as detailed below.

7.3.1 Clock Jitter Model

Before any analysis, an accurate review of typical clock jitter is manda-
tory. Even if the assumption of white, Gaussian jitter noise \( \delta t[k] \) is com-
mon [91], it does not consider the real nature of clock signals that are
wide-sense stationary with a strong correlation among the samples \( \delta t[k] \).
Considering a first-order phase-locked loop (PLL) for timing generation, the
power spectral density (PSD) \( S_{\delta t}(\omega) \) of the jitter process can be modeled as
Lorentzian [92]:

\[
S_{\delta t}(\omega) = \frac{2\sigma_{\delta t}^2}{\omega_{PLL}^2} \cdot \frac{\omega_{PLL}^2}{\omega_{PLL}^2 + \omega^2}
\]  
(7.7)
where $\sigma_{\delta t}$ is the root-mean-square value of the sequence $\delta t[k]$ and $\omega_{PLL}$ is the $-3$dB-bandwidth of the PLL. The model in (7.7) gives a $-20$ dB/dec slope outside the PLL bandwidth, while steeper slopes can be obtained using higher order PLLs.

### 7.3.2 PWM Errors from Timing Inaccuracies

Errors on the clock signal produce a distortion of the amplitude-to-width mapping (7.2) provided by the PW modulator via comparison with a triangular wave $a_{tr}(t)$. Let us assume that $a_{tr}(t)$ is generated by a square wave generator followed by an integrator: clock jitter affects the square wave only in the timing of its edges and not in its amplitudes, the slopes of the triangular wave are not affected. The sample value of the triangular wave at $t_n = nT/2$, nominally $\pm A$, is, in presence of clock jitter,

$$a_{tr}(t_n) = (-1)^n A + \frac{8A}{T} \sum_{i=-\infty}^{n} (-1)^i \delta t_i$$  (7.8)

where $\delta t_i$ is the jitter process sampled at $t_i = i \cdot T/2$, corresponding to the edges of the square wave. The summation in (7.8) is the integral of a (discrete-time) signal obtained as modulation of a Nyquist-rate sinusoid with the jitter process. Integration in the time domain corresponds to a multiplication by $1/j2\pi f$ in frequency, and the summation in (7.8) is equivalent to sampling the signal after integration. Since the jitter process is narrowband, the multiplicative factor due to integration can be approximated as constant inside the band of interest and

$$a_{tr}(t_n) \simeq (-1)^n A + \frac{4A}{T} (-1)^n \delta t_n$$  (7.9)

where the scaling factor is $1/2$ since the sinusoid is at the Nyquist frequency. Ultimately, jitter generates an amplitude modulation of the triangular waveform: with the assumption of narrowband clock jitter, the amplitude of the reference triangular waveform at the $k$-th time period is $A_k = A + \delta A_k$ rather than $A$, where

$$\delta A_k \simeq \frac{4A}{T} \delta t_k.$$  (7.10)

The resulting distorted amplitude-duration mapping is

$$\tau_k = \left( \frac{x_k}{A_k^2} + 1 \right) \frac{T_k}{2}$$  (7.11)
where $T_k = T + \delta t_{k+1} - \delta t_k$ is the true duration of the sampling interval. Due to the narrow bandwidth of the jitter process $\delta t$, the perturbation of the sampling interval is negligible with respect to the amplitude modulation of the triangular waveform, so that $T_k \approx T$. The duration error resulting from (7.11) with respect to the ideal PW $\tau'_k$ obtained from (7.2) is:

$$\Delta \tau_k = \tau_k - \tau'_k \approx -\frac{x_k \delta A_k}{2A(A + \delta A_k)} T.$$  \hspace{1cm} (7.12)

As stated in Section 7.2, we are analyzing the whole system as if the information content is always encoded onto amplitude values. The duration error is therefore considered by means of an equivalent amplitude error with respect to the ideal duration-to-amplitude mapping ($\hat{x}_k = (2A/T) \tau_k - A$):

$$e_k = \hat{x}_k - \hat{x}'_k = \Delta \tau_k \frac{2A}{T} \approx -x_k \frac{\delta A_k}{A}.$$  \hspace{1cm} (7.13)

where $\hat{x}'_k$ is the amplitude corresponding to the ideal PW $\tau'_k$ and jitter is smaller than $\tau'_k$, and thus $|\delta A_k| \ll A$. Notice that the error (7.13) depends on the sample $x_k$ and on the amplitude fluctuation $\delta A_k$ as in Fig. 7.4.

Again thanks to the narrowband characteristics of $\delta t$, the additive error in (7.13) is approximately a scaled version of $x[k]$. In terms of power spectral density, the scaling factor is given by the power of $\delta A_k$; the resulting open-loop signal to (jitter) noise ratio $\gamma_{j,0}$, defined as the ratio between the power of $x[k]$ and of $e[k]$, is

$$\gamma_{j,0} \approx \left[ \frac{16}{T^2} \cdot \frac{1}{2\pi} \int_{-\pi}^{\pi} S_{\delta t}(\omega) d\omega \right]^{-1}.$$  \hspace{1cm} (7.14)

and $S_e(f) \approx S_x(f) \cdot \gamma_{j,0}^{-1}$, where $S_x(f)$ is the PSD of $x[k]$.

The jitter-induced noise at the PWM is shaped by the NTF of the system: denoted as $S_e(f)$ the PSD of the error $e[k]$ at the PW modulator inside the loop and as $S_{q,\ell}(f)$ the PSD of the error at the output of a $\ell$th-order $\Sigma\Delta$-PWM, it is $S_{q,\ell}(f) = S_e(f) \cdot (2 \sin(\pi f T))^{2\ell}$.

Let us define $\xi = \frac{\pi}{OSR}$, and consider the SNR $\gamma_{j,\ell}$ at the output of an $\ell$th-order loop considering the jitter noise at the PWM only. For a $1^{st}$ order $\Sigma\Delta$-PWM, from integration of $S_{q,1}(f)$ within the signal bandwidth, it is approximately

$$\gamma_{j,1} = \gamma_{j,0} \cdot \left[ 2 \left( 1 - \text{sinc}(\xi) \right) \right]^{-1}$$  \hspace{1cm} (7.15)

and similar expressions for higher order loops can be straightforwardly defined.
7.3.3 Jitter Effects on Feedback Demodulator

Let us now consider jitter noise at the feedback demodulator, which introduces a phase modulation of the feedback waveform. Such feedback signal $\hat{x}(t)$ is, in $\Sigma\Delta$-PWM, conceptually similar to the one of $\Sigma\Delta$-ADC as it is a sequence of NRZ waveforms. The analytical approach developed for feedback DAC jitter in CT $\Sigma\Delta$-ADC can then be readily adapted here, and jitter noise at the feedback demodulator can be absorbed as an amplitude modulation of $\hat{x}(t)$, modeled as a signal-dependent additive noise [93]:

$$w_k = \frac{\delta t_k}{T} \cdot (y_k - y_{k-1}) \quad (7.16)$$

with the difference from $\Sigma\Delta$-ADC that in $\Sigma\Delta$-PWM the values of $y[k]$ are not quantized. Due to the low-pass characteristics of $\delta t$, the resulting error PSD $S_w(f)$ is a scaled version of the PSD of the signal derivative, where the scaling factor is given by the power of the jitter process. The noise component in (7.16) is seen at the output as filtered by the STF, hence $w[k]$ is an additive noise to the output signal $y[k]$, independent of the loop order.

The model in (7.16), albeit accurate in the statistical description of $w[k]$, does not consider negative values of $\delta t[k]$ and the resulting inter-sample interference from $y_{k+1}$. To take that into account, $w[k]$ is simulated in Section 7.4 by considering, instead of $z^{-1}$, a time-variant feedback filter $D(k, z)$:

$$D(k, z) = |\delta t_{k+1}| h(-\delta t_{k+1})$$
$$+ (1 - |\delta t_{k+1}| h(-\delta t_{k+1}) - |\delta t_k| h(\delta t_k))z^{-1}$$
$$+ |\delta t_k| h(\delta t_k)z^{-2} \quad (7.17)$$

where $h(\cdot)$ is the Heaviside step function: the first and third terms ($z^0$ and $z^{-2}$) accounts for the inter-sample interference above mentioned, which occurs only when the actual transition times belong to the sampling interval,
Figure 7.5: PSD of signal and of jitter-induced noise at the output of the ΣΔ-PWM. $S_{n,\ell}(f)$ indicates the overall noise at the output of the ΣΔ-PWM, $S_w(f)$ is the jitter noise due to the feedback PWM$^{-1}$ alone, while $S_{q,\ell}(f)$ is the jitter noise introduced by the PWM and filtered by the loop. $\ell \in \{1, 2, 3\}$ is the order of the loop. $\sigma_{\delta t}/T = 10^{-3}$ and OSR = 6.

i.e., when $t_k = kT + \delta t_k > kT$ and/or $t_{k+1} = (k + 1)T + \delta t_{k+1} < (k + 1)T$.

The overall jitter model for the ΣΔ-PWM is in Fig. 7.4, including the contributions of the PW modulator and demodulator.

7.4 Numerical Results

Let us consider the case of a baseband input signal $u(t)$, bandlimited to $B$ and with constant PSD within its bandwidth. The system is affected by jitter noise, modeled as in Section 7.3.1 with realistic values for $\omega_{PLL}$ and $\sigma_{\delta t}$ taken from [94,95] considering a 100-MHz signal bandwidth: the normalized PLL bandwidth is $\omega_{PLL}/2\pi f_s = 10^{-4}$. Numerical simulations are performed to validate the analytical model for system design, and to evaluate the performance degradation introduced by clock jitter.

The PSDs of the signal and the jitter-induced error components are in Fig. 7.5. $S_c(f)$ is the PSD of the PWM error in (7.13) and $S_{q,\ell}(f)$ (for $\ell = 1, 2, 3$) is its noise-shaped version for 1$^{st}$, 2$^{nd}$ and 3$^{rd}$ order modulators with OSR = 6 and $\sigma_{\delta t}/T = 10^{-3}$. $S_w(f)$ is the jitter-induced noise PSD at
the feedback demodulator and $S_{n,\ell}(f)$ is the total noise PSD at the output of an $\ell$-th order loop.

$S_e(f)$ is well approximated by a scaled version of the signal PSD: in the settings stated above, it results to be around 56 dB below the signal PSD, consistently with $\gamma_{j,0}$ in (7.14). Timing inaccuracies at the feedback PW demodulator give an output error which is, as expected, independent of the

Figure 7.6: SNR$_j$ vs OSR @ $\sigma_\delta t = 10^{-3}T$ (a) and SNR$_j$ vs $\sigma_\delta t$ @ OSR = 6 (b): only jitter at the PW modulator (lines) and complete jitter model (markers) for 1$^{st}$ (blue, dashed lines, square markers), 2$^{nd}$ (red, dash-dots, crosses) and 3$^{rd}$ order (yellow, dotted lines and triangles) loop, compared to the conventional PWM.
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loop order and shaped as the signal derivative. For a first-order loop the dominant noise component is related to the PW modulator, for higher order loops this component is attenuated enough for the feedback jitter component to prevail.

To have a more thorough analysis of system performance, the mean signal to (jitter) noise ratio \(\text{SNR}_{j,\ell}\) within signal bandwidth is evaluated through numerical integration of the signal and error PSDs with the same input signal of Fig. 7.5. \(\text{SNR}_{j,\ell}\) is assessed for 1\(^{st}\), 2\(^{nd}\) and 3\(^{rd}\) order loop versus OSR in Fig. 7.6a and versus clock precision \(\sigma_{\delta t}\) in Fig. 7.6b. The lines labeled with \(\gamma_{j,\ell}\) represent the contribution of the jitter at the PW modulator alone, while the markers represent \(\text{SNR}_{j,\ell}\), which takes into account also the effect of jitter on the feedback demodulator.

The effect of clock inaccuracies on the feedback path almost vanishes the advantage of having \(\Sigma\Delta\)-PWM of order higher then two, due to the introduction of in-band noise. Ultimately, achieving the desired performance in terms of \(\text{SNR}_{j}\) is a matter of trade-off between architectural complexity (\(\Sigma\Delta\) order, 1\(^{st}\) or 2\(^{nd}\)), sampling rate (OSR and signal bandwidth) and clock precision \(\sigma_{\delta t}\).

In a realistic scenario \((B = 100 \text{ MHz}, \text{OSR} = 6, \sigma_{\delta t}/T = 10^{-3})\) \(\text{SNR}_{j} = 56 \text{ dB}\) for a conventional PW modulator, to be compared with \(\text{SNR}_{j,1} = 69 \text{ dB}, \text{SNR}_{j,2} = \text{SNR}_{j,3} = 74 \text{ dB}\) of a first, second and third order \(\Sigma\Delta\)-PWM respectively.

### 7.5 Concluding Remarks

A closed-loop \(\Sigma\Delta\)-PWM has been proposed, relying on oversampling and on a noise-shaping feedback loop architecture to provide precise analog pulse width modulation. The \(\Sigma\Delta\)-PWM modulator guarantees improved robustness against jitter with respect to a conventional PW modulator, at the price of some increase in architectural complexity that in some settings can be tolerated in exchange for increasing power efficiency that can be evaluated (not covered here) for any specific circuit implementation. The gain with respect to conventional PWM is analytically derived, and the effectiveness of the \(\Sigma\Delta\)-PWM modulator is validated through numerical simulations: in reasonable settings the achieved \(\text{SNR}_{j}\) is well above 70 dB, compared to the 56 dB of the conventional PWM.
Chapter 8
Conclusions

The Thesis tackled several issues arising from the ongoing evolution of the radio access networks, dealing with analog fronthauling and efficient multiplexing of fronthaul signals, the split of hybrid beamforming for the millimeter waves radio access and broadband analog optical signal processing, and with signaling to enable the tuning of the analog beamformer.

In particular, optical analog pulse width modulation is proposed to achieve the combined advantages of a 2-levels fronthaul signal as in digital radio-over-fiber and of bandwidth-efficient analog communication. A reflective passive optical network is proposed for transmitting PWM signals, and experimental validation proves its effectiveness in the transport of RF signals with 100-MHz bandwidth through up to 20km of fiber link. Multilevel pulse width modulation allows to effectively transmit up to 16 aggregated 20-MHz LTE-like signals through a 7.5-km conventional PON link.

Mode division multiplexing provides an additional spatial dimension for multiplexing of optical fronthaul signals. All-optical passive multiplexers and demultiplexers, either based on photonic lanterns or on multiplane light converters, together with direct detection, provide a cost-effective mean for multimodal transmission. System performance is evaluated considering beamforming at the centralized baseband unit to spatially separate uplink signals coming from users on the scene. The arising intermodal interference on the fronthaul link is shown to be successfully managed by an appropriate association between the space-frequency resource of the radio channel (where the space dimension is defined by the antenna elements of the array) and those of the optical fronthaul (the space dimension being defined by the propagation mode).

When considering the millimeter wave spectrum above 28 GHz for the radio access networks, the mandatory hybrid beamforming processing is proposed to be efficiently split between analog filtering at the remote anten-
nas and digital beamforming at the centralized baseband unit, with analog fronthauling inbetween. This allows to unify the advantages of hybrid BF (energy efficiency and hardware complexity) and of analog FH (bandwidth efficiency), with further compression of the FH communication. Moreover, analog optical processing allows for wideband processing at the antenna units. Tunability of typical optical components is addressed in the context of 5G NR specifications: on the one hand adaptive optical analog beamforming is shown to be mandatory to approach the performance of benchmark all-digital processing, and on the other hand the necessity to compensate for limited tunability speed of optical components is highlighted. Solutions based on digital precompensation and appropriate users scheduling are proposed and validated.

The necessity of adaptive processing at the antenna units increases the complexity of the fronthaul connection between remote antennas and centralized baseband units, due to the need for a signaling channel. Binary polarization modulation is proposed for that, and experimental validation provides a proof-of-concept, with parallel transmission of a LTE-like 20-MHz signal via intensity modulation and of a 1.5-Mbit/s stream via binary polarization shift keying. Results show a negligible degradation in the performance of the IM/DD link carrying the fronthaul signal and a high reliability of the digital signaling.

Last but not least, a precise pulse width modulation based on the concept of sigma-delta modulation is proposed and analyzed for its robustness against clock jitter noise. Results show a gain in signal to (jitter) noise ratio by at least 15 dB with respect to the open-loop pulse width modulation, and the convenience of low pass filtering for pulse width demodulation in the feedback path for achieving even better performance.

Future Directions

Apart from the research interest, technological solutions need to face the reality of market, and in particular the reluctance of vendors to implement non-standard approaches. This is why I don’t envision a massive use of analog fronthauling, but rather its application to proprietary solutions for specific target markets. As for the general market, it is my humble opinion that CPRI will evolve towards more efficient transmission schemes, probably based on Ethernet, to give vendors a standardized interface while improving spectrum efficiency on the fronthaul.

The same reasoning holds true for optical signal processing and its application to broadband hybrid beamforming. For a general-purpose vendor, the
advantages of optical signal processing, i.e., the broadband processing, are easily outmatched by the cost of hardware and of development of the system. On the other hand, optical signal processing in analog beamforming is interesting for targeting non-yet-envisioned extremely high-bandwidth communication systems, beyond the 400-MHz channels included in 5G NR. A good example would be a multi-operator network infrastructure, and given the present way of developing operator-specific infrastructure, this makes optical signal processing a research subject for which the market is still not ready. Another point is that optical signal processing for analog beamforming inevitably calls for interdisciplinary knowledge of optical and wireless environments.

Advanced PWM systems for transport of wideband RF signals require an excessive electronics bandwidth, especially at the comparator between signal and triangular reference. It is still open, however, the possibility of application of the precise PWM to more narrowband contexts, such as audio applications.
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