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Abstract

The atomic and nuclear analytical methods are a broad family of techniques ex-
ploited for the elemental characterization of materials. Particle and photon
beams interact with the samples under study, inducing the emission of char-

acteristic secondary radiation. The analysis of the emitted radiation allows retrieving
the composition of a large variety of materials, avoiding visible damage or changes in
the chemical composition. Many of these techniques have relied on massive and ex-
pensive radiation sources (e.g. particle accelerators) for several decades. As a result,
their large-scale diffusion has been prevented until today.
In the last years, the advent of a new generation of ultra-short and super-intense lasers
(intensity exceeding ∼ 1019 W/cm2) paved the way for the exploration of new laser-
plasma interaction scenarios. Among the others, laser-driven particle acceleration, con-
sisting in the production of high-energy electrons and ions (∼ 1 − 10 MeV/u) when
the laser pulse is focused onto a thin (i.e. less than 100 µm) solid target, is attracting
increasing attention in the scientific community. Indeed, the compact size and multi-
particle nature of laser-based accelerators make them attractive for applications in sev-
eral fields, from astrophysics to medical science.
Certainly, atomic and nuclear analytical methods could greatly benefit from the adop-
tion of a flexible, cost-effective and multi-radiation platform. However, the applica-
bility of laser-driven radiation sources to the elemental analysis of materials remains
substantially unexplored. Therefore, the goal of this thesis work is to address the possi-
bility to exploit laser-driven particle acceleration for materials characterization, consid-
ering three specific analytical techniques: the Particle Induced X-ray Emission (PIXE),
Energy Dispersive X-ray (EDX) spectroscopy and Photon Activation Analysis (PAA).
To this aim, both theoretical and experimental approaches are adopted. First, to make
laser-driven radiation sources suitable for the mentioned applications, their shot-to-shot
stability must be enhanced through optimization and full control of the target proper-
ties. This point is addressed via target production with an appropriate materials deposi-
tion technique (i.e. the Magnetron Sputtering). Next, feasibility studies of laser-driven
PIXE, EDX and PAA are performed with Particle-In-Cell and Monte Carlo simulations.
Lastly, the results of a proof-of-principle laser-driven PIXE and EDX experiment re-
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alized in an international laser facility are presented. The outcomes of this PhD work
confirm that materials characterization can be performed in existing laser facilities host-
ing 10− 100 TW class lasers.
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Sommario

Imetodi analitici atomici e nucleari sono un’ampia famiglia di tecniche usate per
la caratterizzazione elementale di materiali. Fasci di particelle e di fotoni inter-
agiscono con i campioni oggetto di studio inducendo l’emissione di radiazione

secondaria caratteristica. L’analisi della radiazione emessa consente di ricavare la com-
posizione di una grande varietà di materiali evitando danni visibili o cambiamenti nella
composizione chimica. Molte di queste tecniche hanno fatto affidamento su sorgenti
di radiazioni grandi e costose (ad es. acceleratori di particelle) per diversi decenni. Di
conseguenza, la loro diffusione su larga scala non è stata possibile fino a oggi.
Negli ultimi anni, l’avvento di una nuova generazione di laser ultra-brevi e super-intensi
(intensità maggiori di∼ 1019 W/cm2) ha aperto la strada all’esplorazione di nuovi sce-
nari d’interazione laser-plasma. Tra gli altri, l’accelerazione di particelle da laser, con-
sistente nella produzione di elettroni e ioni ad alta energia (∼ 1 − 10 MeV/u) quando
l’impulso laser è focalizzato su un bersaglio solido sottile (spessore inferiore a 100
µm), sta attirando sempre più attenzione nella comunità scientifica. Infatti, le dimen-
sioni compatte e la possibilità di accelerare più tipi di particelle rendono gli acceleratori
da laser interessanti per applicazioni in diversi campi, dall’astrofisica alla scienza med-
ica.
Certamente, anche i metodi analitici atomici e nucleari potrebbero trarre ampio benefi-
cio nel dotarsi di una piattaforma flessibile, economica e multiradiazione. Tuttavia,
l’uso di sorgenti di radiazione da laser per l’analisi elementale di materiali rimane
un’applicazione sostanzialmente inesplorata. Pertanto, l’obiettivo di questo lavoro di
tesi è d’investigare la possibilità di sfruttare le sorgenti di radiazioni da laser per la
caratterizzazione dei materiali, considerando tre tecniche analitiche specifiche: la Par-
ticle Induced X-ray Emission (PIXE), l’Energy Dispersive X-ray (EDX) spectroscopy
e la Photon Activation Analysis (PAA).
A tale scopo, è stato adottato un approccio sia sperimentale che teorico. In primo lu-
ogo, per renderle adatte alle applicazioni citate, la stabilità delle sorgenti di radiazione
da laser deve essere migliorata attraverso l’ottimizzazione e il pieno controllo delle
proprietà del bersaglio. Questo punto viene affrontato tramite la produzione di bersagli
con una tecnica di deposizione di materiali appropriata (ovvero il Magnetron Sputter-
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ing). Successivamente, tramite simulazioni Particle-In-Cell e Monte Carlo, viene fatto
uno studio di fattibilità di PIXE, EDX e PAA svolte con sorgenti laser. Infine, vengono
presentati i risultati di un esperimento PIXE ed EDX con sorgente di particelle da laser
svolto in un centro di ricera internazionale. I risultati di questo lavoro di dottorato con-
fermano che la caratterizzazione dei materiali può essere eseguita nei centri di ricerca
che ospitano laser di classe 10− 100 TW.
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Introduction

Materials characterization is of exceptional importance in many industrial and scien-
tific branches. Among the various analytical techniques, atomic and nuclear methods
play a fundamental role. Indeed, they have unparalleled detection capabilities and, with
only a few exceptions (e.g. accelerator-based carbon dating and mass spectroscopy),
non-destructive nature. They rely on the irradiation of samples, having an unknown
elemental composition, with photon, electron, ion and neutron beams and the detection
of the emitted secondary radiation. Since the energy of the emitted secondary particles
is characteristic of the irradiated element or isotope, they can be exploited to recover
the sample composition. This broad family of techniques (among which we find X-ray
Fluorescence Spectroscopy, Ion Beam Analysis and Energy Dispersive X-ray Spec-
troscopy) is applied in an impressive number of fields with a significant impact on our
everyday life. For instance, they are routinely exploited in medicine, cultural heritage
preservation, environmental monitoring, semiconductor industry, forensic analysis and
nuclear fusion research.
As far as energetic ions as primary particles are concerned, Particle Induced X-ray
Emission (PIXE) is probably the most widespread technique. It exploits MeV en-
ergy ions, usually protons provided by an electrostatic accelerator, to ionize the sample
atoms. As a result, the atoms emit characteristic X-rays, which can be detected and
collected in spectra. The spectra analysis allows recognizing the elements and retriev-
ing their absolute concentrations in gaseous, liquid, and solid materials. Besides, if
the material is irradiated with proton beams having different energies, the differential
PIXE variant is applied to reconstruct the distribution of the elements as a function of
the sample thickness down to several micrometres depth in solids. Usually, PIXE is
carried in vacuum conditions, but it can also be performed in-air for the analysis of
large objects.
Another analytical technique is the Energy Dispersive X-ray (EDX) Spectroscopy. The
primary radiation is a keV energy electron beam, while the emitted radiation is repre-
sented again by characteristic X-rays. EDX is carried out in Scanning Electron Micro-
scope (SEM) systems equipped with an electron gun. Contrary to PIXE, the in-vacuum
condition is mandatory. Therefore, EDX allows quickly probing the composition only
of solid samples and within a thickness range of just a few micrometres. Besides,
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merely the elemental concentrations of homogeneous materials are achievable. On the
other hand, complex stratigraphic analyses of non-homogeneous materials are forbid-
den.
Lastly, for the aims of this work, the Photon Activation Analysis (PAA) technique is
worthy of consideration. The probed samples are irradiated with a ∼ 10 − 30 MeV
photon beam. These photons interact with the material nuclei via photonuclear reac-
tions. Following an interval of time, the activated nuclei decay with the emission of
characteristic γ-rays. Usually, the sample composition is retrieved exploiting the co-
irradiation of the sample and comparative material. The primary photons are generated
via the interaction of high-energy electrons with high-Z materials and bremsstrahlung
emission. The electrons are provided by LINAC machines. PAA stands for its capa-
bility of detecting elements down to several cm in thick samples because of the high
penetration depth of MeV energy photons in solid matter.
Despite the outstanding capabilities of PIXE, EDX and PAA, these techniques are per-
formed in a rather limited number of laboratories, where particle accelerators or SEM
instrumentations are available. Indeed, the required radiation sources are affected by
significant limitations, preventing the large-scale diffusion of the techniques. For in-
stance, particle accelerators are large and expensive. Moreover, they can provide only
one kind of particle and, in the case of particle accelerators, their energy is not always
easily tunable. Thus, the mentioned analytical techniques could greatly benefit from
the adoption of a more compact, cost-effective and multi-particle radiation source.
In this respect, laser-driven radiation sources are an appealing alternative to conven-
tional accelerators. They rely on the interaction between ultrashort (10− 100 fs) super-
intense (I > 1018 W/cm2) laser pulses and target materials. Among the various target
configurations (e.g. gas, liquid, cryogenic), micrometric solid foils allow accelerating
electrons and ions to energies ranging from few MeV up to several 10s of MeV. Par-
ticles are accelerated almost simultaneously in an ultra-fast dynamic, and their energy
spectra are broad.
A promising strategy, investigated within the framework of the ERC-ENSURE project,
is to cover the solid foil (i.e. the substrate) with a low-density material (e.g. a carbon
foam). The result is a Double-Layer Target (DLT) where the presence of the low-
density layer enhances the laser absorption, with a consequent increment of the number
and energy of the accelerated particles. Compared to conventional bare targets, DLTs
represent a viable route to accelerate particles with reduced laser requirements in terms
of costs and dimensions. Exploiting table-top 10s TW class lasers, they could pro-
vide ions and electrons with the energies and average fluxes required by the mentioned
materials characterization techniques. Those lasers can also work at relatively high rep-
etition rates (i.e. 1−10 Hz). Lastly, the energy of the accelerated particles can be easily
tuned by changing the laser intensity or the DLT properties (e.g. the near-critical layer
and substrate thicknesses and densities).
A flexible and compact acceleration system able to provide different kinds of parti-
cles would represent a unique tool for several materials science applications. Despite
the high potential interest, a feasibility study of laser-driven particle sources for mate-
rials characterization is still absent in existing literature, with only a few exceptions.
Therefore, an investigation aimed at studying the applicability of laser-driven sources
for PIXE, EDX and PAA studies requires addressing several unexplored aspects. For
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instance, the compatibility between the delivered particle properties and the selected
techniques must be addressed theoretically and experimentally. Moreover, since the
applications require excellent stability of the particle beam, absolute control of the tar-
get parameters is mandatory to guarantee the shot-to-shot stability.

Motivations and goals of the thesis

This thesis work aims at providing a theoretical and experimental investigation of the
feasibility of laser-driven radiation sources for materials science applications. Besides,
the study and production of substrates for DLTs with controlled properties, thus suit-
able for the applications, is performed.
As previously mentioned, the analytical techniques demand particle beams with high
stability during operation. Different issues of laser-driven sources must be investigated
to meet this requirement. Indeed, super-intense laser pulses can be characterized by
shot-to-shot fluctuations. Moreover, plasma instabilities (e.g. current-filamentation
instabilities) can be present, which worsen the particle beam spacial quality. Last, sub-
micrometric bare targets or DLT substrates are affected by non-negligible local thick-
ness uncertainty, with detrimental consequences on the shot-to-shot stability. Although
significant efforts must be put to improve all the mentioned aspects, this PhD thesis
will focus on the target. Therefore, the first fundamental goal of this work consists
of the production and characterization of sub-micrometric targets or DLT substrates
with enhanced planarity. To this aim, the new Magnetron Sputtering deposition system
installed at the Micro- and Nanostructured Materials Laboratory (NanoLab) in Politec-
nico di Milano is exploited.
Laser-driven particle sources are intrinsically different from the conventional radiation
sources exploited for materials characterization. Therefore, another goal is to prelim-
inary investigate the compatibility between laser-driven particle sources and the PIXE
and EDX techniques with theoretical and numerical tools. Specifically, 3D Particle-
In-Cell (PIC) and Monte Carlo simulations are used to realistically describe the laser-
driven particle acceleration and propagation through matter, respectively. Then, in light
of the results obtained with the numerical studies, the first laser-driven EDX and quan-
titative PIXE analysis experiment is carried out in an international laser facility.
As far as PAA is concerned, the goal is to study near-critical targets, coupled with a con-
verter material, for the generation of high-energy photons suitable for the considered
activation technique. To this aim, a theoretical description of PAA performed either
with LINACs and laser-driven electron sources is required. The model must be applied
to design the optimal target, taking into account the laser operating parameters. Then,
considering the target parameters retrieved from the model, realistic laser-driven PAA
simulations must be carried out with the PIC and Monte Carlo tools.
This thesis was funded by the European Research Council (ERC) project ENSURE (Ex-
ploring the New Science and engineering unveiled by Ultraintense ultrashort Radiation
interaction with mattEr, https://www.ensure.polimi.it/).

Structure of the thesis

The PhD thesis is organized as follows:

Part I: The first Part of the thesis is divided into three Chapters. Chapter 1 provides

3
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an introduction to the main atomic and nuclear analytical methods, with particular
emphasis on the PIXE, EDX and PAA techniques. Chapter 2 gives an overview of
the fundamental aspects of laser-driven particle acceleration, starting from the ba-
sic concepts of laser-plasma interaction. The Target Normal Sheath Acceleration
(TNSA) mechanism is described, considering both micrometric solid foils and ad-
vanced DLTs. Lastly, the main applications of laser-driven radiation sources under
investigation are reported. In Chapter 3, the motivations and goals of the thesis
work are described in detail, along with the exploited numerical and experimental
methods. In particular, a general description of the Monte Carlo tool, Particle-In-
Cell method and Magnetron Sputtering deposition technique are provided.

Part II: The second Part of the work, divided into two Chapters, is devoted to the
production and characterization of titanium (Ti) films and submicrometric targets
via Magnetron Sputtering. In Chapter 4, an extensive production and character-
ization campaign of Ti films exploiting the Direct Current Magnetron Sputtering
(DCMS) and High Power Impulse Magnetron Sputtering (HiPIMS) deposition
regimes is shown. This activity is of crucial importance to understand the be-
haviour of the machine and to cover the lack of knowledge in literature about
Ti deposition with DCMS and HiPIMS. Next, in light of the obtained results, a
suitable strategy for Ti targets deposition on perforated holders is developed and
presented in Chapter 5.

Part III: This Part is dedicated to the numerical and experimental investigation of
PIXE, EDX and PAA performed with laser-driven radiation sources. Specifically,
Chapter 6 focuses on laser-driven PIXE exploiting a theoretical and numerical
approach. Firstly, the theoretical model available for the PIXE description is ex-
tended to include the presence of a non-monoenergetic proton source. Next, a
numerical code is developed to retrieve the sample elemental composition from a
laser-driven PIXE measurement. Lastly, realistic laser-driven PIXE experiments
are simulated using the PIC and Monte Carlo methods. In light of the results
obtained from the simulations, the first quantitative laser-driven PIXE and EDX
experiment is performed. The results of the campaign, conducted at the Centro
de Láseres Pulsados (CLPU) in Salamanca, are shown and discussed in Chap-
ter 7. Lastly, exploiting theoretical models, Monte Carlo and PIC simulations,
the feasibility of laser-driven PAA is assessed in Chapter 8. The optimal target
parameters for the laser-driven bremsstrahlung photon generation and subsequent
sample activation are retrieved. Then, an extensive simulation campaign of con-
ventional and laser-driven PAA experiments is carried out. The aim is to compare
the performances of PAA achievable with conventional and laser-driven sources.

Part IV: The last part of this PhD thesis summarizes the conclusions of the work and
the perspectives for future research.

Publications and research activity

The contents of this PhD thesis are published in the following peer-reviewed articles:

• Passoni, M., Fedeli, L. and Mirani, F. Superintense laser-driven ion beam anal-
ysis. Scientific reports 9.1 (2019): 1-11. Personal contribution: development of
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the theoretical model, writing the iterative code, development of the Monte Carlo
simulations, contribution to the manuscript writing and figures production.

• Passoni, M., Arioli, F., Cialfi, L., Dellasega, D., Fedeli, L., Formenti, A., Gio-
vannelli, A., Maffini, A., Mirani, F., Pazzaglia, A., Tentori, A., Vavassori, D.,
Zavelani-Rossi, M. and Russo, V. Advanced laser-driven ion sources and their
applications in materials and nuclear science. Plasma Physics and Controlled
Fusion 62.1 (2019): 014022. Personal contribution: development of the activi-
ties and results presented in the ’Solid films production for advanced DLTs’ and
’Laser-driven PIXE’ sections, contribution to writing and production of the fig-
ures.

• Mirani, F., Maffini, A., Casamichiela, F., Pazzaglia, A., Formenti, A., Dellasega,
D., Russo, V., Vavassori, D., Bortot, D., Huault, M., Zeraouli, G., Ospina, V.,
Malko, S., Apiñaniz, J. I., Pérez-Hernández, J. A., De Luis, D., Gatti, G., Volpe,
L., Pola, A. and Passoni, M. Integrated quantitative PIXE analysis and EDX spec-
troscopy using a laser-driven particle source. Science advances 7.3 eabc8660
(2021). Personal contribution: design of the experiment, participation in the ex-
perimental campaign, analysis of the data, preparation of the manuscript.

• Dellasega, D., Mirani, F., Vavassori, D., Conti, C. and Passoni, M. Role of en-
ergetic ions in the growth of fcc and ω crystalline phases in Ti films deposited
by HiPIMS. Applied Surface Science 556 (2021): 149678. Personal contribu-
tion: contribution to the Ti films deposition, characterization, analysis of the data,
preparation of the manuscript and figures.

• Mirani, F., Calzolari, D., Formenti, A. and Passoni, M. Superintense laser-driven
Photon Activation Analysis. Accepted for publication at Communications Physics
(2021), arXiv preprint arXiv:2104.07513. Personal contribution: development of
the theoretical model for the comparison between conventional and laser-driven
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CHAPTER1
Atomic and nuclear analytical methods for

materials characterization

The present Chapter provides an overview of the principal atomic and nuclear analyt-
ical methods for the elemental analysis of materials. Particular attention is devoted
to the Energy Dispersive X-ray (EDX) spectroscopy, Particle Induced X-ray Emission
(PIXE) and Photon Activation Analysis (PAA) techniques.
The Chapter is organized as follows. Section 1.1 reviews the most relevant existing el-
emental characterization techniques and their general classification. Then, EDX, PIXE
and PAA are described in detail in Sections 1.2, 1.3 and 1.4, respectively. Lastly, the
most relevant particle accelerator schemes exploited for elemental analysis purposes
are presented in Section 1.5.

1.1 Atomic and nuclear analytical methods, an overview

Atomic and nuclear analytical methods for the elemental analysis of materials [1] are
well-established techniques for the identification and quantification of the elements
present in a large variety of samples. They rely on the irradiation of materials with
exciting radiation and the detection of the emitted secondary particles. Since the en-
ergy of the secondary particles is characteristic of the emitting element or isotope, it
is exploited to identify the sample constituents. Besides, the intensity of the emitted
secondary radiation is used to retrieve quantitative information.
If the sample is homogeneous (i.e. the content of the element is constant as a func-
tion of the thickness), the analytical techniques usually provide the concentrations of
the elements. On the other hand, if the sample is non-homogeneous (e.g. a multilayer
structure), the goal is to retrieve the elemental concentration profiles as a function of
the thickness or the local composition at a specific depth. In general, since the exploited
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

primary radiation is not intense enough to cause any visible damage to the sample, these
methods are considered non-destructive.
The analytical techniques can be classified accordingly to several aspects like the type
of impinging and emitted particles (i.e. photons, electrons or ions) or the kind of in-
teraction in place (i.e. atomic or nuclear). For this reason, the same elemental analysis
method can belong to more than one of the categories shown below.

Analytical techniques of X-ray emission spectroscopy

The analytical techniques of X-ray emission spectroscopy exploit different primary ra-
diations to ionize the sample. After ionization, an atomic transition occurs with the
emission of a characteristic X-ray. These processes are represented in figure 1.1. The
element is recognized accordingly to the wavelength (or the energy) of the X-ray (i.e.
qualitative analysis), while its concentration is retrieved from the X-ray line intensity
(i.e. quantitative analysis).

Figure 1.1: Schematic representation of (a) X-ray emission spectroscopy, (b) creation of the vacancy in
the inner shell and (c) atomic relaxation with X-ray emission.

A well-known technique belonging to this family is X-ray Ray Fluorescence (XRF) [2]
spectroscopy. It relies on a primary X-ray source, generally an X-ray tube, to induce the
secondary emission of characteristic X-rays. XRF is a method for the multi-elemental
analysis of homogeneous samples down to 10s µm depth in solids. Since it requires
a relatively simple and inexpensive experimental apparatus, XRF is probably the most
widespread analytical technique of X-ray emission spectroscopy. It also allows analyz-
ing large samples in-air without the need to place them in a vacuum chamber.
Another widespread technique is Energy Dispersive X-ray (EDX) spectroscopy [3]. In
this case, the primary particles are 1 − 20 keV energy electrons. EDX is performed
inside Scanning Electron Microscope (SEM) systems equipped with an electron gun.
Therefore, no in-air sample irradiation can be carried out. Moreover, only the com-
position of small and solid samples is analyzed down to a few µm below the surface.
Further details about EDX are provided in Section 1.2.
Lastly, the Particle Induced X-ray Emission (PIXE) [4] technique is worthy of consid-
eration. PIXE exploits MeV energy ions (mainly protons), provided by an electrostatic
accelerator, to ionize the sample atoms. Similar to XRF, the primary radiation can
propagate in-air before reaching the sample. Therefore, PIXE can carry out the surface
analysis of large objects down to several µm depth. Unlike XRF and EDX, PIXE is
suitable for the analysis of non-homogeneous samples. As will be shown in Section
1.3, a specific variant of the technique called differential PIXE [5] enables retrieving
the concentration profiles of the elements as a function of the thickness.
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1.1. Atomic and nuclear analytical methods, an overview

Lastly, XRF, EDX and PIXE are widely exploited in several fields of industrial, so-
cial and scientific interest like semiconductor industry [6–8], environment monitor-
ing [9–11], cultural heritage preservation [12–14] and nuclear fusion research [15, 16].

Ion Beam Analysis techniques

The Ion Beam Analysis (IBA) techniques [1] share the use of monoenergetic MeV en-
ergy ions as primary radiation. An example is represented by PIXE, which is both
an X-ray emission spectroscopy and an IBA technique. Besides PIXE, the Rutherford
Backscattering Spectroscopy (RBS), Elastic Recoil Detection Analysis (ERDA), and
Particle Induced Gamma-ray Emission (PIGE) techniques are part of the IBA category.
RBS allows determining the depth distribution of impurities in surface layers (∼10 µm)
through the detection of particles elastically backscattered from the sample. The pro-
jectiles are few MeV protons, deuterons and α particles. The ratio between the energy
before and after the collision is just a function of the projectile mass, the target mass
and the scattering angle. The initial projectile energy and mass are known, while the
scattering angle is fixed by the detector position. Therefore, by measuring the energy of
the recoiled ion, the mass of the target atom is retrieved. The process is schematically
shown in figure 1.2.a. Since the probability of backscattering increases with the atomic
number of the target atom, RBS is particularly suitable for heavy elements identifica-
tion in light matrices.
On the other hand, ERDA is based on the detection of the recoiled target nuclei elas-
tically scattered in the forward direction (see the scheme in figure 1.2.b). To this aim,
heavy particles (i.e. form Z = 6 to 79) with energies ∼ 1 MeV/u are used. Similarly
to RBS, the mass of the recoiled ion can be determined from the measure of its energy.
Starting from hydrogen, ERDA is used to detect elements lighter than the projectiles
with an accessible depth of the order of 1 µm.

Figure 1.2: Schematic representation of (a) Rutherford Backscattering Spectroscopy and (b) Elastic
Recoil Detection Analysis.

The fourth analytical technique considered part of the IBA family is PIGE. PIGE relies
on the emission of γ-rays following excitation due to the interaction between the sam-
ple nuclei and MeV energy protons. The considered reactions are the (p, γ), (p, pγ)
and (p, αγ) ones. These reactions are not allowed for all the elements. For instance,
elements with Z > 15 cannot be detected with primary protons of energy ∼ 3 MeV.
Thus, PIGE is considered suitable for the identification of light elements. Like X-ray
emission spectroscopy, the IBA techniques find uses for an impressive number of ap-
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

plications of industrial [17] and societal [18] relevance.

Activation and Nuclear Reaction Analysis techniques

When the detected radiation is emitted following a nuclear reaction, the technique is
classified as Nuclear Reaction Analysis (NRA) [1]. In this case, the detected parti-
cles are γ-rays, protons, α-particles and neutrons. Since PIGE exploits a restricted
class of nuclear reactions, it is considered an NRA as well. Unlike the other elemen-
tal characterization techniques, these methods allow distinguishing between different
isotopes. They are comparative techniques because the concentration of the elements
is obtained by comparing the activity induced in the sample and reference material.
Among the NRA techniques, Neutron Activation Analysis (NAA) [19] and Photon Ac-
tivation Analysis (PAA) [20] are the most relevant.
NAA exploits the irradiation of the sample with neutrons (generally at thermal energy)
and the consequent conversion of the stable atoms in γ-emitting radioisotopes. As in the
case of PIGE, the γ-rays are characteristic of the emitter. Therefore, from the knowl-
edge of the γ-ray energy and the reaction in place, the parent element is identified. The
most common neutron sources for NAA studies are nuclear reactors, Cf-252 radioactive
sources and fusion-type neutron generators based on (D, D) and (D, T) reactions. Since
the light elements (e.g. H, C, O, N) do not produce radioisotopes under thermal neutron
irradiation, NAA is suitable for trace heavy elements detection in light matrices.
In PAA, samples are irradiated with high-energy (i.e. 10− 30 MeV) photons. The pri-
mary photons are obtained through the interaction of high-energy electrons, provided
by high-power linear accelerators, microtrons or betatrons, with high Z materials and
bremsstrahlung emission. Interactions between photons and sample nuclei occur as
photonuclear reactions with the delayed emission of characteristic γ-rays. Further de-
tails about PAA will be provided in Section 1.4.
Unlike X-ray emission spectroscopy and IBA techniques, NAA and PAA allow detect-
ing elements down to several centimetres inside samples thanks to the high penetration
depth of neutrons and γ-rays in the matter. This peculiar feature makes NAA and PAA
suitable for the elemental analysis of both small and large volumes of materials [21,22].

1.2 Energy Dispersive X-ray (EDX) spectroscopy and Scanning Electron
Microscope (SEM)

EDX [3] is an analytical technique used in combination with SEM. It is exploited to
identify near-surface elements in solid samples and to determine their amount at differ-
ent points on their surface.
As already mentioned, the material under analysis is irradiated with an electron beam,
its energy can range from a few up to∼ 10−20 keV. Electrons are emitted by a tungsten
filament lamp via the thermionic effect. They are accelerated by a potential difference,
deflected and collimated on the sample surface. The whole system is placed in-vacuum
at ∼ 10−5 mbar to maximize the mean free path of the electrons.
As shown in figure 1.3.a, the primary electrons interact with the sample promoting
the emission of secondary electrons, characteristic x-rays and back-scattered electrons
(BSE). By collecting the secondary electrons scattered from the sample atoms, a high-
resolution image of the surface is produced with a resolution of 1 − 5 nm. This SEM
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1.2. Energy Dispersive X-ray (EDX) spectroscopy and Scanning Electron Microscope
(SEM)

Figure 1.3: (a) Conceptual scheme of EDX spectroscopy and (b) an example of EDX spectrum obtained
from a stainless steel sample coated with a 1.0 µm thick Ti layer. The accelerating voltage was set
equal to 8 kV.

technique is called Secondary Electron Imaging. Heavy elements backscatter electrons
with a larger probability than light elements. Therefore, when BSE are exploited, the
contrast in the resulting image provides also an indication of the local chemical com-
position.
On the other hand, EDX analysis is performed by collecting the characteristic X-rays.
An example of a spectrum is shown in figure 1.3.b. The elements are recognized from
the energies of the X-ray peaks, while their concentrations are obtained by comparing
the peak relative intensities with the data obtained from standard materials. Moreover,
moving the electron beam over the sample surface, an image of the distribution of the
elements is retrieved. However, the elemental map generation can take several hours
since an X-ray spectrum must be produced and processed at each point of the scanned
area. The elemental map can also be associated with image data generated by the elec-
tron microscope. The detection limit of EDX analysis is in the 0.1 − 0.5 wt% range,
and the actual value depends on the sample composition.
Despite its high versatility, EDX is subject to some limitations. Firstly, only solid and
conductive samples can be analyzed. Moreover, since the analysis must be performed
in vacuum conditions, the dimensions of the chamber often limit the size of the sam-
ples. Besides, like the other analytical methods presented in Section 1.1, EDX analysis
allows recognizing only the elements and no further information about the chemical
composition is provided (e.g. chemical compounds or molecules). Lastly, elements
with atomic numbers smaller than 11 (Na) are hardly detected. That is due to the lim-
ited detection efficiency at low X-ray energies of the exploited Si-Li detectors protected
by Be windows.

The X-ray detector

Usually, the detectors used for EDX analysis are Si(Li) or solid-state devices. They are
energy-dispersive detectors because the X-rays are sorted accordingly to their energies.
Indeed, when a photon interacts with the active volume, a number of electron-hole
pairs are created. Their number is proportional to the incident photon energy. The
corresponding charge is integrated into a current pulse, converted into a voltage pulse,
amplified and send to a multichannel analyzer.
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

The parameters that characterize the performances of these devices are the energy res-
olution and counting efficiency. They are both functions of the incident photon energy.
For instance, the energy resolution of Si(Li) detectors is expressed in terms of full width
at the half maximum (FWHM) of the peaks. Usually, the resolution is equal to 110 eV
at 5 keV X-ray energy.
The intrinsic detection efficiency is maximum (up to ∼ 100%) between a few keV and
20 keV energies [23]. At low energies, it is affected by the presence of the protective
Be window in front of the active volume. It rapidly drops to zero around 1.0 keV. At en-
ergies higher than 20−30 keV, the X-rays are rarely absorbed inside the active volume.
That causes a progressive decrease of efficiency.

1.3 Particle Induced X-ray Emission (PIXE) analysis

PIXE [1] exploits MeV energy ions, usually protons, to ionize the sample atoms. Af-
ter ionization, a de-excitation process takes place following two possible channels: the
emission of an Auger electron or the emission of an X-ray. As with EDX, PIXE spec-
troscopy relies on the detection of X-rays leaving the sample and interacting with a
detector. The analysis of the recorded X-ray spectra (a typical example is shown in fig-
ure 1.4) allows reconstructing the sample composition. As already mentioned in Sec-
tion 1.1, PIXE allows analyzing both homogeneous and non-homogeneous samples.
Moreover, the quantitative analysis does not require the use of comparative materials.

Figure 1.4: Example of a typical PIXE spectrum from [24]. The elements and the atomic transitions
are reported in correspondence with the peaks.

1.3.1 Experimental apparatus

The basic experimental apparatus required for PIXE analysis includes a proton source
and an interaction chamber where the sample is placed. Protons are provided by an
electrostatic accelerator (i.e. Van de Graaff or TANDEM machines). A detailed de-
scription of the principal accelerator configurations can be found in Section 1.5. The
ion beam is transported to the chamber by a beam handling system. The system in-
cludes several magnetic components like switching magnets and beam steerers.

14



i
i

“main” — 2021/6/30 — 14:57 — page 15 — #25 i
i

i
i

i
i

1.3. Particle Induced X-ray Emission (PIXE) analysis

Figure 1.5: Scheme of the vacuum chamber for PIXE analysis. From [1].

The beam current on the sample is of the order of 1−100 nA. Lower currents con be re-
quired under specific circumstances to avoid sample damage due to excessive heating.
The scattering chamber where the ion beam strikes the sample is evacuated at a pres-
sure lower than 10−6 mbar. As shown in figure 1.5, it is equipped with several ports and
connected to the beamline with a gate valve. The valve allows maintaining the vacuum
in the beamline and the scattering chamber separated. The sample is usually placed at
45◦ to the beam incidence direction. The sample holder can be translated to adjust the
interaction point on the surface.
Surface barrier detectors are placed inside the chamber both in front and behind the
sample to monitor the scattered charged particles. The X-ray detectors are Si(Li) or
solid-state devices (see Section 1.2). The Si(Li) device is located at 90◦ to the beam
incidence direction. To correctly positioning the detectors, angular positions are pro-
vided at the base of the chamber.
To avoid breaking the vacuum after each irradiation, the movable target holder can
host many samples. They are self-supporting or sputtered on thin foils containing no
detectable elements of interest. The widest variety of samples are analyzed in their
original state. The irradiated volume must be representative of the whole sample com-
position. Therefore, if the material is not homogeneous, even for thicknesses larger
than the adopted proton range, it must be crumbled to a fine powder and pressed into a
pellet.
Gaseous samples, paintings and bulky archaeological finds cannot be placed into the
vacuum chamber. Therefore, an external beam system is exploited to analyze volatile
materials and large objects. The proton beam is brought into the atmosphere, and it
interacts with the sample. A micrometric foil separates the vacuum inside the particle
accelerator and the air. This configuration allows an effective heat dissipation from the
surface of valuable samples (e.g. paintings and ancient objects), thus performing a safer
analysis. On the other hand, the air causes the beam to be no longer exactly monoen-
ergetic when it strikes the sample surface because of the energy straggling. Another
drawback is the appearance in the spectrum of X-ray signals not related to the sample
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

elements (e.g. the Ar peak at 2.96 keV).

1.3.2 Theoretical description and sample composition reconstruction

Several commercial codes [25, 26] are available to perform quantitative PIXE analysis
without the need for standard materials. They are exploited in all IBA laboratories
where PIXE is carried out. The codes rely on an analytical description of the involved
physical phenomena. These tools allow correlating the X-ray line intensities with the
material composition. This Section describes the underlying analytical PIXE model,
considering the main physical processes and two possible types of sample structures:
the homogeneous and the non-homogeneous composition.

Physical phenomena

Several physical phenomena must be considered to provide a theoretical description of
PIXE. They are the proton slowdown inside the sample, ionization, X-ray emission and
the photon attenuation before leaving the surface.
The first process to be taken into account is the proton slowdown. It is well-described by
the stopping power S(E), defined as the energy lost by a particle travelling inside matter
per unit path length. This energy-dependent function can be evaluated analytically
using the Bethe-Bloch formula or via numerical tools (e.g. the Stopping and Range of
Ions in Matter (SRIM) code [27]). The stopping power in the sample is retrieved from
those of the single elements Si(E) as:

S(E) =
I∑
i=1

Wi × Si(E) (1.1)

where I is the total number of elements, and Wi are the elemental mass concentrations.
The probabilities of ionization and subsequent X-ray emission are provided in terms of
ionization cross section and fluorescence yield, respectively.
The ionization cross section σ(E) is a function of the energy, the atomic number (Z) and
the involved atomic shell. Its magnitude decreases with Z both in the case of K and L
atomic shells. The proton ionization cross section is well-described by the Energy-Loss
Coulomb-Repulsion Perturbed-Stationary-State Relativistic (ECPSSR) theory [28,29].
Its behaviour is shown in figures 1.6.a and 1.6.b. Remarkably, the cross section can

Figure 1.6: Examples of (a) K-shell and (b) L1-shell ionization cross sections for different values of
atomic number Z. (c) Behaviour of the fluorescence yields for the K and L shells.
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1.3. Particle Induced X-ray Emission (PIXE) analysis

reach values up to 104 barns, leading to a significant amount of emitted characteristic
X-rays. Indeed, compared to the cross sections of nuclear reactions exploited for NRA,
ionization cross sections are several orders of magnitude higher. That leads to a detected
signal more intense for PIXE analysis than for other IBA techniques.
The second parameter having a significant effect on the intensity of the recorded X-
ray signal is the fluorescence yield ω [30]. Since also Auger electrons can be emitted
after ionization, the fluorescence yield accounts for the probability of de-excitation
following the X-ray emission channel. The K shell is a single shell and has no sub-
shell. Therefore, the K shell fluorescence yield of an atom is:

ωK =
YK
NK

(1.2)

where YK is the total number of K X-rays emitted from a sample, and NK is the total
number of K shell vacancies. As shown in figure 1.6.c, the fluorescence yield increases
with Z.
The X-ray attenuation is described by the mass attenuation coefficient (µ/ρ), which
depends on the photon energy, material composition and density. The (µ/ρ)i values
of the elements can be retrieved from the online interface of the XCOM code [31].
The mass attenuation coefficient in a compound, evaluated for specific X-ray energy, is
obtained from:

(µ/ρ) =
I∑
i=1

Wi × (
µ

ρ
)i (1.3)

For completeness, the secondary X-ray emission [32] has to be mentioned. It occurs
when elements with a very close value of Z are present in the sample. Indeed, the
characteristic X-rays emitted by the higher Z element induce fluorescence in the lower
Z element. The secondary emission has a significant effect on the total X-ray yield
only when the concentration of the exciter element is much higher than that of the sec-
ondary emitter one. Since this is a considerably rare condition, its contribution will be
neglected in the description.
Lastly, the X-ray peaks in the PIXE spectra are always superimposed to a continuous
background. It is caused by phenomena like the Compton scattering of γ-rays in the
detector volume. These high-energy photons are produced by nuclear states excited in
the sample during the irradiation. Another source of background is the bremsstrahlung
associated with the projectiles and secondary electrons. Furthermore, an incomplete
charge collection in the detector sensitive volume can occur because of the early re-
combination of the electrons and holes.

Homogeneous samples

Consider a thick homogeneous sample composed of I elements of atomic weights Mi

and mass concentrations Wi, irradiated with a monoenergetic proton beam of energy
Ep and a total number of protons Np. Figure 1.7.a shows the geometry of the sample
irradiation. The number of X-rays Yi, associated to one characteristic line for the i-th
element, is [1]:

Yi = Np
∆Ω

4π
εi
Nav

Mi

Wi

∫ Ef

Ep

σi(E)ωie
−µi

∫ E′
Ep

dE′
S(E′)

cos θ
cosφ

dE

S(E)
(1.4)
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

Figure 1.7: Conceptual schemes for the (a) homogeneous and (b) non-homogeneous sample irradiation
geometry.

where ∆Ω and εi are the subtended solid angle and the efficiency of the detector, Nav is
the Avogadro’s number, Ef is the final proton energy after the slowdown in the matter
(Ef = 0 if the sample is thick enough to stop the protons), µi are the X-ray attenua-
tion coefficients, θ is the proton impact angle, and φ is the X-ray emission angle. The
integral takes into account the production of X-rays along the proton range and their
attenuation inside the material. It is computed over the projectile energy.
Here, the goal of the quantitative PIXE analysis is to retrieve the mass concentrations
Wi of the elements from the measured X-ray yields Y ∗i in the PIXE spectrum after the
background subtraction. It can be performed by solving a system of I equations like
equation 1.4. The system is non-linear because both the X-ray attenuation coefficients
µi and the proton stopping power S(E) depend on the sample composition. Accord-
ingly, the solution can be found by minimizing a parameter like:

χ2 =
∑
i

[
(Yi − Y ∗i )√

Y ∗i

]2
(1.5)

making use of an iterative procedure.

Non-homogeneous and multilayer samples

If the sample is non-homogeneous, the elemental concentrations are not constant as a
function of the sample thickness. Considering a complete lack of knowledge of the
sample composition (i.e. no information about its structure are available), the differen-
tial PIXE analysis can be applied to retrieve the concentration profiles of the elements
along the thickness. As shown in figure 1.7.b, the sample is ideally split in a finite
number J of fictitious layers having mass thickness ρjRj and homogeneous composi-
tion Wi,j . Assuming to perform K measurements at different proton energies Ek

p , the
following system of equations can be written [5, 33]:

Y k
i = Nk

p

∆Ω

4π
εi
Nav

Mi

J−1∑
j=1

Wi,je
−

∑j−1
l=1 (

µ
ρ
)i,l

ρlRl−ρlRl−1
cosφ ×

×
∫ Ekp,j

Ekp,j+1

σi(E)ωie
−µi,j

∫ E′
Ep

dE′
Sj(E

′)
cos θ
cosφ

dE

Sj(E)

(1.6)
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1.3. Particle Induced X-ray Emission (PIXE) analysis

Figure 1.8: Example of differential PIXE analysis result from [5]. The concentration profiles of the
elements in an Early Medieval brooch are shown. The object under investigation is reported as an
inset image in the right panel.

where Nk
p is the number of protons with energy Ek

p , (µ
ρ
)i,j and Sj(E) are the X-ray

attenuation coefficients and proton stopping powers associated to the j-th layer, Ek
p,j ,

and Ek
p,j+1 are the proton energies at the boundaries of the j-th layer. The system of

I ×K equations 1.6 can be solved if K ≥ J (i.e. if a number of measurements greater
than or equal to the number of fictitious layers are performed) by a χ2 minimization
procedure. The solution is the set of discrete values of Wi,j and mass thicknesses
ρjRj that best fit the experimental X-ray yields Y k∗

i . An example of differential PIXE
analysis result is shown in figure 1.8.
A very common example of a non-homogeneous sample is the multilayer one. Indeed,
the sample is composed of a finite number of layers, each one having homogeneous
composition. For instance, this is the case of paintings [12, 34]. In this condition,
some sample properties are known a priori as the number of layers, their thicknesses
or composition. The relation describing the X-ray emission is equation 1.6. However,
the unknowns are specific properties of the structure like the mass thicknesses of actual
layers ρjRj or their elemental composition Wi,j . They are retrieved by applying the χ2

minimization procedure.

1.3.3 PIXE advantages and limitations

Because of its exceptional detection capability (sensitivities down to 0.1 ppm have been
obtained) and non-destructive nature, PIXE is a powerful technique for the ultra-trace
analysis of solid materials. It has been successfully applied in biological science [35],
criminology [1], mineralogy [36], and for the study of archaeological [37] samples.
Moreover, PIXE is extensively used for the quantification of polluting elements [38] in
aerosol samples. It can discriminate between more than 20 different elements with a
single measurement.
On the other hand, PIXE does not allow detecting elements with Z ≤ 13 because of the
low counting efficiency of the Si(Li) detectors. In addition, PIXE can not distinguish
between different chemical compounds. Other significant limits of PIXE are associated
with the drawbacks of the particle accelerators. Indeed, the high costs and dimensions
of these machines prevent its wide diffusion. Moreover, the oldest acceleration tech-
nology (see Section 1.5) is often exploited with detrimental limitations in terms of the
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

flexibility of the particle beams. For instance, with electrostatic accelerators, the pri-
mary particle energy is not easily tunable. These machines are also subject to radiation
protection issues [39] because of the progressive activation of the components.

1.4 Photon Activation Analysis (PAA)

PAA [20] is a non-destructive materials characterization technique that exploits high-
energy photons to retrieve the elemental composition of a large variety of samples.
The irradiation geometry is schematically shown in figure 1.9. Photons are generated
through the interaction of a high-energy electron beam with a converter material (e.g.
tungsten) via bremsstrahlung emission. They have an exponential energy spectrum (see
the inset in figure 1.9), with maximum energy equal to the energy of the incident mo-
noenergetic electron beam.
The primary photons interact with the sample under study and a comparative material
inducing nuclear reactions. When the excited nuclei decay, the emission of character-
istic γ-rays takes place. Photons emitted from both the sample and calibration material
are measured with a spectrometer and exploited to retrieve the sample composition.

1.4.1 Experimental apparatus

As already mentioned, in addition to the sample and standard material, the experimen-
tal apparatus required to perform PAA includes an electron accelerator, an mm-thick
converter, and a γ-ray detector. Here, these components are briefly described.

Figure 1.9: Typical PAA irradiation geometry. The inset plot shows the bremsstrahlung photon energy
spectrum (red line) obtained from the irradiation of a 3 mm tungsten converter with 30 MeV energy
electrons and three photonuclear reaction cross sections (from the EXFOR database [40]).
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1.4. Photon Activation Analysis (PAA)

The photon source

The monoenergetic electron beams used to perform PAA are characterized by energies
and currents equal to 10 − 30 MeV and ∼ 10 µA, respectively. They are delivered
by Van de Graaff generators, LINACs, betatrons, and microtrons (see Section 1.5 for
details). However, LINACs are the electron sources exploited in the majority of PAA
applications [20].
The high-energy electrons interact with a converter. The choice of converter material
and thickness is intended to maximize the bremsstrahlung emission of radiation. Since
the bremsstrahlung cross section scale with the square of the atomic number [41], high-
Z materials like tungsten are usually exploited. The thickness is selected according
to the same criterion and, for ∼ 30 MeV electron energy, it is of the order of some
mm. The resulting photon beam is inhomogeneous both laterally and along the beam
axis. For instance, the photon flux density obtained with a 30 MeV electron beam spans
several orders of magnitude on a 10 × 10 cm plane located at a 10 cm distance from
the converter. A greater uniformity can be achieved by increasing the distance from the
converter but at the expense of flux density.
The sample is located at the centre of the bremsstrahlung cone. If the converter is not
thick enough to stop all the electrons, particles can cause the overheating of the sample.
In this case, an aluminum filter must be placed between the converter and sample to
stop the surviving electrons.

γ-ray detectors

Two possible detector configurations are exploited in PAA, namely the scintillators and
semiconductor crystals [23]. In both cases, the γ-rays are converted into electric pulses.
The pulse intensities are quasi-proportional to the energy of the photons in the MeV en-
ergy range.
In scintillation detectors (NaI and BGO), γ-rays are converted into light flashes (i.e.
radioluminescence) via secondary emission of electrons due to photoelectric effect,
Compton scattering, and pair production. Then, the light is converted into an electric
charge exploiting a photomultiplier tube. NaI detectors are characterized by very high
detection efficiency. They are inexpensive and easy to use. However, the poor energy
resolution (5 − 10% at 660 keV) makes them unsuitable for spectroscopy of complex
matrices with many radioactive isotopes.
In semiconductor detectors (HPGe and Ge(Li)), the radiation interacts with an isolated
single crystal producing a large amount of electron-hole pairs in cascade. Two ends of
the active volume are used as electrodes and the charge is collected through an applied
voltage. In the case of total absorption within the crystal, the amount of charge is pro-
portional to the γ-ray energy. These devices are characterized by exceptional energy
resolution (0.1−1% at 660 keV) compared to scintillators, but with lower detection ef-
ficiency. Another disadvantage is the requirement to cool them down to approximately
-200 ◦C during operation.

1.4.2 Photonuclear reactions and radioactive decay

The photonuclear reactions play a crucial role in PAA. They are characterized by the so-
called giant resonant cross section because the probability of these events is higher than
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Chapter 1. Atomic and nuclear analytical methods for materials characterization

Figure 1.10: Representation of the total photon absorption cross section. Energy regions associated
with the different (γ, γ′) and (γ, xn) reactions are highlighted. From [20].

that of other nuclear interactions. Indeed, for photon energies ranging approximately
from 10 to 25 MeV, the wavelength of the photons is comparable to the nucleus diame-
ter. As a result, the electric dipole resonance mechanism takes place with a high degree
of probability. The total photonuclear cross section, which is schematically shown in
figure 1.10, is the result of several contributions like (γ, γ′), (γ, p), (γ, n) and (γ, 2n)
reactions. Experimentally evaluated nuclear reaction cross sections for many isotopes
are available in the EXFOR: Experimental Nuclear Reaction Data database [40].
After the absorption of the primary photon and the emission of the secondary particle,
the nucleus is left in an excited state with a very short lifetime. The energy in excess
is released as prompt characteristic γ-ray emission. Then, if the ground state of the
product nucleus is unstable, a radionuclide is produced that will decay with further
production of a characteristic γ-ray. If the isomeric state of the reaction product has
a lifetime sufficiently long, the delayed emission of characteristic radiation is detected
for PAA purposes. Some examples of nuclear reactions exploited in PAA are listed in

Table 1.1: Examples of nuclear reactions exploited in PAA.

Element Reaction Half-life γ-ray Energy [keV]

Ni 58Ni(γ,n)57Ni 36 hr 1379

Zr 90Zr(γ,n)89Zr 78.4 hr 909

Na 23Na(γ,n)22Na 2.6 yr 1275

As 75As(γ,n)74As 17.77 d 596

I 127I(γ,n)126I 12.8 d 388

Pb 204Pb(γ,n)203Pb 52.1 hr 279

Cd 116Cd(γ,n)115Cd 53.38 hr 336
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1.4. Photon Activation Analysis (PAA)

table 1.1.

1.4.3 Sample irradiation and composition reconstruction

Samples are irradiated from minutes up to several hours (irradiation period ti), depend-
ing on the expected half-lives of the products. Immediately after the irradiation, a large
number of short-living radionuclides are present in the sample. If the characteristic γ-
ray detection starts promptly after the irradiation, they will lead to a complex spectrum
with many peaks and superposition of different signals. Therefore, a cooling period
td, from several hours up to days, is waited before starting the measurement of the
characteristic γ-rays. The counting period tc can last from 10 minutes up to hours.
Sometimes, two or three measures are performed separated by increasing cooling pe-
riods to exclude spectrum interference between nuclides. An example of the resulting
spectrum is shown in figure 1.11. The elements are identified accordingly to the en-
ergies of the emitted γ-ray lines and the corresponding nuclear reaction. On the other
hand, the number of counts Yγ associated with each peak is related with the sample
composition by the following equation:

Yγ = I
∆Ω

4π
ερW

Navh

Ar

∫ Emax

Emin

f(E)σ(E)dE · (1− e−λti) · e−λtd · (1− e−λtc)
λ

(1.7)

where I is the primary photon fluence, ∆Ω and ε are the solid angle and efficiency of
the detector, ρ is the sample density, W is the mass concentration of the element, Nav is
the Avogadro’s number, h is the isotopic fraction, Ar is the relative atomic mass, Emax
and Emin are the maximum and minimum primary photon energies of the continuum
spectrum, f is the function describing the photon spectrum, σ is the photonuclear cross
section and λ is the decay constant of the metastable nuclide.
In principle, equation 1.7 can be used to obtain the mass concentration of the elements,
as in the case of PIXE quantitative analysis. However, several quantities are subject
to a non-negligible degree of uncertainty (e.g. the cross section and the photon flux
distribution). Therefore, the quantification is performed exploiting calibration materials

Figure 1.11: Example of PAA spectrum. From [22].
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of known composition and co-irradiate with the samples. In this case, the formula for
the evaluation of the concentrations is:

W sm =
W stdY sm

γ Arsm

Y std
γ Arstd

· e
−λ(tstdd −t

sm
d ) · e−λ(tstdd −tsmd +tstdc )

1− e−λtsmc
(1.8)

where the apex sm and std stand for sample and standard, respectively.
It is worth mentioning that equation 1.8 is correct only if the flux is the same in each
point of the sample and standard material. If this condition is not satisfied, a correction
can be introduced by adding an internal or external flux monitor. External monitors are
metal foils of known composition located upstream and downstream of the sample. On
the other hand, the internal monitor is an element added to both the sample and standard
with the same concentration. From the characteristic γ-rays emitted from the monitor,
photon fluxes associated with the sample and standard are evaluated, and the effect of
the discrepancies on the retrieved concentrations is taken into account.

1.4.4 PAA advantages and limitations

PAA is exploited for the analysis, both in-air and vacuum conditions, of environmen-
tal [42], geological [43], biological [44], industrial [45], and archaeological [46] sam-
ples. Unlike the IBA and X-ray spectroscopy techniques, it is suitable for the in-depth
analysis of solid samples down to centimeters in depth. It is non-destructive since the
samples generally do not require chemical pretreatment. The detection limit strongly
depends on the elements, and it ranges from 100 to a few ppm. PAA is also a multi-
elemental technique because up to 10 − 20 elements can be identified with a single
measurement.
As in PIXE, the main limitation of PAA relies on the high cost (about several million
dollars) of the particle accelerators. Indeed, PAA is performed in dedicated laboratories
hosting the LINAC machines. Another drawback of this technique is the relatively long
time required to complete the measurement. For instance, the cooling period between
the irradiation and the detection of the characteristic γ-rays can last several days.

1.5 Particle accelerators for the elemental analysis techniques

The design of the first proton accelerator dates back to 1929, and it is attributed to
Robert J. Van de Graaff [47]. The prototype was able to accelerate protons up to 5
MeV energy. Subsequently, the TANDEM configuration was developed to double the
delivered proton energies [48]. In the 1930s, Lawrence proposed the scheme of a cir-
cular machine (i.e. cyclotron) for the acceleration of ions [49] up to 16 MeV energy.
On the other hand, the first linear particle accelerator, also called LINAC, for electron
acceleration was constructed in 1927 [50]. Then, a renewed boost in particle accelera-
tion technology was provided by the invention of the synchrotron in the 1940s.
During the second half of the 20th century, continuous growth in terms of delivered par-
ticle energy was achieved. Nowadays, particle accelerators are employed worldwide for
several applications of high scientific and societal relevance [51] like nuclear physics
research, nuclear medicine, sterilization, and materials processing. In the present Sec-
tion, the principal accelerator concepts exploited for the elemental analysis of materials
are briefly presented.
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1.5. Particle accelerators for the elemental analysis techniques

Single-ended Van de Graaff and Tandem accelerators

The simplest configuration for ion acceleration exploits an electrostatic potential formed
between two terminals. One terminal is grounded and the other is positively charged.
Positive ions are injected in correspondence with the charged terminal, and they accel-
erate toward the grounded terminal. The potential difference, which usually reaches
values up to several millions of Volts, determines the energy gain of the particles. This
configuration is adopted in Van de Graaff accelerators, and it is reported in figure 1.12.a.
An insulating belt moves over two pulleys, one placed in the ground terminal and the
other at the high-voltage terminal. At the ground terminal, a high voltage (e.g. several
kV) causes a corona breakdown from a row of spray points. The moving belt collects
the positive charges on its surface and takes them to the high voltage terminal. Then,
the positive ions are removed from the belt by a second corona breakdown. In this way,
an accelerating voltage equal to 10 MV can be reached between the two terminals. The
particle source (e.g. a gaseous discharge produced by electron impact in a region of rel-
atively high gas pressure) is placed in correspondence with the high-voltage terminal.
A two-steps acceleration is performed in TANDEM machines [52] to double the en-
ergy of the accelerated particles. Positive ions are produced by the source, and they
are accelerated at few tens of keV through a gas. About 1% of them become negative
ions by the pickup of two electrons. Negative ions are injected before the positively
charged terminal, and they undergo the first acceleration. When they reach the pos-
itively charged terminal, a carbon foil strips the electrons and converts negative ions
into positive ions. Then, the ions are further accelerated toward the grounded terminal.
In this way, the final energy of the particles is doubled compared to that obtained with
the single-stage configuration.
Van de Graaff and Tandem accelerators are used widely for PIXE and other IBA tech-
niques. The maximum energy of the accelerated particles is of the order of 10 MeV.
However, the presence of such strong, and therefore difficult to control, electric fields

Figure 1.12: Conceptual schemes of (a) the single-ended Van de Graaff, (b) cyclotron and (c) LINAC
accelerators.
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limits the flexibility of these machines. For instance, the energy of the particles cannot
be changed instantaneously, but it requires a time-consuming procedure. These ma-
chines are also subject to radiation protection issues [39] because of the progressive
activation of the components.

Cyclotrons

Cyclotrons [53] are a possible alternative to electrostatic machines. The ions move
along a spiral trajectory starting from the centre of a flat cylindrical vacuum chamber
while accelerated by a radiofrequency electric field (see figure 1.12.b). In the non-
relativistic regime, the frequency of circulation is independent of particle energy. Ions
are produced at the centre of the magnet. The acceleration takes place when they pass
through the gap between the electrodes. The field is in resonance with the cyclotron
frequency. At each cycle, the positive charges, accelerated to a negative potential,
receive a renewed boost by the inversion of the potential. Besides, the particles are held
to the spiral trajectory by the static magnetic field. When the ions reach the periphery
of the magnet, they enter a deflection channel where a constant electric field is present
and forces them out of the magnetic field.
Cyclotrons can provide protons with an energy of several MeV. The maximum energy
is limited by the relativistic increase in mass while the velocity rises. This effect causes
a reduction in the orbital frequency and leads to an asynchronism between the particle
motion and the voltage oscillation.

LINAC machines

The LINAC [53] is a linear machine constituted by a straight hollow pipe. It is schemat-
ically represented in figure 1.12.c. Along the cavity, a series of cylindrical electrodes
are placed. The motion of the particles inside the channel is in phase with the oscillat-
ing radiofrequency voltage. When the ions move across the gap between two electrodes
and the voltage between them is maximum, if the length of the second electrode is such
that the particles move across the next gap after a one-half period, they will be accel-
erated. Since the velocity increases, the following electrode must be longer than the
former so that the ions will remain a new half-period between the gaps.
Considering electron LINACs, the same principle is applied exploiting a standing or
traveling wave. The electric field is reflected by the metallic ends of the loaded cavi-
ties and the resulting field distribution is obtained by the superposition of the reflected
waves. The synchronism between the resonant mode and the particle motion is set
by changing the length of the drift tubes. However, modern LINACs exploit traveling
waves in loaded waveguides to accelerate electrons. They are constituted by a disc-
loaded structure, where a single mode propagates. Electrons ride on the crest of the
wave along the drift tube, being continuously accelerated. Depending on the required
energy of the accelerated particles, the length of a LINAC can vary from several meters
(for few MeV electrons) up to kilometers (for GeV electrons).
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CHAPTER2
Laser-driven particle acceleration and applications

This chapter offers an overview of the laser-driven ion and electron acceleration topic.
Section 2.1 summarizes the steps that led to the development of the laser technology
currently exploited for particle acceleration. Then, in Section 2.2, the main aspects
related to laser-plasma interaction are presented. Section 2.3 describes the Target Nor-
mal Sheath Acceleration (TNSA) mechanism and the use of advanced Double Layer
Targets (DLTs) to enhance its performances. In this framework, both some of the most
relevant experimental results and theoretical descriptions are presented. Section 2.4
deals specifically with electron acceleration via both near-critical targets and the laser
wakefield mechanism. Finally, the main foreseen applications of laser-driven particle
sources are summarized in Section 2.5.

2.1 Ultra-short and super-intense laser technology

Among all existing light sources, lasers are characterized by exceptional spatial and
temporal coherence and monochromaticity. Since the development of the first device
in 1960 [54], this technology has led to unthinkable improvements in several scientific
fields. The laser intensities progressively increased in the following years, thanks to the
advent of the Q-switch [55] first and Mode-Locking [56] later. Exploiting these tech-
nologies, lasers were able to generate pulses with fs-time duration and intensities up to
1010 W/cm2. As a consequence, the birth of new branches of physics became possible.
For instance, the experimental study of non-linear optics started to be a very active field
because the achievable intensities were comparable to that of the atomic electric field
(i.e. 108 W/cm2).
However, in the 70′, a significant increment of the achievable laser intensities was not
realized. Indeed, the amplification through multiple stages was limited by the damage
of the pumped gain medium exploited to increase the energy of the pulse. Then, in
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Figure 2.1: Schematic representation of the Chirped Pulse Amplification working principle.

the 80′, Donna Strickland and Gérard Mourou developed the Chirped Pulse Amplifica-
tion (CPA) [57], for which they were awarded with the Nobel prize in Physics in 2018.
Briefly, with CPA, an ultra-short (≤ ps) laser pulse is stretched to nanoseconds exploit-
ing a grating. As a consequence, the laser frequencies are dispersed, and the maximum
intensity is significantly reduced. The chirped pulse is sent through a sequence of am-
plification stages where the beam energy is enhanced. The stretching performed before
the amplification prevents the damaging of the active media. Lastly, the pulse is com-
pressed with a second grating. A scheme of the CPA working principle is shown in
figure 2.1.
The invention of CPA paved the way for the development of a new generation of super-
intense lasers. Nowadays, they can reach intensities up to 1022 W/cm2 [58–60] and
peak powers above the petawatts. During the last decades, many super-intense laser
facilities were realized in the world. Among them, less than 20 are PW-class lasers. In
particular, the European Extreme Light Infrastructure (ELI) project [61] is worthy of
consideration. It consists of the implementation of four 10 PW laser facilities in Eu-
rope. The complete operation capabilities will be reached in the next few years, with
foreseen highest intensities of the order of 1023 − 1024 W/cm2 never achieved before.
High-intensity lasers (I > 1019 W/cm2) can be divided into two categories. The
first group exploits Ti:Sapphire oscillators and CPA stages. They provide pulses with
10 − 100 fs time duration and few Joules of energy. These lasers are characterized by
high repetition rates (up to 1 kHz). The second category collects lasers that generate
pulses with an Nd:YAG-based active medium. In this case, the pulses have longer time
durations (i.e. ∼ ps) and higher energies (i.e. ≥ 102 J). However, the repetition rate is
significantly lower, ranging from 0.1 Hz to one shot per day.
As far as the first category is concerned, the number of lasers capable of delivering
powers in the 10 − 100 TW range is increasing. Their usages span from the devel-
opment of novel ultrafast light and X-ray sources to high-energy density science and
laboratory astrophysics. In particular, particle acceleration driven by superintense laser
pulses is emerging as one of the most attractive topics.
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2.2 Super-intense laser-matter interaction

To suitably describe the laser-driven particle acceleration phenomena, some basic con-
cepts of super-intense laser-matter interaction must be introduced. When a super-
intense laser pulse interacts with matter, it induces the transition to the plasma state via
Tunnel Ionization and Multi-Photon Ionization. The first phenomenon is the distortion
of the atomic field by the laser electric field. The second one is the direct overcoming
of the binding energy of the electrons by multiple photons. Therefore, the matter is
ionized within a single laser cycle, and the subsequent interaction is ruled by the elec-
tromagnetic effects in the plasma. The dispersion relation describing the interaction
between electromagnetic radiation and cold plasmas is:

ω2 = ω2
p + k2c2 (2.1)

where ωp =
√

4πe2ne/me is the electron plasma frequency, ne is the electron density,
and me is the electron mass. Accordingly, an electromagnetic wave can propagate
inside a plasma only if its frequency is greater than the electron plasma frequency. By
fixing the laser wavelength, the threshold can be expressed in terms of the so-called
critical density nc:

nc =
meω

2

4πe2
(2.2)

When the condition ne < nc is satisfied, the plasma is called under-dense, and the laser
pulse can propagate through it (i.e. the electromagnetic wave is transmitted). For lasers
with a wavelength of the order of 1 µm, this condition is valid for gasses at atmospheric
pressure. When ne > nc, the plasma is over-dense, and the laser pulse is reflected.
That is the condition in the solid-state matter, having ne ≈ 100nc. Lastly, if ne ≈ nc,
the plasma is called near-critical, and the interaction is characterized by strong laser-
plasma coupling with complex non-linear phenomena in place.
In the ultra-high intensity regime, not only the non-linear effects occur, but also the rel-
ativistic ones can play an important role. The reason is that the velocity of the electrons
can rapidly approach the speed of light. The importance of the relativistic effects can
be estimated using the normalized vector potential a:

a =
eA

mec2
=

p⊥
mec

(2.3)

where A is the laser vector potential and p⊥ is the transversal oscillating momentum
of the electrons. Thus, assuming the transversal momentum equal to the total one, the
Lorentz factor is evaluated as γ =

√
1 + A2. The pulse peak intensity can be expressed

in terms of the normalized peak amplitude as:

a0 =

√
I[W/cm2] · λ2[µm2]

1.37 · 1018
(2.4)

and the condition to have non-negligible relativistic effects becomes a0 > 1. In this
case, the dispersion relation is ω2 = ω2

p/γ + k2c2 and the relativist critical density nrelc
takes this form:

nrelc = γ
meω

2

4πe2
(2.5)
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Chapter 2. Laser-driven particle acceleration and applications

From equation 2.5, it is clear that nrelc can be significantly higher compared to the non-
relativistic value nc. Therefore, an over-dense plasma in the non-relativistic regime
could become under-dense in the relativistic one (i.e. when ultra-high intensity lasers
are used).

The ponderomotive force

An important non-linear mechanism is the ponderomotive force. When an oscillating
non-homogeneous electromagnetic field is present, particles move towards the region
of weaker field strength. The ponderomotive force fp acts as the result of the radia-
tion pressure, and the average effect over the oscillations is described by the following
relation:

fp = −∇
(

q2

4mω2
| E0 |2

)
= −∇Up (2.6)

in the non-relativistic approximation. E0 is the laser electric field, and Up = mc2(γ−1)
is the ponderomotive potential directly related to the energy density of the electromag-
netic field. Therefore, the particles move from regions of high-energy density to regions
of a lower one. Remarkable, fp is inversely proportional to the mass of the charged par-
ticles. As a consequence, its effect is much more intense on the electrons than on the
ions. Moreover, the ponderomotive potential monotonically increases as a function of
the normalized laser amplitude a0.

The electron heating

When an ultra-intense laser pulse interacts with a steep solid material, the electron heat-
ing mechanism takes place. In the case of high plasma density, the laser pulse is almost
reflected, and a short evanescent wave is formed at the surface. The superficial electrons
are ejected from the surface under the action of the Lorentz force perpendicular to the
interface. Then, the electrons are re-injected into the plasma with high energy. They are
characterized by relativistic energies and broad momentum distribution. Depending on
which part of the Lorentz force is considered (i.e. the electric or the magnetic compo-
nent), two different processes responsible for the electron heating can be distinguished.
They are depicted in figure 2.2.

Figure 2.2: Scheme of the electron heating processes in the interaction of an ultra-intense laser pulse
with an over-dense plasma. Adapted from [62].
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2.3. Ion acceleration via Target Normal Sheath Acceleration (TNSA)

The process associated with the electric field component is the Brunel effect (or vacuum
heating). When the laser pulse interacts with the surface at an incident angle different
from zero and with linear polarization in the plane of reflection (i.e. P-polarization),
the electric field has a non-zero component perpendicular to the interface. Therefore,
the electric field extracts electrons from the surface and, at the end of the wave cycle, it
accelerates them into the plasma. Since the field rapidly vanishes over the skin depth,
it cannot slow down the electrons that move toward the bulk. The Brunel effect fades
in the case of normal laser incidence.
The j×B heating is driven by the magnetic component of the Lorentz force. The elec-
trons are accelerated by the electric field and then pushed by the magnetic force along
the laser propagation direction. The effect is more important as much as the electrons
are relativistic. Unlike the Brunel effect, j ×B heating is efficient with S-polarization
or at normal incidence. On the other hand, in the case of C-polarization, the magnetic
oscillating component of the Lorentz force tends to zero, and the j×B effect is negli-
gible.
Lastly, the following semi-empirical formula [63] allows evaluating the hot electrons
temperature Th:

Th = C1(a0, ℘)mec
2

[√
1 +

a20
2
− 1

]
+

+ C1(a0, ℘)mec
2

[√
1 + f 2

a20
2

sin2 θ − 1

]
tan θ

(2.7)

where the first and second terms account for the j × B heating and Brunel effect, re-
spectively. C1 and C2 are semi-empirical parameters that depend on the laser intensity
and polarization ℘. θ is the laser incidence angle, and f is a parameter accounting for
the laser reflection.

2.3 Ion acceleration via Target Normal Sheath Acceleration (TNSA)

When an ultra-short (tens fs) super-intense (I > 1018 W/cm2) laser pulse interacts with
a micrometric solid foil (i.e. targets), the acceleration of electrons and ions in the for-
ward direction occurs [64, 65]. This phenomenon, observed for the first time in 2000,
was reported in three independent works [66–68], and it is represented schematically in
figure 2.3.a. The accelerated ions and electrons were characterized by a broad energy
spectrum (see figure 2.3.b) with maximum energies up to 10s MeV/u and a number of
accelerated particles between 109 and 1013 per laser shot. The ions bunch was directed
orthogonally to the target surface with a broad angular distribution extending up to few
tens of degrees.
The Target Normal Sheath Acceleration (TNSA) scheme was proposed to interpret the
experimental observation. As explained in the previous Section, the interaction of the
laser pulse with the target surface leads to the formation of an over-dense plasma. The
pulse is reflected, and a population of supra-thermal electrons is generated through the
Brunel effect and j×B heating. The hot electrons cross the target in the direction of the
rear side. As a result, a return current of cold electrons moving in the opposite direc-
tion is formed. At the rear surface, the hot electrons leave the target creating an intense
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Figure 2.3: (a) Scheme of the Target Normal Sheath Acceleration and (b) example of accelerated proton
spectrum taken from [67].

sheath electric field. The field accelerates the ions from the contaminants present on
the rear surface of the foil.
The hot electron temperature can be evaluated using equation 2.7, which accounts for
the physical phenomena responsible for the electron acceleration. However, the elec-
tron energy is also of the order of the cycle-averaged oscillation energy in the electric
field of the laser, thus approximately equal to the ponderomotive potential. Accord-
ingly, the electron temperature can be estimated as Th ≈ mec

2
√

1 + a20/℘− 1.
Assuming a laser irradiance Iλ2 = 1020 µm2W/cm2, the electron temperature results
Th = 2.6 MeV. Moreover, an energy flux balance between the laser pulse and the elec-
trons can be written as ηI ≈ nhvhTh, where η is the fraction of energy transferred from
the laser to the hot electrons, nh is the hot electron density, and vh is the electron veloc-
ity. Considering η = 0.1 and vh ≈ c, we find nh ≈ 8 · 1020 cm−3. We can also assume
that the sheath field spacial extension is of the order of the Debye length of the electrons
Ls = λD =

√
Th

4πe2nh
≈ 0.4 µm. Finally, by imposing that the potential energy of the

sheath field is equal to Th, we can estimate the electrostatic field as Es ∼ Th
eLs
∼ 6 ·1010

V/cm. That is the magnitude of the field responsible for the ionization and acceleration
of the ions from the target surface.
A rough scaling law for the maximum energy of the accelerated ions is Emax

i ∼
ZieEsLs = ZiTh. Since the hot electron temperature scales with the square root of the
laser intensity and linearly with the wavelength, the maximum proton energy should
present the same dependences. Then, we can estimate the intensity as I ∝ εp/τw

2

where εp is the energy of the pulse and τ ∝ λ/c is its temporal duration. Since ω ∝ τ ,
the irradiance is directly proportional to the laser power and inversely proportional to
the wavelength Iλ2 ∝ εpc/λ. Therefore, the ponderomotive scaling for the maximum
ion energy is Emax

i ∝
√
P , where P is the laser power. It is worth pointing out that

this scaling is in agreement with experimental data only for laser pulses with ps time
duration. For 1 − 100 fs time duration, the maximum proton energy shows a scaling
law closer to a linear trend [69]. This discrepancy highlights the complexity of the phe-

32



i
i

“main” — 2021/6/30 — 14:57 — page 33 — #43 i
i

i
i

i
i
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nomena in place and the necessity for more accurate descriptions.
Several models are available in the literature to estimate the most important proper-
ties of laser-driven accelerated ions. They can be classified as quasi-static [70], dy-
namic [71], and hybrid [72] models. A detailed description of these models is beyond
the aims of this work. For this reason, only the following approximated relation [73]
from the quasi-static model is reported:

Emax
p ≈ Th[log

nh
ñ
− 1] (2.8)

Where Emax
p is the maximum proton energy and ñ is a fitting parameter [73]. Equation

2.8 is valid only when the maximum electron energy is higher then Th, which is a
common condition.

2.3.1 Solid targets for TNSA

The number and energy of the accelerated ions are directly related to the hot elec-
trons responsible for the sheath field formation. Therefore, controlling the hot electron
temperature and density is the route to enhance the TNSA performances. As already
mentioned, the hot electron current inside the target is counterbalanced by a return cur-
rent of cold electrons. The currents are responsible for the generation of magnetic and
electric fields, which can slow down the hot electrons. Moreover, electrons can undergo
collisions with consequent loss of energy and broadening of their angular distribution.
A possible strategy is to reduce the target thickness (from 10s micrometers to 100s
nanometers) to minimize the path of the electrons in the material. Experimental re-
sults demonstrate the feasibility of this approach. Indeed, an increment of a factor of
∼ 2.0 for the maximum proton energy was observed, moving from 20 µm to 100 nm
thicknesses [74–77]. The main drawback lies in the high thickness uncertainty of com-
mercial sub-micrometric metallic sheets (±30% of the nominal value, as commonly
reported by manufacturers). They can also show the presence of defects like pinholes
and ripples. Finally, the foils are clamped manually on perforated target holders with
the risk of breakage and the formation of wrinkles. All these aspects affect the shot-to-
shot reproducibility of the laser-driven source.
Another solution is to exploit Reduced Mass Targets characterized by a lateral dimen-
sion of the order of 10s µm. Because of the small lateral dimension, the recirculation
effects allow better confinement of the hot electrons. Since the electron density is in-
creased, the resulting TNSA process is more efficient. Again, an enhancement of a
factor of ∼ 1.5 for the maximum proton energy was observed [78].
To further increase the number of hot electrons, grating targets [79, 80] can be ex-
ploited. Indeed, the front side of these targets has a periodic surface modulation with
spacial periodicity smaller than the laser wavelength. Both the energy and number of
hot electrons are enhanced because of surface resonant wave excitation.
As previously mentioned, protons are accelerated from the contaminants present on the
target rear side. This can lead to shot-to-shot fluctuations in the number of accelerated
particles. The use of plastic foils instead of metallic targets allows stabilizing the pro-
ton beam current. On the other hand, dielectric foils exhibit an inhomogeneous spatial
beam profile of laser-driven ions due to the onset of plasma instability [81]. This effect
is suppressed with metallic (e.g. Al and Ti) foils or advanced dielectric (e.g. nanosphere
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targets [82]) configurations.
Lastly, the use of near-critical Double Layer Targets (DLTs) is worthy of consider-
ation. They consist of conventional solid foils covered by a low-density layer. If
the actual density is comparable to the near-critical one, the laser pulse can propa-
gate inside the plasma before reaching the solid foil surface. Indeed, the pulse digs a
plasma channel pushing the electrons under the action of the ponderomotive force. The
density gradient in the channel results in a radially dependent refractive index of the
plasma which further focuses the laser pulse (i.e. self-focusing effect [83]). Because
of the strong electron currents, very intense magnetic fields are formed, which push
many electrons toward the rear side of the target [84]. The electrons are accelerated
to super-ponderomotive energies through the Direct Laser Acceleration phenomenon
(DLA) [85, 86] due to betatron resonance. These electrons contribute to the formation
of a strong sheath field able to accelerate the ions and further enhancing their energies.
Additional details about the pulse propagation and hot electrons generation in DLTs are
provided in Section 2.3.3.
The materials required for DLTs must fulfill very stringent requirements like low den-
sity down to ∼ 10−3 g/cm3, thicknesses in the 1 − 10 µm range, local spacial non-
uniformity lower than the laser wavelength (∼ µm), and mechanical compatibility
with the solid substrates. Indeed, only a few porous materials like cellulose triacetate
foams (C12H16O8) [87], single-walled carbon nanotubes [88], and Carbon nanofoam
(CNF) [89] (see figure 2.4) can satisfy the mentioned needs. The use of CNF for par-
ticle acceleration is of particular interest to the aims of this work. Therefore, it will be
further discussed in the following Section.

Figure 2.4: SEM (a) cross section view and (b) top view of a near-critical Carbon nanofoam deposited
at the NanoLab with the ns-Pulsed Laser Deposition technique.

2.3.2 Enhanced TNSA with Near-critical Double Layer Targets (DLT)

Carbon nanofoams are porous materials that are successfully produced by Nanosecond-
Pulsed Laser Deposition (ns-PLD) at the Micro- and Nanostructured Materials Labo-
ratory (NanoLab), in the Politecnico di Milano. They are made of micrometer-sized
aggregates of carbon nanoparticles. By controlling the ns-PLD deposition parameters
(e.g. the working gas and pressure), it is possible to tune the average density down to
the critical value [92].
Some experiments [90, 91, 93] have been performed to study ion acceleration via the
super-intense laser interaction with Carbon foam-based DLTs. Here, we focus on the
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2.3. Ion acceleration via Target Normal Sheath Acceleration (TNSA)

Figure 2.5: (a) Proton energy spectra obtained with a laser intensity ∼ 3.5 − 4 × 1020 W/cm2 for S-,
P- and circular polarization with the bare target (the f, d, and e dotted lines) and the DLT (the a, b,
and c continuous lines). The near-critical layer thickness of the DLT is equal to 8 µm. The inset plot
shows the electron energy spectra for the bare and double-layer 12 µm thick targets for the different
polarizations. From [90]. (b) Proton energy spectra for different foam thicknesses (8, 12, and 18
µm) deposited on a 0.75 µm thick Al substrate. The spectrum obtained with the bare target is also
shown. From [91].

experiment carried out at the Center for Relativistic Laser Science (CoReLS), Insti-
tute for Basic Science (IBS) in Korea. The campaign was performed with a petawatt
Ti:Sapphire laser able to provide pulses with 7.4 J of energy and 5 µm focal spot with
an angle of incidence of 30◦. Different irradiation conditions were tested considering
linear (S and P) and circular polarization and laser intensities between 1 and 4.5× 1020

W/cm2. Both bare and DLT targets with carbon foam thicknesses equal to 8, 12, 18,
and 36 µm and density of 7 mg/cm3 were studied. The proton energy spectra were
recorded exploiting a Thomson Parabola spectrometer placed along the target normal
direction.
The experimental results highlight that the presence of the foam has a beneficial ef-
fect on the proton energy spectra. Indeed, as it is shown in figure 2.5.a, the maximum
proton energy is increased by a factor of 2-3 with the DLT compare to the single-layer
target case. The gain in terms of the number of accelerated particles is around 7 for P-
polarization. Moreover, in absence of the foam, the spectra are greatly affected by the
laser polarization because of the Brunel effect and the electron heating. On the other
hand, this dependence is strongly mitigated with DLTs because of the volumetric elec-
tron heating. The electron energy spectra are reported in the inset graph of figure 2.5.a.
Their number and temperature are significantly increased when the DLTs are exploited.
Figure 2.5.b shows the proton spectra for various foam thicknesses. The trend is not
monotonic, and the maximum proton energy and number were achieved with the 8 µm
thick foam. Higher thicknesses have a detrimental effect on the properties of the ac-
celerated particles. Thus, the foam thickness is a fundamental parameter that must be
carefully chosen. To this aim, a model for the laser-driven electron and ion accelera-
tion from DLTs has been developed within the framework of the ENSURE project (see
Section 2.3.3 for details).
It is worth noting that the results considered here were obtained exploiting µm-thick
substrates. Further improvements in terms of the particle energy and number could
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be achieved by decreasing the solid foil thickness or optimizing the near-critical layer
density and thickness for the adopted laser parameters. Therefore, under the proper ex-
perimental conditions, DLTs can be considered one of the most powerful tools for the
acceleration of both electrons and ions. That is confirmed also by other experimental
observations using DLTs made of solid foils covered by nanotubes [94, 95].

2.3.3 Theoretical description of the laser-DLT interaction

The interaction between an ultra-intense laser pulse and a near-critical material is a non-
trivial phenomenon characterized by several effects and high thermal non-equilibrium.
Therefore, a plasma kinetic description should be adopted by solving the Vlasov equa-
tion [96]. However, with laser-driven particle acceleration, the solution cannot be found
analytically because of the high complexity of the system.
A possible solution is to exploit numerical methods like Particle-In-Cell (PIC) simu-
lations [97, 98]. The PIC approach allows realistically modeling the mechanisms in-
volved in the interaction between the laser pulse and the plasma. An example of PIC
output is provided in figure 2.6. However, this approach is very expensive from the
computational point of view and it always requires exploiting Performance Computing
resources. Moreover, the physical interpretation of the obtained results is not always
straightforward. Further details about the PIC method will be provided in Section 3.3.
Nevertheless, a theoretical description of the physical phenomena in play is useful, both
to perform predictions and to interpret experimental data. Because of the high degree
of complexity of the involved physical phenomena, just the fundamental mechanisms
for a sufficiently accurate description can be considered.
Here, the model proposed by Pazzaglia et al. [99] is briefly discussed since it represents
one of the most recent and complete descriptions of the laser-driven ion and electron
acceleration from near-critical double-layer targets. In addition, this model will be ex-
tensively exploited in Chapter 8.
The laser pulse profile is described with a cos2 temporal dependence and a Gaussian
transverse shape. To model the self-focusing effect, the evolution of the beam waist
ω(x) along the near-critical layer depth x is treated exploiting the thin-lens approxima-
tion:

ω(x̄)

λ
≈
√

1

π2n̄
+
(
x̄− ω0

λ

)2
(2.9)

where x̄ =
√
n̄x/λ is a normalized space variable, λ is the laser wavelength, and

n̄ = ne/γ0nc is a relativistic transparency factor. γ0 =
√

1 + a20/℘ is the average
Lorentz factor of the electron motion (with ℘ equal 1 and 2 for circular ad linear po-
larization, respectively). The hypotheses are that the beam waist keeps large compared
to λ and its minimum value ωm is significantly smaller than the initial one ω0. The
self-focusing effect in a near-critical plasma is evident in figure 2.6, obtained from a
3D PIC simulation. The pulse propagates inside the medium, heating electrons and
losing energy accordingly to the ponderomotive scaling. The normalized energy loss is
described as:

1

εp0

dεp(x)

dx
= −2

(
2

π

)D/2
VD−1Cnc

1

τc

ne
a0nc

γ(x)− 1

a0

(
rcωx
ω0

)D−1
(2.10)
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2.3. Ion acceleration via Target Normal Sheath Acceleration (TNSA)

Figure 2.6: 3D PIC simulation output showing the transverse component of the electric field of an ultra-
intense laser with a0 = 10, propagating inside a uniform near-critical plasma with ne/nc = 1 at the
time 40 λ/c after the beginning of the interaction. The simulation was performed with the Piccante
code [100].

where:
εp0 = πD/22−D/2−1mec

2nca
2
0ω

D−1
0 τc (2.11)

is the initial energy of the Gaussian pulse in D-dimensions, τ is the field temporal
duration, V D−1 is the volume of a (D− 1)-dimension hypersphere with unitary radius,
Cnc is a constant accounting for the details of the electron heating, γx =

√
1 + a(x)2/℘

is the local value of the Lorentz factor. rc is the ratio of the plasma channel radius to
the waist assumed to be constant. To solve equation 2.10, the pulse amplitude along the
propagation length a(x) is obtained from:

a0(x) = a0

√
εpx/εp0

(ω(x)/ω0)D−1
(2.12)

Equations 2.12 and 2.10 describe the pulse propagation in the near-critical plasma,
and they can be solved numerically with the finite difference method. In [99], the
free parameters rc and Cnc are evaluated by fitting the data obtained from 2D-PIC
simulations with the model.
To describe the evolution of the hot electron population, the assumption that all the
energy lost by the pulse is absorbed by the electrons is performed. This hypothesis is
valid for short laser pulses (tens of fs) and a0 < 50. The fraction of laser energy given
to the electrons is:

ηnc(x) = εp(x)/ε0 −RD (2.13)

where RD is the reflectance of the plasma. The evaluation of RD is not trivial, since its
value depends on the considered region of the pulse. Indeed, close to the laser peak, the
electrons are relativistic, and the plasma is near-critical allowing the pulse propagation.
On the other hand, close to the tails, the electrons can be non-relativistic, resulting
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in an overcritical reflecting plasma. Considering the mentioned effects, an analytical
expression for RD in three dimensions is provided by the following relation:

R3D = erf(
√
−2 log n̄)

4√
2π
n̄2
√
− log n̄ (2.14)

The number of hot electrons in the near-critical layer Nnc(x) is given by:

dNnc(x)

dx
= VD−1ne(rcω(x))D−1 (2.15)

From equation 2.13 and 2.15, the hot electron energy results:

Enc(x) = ηnc(x)εp0/Nnc(x) (2.16)

When the pulse reaches the substrate, it generates hot electrons at the interface dnc with
energy:

Es(dnc) = Cs(γ(dnc)− 1)mec
2 (2.17)

where Cs collects all the effects at the interface. As far as the absorption efficiency at
the interface is concerned, it is expressed as:

ηs = Ns(dnc)Es(dnc)/εp(dnc) = 0.00388× a0 + 0.0425 (2.18)

where the coefficients of the linear relation are obtained from PIC simulations. Then,
the overall electron energy TDLT (dnc) is retrieved by combining the contributions of
the near-critical and substrate populations:

TDLT (dnc) =
ηsεp(dnc) + ηnc(dnc)εp0

Ntot(dnc)
(2.19)

where Ntot(dnc) = Ns(dnc) +Nnc(dnc) is the total number of electrons.
Lastly, once the generation of the hot electrons is fully characterized, the energy of the
accelerated ions is derived from equation 2.8. It is worth mentioning that the model has
been further exploited to derive the optimal parameters of the DLT for ions acceleration
considering several irradiation conditions. A detailed discussion of those results, which
are beyond the aims of this thesis work, can be found in [99].

2.4 Laser-driven electron acceleration

As described in the previous Section, near-critical materials can be exploited for the
efficient acceleration of electrons. The phenomenon, ascribable to the mentioned DLA
mechanism, has been studied in several works [85, 86, 101–103]. For instance, the
possibility to generate electron bunches with a total charge up to 5 µC has been demon-
strated in [102]. The experiment was performed exploiting a polymer foam having 2
mg/cm3 density and up to 500 µm thickness. The near-critical plasma was produced
by sending an ns laser pulse with 1-3 J of energy before the interaction with the main
pulse. The second pulse was characterized by 750 fs time duration, total energy equal
to 100 J and intensity ∼ 1019 − 1020 W/cm2.
Besides the high charge, the electrons accelerated with the near-critical material are
characterized by exponential energy spectra with temperatures up to ∼ 12 MeV and
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2.4. Laser-driven electron acceleration

Figure 2.7: Electron energy spectra at three emission angles accelerated with a near-critical material.
From [102].

maximum energy of the order of∼ 100 MeV. On the other hand, the electrons obtained
from the irradiation of a conventional solid foil exhibit a temperature equal to 1-2 MeV
and maximum energy of at least ∼ 10 − 20 MeV. Figure 2.7 shows some examples of
energy spectra for the aforementioned experimental conditions and different emission
angles.
Clearly, in addition to the theoretical results, also the experimental evidence high-
lights the capabilities of near-critical targets for the generation of high-energy electron
bunches. These electrons can interact with high Z materials and induce bremsstrahlung
photon emission. Notably, the photons can activate target materials, and the delayed
γ-ray emission can be used to characterize the primary electrons and bremsstrahlung
radiation [104, 105]. However, the reference scenario for laser-driven electron acceler-
ation exploits under-dense plasmas and the laser wakefield acceleration (lwfa) mecha-
nism [106].

2.4.1 Laser wakefield acceleration (lwfa)

The gas-jet targets [107] are adopted to create an under-dense medium. They consist
of a chamber filled with a gas (e.g. argon, hydrogen, or nitrogen). The gas is let out
by a nozzle, which allows controlling the velocity and spatial profile of the flow. The
gas emission is synchronized with the laser pulse using an electromagnetic valve. The
resulting electron density is of the order of 1018 − 1019 cm−3.
When the laser pulse interacts with the gas-jet, it easily propagates through the under-
dense plasma. Electrons are pushed toward regions where |E|2 is lower under the action
of the pondermotive force. As a result, regions with a higher concentration of ions and
electrons are created. Then, the electrons experience a strong attractive force back to
the positively charged region. A wake (i.e. wakefield) is formed characterized by a
high longitudinal and transverse electric field. The electrons trapped between the back
and the middle of the wave are accelerated and focalized by the electric field.
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Figure 2.8: Conceptual scheme of the laser wakefield acceleration mechanism.

The best strategy to induce the wakefield formation is to exploit a laser wavelength of
the order of the plasma wavelength. Under such a condition (also called bubble regime),
the pulse energy is concentrated in a region smaller than the radius of the plasma wake-
field. In this way, quasi-monoenergetic electron bunches are accelerated by electric
field gradients of the order of 10s GeV/m. The progressive increase in the mass of the
relativistic electrons decreases the plasma frequency, leading to the saturation of the
wakefield amplitude with no further acceleration. A schematic representation of the
lwfa mechanism is reported in figure 2.8.
Since the first observation in 1985 [108], several experimental studies [109–112] have
been performed. Exploiting∼ 10−100 TW lasers working at 1−10 Hz repetition rate,
electrons with energies up to several GeV of energy, angular divergence of few mrad,
and 10 − 100 pC of charge per laser shot have been accelerated. In addition, sub-TW
laser drivers (i.e. 10s mJ of energy) have been successfully used to perform lwfa at kHz
repetition rate [113]. In these experiments, the energy of the electrons is of the order of
∼ 10 MeV with delivered currents of ∼ 10 nA.
The acceleration gradients achieved with lwfa are 3 orders of magnitude higher than
those exploited in conventional RF accelerators. Therefore, lwfa is considered one of
the most promising strategies for future compact sources of electrons. Remarkably,
a recent experiment [114] performed at the LUX beamline succeeded in operating a
laser-plasma accelerator for more than a day exploiting a 48 TW laser working at 1 Hz
repetition rate and providing electrons with 368 MeV of energy.

2.5 Applications of laser-driven particle sources

Laser-driven radiation sources can have potential advantages compared to conventional
accelerators in terms of compactness and cost. Besides large PW class lasers, the
existing technology provides table-top 10s TW class lasers. For instance, the possi-
bility to accelerate protons up to MeV energies with such systems has been demon-
strated [115, 116]. Moreover, a further reduction of costs and dimensions of super-
intense lasers is foreseen in the following years. Accordingly, several applications have
been identified and tested for laser-driven proton and electron sources. They are exten-
sively discussed in [117], and some of the most relevant ones are reported below.
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Ion radiography and plasma probing

The peculiar properties of laser-driven protons are particularly suitable for radiography
and imaging applications. They are characterized by a high degree of laminarity and
spatial quality. Considering mm size objects, TNSA protons are emitted from a point-
like source at the rear side of the target. Therefore, when laser-driven proton irradiation
of a thin surface is performed, projection imaging is carried out from the detection of
the transmitted particles [118]. The achievable resolution is of the order of a few µm.
Laser-driven protons have also been exploited to probe transient fields and density
variations [119] in laser-plasma experiments, characterization of electric and magnetic
fields in plasmas [120], observation of collisionless shock waves during laser-plasma
interaction [121] and filamentation [122] in under-dense plasmas of interest for Inertial
Confinement Fusion (ICF).

Warm dense matter production

Laser-driven ion sources can be exploited to heat solid matter via isochoric heating
and induce the formation of the Warm Dense Matter (WDM) [123, 124]. WDM states
are characterized by temperature (up to 100 eV) and density (from 1 to 10 times that
of solids) conditions between condensed matter and hot plasma. This state is of great
interest for astrophysics since it is present in the core of giant planets and small stars.
It is also formed in ICF experiments during the solid-plasma phase transition.

Hadron therapy and Radioisotope production

Hadron therapy exploits protons and ions to carry out the irradiation of cancer tumours.
Compared to common radiotherapy performed with X-rays, ions allow more precise
irradiation of the region of interest, preventing the damage of the healthy tissues. In-
deed, the ion range is well-defined, and the largest part of their energy is delivered in
correspondence with the Bragg peak.
Laser-driven ion sources have been proposed for hadron therapy purposes [125, 126].
The research on the topic is one of the most active in the field of laser-driven ion ac-
celeration. In the last years, the use of pulsed beams has shown significant advantages
in terms of delivered dose rate to cancer tissues [127, 128]. In addition to the poten-
tial compactness compared to conventional accelerators, this observation makes laser-
driven sources even more interesting for hadron therapy [129,130]. However, achieving
laser-driven hadron therapy is a very challenging goal. Indeed, the accelerated proton
energies achievable with a laser-driven source (i.e. ∼ 1 − 100 MeV) are still far from
that required for therapeutic purposes (i.e. between 60 and 250 MeV).
Radioisotopes production for Positron Emission Tomography (PET) is performed with
cyclotrons and LINACs. As in the case of hadron therapy, laser-driven sources can
be a suitable alternative to conventional ones with significant advantages in terms of
costs, dimensions and radiation protection concerns. Therefore, the possibility to ex-
ploit laser-driven ion sources for PET radioisotopes production is under investiga-
tion [131–133]. The existing laser technology is not competitive yet with cyclotrons
in terms of yields of the produced nuclides. However, in light of the aforementioned
potential benefits, laser-driven sources could be relevant for the production of radioiso-
topes for preclinical studies in local hospitals and small facilities.
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Nuclear physics

As already mentioned, laser-matter interaction is a suitable tool for the production of
astrophysical plasmas at the laboratory scale. Laser-driven sources allow inducing nu-
clear reactions in plasmas and their study under astrophysical conditions [134,135]. In
the case of short-living radioisotopes, conventional accelerators are not able to provide
adequate particle fluxes to produce a sufficient number of nuclei and place them inside
a plasma. Moreover, the interaction of laser-driven ions with secondary targets can in-
duce nuclear reactions suitable to monitor the beam properties [136]. It can also allow
performing nuclear physics experiments in laser laboratories [137, 138] rather than in
accelerator facilities.

Neutron production

Laser-driven particles have been exploited to generate high-energy neutrons (i.e. up to
100 MeV using ions) [139] through the interaction with converter materials. Laser-
driven neutrons are still not competitive with accelerator-driven sources or nuclear
reactors in terms of achievable fluxes. However, the growing research dealing with
laser-driven neutron production testifies the interest in the topic [140–142]. Indeed,
compact laser-driven neutron sources could be applied for several applications of so-
cial relevance like Fast Neutron Radiography and Neutron Resonance Spectroscopy for
the inspection of cargo and containers, as well as for the active interrogation of sensitive
nuclear materials.

Materials science

Laser-driven ion sources have been identified as a potential tool for materials process-
ing applications, mainly for ion implantation [143–145]. Other uses of laser-driven
ion sources in materials science are attracting attention only in very recent years. For
instance, they have been proposed for the synthesis of metallic nanoparticles [146],
micro-crystals and micro-structured surfaces [147]. As far as the characterization of
materials is concerned, two studies [148, 149] have shown the possibility to exploit
laser-driven source to analyze the composition of nanoparticles and pigments via In-Air
Plasma-Induced Luminescence. Lastly, the identification of elements in materials using
the characteristic X-ray emission induced by laser-driven particle irradiation has been
performed by Barberio et al. [150]. It is worth mentioning that further studies dealing
with the elemental characterization of materials with laser-driven radiation sources are
not present in literature, which remains a substantially unexplored field.
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CHAPTER3
Thesis goals and methods

This Chapter contains the scopes and objectives beyond this PhD thesis work and the
exploited methodologies. Specifically, the motivations and goals are highlighted in
Section 3.1. Then, the Magnetron Sputtering deposition technique is described in Sec-
tion 3.2, considering both the Direct Current Magnetron Sputtering (DCMS) and High
Power Impulse Magnetron Sputtering (HiPIMS) regimes. Lastly, the Particle-In-Cell
and Monte Carlo numerical methods for the description of the particle transport and
laser-plasma interaction are presented in Section 3.4.

3.1 Thesis motivations, objectives and personal contribution

As extensively discussed in Chapter 1, atomic and nuclear analytical methods are
among the most powerful tools for materials characterization. Despite their excep-
tional capabilities, many techniques are subject to significant limitations, preventing
their large-scale diffusion. Indeed, as in the case of particle accelerators, the exploited
radiation sources are large and expensive. Moreover, they can provide only one kind
of particle. As a consequence, complementary techniques often require very different
types of equipment. Lastly, when electrostatic accelerators are exploited, the energy
is not easily tunable with detrimental consequences in terms of flexibility. Therefore,
analytical techniques like Particle Induced X-ray Emission (PIXE), Energy Dispersive
X-ray (EDX) spectroscopy and Photon Activation Analysis (PAA) can greatly ben-
efit from the adoption of a more compact, cost-effective and multi-particle radiation
source. In this respect, laser-driven particle acceleration presented in Chapter 2 could
be an attractive alternative to conventional sources. Unlike conventionally accelerated
particles, laser-driven electrons and ions are emitted quasi-simultaneously. Their en-
ergy can span from a few up to tens of MeV, and they are characterized by a broad
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momentum distribution. The particle energy can be easily tuned by changing the laser
intensity or acting on the target properties. For instance, compared to conventional
metallic foils, the adoption of near-critical double-layer targets allows enhancing both
the energy and number of the accelerated particles. Because of their potential compact-
ness and cheapness, several applications of laser-driven particle sources are the object
of intense research. However, among the considered fields, the elemental characteriza-
tion of materials is one of the least investigated. Indeed, only one work on this topic
was present in literature before the start of this PhD thesis. Lastly, materials character-
ization techniques require excellent particle beam reliability. Considering laser-driven
radiation sources, they are still subject to a certain degree of shot-to-shot instability.
Nevertheless, the required reliability could be achieved by optimizing both the experi-
mental setup and the particle detection system. Besides, the shot-to-shot reproducibility
can be enhanced by improving the laser pulse stability and optimizing the target manu-
facture.
Within this framework, the present PhD work aims at investigating the possibility of
exploiting laser-driven radiation sources for the elemental characterization of materi-
als. The analytical techniques under investigation are PIXE, EDX and PAA (i.e. one
for each of the families of methods introduced in Section 1.1). Among all possible
laser-driven particle acceleration regimes, Target Normal Sheath Acceleration (TNSA)
is considered because, while being recognized as one of the most stable and best-
understood mechanisms, it provides both electrons and ions at the required energies.
Besides, to ensure the particle energy and number demanded by the applications ex-
ploiting reduced laser requirements, the adoption of DLTs is considered.
In light of the mentioned goal, several important tasks must be accomplished. While the
source stability can be raised acting on both the laser and target side, the present work
focuses on the latter. Considering DLTs, the adopted sub-micrometric commercial sub-
strates are affected by non-negligible local thickness uncertainty. Thus, a primary task
of this work is to develop a strategy for the DLT substrates (or bare targets) manufac-
ture, considering the sub-micrometre thickness range and achieving exceptional thick-
ness uniformity. To this aim, the possibility to exploit the Magnetron Sputtering de-
position technique is investigated. After the near-critical carbon foam deposition, the
resulting DLTs should be the essential component of a laser-driven particle acceleration
apparatus for materials characterization.
As previously mentioned, laser-driven radiation sources are intrinsically different com-
pared to conventional ones. Therefore, another crucial task of this PhD thesis is to
perform a theoretical instigation of the laser-driven PIXE, EDX and PAA feasibility.
As it will be discussed in the following, this activity requires the exploitation of suit-
able numerical tools (e.g. Particle-In-Cell and Monte Carlo) and the development of
theoretical models. Additional aims of this part of the work are the preliminary design
of a compact laser-driven apparatus for materials science applications and to unveil the
full potentials, in terms of analytical capabilities, of laser-driven PIXE, EDX and PAA.
Last, the possibility of performing different materials characterization techniques with
a laser-driven radiation source must be experimentally demonstrated. Therefore, a fur-
ther goal is to carry out a laser-driven PIXE and EDX proof-of-principle experiment at
an international laser facility.
The first part of the PhD thesis deals with DLT substrate production. The Magnetron
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Sputtering, able to operate both in Direct Current Magnetron Sputtering (DCMS) and
High-Power Impulse Magnetron Sputtering (HiPIMS) regimes, is the ideal tool since it
allows depositing compact films with controlled thicknesses (from 10 nm up to several
µm) on large areas (e.g. several cm2). The deposition apparatus was not present at the
NanoLab laboratory in Politecnico di Milano before the beginning of this PhD work.
The Magnetron Sputtering was installed at the Nanolab within the framework of the
ERC-ENSURE project. A detailed description of the deposition technique and experi-
mental apparatus is presented in Section 3.2. The investigated material is titanium (Ti)
because it is a common target material in laser-driven ion acceleration experiments. I
carried out a preliminary deposition and characterization campaign of Ti films, consid-
ering different working conditions. This activity aimed to understand the behaviour of
the machine and to cover the lack of data in the literature about DCMS and HiPIMS
deposition of Ti. The results are presented in Chapter 4. Then, I developed a strategy
described in Chapter 5 to grow the Ti substrates directly on standardized target holders
for laser-driven particle acceleration experiments. Both activities were carried out in
close collaboration with two ENSURE team colleagues, Mr. Davide Vavassori and Dr.
David Dellasega, and supported by a Master’s Thesis in Nuclear Engineering of which
I have been co-advisor. The Ti substrates production was performed within the context
of the ERC-PoC project INTER (Innovative Neutron source for non destructive TEst-
ing and tReatments) and in collaboration with the SourceLAB company. It is worth
mentioning that the start-up of the laboratory required a time-consuming effort. There-
fore, I carried out the activities presented in the first part of the thesis during the entire
PhD period. The studies shown in the second part of the thesis have been performed in
parallel, and in a coordinated fashion, with those described above. For instance, I ex-
ploited the knowledge acquired about Magnetron Sputtering to produce, with DCMS,
the sample irradiated during the laser-driven PIXE and EDX experiment.
The second part of the thesis is entirely devoted to the numerical and experimental
investigation of laser-driven radiation sources for PIXE, EDX and PAA. In Chapter
6, the theoretical description of PIXE is extended to include the presence of a non-
monoenergetic proton source. Moreover, I developed a new numerical code to recon-
struct the sample composition from the X-ray spectrum obtained with a laser-driven
PIXE measurement. Then, I performed an extensive Monte Carlo simulation campaign
of realistic laser-driven PIXE experiments. I also coupled the Monte Carlo with the
output of 3D PIC simulations (made in collaboration with Dr. Luca Fedeli) to realis-
tically describe the laser-driven source. The simulations are exploited to carry out a
preliminary design of a laser-driven PIXE experimental apparatus, as well as to test the
numerical code on ’synthetic’ X-ray spectra. As far as laser-driven EDX is concerned,
I performed other Monte Carlo simulations to study the characteristic X-ray emission
from samples irradiated with laser-driven electrons.
Following the preliminary theoretical investigation, a proof-of-principle laser-driven
EDX and quantitative PIXE experiment was performed. The campaign was conducted
at the Centro de Láseres Pulsados (CLPU) with the Vega-2 laser system in collaboration
with the other ENSURE team members, the group of Prof. Andrea Pola in Politecnico
di Milano and the CLPU team. I took part in the campaign as a Local Principal Investi-
gator, and I analyzed the collected data. The experiment and its outcomes are presented
in Chapter 7.
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Lastly, Chapter 8 shows a theoretical investigation of the laser-driven PAA feasibility.
The first aim of this part of the work is to build a model for the comparison between
conventional and laser-driven PAA performances. That was done by combining Monte
Carlo simulations and a theoretical description (developed by Dr. Andrea Pazzaglia and
presented in Section 2.3.3) of laser-driven electron acceleration in near-critical density
media. The second task consists of a set of Monte Carlo simulations of conventional
and laser-driven PAA experiments. The simulations were carried out considering both
monoenergetic, pure exponential electron energy spectra and electron momentum dis-
tributions obtained from a PIC simulation. The PIC simulation was performed in col-
laboration with Dr. Arianna Formenti. Moreover, this activity was part of a Master’s
Thesis in Nuclear Engineering of which I have been co-advisor.

3.2 Magnetron Sputtering deposition techniques

The Magnetron Sputtering belongs to the Physical Vapour Deposition [151] family
of techniques in which thin films are grown on substrates atom by atom. The atoms
are sputtered or evaporated from a solid or liquid surface (i.e. condensed phase). They
travel as vapour phase through the vacuum, a low-pressure gas or a plasma environment.
When they reach the substrate surface, the atoms re-condense forming the film. PVD
techniques are classified accordingly to the physical process responsible for the forma-
tion of the vapour phase. For instance, in Vacuum Deposition, the atoms (or molecules)
are thermally evaporated by heating the material with a tungsten coil or high-energy
electron beams. With Arc Vapor Deposition, the material is vaporized from an elec-
trode subject to arcing conditions. On the other hand, when the vaporized particles are
produced with a non-thermal process, the technique is called Sputter Deposition.

3.2.1 The sputtering process

The sputtering process [153] is carried out with energetic ions made to impinge on
a target material and knock off the atoms. The process takes place inside a vacuum
chamber filled with an inert gas (e.g. argon). A cathode (i.e. the target) and an anode
(i.e. the substrate) are present in the chamber. A constant voltage is applied through a
Direct Current (DC) power supply. The voltage application leads to the ignition of a
glow discharge with the formation of a plasma. Since the target is placed at the nega-
tive voltage terminal, the positive gas ions are accelerated toward the cathode. Atoms
are sputtered from the target surface by the ions, and they travel in the direction of the
substrate. This simple scheme, represented in figure 3.1.a, is called DC diode glow
discharge sputtering.
The minimum energy required for the ions to sputter the atoms from the target surface
(also called sputtering threshold) ranges from 15 to 35 eV. According to the incident ion
energy, three different sputtering regimes can be distinguished (see figure 3.1.b) [152].
In the single knock-on regime, the incident ion has just the energy to overcome the sur-
face binding energy of a single atom. At higher energies, the incident ion can undergo
a sequence of collisions in cascade with several atoms. It is the linear cascade regime
in which only two-body interactions take place. Lastly, in the spike regime, the ion
knocks out all the atoms along its path. In this case, the interaction occurs in the form
of a many-body collision.
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Table 3.1: Examples of sputtering yields for 100, 200 and 300 eV energy Argon ions and several target
elements. Extracted from [155].

Ar+ energy [eV] Al Ti Cr Fe Cu Mo Ag W Au U

100 0.11 0.081 0.30 0.20 0.48 0.13 0.63 0.068 0.32 0.14

200 0.35 0.22 0.67 0.53 1.10 0.40 1.58 0.29 1.07 0.35

300 0.65 0.33 0.87 0.76 1.59 0.58 2.20 0.40 1.65 0.59

Along with sputtering, the incident ion can be absorbed in the material without re-
leasing an atom. Therefore, the sputtering yield must be introduced to describe the
probability of the process (i.e. the fraction of emitted atoms per unit of incident ions).
This quantity depends on the energy of the incident ion, the sputtered material and the
angle of incidence of the impinging ions. Several analytical and semi-empirical formu-
las [152,154] for the sputtering yield evaluation have been proposed for the mentioned
energy regimes. Some values are reported in table 3.1 for different incident Ar ions and
target elements.
Another relevant parameter is the deposition rate, expressed in terms of film thickness
per unit deposition time. During the discharge, the ion current density is almost uniform
over the target surface. A higher current density is required to increase the deposition
rate, which could be achieved by increasing the pressure (up to ∼ 10−2 mbar) and
voltage (from −2 to −3 kV). However, a higher pressure leads to a higher probabil-
ity of collisions between the ions and the gas atoms with a reduction of their energy
at the target surface. Therefore, to enhance the deposition rate, the unique strategy is
to act on the applied voltage. Although, also many electrons are produced during the
discharge, and they can reach the anode. The higher electron current density results in

Figure 3.1: (a) Schematic representation of the DC diode sputtering configuration. (b) Sputtering pro-
cess representation for the single knock-on, linear cascade and spike regimes. Adapted from [152].
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a greater power released to the anode with consequent heating and substrate damage.
The Magnetron Sputtering configuration is exploited to overcome this limitation.

3.2.2 Direct Current Magnetron Sputtering (DCMS)

Along with a constant voltage, in the Direct Current Magnetron Sputtering (DCMS)
configuration [156], a constant magnetic field is applied to trap the electrons in the dis-
charge. This allows increasing the ion current density by 1 − 2 orders of magnitude
and, as a consequence, to reduce the gas pressure (i.e. ≈ 10−3 mbar) and the applied
voltage (i.e. ≈ −500 V). The ion energy at the target surface is higher with a significant
increment of the deposition rate up to several 10s of nm/s.
The permanent magnets are located behind the target. As far as circular targets are
concerned, one pole is placed at the centre of the disk. The other pole has an annular
shape and is set in correspondence with the target corner. As a result, the magnetic
field lines have a parabolic shape from the corner to the centre of the cathode, and the
magnetic field has circular symmetry. The maximum field strength, of the order of a
fraction of Tesla, is located where the magnetic fields lines are parallel to the surface.
In this region, the plasma density is higher, and the ion current density at the target is
maximized. Overall, the combination of the electric and magnetic field leads to a torus-
shaped plasma where the electrons move with helicoidal trajectories along the magnetic
field lines. The erosion of the target is maximized along the annular path, which is also
called race-track. A schematic representation of the Magnetron Sputtering configura-
tion and an example of a target are shown in figure 3.2.
It is worth mentioning that less than 50% of the target material is exploited with DCMS.
Indeed, the target must be replaced before the erosion groove breaks through the ma-
terial. Moreover, the erosion leads to a progressive increment of the magnetic field
strength because the surface retreats towards the magnets. The magnetic field incre-
ment, in turn, leads to a gradual acceleration of erosion.
With the configuration reported in figure 3.2, the magnetic field lines are fully closed.
This condition is called balanced magnetron, and the plasma is confined within ∼ 6
cm from the target surface. Since the anode is usually placed farther from the target,
the region close to the substrate is characterized by a low plasma density and ion cur-

Figure 3.2: Conceptual scheme of the balanced Magnetron Sputtering. The magnetic field configuration
is shown, as well as an eroded Ti target.
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Figure 3.3: Unbalanced Magnetron Sputtering in the (a) type-1 and (b) type-2 configuration.

rent density lower than 1 mA/cm2. Such value of the current density will not affect
the properties of the deposited film. Therefore, to grow denser films, the energies of
the gas ions must be increased through the application of a negative bias voltage to the
substrate. However, the high-energy ions can also enhance the intrinsic stresses in the
film.
In addition to the balanced magnetron, two other configurations can be adopted: the
type-1 and type-2 unbalanced magnetron. In both cases, the magnetic field lines do not
close between the magnets. They are shown in figure 3.3. In the Type-1 configuration,
the central pole is strengthened compared to the outer. The field lines start from the
wall of the chamber and converge to the centre of the cathode. In this case, the plasma
density is more confined at the target than in the balanced configuration. Since the ion
current at the substrate is lower, this scheme is recommended for the deposition of films
that can be easily subject to damage because of internal stresses. On the other hand,
in the type-2 configuration, the external magnet is stronger than the central one. Some
magnetic field lines are directed towards the anode, and the plasma is less confined.
Therefore, the substrate is subject to a higher ion current density (i.e. 2 − 10 A/cm2).
This configuration is exploited to deposit denser films avoiding the use of a bias voltage
and, thus, the onset of strong stresses.
With DCMS, the average surface power at the cathode is of the order of several W/cm2,
with a resulting plasma density of 108−1010 cm−3. The ionization degree of the plasma
species and the ion flux to the substrate are relatively low [157]. Therefore, a high bias
voltage (i.e. 100s of V) is required to affect the properties of the film. Moreover, when
the sputtered atoms cross the plasma, only a small fraction of them undergo collisions
with ionization [156]. As a consequence, the ion current associated with the substrate
is mainly due to argon ions that, combined with the application of a bias, can cause
argon implantation [158] in the film. Argon implantation can lead to the generation of
lattice defects, degradation of the film quality and loss of adhesion.
A higher average power is needed to increase the ionization degree of the sputtered
species. However, the maximum power is limited by the thermal load on the target
caused by the ion bombardment. Therefore, a different strategy is required. In this
respect, a novel technique called High Power Impulse Magnetron Sputtering (HiPIMS)
has been developed, and it will be discussed in the next Section.
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3.2.3 High Power Impulse Magnetron Sputtering (HiPIMS)

Having a higher ionization fraction of sputtered species is a viable strategy to control
the energy of the film-forming species, and therefore, to finely tune the properties of
the coating. In the HiPIMS [159] configuration, the power to the cathode is provided
in short pulses of duration tp typically within 10− 100 µs (i.e. on-time) and frequency
of approximately 1 kHz (i.e. duty-cycle lower than 10%). The provided peak power is
∼ kW/cm2 during the on-time, leading to plasma densities of the order of 1012 − 1013

cm−3. On the other hand, the average power is still comparable to that of DCMS (i.e.
∼ W/cm2), preventing the target from overheating. Remarkably, the ionized fraction
of sputtered species at the substrate in HiPIMS can reach values up to 70 − 90%. The
high ionization fraction enables the deposition of smooth films characterized by high
density and excellent adhesion to the substrate [160].
The energy of the particles can be controlled by electric fields (i.e. a bias voltage to
the substrate). As it will be shown, the bias application allows tailoring the intrinsic
stresses, the microstructure, the structural and mechanical properties of the film. An-
other advantage compared to conventional Magnetron Sputtering consists in the possi-
bility of depositing homogeneous films on geometrically complex surfaces. While the
trajectories of the neutral species in DCMS are determined only by their initial angular
distribution, in biased HiPIMS, the charged particles will follow the electric field lines.
Thus, the ions impinge almost orthogonally on the substrate surface, whatever its ori-
entation to the source.
The main drawback of HiPIMS is the lower deposition rate (∼ 30− 80%) compared to
DCMS [161]. It is ascribable to the considerably lower duty cycle and to the fact that
part of the ionized metallic ions is drawn back to the cathode (thus, not contributing to
the film growth).
The deposition system exploited in this work can operate both in DCMS and HiPIMS
mode. The chamber is equipped with two cathodes to allow the co-deposition from
different targets. The cathode rotates around the vertical axis up to a speed of 20 rpm
to ensure uniform deposition. Moreover, it can be connected to an output of the power
supply allowing bias application to the substrate. The generation of the pulses is per-
formed by two Direct Current power suppliers connected to a pulsar with two output
channels.

Figure 3.4: Magnetron Sputtering deposition system at Nanolab in Politecnico di Milano. (a) Image
of the machine. (b) Image of the anodes taken during the co-deposition from two Ti targets. The
HiPIMS plasma is visible.
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Figure 3.5: (a) Example of experimental voltage and current waveforms taken from [163]. (b) The
experimental trend of discharge peak current taken from [159]. The dashed black lines highlight the
four regions of the HiPIMS operation.

The pumping system is composed of a primary pump and a secondary turbomolecular
pump. The primary pump allows us to reach the pre-vacuum condition (i.e. ∼ 8 · 10−3

mbar) before start-up the secondary pump. The secondary pump brings the system in
the final vacuum condition (i.e. ∼ 5 · 10−7 mbar). This deposition system, which has
been exploited in this PhD work, is shown in figure 3.4.a. An image of the HiPIMS
plasma is also reported in figure 3.4.b.

The HiPIMS plasma discharge

The ion flux at the substrate depends principally on plasma density, target power and
magnetic field configuration. In figure 3.5.a, an example of HiPIMS discharge voltage
and current waveforms are shown. The discharge voltage waveform has a rectangular
shape, while the discharge current increases and rapidly drops at the end of the voltage
pulse. It is worth mentioning that the peak current (i.e. the maximum value of the
current waveform) is usually three orders of magnitude higher compared to the DCMS
current, and it exhibits a characteristic behaviour as a function of the applied voltage
(see figure 3.5.b). The trend is independent of the pulse on- and off- times, and it is
strongly related to the properties of the HiPIMS plasma.
The voltage V and peak current Ip are connected by the power low V ∝ Inp . The actual
value of n changes accordingly to the considered voltage range and HiPIMS configura-
tion (e.g. the sputtered material and pressure). However, four regions can be identified
that correspond to different plasma conditions [159, 162]. In region I, the power and
target peak current are low. This behaviour is of DC-like plasmas. For a precise value
of the discharge voltage, an increment in the plasma impedance is observed (i.e. region
II). The increment corresponds to flux densities at the substrate 20 − 50 times higher
compared to DCMS conditions. The ionization further increases in region III with the
onset of self-sputtering (i.e. sputtering by the target metal ions) and consequent de-
crease of the plasma impedance. The magnetic confinement is lost in region IV. The
loss of magnetic confinement is due to the high azimuthal current, which results in a
high induced magnetic field that screens the effect of the magnetron field.
In addition to the voltage, the pulse duration (i.e. the on-time) can strongly influence
the fraction of ionized spices [163]. For tp < 50 µs, the sputtering particles are mostly
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Ar ions, and the self-sputtering is minimized. As the on-time increases (i.e. 50 µs
< tp < 200 µs), a higher fraction of the ionized sputtered ions are attracted back to
the target surface and contribute to the sputtering process. Due to the self-sputtering,
less material reaches the substrate with a consequent reduction of the deposition rate.
For longer pulses, the gas dissipation at the target surface may result in a drop of the
discharge current unless the loss of gas ions is compensated by the self-sputtering ions
from the target.
The plasma discharge in HiPIMS is a very complex phenomenon, influenced by several
operating parameters. It is directly related to the flux and energy of the film-forming
species, which are responsible for the properties of the deposited film. In the following,
these aspects are briefly discussed with particular reference to the microstructure and
phase composition.

Film processing with HiPIMS

The correlation between deposition parameters and microstructure evolution of poly-
crystalline films is described by the so-called Structure Zone Diagram (SZD). In PVD
techniques, the microstructure is affected by the surface and bulk diffusion processes.
These phenomena are related to the homologous temperature Th (the film growth tem-
perature normalized by the melting temperature of the material). According to this
parameter, four different Zones can be identified [164]. In Zone 1 (Th < 0.15), contin-
uous nucleation of grains is observed because of the low adatom mobility. The resulting
structure is characterized by thin columnar grains oriented in the direction of the flux
and high porosity at the boundaries. In the so-called Zone T (0.15 < Th < 0.3), the
surface diffusion is enhanced while the diffusion at the grain boundary is suppressed.
As a result, competitive grain growth takes place with V-shaped grains formation. Zone
2 (0.3 < Th < 0.5) exhibits high surface and grain boundary diffusion with the forma-
tion of uniform columnar grains. Lastly, compact films with large grains are formed in
Zone 3 (Th > 0.5) because of the high bulk diffusion and recrystallization.
As far as DCMS is concerned, the gas pressure must be taken into account since it
is directly related to the energy of the incident particles at the substrate. In this re-
spect, Thornton proposed an SZD in which both the thermal effects (related to the
homologous temperature) and kinetic effects (associate with the working pressure) are
considered [165]. In the case of HiPIMS, also the influence of the ions needs to be con-
sidered. Therefore, the homologous temperature definition must be generalized (T ∗),
including temperature shifts caused by the potential energy. The pressure is replaced
with a normalized energy E∗ accounting for both the kinetic and the heating effects.
The latter effects are caused by the bombarding particle kinetic energy. This extended
representation of the SZD was proposed by Anders et al. [166], and it is reported in
figure 3.6. It can be seen that the four Zones described above are still present, even if
the diagram is associated with energetic depositions. The vertical axis is related to the
film thickness t∗ net of the film densification.
The large variety of microstructures depicted in the Anders diagram have significant
implications on the mechanical and electrical performances of the films. In this respect,
also the phase composition can affect the mentioned properties. The use of high-energy
ion fluxes allows controlling the thermodynamic and kinetic conditions and, as a con-
sequence, tailoring the phase composition. Indeed, energetic ions can trigger bulk and
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Figure 3.6: Structure Zone Diagram for energetic depositions. Representative values of the normalized
energy, generalized temperature and net thickness are reported on the axes. From [166].

surface diffusion phenomena, as well as the formation of strong internal stresses [167].
For instance, the tailoring of the phase composition has been achieved in Ta films by
controlling the magnitude of internal stresses [168]. As far as Ti films are concerned,
the possibility of controlling its phase composition via Magnetron Sputtering and other
PVD techniques is extensively discussed in the next Section.
The deposition of compound films can be achieved with HiPIMS by adding a reactive
gas to the sputtering atmosphere. For instance, Titanium dioxide (TiO2) films depo-
sition has been reported [169]. Also, in this case, the HiPIMS can be used to tune
the phase composition of TiO2 from the conventional amorphous structure to the rutile
crystalline phase. In addition to the transition metal oxides, reactive HiPIMS allows
the deposition of many other classes of compounds [170] like transparent conducting
oxides, binary and ternary transition metal nitrides.

3.2.4 Phase tailoring in titanium films with PVD techniques

Titanium is an appealing material for several applications in industrial engineering,
aerospace and medicine because of its good corrosion resistance, high mechanical
strength, excellent thermal stability and biocompatibility [171]. Moreover, Ti films
are usually exploited in light detectors [172], as bolometers for infrared sensors [173],
superconducting edge sensors in microcalorimeters [174], in large-scale integration
technology and micro-electro-mechanical systems [175–177], single-electron transis-
tors [178] and targets in laser-driven particle acceleration experiments [179].
Like the other transition metals of the IV group, Ti is characterized by different crys-
tallographic structures. As clearly described by the phase diagram of Ti reported in
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figure 3.7, the formation of a specific structure depends on the temperature and pres-
sure conditions [180]. At ambient pressure and temperature, Ti exhibits the α phase
(also called hcp). Keeping the pressure constant and increasing the temperature, the
conversion to the denser β phase (also called bcc) occurs. It is well-known that the β
phase is more ductile than the α phase because it has a higher number of slip planes.
Under high-pressure conditions, the formation of a hexagonal ω phase occurs. Its syn-
thesis and properties are subject to intense research. It has been obtained both in bulk
Ti via high-pressure torsion [181, 182] and through MeV energy particle beam irradi-
ation [183–186]. In the second case, α phase Ti samples having a mixture of α and
ω phases on their surface could exhibit improved mechanical properties like higher
strength, hardness and fatigue resistance [187].
The phase tailoring in Ti films is not trivial since, often, high pressures and tempera-
tures are not compatible with the substrate. Consequently, most Ti films show the α
phase only. A viable strategy to trigger a new phase formation during a deposition is to
exploit the affinity with the substrate inducing an epitaxial growth. The nucleation of
the ω phase in Ti films was observed via electron beam evaporation on Fe (111) sub-
strates [188]. At ∼ 40 nm, the transition to the common α phase occurs. In addition, a
face-centered-cubic (i.e. fcc) phase, not present in the Ti phase diagram, was observed
in epitaxial films grown via evaporation on NaCl crystals [189], ceramic [190] and Al
substrates [191]. In these cases, the transition to the α phase takes place at ∼ 1 − 20
nm. Pure fcc films with thicknesses up to 220 nm were also produced by cathodic
arc discharge on Si substrates [192]. The fcc phase formation is explained through the
matching between the film and the substrate lattice. Indeed, the fcc phase exhibits the
most compact orientation and stacking, allowing the minimization of the interfacial en-
ergy with the substrate.
Another strategy is to exploit an atom-by-atom deposition adding to the neutral species
an ion field with hyperthermal energies (i.e. 10 − 100 eV) [193]. Indeed, the ions are
implanted in the surface layers (i.e. 1− 3 nm) of the film. The implantation causes the
generation of point defects like interstitial, vacancies and substitutional atoms [194].
If sufficient energy is provided, the point defects can diffuse toward the closer under-

Figure 3.7: Phase diagram of titanium. The regions associated with the α, ω, β and liquid phases are
indicated.
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dense regions and be annihilated. This process allows altering the growth kinetics,
morphology and structure of the films. In the case of Ti, few studies are present in the
literature addressing the role of energetic ion species (mainly Ar) in determining the
phase composition. The possibility of growing films containing a mixture of α and ω
phases via arc-planting with a high bias voltage (i.e. 800 V) has been shown [195].
The high energy of the species, in conjunction with the low mobility of the atoms in the
film, is suggested as a possible reason for the ω phase nucleation. Last, polycrystalline
films containing both α and fcc phases have been deposited on Si substrates [196] with
DCMS. Their thickness ranges from 140 nm to 720 nm. The fcc phase stability is
explained with a thermodynamic stability model, and it is correlated with the state of
stress in the films.
Overall, epitaxy can allow growing rather thin films containing both the α and uncon-
ventional phases of Ti. To improve the thickness, the use of energetic species seems
to be a promising root. However, a detailed description of the role of the energetic ion
species and deposition parameters is still missing in the existing literature.

3.3 Particle-In-Cell (PIC) method

The PIC method solves the relativistic Vlasov equation under the assumption of colli-
sionless plasma, considering each particle species:

∂tfi + v · ∇xfi + q

(
E +

1

c
v ×B

)
· ∇pfi = 0 (3.1)

coupled with the Maxwell equations for the evaluation of the electromagnetic field:
∇× E = −1

c
∂tB

∇×B = 1
c

+ ∂tE + 4π
c
J

∇ · E = 4πρ

∇ ·B = 0

(3.2)

In equation 3.1, fi(x,p, t) is the phase-space distribution function of the i-th species.
The idea is to describe the plasma as a collection of particles (e.g. ions and electrons)
moving under the effect of external electromagnetic fields (e.g. the laser) and generated
by the motion of the particles. The fields and currents are evaluated on a grid of spacing
∆x. Since the system is formed by a huge number of real particles, electrons and ions
are approximated as macro-particles. A macro-particle represents several real particles.
This is possible since the Lorentz force depends on the charge-to-mass ratio. Therefore,
the macro-particles trajectory is the same as the physical particles. Accordingly, fi is
approximated as:

fi(x,p, t) = f0

N∑
j=1

S(x,xj(t))δ(p− pj(t)) (3.3)

where f0 is a normalization constant. xj and pj are the position and momentum of
the j-th macro-particle, respectively. S(x,xj(t)) is a shape function representing the
spacial extension of the macro-particles. A common choice is a triangular function of
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Figure 3.8: (a) Sampling of the plasma distribution function with macro-particles in the x-component
of the phase space. From [197]. (b) Scheme of the Particle-In-Cell loop.

size 2∆x in 1D, which can be easily projected to the 3D case. On the other hand, the
macro-particles have defined momenta. This representation of the phase space distri-
bution function is reported in figure 3.8.a.
The PIC simulation steps are summarized schematically in the flowchart of figure 3.8.b.
The values of the electromagnetic field are interpolated in correspondence with all the
macro-particle positions. The relativistic equation of motion is integrated for all macro-
particles to advance their positions and momenta in time. Then, the charge densities
and currents are evaluated on the grid nodes from the updated particle positions and
momenta. Lastly, the fields are evaluated on the grid nodes solving the Maxwell equa-
tions. The cycle restarts with the field interpolation at the macro-particle positions.
The Boris pusher algorithm is exploited to advance the macro-particle positions. The
evaluation of the current on the grid nodes can be done following two different strate-
gies [198]: an energy-conserving algorithm and a charge-conserving algorithm (i.e.
Esirkepov current deposition). The first strategy allows exact conservation of the energy
at expense of the correct charge conservation. On the other hand, the charge-conserving
algorithm ensures exact conservation of the total charge at expense of the energy. The
Esirkepov strategy is more expensive from the computational point of view.
A really common Maxwell solver exploited in PIC codes is the second-order FDTD
solver on a yee-lattice [199]. It is based on a spatial discretization on a staggered
grid [200] and on a leap-frog scheme in time. The FDTD solver requires that the so-
called Courant condition is satisfied to guarantee numerical stability:

∆t <

[
c

√
1

(∆x)2
+

1

(∆y)2
+

1

(∆z)2

]−1
(3.4)

where ∆t is the time step. The quantities ∆x, ∆y, and ∆z are the grid spacing in the
three directions.
In this work, the piccante [100] and WarpX [201] PIC codes have been used. They
are open-source, massively parallel, fully relativistic codes that allow performing 3D
simulations of laser-plasma interaction.
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3.4 Monte Carlo method

Monte Carlo is a stochastic method for the simulation of real-world phenomena via
random sampling. It is successfully applied in mathematics, physics, biology, finance
and business. All problems that require the adoption of a Monte Carlo approach are
characterized by a high degree of complexity. The idea behind this method is to con-
sider a complex phenomenon as the result of simpler events for which the probability
distribution functions are known.
For instance, in the case of radiation interaction with matter, particles can undergo many
different processes. Each process is characterized by its probability. if the process takes
place, the energy and trajectory of the particle will be affected by the current state and
the physics of the process. Therefore, the history of a particle can be described as a se-
ries of events whose statistical behaviour is assumed to be known a priori. To this aim,
pseudo-random number generator and sampling methods from statistical distributions
are required.
The Monte Carlo approach never provides an exact solution, and it requires simulating
a sufficiently high number of events to reduce the statistical uncertainty to an accept-
able degree. Again, for particle transport, the final result consists of the superposition
of the last states of many simulated particles. The fundamental hypothesis is that the
interaction between the simulated particles is negligible.
In this PhD work, Monte Carlo is used to simulate the PIXE, EDX and PAA techniques
exploiting laser-driven sources. To this aim, several codes are available [202–205].
Since the analytical methods under study involve different processes (see Chapter 1),
a specific Monte Carlo must be selected accordingly to the reliability of the imple-
mented physical models. Specifically, the Geant4 toolkit is adopted to simulate PIXE
and EDX because of the accuracy of the ionization cross sections. On the other hand,
the Fluka code is exploited to study PAA. As will be shown, the photonuclear reaction
cross sections are better described compared to Geant4.

3.4.1 Geant4

Geant4 (Geometry and Tracking) [204,206,207] is an open-source C++ abstract-based
class simulation toolkit for particle transport through matter. Released for the first
time in 1998, it allows simulating the interaction of ions, electrons and photons with
materials and the generation of secondary particles covering a wide range of energy (i.e.
from eV to several PeV). Geant4 is the first Monte Carlo code exploiting object-oriented
programming. Based on this paradigm, the toolkit provides a large variety of abstract
classes and related methods for the definition of the main aspects of the simulation
(i.e. the geometry and physics). The programmer constructs his code by creating the
concrete classes that inherit all properties and methods of the abstract classes. The
concrete classes can be modified by the user accordingly to the specific needs and,
finally, the objects are instantiated.
Among the various abstract classes, three of them are mandatory classes that must be
instantiated by the user (i.e. user classes) to build a working simulation.

1. The G4VUserDetectorConstruction class is used to set the geometry of the sim-
ulation and define the materials associated with each volume. Volumes can be
defined with several shapes to build very complex geometries. The materials can
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be selected from a list containing the elements and isotopic compositions present
in the NIST database. Pure elements, compounds and mixtures can also be de-
fined from scratch. Last, specific methods are available to create electromagnetic
fields in different regions of the setup.

2. The G4VUserPhysicsList class allows registering all the particles and physical
processes involved in the simulation. Some examples of physical processes are
presented in the following. Different models are available to describe the same
process, and they must be selected accordingly to the energy range of validity and
the required degree of accuracy. Several pre-packaged physics lists are already
within the Geant4 toolkit, and they include a large variety of processes. They are
specific for applications like high-energy physics (e.g. FTFP_BERT) and medical
applications (e.g. QGSP_BIC_HP). Moreover, Geant4 allows the user to build his
physics list by adding the required processes.

3. The G4VUserPrimaryGeneratorAction class must be used to define the initial
state of each particle during the simulation. Specifically, the type, position, direc-
tion and energy of the particles are required. They can also be extracted from com-
plex distribution functions whenever a new primary particle is generated. There-
fore, complex radiation fields can be simulated, as in the case of laser-driven elec-
trons and ions.

A Geant4 simulation is conceptually divided into various levels. As an analogy with a
real experiment, the run starts and ends with the first and last simulated particle, respec-
tively. A run is composed of events containing primary particles. At the beginning of
each event, primary particles are pushed into a stack, and the processing starts. When
the stack is empty, the particles have been processed, and the event is finished. The
track is a snapshot of the state of a particle (e.g. its energy and position). The particle
travels within the geometry with a series of steps. The step contains transient informa-
tion about the state of a particle (e.g. energy loss and time-of-flight). The information
stored in the track is updated at every step.
In addition to the previously mentioned mandatory user classes, Geant4 also provides
five optional user classes. They are not strictly required to build a simulation. How-
ever, they are needed to retrieve the data. The G4UserRunAction, G4UserEventAction,
G4UserTrackingAction and G4UserSteppingAction classes are used to access and store
information at the various levels of the simulation. The G4UserStackingAction allows
the user to alter the priority of particles (primary and secondary) based on their proper-
ties.

Physical processes

For the aims of this work, several physical processes must be taken into account. As
far as PIXE and EDX are concerned, the simulations involve the slowdown of the pri-
mary protons and electrons in the matter and the production of secondary radiation
(i.e. photons, electrons and positrons) via electromagnetic processes. The secondary
charged particles are tracked considering bremsstrahlung emission, ionization, multiple
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Figure 3.9: Comparison between Geant4 and Fluka simulations of bremsstrahlung photon production
from 30 MeV energy electrons interacting with a 3 mm thick tungsten plate. (a) Photon energy
spectra. (b) Energy vs solid angle distribution for the photons emitted in the forward direction.

scattering and Auger electron emission. The main processes considered, involving pho-
tons as secondary radiation, are the photoelectric effect, Compton scattering and pair
production. All these events are activated with the EmStandardPhysics_option3 mod-
ule recommended by the Geant4 documentation for high accuracy with the electron,
ion and photon tracking. Besides, the production cut for the secondary particles is set
to 0.5 µm, meaning that all secondary particles with relatively low energy and whose
ranges do not exceed the reported value are not created. The aim is to avoid infrared
divergence and control the computing time.
Unlike other Monte Carlo codes, Geant4 allows the implementation of several cross
section models for the K, L and M shells ionization by protons. The related libraries
have also been extensively validated [208–211]. The cross section model exploited in
this work for PIXE is the Energy-Loss Coulomb-Repulsion Perturbation-Stationary-
State Relativistic Theory (ECPSSR).
Considering EDX simulations, the low-energy models for electrons, positrons and pho-
tons from the PENELOPE Monte Carlo code (PENetration and Energy LOss of Positrons
and Electrons) are particularly suitable [212]. Their energy range of validity is between
100 eV and 1 GeV. They are activated with the G4EmPenelopePhysics module.
A PAA Monte Carlo simulation should account for the bremsstrahlung production of
photons, the occurrence of photonuclear reactions, the decay of the activated nuclei and
subsequent emission of characteristic γ-rays. The electron bremsstrahlung in high-Z
materials is well-described in Geant4 by the EmStandardPhysics_option3 physics list.
For instance, consider the interaction of 30 MeV energy electrons with a 3 mm thick W
converter. As shown in figure 3.9, the photon energy spectrum and angular distribution
simulated with Geant4 agree with those obtained exploiting other Monte Carlo codes
(i.e. Fluka). On the other hand, Geant4 photonuclear interaction cross sections, which
are tabulated in the G4PhotoNuclearCrossSection class, are approximated for all nuclei
and all energies [213]. Therefore, as shown in the following Section, Fluka is a better
choice to perform PAA simulations [214].
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3.4.2 Fluka

Fluka [203] is a closed-source Monte Carlo code written in the Fortran 77 language
for particle transport and interaction with matter. It allows performing the propaga-
tion of about 60 different particles from keV up to hundreds TeV of energy. Fluka is
characterized by a high degree of accuracy of the implemented physical models. Micro-
scopic models are adopted whenever available, and the use of integral data is avoided.
Thus, the correlation between different interactions and shower products is maintained
at best.
While Geant4 provides a toolkit of classes and the source code of the simulation is
written by the user, Fluka only requires an input ASCII file in which all the simulation
parameters must be defined. The file contains a sequence of option lines (the so-called
cards), sometimes followed by data cards containing specific options. They are used
to define the primary particles, geometry and detectors. Concerning the physical pro-
cesses, they are already implemented in the Fluka code. The user can only override the
default settings with specific commands. The main options exploited to perform the
simulations presented in this work are listed below.

1. The BEAM and BEAMPOS cards are used to define the primary particle type,
energy, propagation direction and position of the source. When the primary par-
ticles are not monoenergetic, a user-defined routine (source.f ) coupled with the
SOURCE card is exploited to extract the energy from a distribution. Eventually,
the irradiation conditions (i.e. time duration and current of primary particles) are
set with the IRRPROFILE card.

2. The geometry definition starts with the GEOBEGIN card and finishes with the
GEOEND card. Fluka exploits a combinatorial geometry meaning that simple
convex shapes (e.g. spheres and cones) are combined to construct more complex
regions via boolean operators (i.e. union, intersection and subtraction). Materials
are defined with the MATERIAL and COMPOUND cards, and they are assigned
to the various regions with the ASSIGNMA card.

3. The PHOTONUC card is activated to switch on the photonuclear reactions. The
subsequent radioactive decay is implemented with the RADDECAY card. More-
over, the PHYSICS card with the EVAPORAT option is activated. It enables to
describe the decay with the evaporation model, also considering heavy fragment
evaporation. The mean free path of photons within the sample is reduced by a
factor of 10−3 using the LAMBIAS card to enhance the statistical accuracy.

4. Detectors for scoring particles (i.e. electrons and γ-ray) crossing the boundary
between volumes are defined with the USRBDX card. The DCYTIMES card is
used to define the decay times for radioactive product scoring. They are associated
with the detectors through the DCYSCORE card. Lastly, the number of activated
nuclides in a material can be retrieved with the RESNUCLE card.

Fluka photonuclear cross sections and comparison with Geant4

While for the PIXE and EDX simulations the adopted Monte Carlo code is Geant4
because of the accuracy of the ionization cross sections, the choice of Fluka for the PAA
simulation is guided by the reliability of the giant photonuclear cross sections [215].
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Figure 3.10: Comparison between photonuclear reaction cross sections from the literature [216–218]
and TENDL database [219] (black points) and simulated with Fluka (red points) and Geant4 (blue
points) for the (a) Co-59, (b) Cu-65, (c) Sb-123 and (d) Mo-100 isotopes.

The cross sections for several (γ, n) reactions at various photon energies have been
retrieved for Fluka and Geant4. It was done with Monte Carlo simulations involving the
irradiation of mono-elemental samples with pencil beams of monoenergetic photons.
Assuming a sample sufficiently thin (i.e. 0.1 mm), the magnitude of the cross section
σph at specific photon energy is evaluated from the number of activated nuclides as:

σph =
N

tρNav

Ma (3.5)

where N is the concentration of activated nuclides, t is the sample thickness, ρ is the
sample density,Nav is the Avogadro’s number andMa is the atomic mass concentration.
It is worth mentioning that equation 3.5 is valid only if the attenuation of the photon
beam within the sample is negligible.
Many cross section values considering four photonuclear reactions in the giant dipole
resonance energy region have been simulated with both codes. They are compared
with experimental data available in literature in figure 3.10. The results shows that the
accuracy of Fluka is superior to that of Geant4.
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Production of solid targets for TNSA
via Magnetron Sputtering
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CHAPTER4
DCMS and HiPIMS deposition of titanium (Ti) films

and characterization

As discussed in Section 2.3.1, both sub-micrometric bare targets and DLTs are used for
laser-driven particle acceleration. Solid foils having 100s nm thickness allow enhanc-
ing the energy of the accelerated ions compared to thicker (i.e. micrometric) targets.
Moreover, additional improvement can be achieved by exploiting DLTs (see Section
2.3.2). However, to increase the shot-to-shot stability of the particle source, the local
thickness uncertainty (i.e. up to ± 100s nm of tolerance) affecting rolled commercial
sub-micrometric foils must be significantly reduced. To this aim, a new method for the
production of metallic sheets is required, considering a suitable deposition technique.
The Magnetron Sputtering is the ideal choice because it allows depositing compact
films in the considered thickness range with high planarity and on large areas. As
extensively shown in Section 3.2, another advantage of this technique consists in the
possibility of acting on a large number of deposition parameters. Consequently, films
with very different morphological and structural properties can be obtained and adapted
to the target requirements. However, considering Ti as deposition material, there is a
non-negligible lack of knowledge in literature about the HiPIMS deposition of Ti films.
Accordingly, this Chapter deals with the production and characterization of Ti coatings
exploiting the DCMS and HiPIMS deposition techniques. The goal is to address the
role of the ionized species, which are dominant in HiPIMS depositions, in determining
the phase composition, morphology and state of stress of the films.
In Section 4.1, the deposition conditions and the procedure applied for the DCMS and
HiPIMS plasma characterization are described. The microstructure, morphology and
stress analyses are presented in Section 4.2. Last, Section 4.3 provides the interpretation
of the results focusing on the phase composition and stress behaviour in the deposited
films.
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4.1 Experimental configuration and plasma characterization

The purpose of this Section is to characterize the plasma composition during DCMS
and HiPIMS Ti depositions. The films were grown exploiting the Magnetron Sputter-
ing system presented in Section 3.2.3. The Ti target (99.995% purity) has a circular
shape with a diameter of 7.6 cm. The base pressure reached before the injection of the
working gas was equal to 5 · 10−4 Pa. During the deposition, the chamber was filled
with Ar (99.999% purity) at a pressure of 0.5 Pa through continuous gas injection equal
to 80 sccm.
During the HiPIMS depositions, the pulse duration, frequency and duty cycle were set
equal to 50 µs, 350 Hz and 1.75%, respectively. Initially, the pulse voltage Vd was
varied between 460 and 750 V. The goal was to investigate the role of this parameter in
determining the plasma composition. The waveforms of both Vd and ion current at the
target I during HiPIMS depositions were monitored with a Rigol DS4034 oscilloscope.
As reported in figure 4.1.a, they have the typical rectangular and triangular shapes.
The peak discharge current at the target Ip (i.e. the maximum value reached by I dur-
ing the discharge) as a function of Vd is shown in figure 4.1.b. As discussed in Section
3.2.3, the Ip−Vd characteristic curve can be divided into four distinct regions, represen-
tative of different plasma regimes. Clearly, under the present experimental conditions
(i.e. duty cycle and gas pressure), the applied voltage must be higher than ∼ 500 V
to trigger a highly ionized HiPIMS discharge. As far as DCMS depositions are con-
cerned, the voltage was kept within 300 V and 600 V to have average powers analogous
to those provided during the HiPIMS depositions.
The plasma composition under both HiPIMS and DCMS conditions was characterized
with Optical Emission Spectroscopy (OES) measurements in the 350 − 865 nm wave-
length range. In figure 4.2.a, the spectra recorded in HiPIMS and DCMS regimes at
the same average power of ∼ 450 W are shown. Two distinct subregions are present.
In the first one (from 365 nm to 550 nm), most lines belong to neutral and ionized Ti

Figure 4.1: (a) HiPIMS voltage and current waveforms measured at 0.5 Pa Ar pressure, 650 V applied
voltage and 50 µs pulse duration. (b) Discharge peak current as a function of the discharge voltage
at 0.5 Pa Ar pressure and 50 µs pulse duration. The vertical dashed lines delimit the four regions
characterized by different plasma conditions.
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Figure 4.2: (a) Optical emission spectra acquired in DCMS (blue) and HiPIMS (red) regimes at the
same power of 450 W. The regions associated with Ti and Ar species are delimited with vertical
dashed lines. (b) Optical emission spectra acquired in HiPIMS for 5 kW (purple), 27 kW (red) and
50 kW (yellow) peak powers. Peaks associated with the various species are pointed with arrows.

atoms. On the other hand, the second subregion (from 680 nm to 865 nm) shows lines
associated only with Ar species. Remarkably, the signals in the HiPIMS spectrum are
mainly related to the Ti species, while the DCMS spectrum is dominated by peaks as-
cribable to Ar. These results are coherent with already published data [220].
As far as the HiPIMS plasma is concerned, the role of the applied voltage in determin-
ing the ionization fraction of the sputtered species must be clarified. To this aim, the
peak power, defined as Ppeak = Ip · Vd, is worthy of consideration since it is strongly
connected to the ions to atoms ratio [221, 222]. Accordingly, several OES measure-
ments of the HiPIMS plasma were carried out at different Ppeak values ranging from 5
kW to 50 kW. The investigated Ppeak range coincides with the voltage interval consid-
ered in figure 4.1.b. Three OES spectra for Ppeak values equal to 5, 27 and 50 kW are
reported in figure 4.2.b. Overall, increasing the peak power, the peak intensities rise as
a consequence of the higher plasma density.
Further insight can be achieved by observing how the intensity of specific peaks asso-
ciated with different species varies as a function of Ppeak. However, it is necessary to
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safely assign a certain number of peaks to each species (i.e. the arrows present over
the peaks in figure 4.2.b). The association is not trivial since, according to the NIST
database [223], the spectral signals belonging to Ti, Ti+, Ti2+, Ar and Ar+ are very
close, and many of them can lie within the wavelength interval subtended by one of the
peaks in figure 4.2. Therefore, to identify the peaks belonging to a certain species, the
procedure presented in the following Section was developed.

4.1.1 Optical Emission Spectroscopy analysis

A total number of spectra np = 9 at different Ppeak values (identified by the i-index) was
considered. For each Ppeak value, local portions of the associated OES spectrum were
fitted with the Levenberg-Marquardt least-square algorithm [224]. The fit was done
assuming a Gaussian shape for the peaks and a linear function for the local background.
The area subtended by the Gaussian function corresponds to the intensity Ii,j , where
the j-index identifies a specific peak. Then, the following normalized peak intensity
Ĩi,j was evaluated for all the fitted peaks:

Ĩi,j =
Ii,j∑np
i=1 Ii,j

(4.1)

Peaks associated with the same species will exhibit the same trend for Ĩi,j as a function
of Ppeak. This criterion was applied to identify signals belonging to the same species. In
figure 4.3, Ĩi,j is plotted against Ppeak, having already grouped peaks belonging to the
same species. As expected, five distinct trends can be observed. Notice that the values
of Ĩi,j , and therefore the density of the species, continuously increase with Ppeak.
The identified emission lines are listed in table 4.1, and they are pointed with arrows in
figure 4.2.b. It is worth mentioning that the reported results have been cross-checked
with the data present in the NIST database. Notice that few peaks in figure 4.2.b are
not indexed. For those signals, the procedure presented here did not allow performing
safe discrimination. Indeed, superpositions between different lines can be present. In
this respect, an improvement could be achieved using a detector with a higher energy
resolution compared to that exploited in this work.
Once the intensities of several peaks, as well as the species to which they belong, have
been retrieved, the next step consists of the evaluation of the ionization fraction for the

Figure 4.3: Normalized OES peak intensity as a function of the peak power for Ti, Ti+, Ti2+, Ar and
Ar+ species.
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Table 4.1: Wavelength λ and excitation energy E of the identified spectral lines for Ti, Ti+, Ti2+, Ar
and Ar+ species.

Ti Ti+ Ti2+ Ar Ar+

λ [nm] E [eV] λ [nm] E [eV] λ [nm] E [eV] λ [nm] E [eV] λ [nm] E [eV]

433.8 5.0 368.0 4.95 429.3 22.6 696.5 13.3 506.1 19.3

472.5 3.7 390.1 4.3 453.4 20.8 751.6 13.3 550.4 25.1

479.8 4.91 416 4.06 517.8 18.3 813 13.1 621.2 19.3

663.9 5.19 438.9 4.05 521.1 18.3 844.8 13.1 625.9 19.7

- - 455.7 3.91 - - - - - -

- - 457.1 4.28 - - - - - -

Ti and Ar species. For each value of Ppeak, all peaks associated with the same species
are considered and the average intensity is calculated from the Ĩi,j values. This calcu-
lation was done for all the species and peak power values.
As a final step, the ratio between the average intensities associated with different species
at equal Ppeak is performed. For instance, the ratio between the average intensities of
Ti and Ti+ peaks is representative of the ionization fraction of titanium atoms in the
HiPIMS plasma. The same also applies to the Ar and Ar+ species. These ratios as
a function of Ppeak are reported in figure 4.4. Notably, the trends are not monotonic,
and they show a maximum between 20 and 30 kW. Thus, while the overall number of
sputtered species monotonically grows with the peak power, the ionization fraction of
sputtered species (i.e. Ti+/Ti and Ar+/Ar) is highest around 20− 30 kW.
It is worth noting that the previous considerations are valid only if the considered

Figure 4.4: Ratio of the average intensities for the Ti+/Ti (red points) and Ar+/Ar (blue points) as a
function of the peak intensity.
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species have similar excitation energies [221, 222]. Indeed, the intensity ratio between
different species depends on the excitation probabilities that are affected by the exci-
tation energies. As reported in table 4.1, the excitation energies of the spectral lines
associated with the Ti and Ti+ species are very close. Also, in the case of the Ar
species, the excitation energies are similar, at least of the same order of magnitude.
On the other hand, the Ti2+ species must be excluded from this analysis because their
excitation energies are too high compared to those of Ti and Ti+ species.

4.2 Ti films characterization

This Chapter aims at characterizing Ti films deposited in both low and high ioniza-
tion fraction environments exploiting the DCMS and HiPIMS techniques, respectively.
As shown in the previous Section, the ions contribution compared to that of the neu-
tral atoms during the HiPIMS depositions is maximum for Ppeak around 20 − 30 kW.
Therefore, the HiPIMS depositions performed in the remaining part of this work were
carried out by fixing the peak power value at 27 kW (i.e. around the maximum of the
curve shown in figure 4.4). It is worth remembering that the DCMS depositions have
been performed at the same average power as the HiPIMS ones.
Three values of bias voltage (i.e. Us = 0, 300 and 500 V) were applied to the substrate
during HiPIMS depositions. The goal was to investigate different energy regimes of the
deposited ions. Note that, even with Us = 0 V, the substrate was subject to a floating
potential between -10 V and -15 V because of the plasma sheath. Morphology, phase
composition and stress state of the Ti films were characterized for thicknesses ranging
from ∼ 70 nm up to ∼ 600 nm.
Both for HiPIMS and DCMS, the depositions lasted between 15 and 180 minutes. The
films were deposited on 300 µm and 500 µm thick (100) silicon (Si) wafers cleaned
with isopropanol and blown dry with nitrogen before the deposition. The substrate
lateral dimensions were approximately 2 × 2 cm. The substrate holder was kept at
20− 24◦C, and no intentional heating of the Si substrate was applied.

4.2.1 Morphological characterization

The morphology of the films was investigated using a Zeiss Supra 40 field emission
Scanning Electron Microscope (SEM) system, operated at an accelerating voltage of 5
kV. As shown in figure 4.5, Ti-DCMS and Ti-HiPIMS films exhibit different morpholo-
gies depending on the adopted deposition technique, energy regime and thickness.
Ti-DCMS films (see figure 4.5.a) are characterized by a columnar morphology with a
pyramidal shape superficial pattern. This structure corresponds to the first zone in the
Thornton diagram presented in Section 3.2.3 and extended for energetic depositions.
Figure 4.5.b shows the morphology of Ti-HiPIMS films deposited at bias voltage equal
to 0 V. All films exhibit a compact granular structure. The grain size increases with the
film thickness up to a constant value of ∼ 50 nm. Ti-HiPIMS films grown with the ap-
plication of 300 V and 500 V bias are reported in figures 4.5.c and 4.5.d, respectively.
For thicknesses higher than ∼ 100 nm, elongated lamellar grains are formed. Their
number and dimension increase with the film thickness. Besides, a higher value of the
bias voltage seems to anticipate the onset of this structure.
The thicknesses of the films were evaluated using SEM cross-section images. They
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4.2. Ti films characterization

Figure 4.5: SEM top-views of (a) Ti-DCMS films, Ti-HiPIMS films deposited (b) without the application
of the bias voltage, with the application of (c) 300 V and (d) 500 V bias. The film thickness is reported
on the top of each panel.

were measured in 4− 5 different sample points, and the average value was determined.
The uncertainty was always within ±10% of the absolute thickness. The cross section
views for the thickest films deposited under the four different deposition conditions are
reported in figure 4.6. Comparing the Ti-DCMS and Ti-HiPIMS films, it is clear that
the action of the higher fraction of ionized species leads to a more compact morphol-
ogy. Considering only Ti-HiPIMS films, a progressive increment of the energy causes
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Figure 4.6: SEM cross section views of (a) 658 nm thick Ti-DCMS film, (b) 580 nm thick Ti-HiPIMS film
deposited without the application of the bias voltage, (c) 587 nm thick Ti-HiPIMS film deposited with
300 V bias and (d) 495 nm thick Ti-HiPIMS film deposited with 500 V bias.

the formation of voids due to the growth of the randomly oriented lamellar structures.
The formation of these peculiar submicrometric grains was never observed in the lit-
erature. As reported in figure 4.7.a, these structures completely cover the film. They
protrude from the surface of approximately ∼ 50 − 100 nm. A magnification of three
grains is also shown in figure 4.7.b. They are composed of aligned structures.

Figure 4.7: (a) Cross section view tilted at 20◦ of the thickest Ti-HiPIMS film deposited with 500 V bias.
(b) Magnification of the lamellar structures.

4.2.2 Phase composition and crystallographic orientation

The crystalline phase evolution and crystallographic orientation of the films were as-
sessed using X-ray Diffraction Spectroscopy (XRD) performed with a Panalytical X’Pert
PRO X-ray diffractometer in θ/2θ configuration.
The XRD spectra of the Ti-DCMS films are reported in figure 4.8.a for the thickness
interval between 80 nm and 650 nm. For the thinnest film, no peaks are present in the
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spectrum. All the other films are characterized by peaks only related to the α phase of
Ti, as already reported in other works [225–227]. For thicknesses between 100 nm and
200 nm, only the (002) reflection at 2θ = 38.41◦ is present. The (100), (101) and (102)
reflections at 2θ = 35.07◦, 40.153◦ and 53.012◦ emerge at higher thickness.
Figure 4.8.b shows the spectra associated with the HiPIMS depositions without the ap-
plication of the bias voltage. At 50 nm thickness, only one peak is present at 2θ =
37.05◦. As reported in previous works [192, 196], this reflection corresponds to the
(111) of the Ti fcc phase. For thicknesses greater than 100 nm, the (100) and (002)
reflections of the α phase appear in the XRD spectra. The coexistence of the fcc and
α phases maintains up to a thickness of 370 nm. For the thickest Ti sample, only the
peaks associated with the α phase are present. Therefore, the complete fcc → α tran-
sition occurs at a critical thickness between 370 nm and 580 nm.
The XRD spectra of Ti-HiPIMS films deposited with the application of 300 V and 500
V of bias are reported in figures 4.8.c and 4.8.d, respectively. For both deposition con-
ditions, the spectra do not show peaks below a film thickness of ∼ 100 nm. For higher
thicknesses, peaks associated with the α phase are present. Below 250 nm thickness,

Figure 4.8: XRD spectra of Ti films deposited in (a) DCMS and HiPIMS with an applied bias voltage of
(b) 0 V, (c) 300 V and (d) 500 V. The thickness of the associated film is reported over each curve. The
crystallographic orientations are marked with vertical dashed lines.
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Figure 4.9: fcc, α and ω phase concentrations as a function of the thickness in Ti-HiPIMS films deposited
at (a) 0 V, (b) 300 V and (c) 500 V bias.

the Ti film growth seems to be strongly oriented along the (100) orientation. Around
300 nm thickness, a new peak appears around 2θ = 39.0◦. According to literature
data [228], this peak is associated with the (101) reflection of the Ti ω phase.
The X-ray diffractograms were analyzed using the MAUD software [229] to obtain the
phase fraction of fcc, α and ω phases. The behaviour of the phase composition as a
function of the thickness is reported in figure 4.9 for the Ti-HiPIMS films deposited at
different bias voltages. The analysis carried out with MAUD confirms the presence of
the three phases. For 0 V of bias, the films initially contain only the fcc phase, while the
thicker one is characterized only by the presence of the α phase. The transition starts
at a thickness lower than 100 nm, and it proceeds with a non-monotonic behaviour.
On the other hand, for the biased Ti-HiPIMS films, the α → ω phase transition starts
around 250 nm, and the content of the ω phase monotonically increases with the film

Figure 4.10: XRD spectra of a Ti film containing ω phase before and after the vacuum annealing proce-
dure. The inset graph shows the α and ω phase percentage as a function of the annealing temperature.
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thickness. It is worth noting that the ω phase formation is correlated to the appearance
of the elongated lamellar grains shown in figure 4.7.
The temperature stability of the ω phase was assessed by vacuum annealing. Films
characterized by the (101) orientation were annealed at two different temperatures of
230 ◦C and 450 ◦C. The XRD spectra associated with the annealed samples show a
decrease up to the absence of the (101) peak associated with the ω phase (see figure
4.10). Coherently with already published works [181] and MAUD analysis (see the
inset graph of figure 4.10), these observations correspond to a partial transformation
in the α phase at 230 ◦C and a complete transition at 450 ◦C. The annealing provides
further evidence of the ω phase presence in the thickest Ti-HiPIMS films grown with
a bias voltage. Lastly, even if the ω phase disappears after annealing, the morphology
remains unaltered, and the lamellar grains are still present.

4.2.3 Stress state evaluation

The residual stresses were evaluated using an optical implementation of the wafer cur-
vature method. The experimental setup exploits a set of parallel laser beams to mea-
sure the curvature radius of the film-substrate system [230, 231]. The beams impinge
on the uncoated substrate, and they are reflected by the surface. The reflected beams
are collected by a high-frame-rate camera. The stresses are retrieved by evaluating the
curvature variation of the uncoated surface of the silicon wafer before and after the film
deposition. The residual stress σres is calculated with the Stoney equation [232] as:

σres =
Es

1− νs
× t2s
tf
× 1

6 ·Rc

(4.2)

where Es and νs are the Young’s modulus and Poisson’s ratio of the substrate, ts and tf
are the substrate and film thicknesses, and Rc is the curvature radius of the system. It
is worth pointing out that the substrate curvature method provides the average residual
stresses. Even if the films can be characterized by a nonuniform stress state, the average
stresses can be useful to identify trends as a function of the deposition parameters.
The stresses as a function of the film thickness are reported in figure 4.11 for all the
deposition conditions.
Ti-DCMS films show a tensile stress state of the order of a few GPa (see figure 4.11.a)
for thicknesses lower than 200 nm. For higher thicknesses, the average stresses are
close to zero. On the other hand, Ti-HiPIMS films are characterized by a completely
different state of stress. At low energy of the film-forming species (i.e. 0 V bias), the
initial growth stages are characterized by a stress state almost equal to zero (see figure
4.11.b). Around a thickness of 70 nm, the stresses are tensile. Then, increasing the
thickness, the stresses rapidly become compressive, and they reach a value of -5 GPa
around 130 nm. For higher thicknesses, a stabilization of the compressive stresses is
observed around a value of -2.5 GPa.
Figures 4.11.c and 4.11.d show the stress state for the Ti-HiPIMS films deposited with
bias voltage equal to 300 V and 500 V, respectively. At high Ti ion energies, the stresses
start compressive (around -2 GPa and -5 GPa for 300 V and 500 V bias, respectively).
They became tensile and, again, compressive increasing the thickness.
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Figure 4.11: (a) Average residual stresses for the Ti-DMCS films as a function of the thickness. (b)
Average residual stresses for the Ti-HiPIMS films at 0 V of bias as a function of the thickness (blue
points). The content of the fcc phase is reported as grey points. (c) Average residual stresses for the
Ti-HiPIMS films at 300 V of bias as a function of the thickness (purple points). The content of the ω
phase is reported as grey points. (d) Average residual stresses for the Ti-HiPIMS films at 500 V of
bias as a function of the thickness (red points). The content of the ω phase is reported as grey points.

4.3 Phase tailoring and stress behaviour in Ti films

The purpose of this Section is to discuss the conditions that lead to the formation of
the crystalline phases observed with the XRD measurements, in conjunction with the
observed stress state behaviour and morphology evolution. The production of uncon-
ventional phases of Ti, like the fcc and ω ones, could be of interest for several industrial
and engineering applications. For this reason, many efforts have been made to pro-
duce these phases in the last two decades exploiting several deposition techniques (see
Section 3.2.4). Moreover, suitably tailoring the Ti films phase composition can be of
paramount importance even in innovative applications, as the production of engineered
targets for laser-driven ion acceleration experiments, where peculiar and precise re-
quirements on the final properties of the Ti films are demanded.
With Ti-DCMS films, the energy of the deposited species (mainly Ti and Ar neutrals) is
of the order of 1-3 eV. Coherently with already published results [225–227, 233, 234],
this energy regime leads to the formation of the α-phase with preferred (002) orien-
tation because of the minimization of the surface energy [235]. The films follow a
3D Volmer-Weber growth [236], characterized by the nucleation of 3D islands on the
substrate surface, subsequent growth and coalescence to form a continuous film. De-
pending on the mobility of the atoms, this growth mechanism is characterized by the
onset of a different stress behaviour as a function of the film thickness. The fundamen-
tal parameter affecting mobility is the homologous temperature Th (see Section 3.2.3).
Usually, films deposited at Th < 0.2 are characterized by low mobility of the adatoms,
while Th > 0.2 corresponds to the condition of high atomic mobility. For low atomic
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mobility, a tensile stress state develops as the islands coalesce. For the Ti-DCMS films
considered in this work, Th is equal to 0.15 by assuming the substrate at room temper-
ature. Therefore, the observed tensile stress state is coherent with the proposed growth
mechanism.
As far as Ti-HiPIMS films are concerned, in addition to the α phase, the fcc and ω
phases are present. The nucleation of a specific phase is influenced by the energy of
the particles striking the substrate, as well as by the type (i.e. ions or neutrals). More-
over, the substrate can contribute to determining the crystallographic structure during
the first growth stages. Indeed, Cemin et al. [237, 238] showed that high energy Cu
ions can cross the native Si oxide layer covering the substrate. As a result, epitaxial
growth occurs onto the (100) Si substrate that leads to a change in the crystallographic
orientation of Cu films from the (111) to the (002).
The penetration depth of Ti+ ions in the native Si oxide layer was evaluated via SRIM
simulations [27]. The goal is to exclude any contribution from the substrate to the
fcc phase nucleation. The native Si oxide layer thickness can be estimated equal to
∼ 0.7− 1.5 nm [239]. Accordingly, two sets of simulations were performed assuming
Si oxide layers of thicknesses equal to 0.7 nm and 1.5 nm on a semi-infinite Si substrate.
Moreover, the third set of simulations was carried out considering a pure Ti target. The
energy of the ions spans from 20 eV up to 500 eV. The results are reported in table 4.2.

Table 4.2: Ranges of Ti+ ions (from SRIM simulations) for five different initial energies travelling across
Si oxide layers over semi-infinite Si substrates and in a semi-infinite Ti medium.

Ti+ Energy SiO2 (0.7 nm) + Si (inf.) SiO2 (1.5 nm) + Si (inf.) Ti (inf.)

20 eV 0.8± 0.1 nm 0.9± 0.1 nm 0.5± 0.1 nm

30 eV 0.9± 0.2 nm 1.0± 0.2 nm 0.6± 0.2 nm

60 eV 1.1± 0.2 nm 1.2± 0.3 nm 0.7± 0.2 nm

300 eV 2.0± 0.7 nm 2.2± 0.6 nm 1.2± 0.6 nm

500 eV 2.5± 0.9 nm 2.7± 0.8 nm 1.6± 0.8 nm

For Ti+ energies of 20 eV, the range is lower than the native Si oxide thickness. There-
fore, in Ti-HiPIMS films deposited under unbiased conditions, the interaction with the
underlying (100) Si crystal is negligible. On the other hand, with 300 eV and 500 eV
of energies, the Ti+ ions largely overcome the Si oxide. Thus, only in the high energy
regime associated with the HiPIMS depositions with 300 V and 500 V of applied bias
sputtering of the Si oxide and coupling with the Si substrate can not be excluded.

4.3.1 Low ion energy regime

While, in DCMS depositions, the film-forming species are mainly neutrals, the HiP-
IMS depositions are characterized by a high fraction of ionized species. In the second
case, and for Us = 0 V, the low energy ion flux leads to the nucleation of the fcc phase.
As a first attempt, a pseudo-epitaxial growth involving the underlying (100) surface of
the Si substrate can be claimed as a possible explanation. However, this mechanism
cannot occur for the Ti-HIPIMS films with Us = 0 V considered in this work. Indeed,
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as suggested by the SRIM simulations, the deposited species are not energetic enough
to cross the Si oxide layer. Therefore, other mechanisms must be considered to explain
the presence of the fcc phase.
In this respect, it is interesting to compare the fcc phase evolution with the results shown
in the few works present in the literature. The first evidence of the fcc phase nucleation
in Ti films under the effect of low energy ions and atoms via ion-beam sputtering was
reported by Yue et al. [240]. In addition, Fazio et al. [192] observed the presence of the
fcc phase in Ti films obtained with vacuum arc deposition. As for the Ti-HIPIMS films,
a progressive fcc → α transition increasing the thickness was observed. However,
the complete transition to the α phase in their films occurs at approximately 220 nm,
while Ti-HIPIMS films contain a certain amount of fcc phase still at 370 nm. From the
thermodynamical point of view, they associate the fcc phase formation to the interfacial
energy minimization at the film-substrate interface.
Although not present in the phase diagram, local stability of the fcc phase in Ti, Hf and
Zr was theoretically demonstrated [241]. The total energy of the fcc phase is reported
to be higher than that of the α and ω ones. Reasonably, the presence of an out of equi-
librium condition (e.g. the growth in the form of a film), in conjunction with a suitably
enhanced mobility of the impinging species, can lead to the fcc phase nucleation in-
stead of the conventional, and more thermodynamic stable, α one. Further insight can
be achieved by looking at the stress state associated with Ti-HiPIMS films. As shown
in figure 4.11, it is different from that of Ti-DCMS films. The initial growth stages
during HiPIMS depositions resemble a compressive-tensile-compressive (CTC) [237]
stress behaviour. CTC is usually associated with high surface mobility metals (i.e.
Th > 0.2) following the Volmer-Weber growth. The growth stages are schematically
reported in figure 4.12. Therefore, while Ti is a low mobility metal, it behaves like a
high mobility one in the considered HiPIMS regime. This behaviour is possible if the
deposition is characterized by a large flux of hyperthermal species (in the 10− 100 eV
energy range) [194]. In this case, the migration of the adatoms at the underdense grain
boundaries can be achieved. Evidently, because of the migrating adatoms contribution,
the fcc phase nucleation is favoured compared to the α phase at low thicknesses.
Increasing the film thickness, a transition from the fcc to the α phase takes place. This
behaviour was observed also in other literature works. Chakraborty et al. [196] pro-
posed a thermodynamic explanation to address the fcc → α phase transition through
the bulk, surface and strain-free energy change. The increased stability of the α phase
is ascribed to the bulk energy of the system, which rises with the film thickness. The
predicted critical thickness for the fcc phase stability is 35 nm, but, as reported in the lit-
erature [192], this value depends on the deposition conditions (i.e. from few to ∼ 100
nm). As far as the Ti-HiPIMS films deposited in this work are concerned, pure fcc
phase up to a thickness of 67 nm and its coexistence with the α phase up to 370 nm are
observed.
The progressive fcc → α transition is strongly related to stress state behaviour. The
connection is evident from figure 4.11.b where, in addition to the stresses, the fcc phase
fraction as a function of the film thickness is reported. The high compressive stress
state, observed around ∼ 100 nm, can be explained as the result of several contribu-
tions. In this energy regime, adatoms mobility is possible, but it is not high. Moreover,
the Ti ions implantation can result in the formation of interstitial defects. Last, the grain
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Figure 4.12: Nucleation, coalescence and thickening of the film during Volmer-Weber growth with high
surface mobility metals. Adapted from [242].

boundary densification can further enhance the compressive stresses [194, 237]. As re-
ported in a recent theoretical work [243], the onset of a compressive stress state leads
to the formation of Schokley partial dislocations that slip the crystalline planes from
the (111) orientation of the fcc phase to the (002) orientation of the α one. The onset of
the transition is predicted at a stress value around 2.5 GPa. Remarkably, a significant
reduction of the fcc phase in Ti-HiPIMS films starts when the stress state is close to this
value.
As far as the α phase is concerned, the (002) peak for the thickest sample in figure
4.8.b is significantly shifted compared to the corresponding Ti-DCMS one in figure
4.8.a. The shift is approximately equal to 0.3◦, and it is probably due to the residual
stress state.
Lastly, because of the low duty cycle of the HiPIMS regime and the relatively low en-
ergy of the impinging species, a significant increment of the growth temperature is not
expected during the deposition. Therefore, it should not play a relevant role in deter-
mining the properties of the films.
To summarize, the ion field with energy in the hyperthermal range has a double ef-
fect on the growth dynamic of Ti films. During the first growth stages, it activates the
adatoms mobility leading to the nucleation of the fcc phase. Afterwards, it induces the
formation of defects resulting in the generation of strong compressive stresses. These
stresses promote the transition to the α phase. It can be expected that the fine-tuning of
the energy could lead to a further increment of the thickness at which the fcc phase is
still present.

4.3.2 High ion energy regime

In the high energy regime, no phase identification is possible for a thickness lower than
100 nm. It is evident from the XRD spectra reported in figures 4.8.c and 4.8.d for the
Ti-HiPIMS films deposited with Us = 300 V and Us = 500 V, respectively. From 100
nm to 200 − 250 nm, only the (100) orientation of the α phase is observed. Its pres-
ence, at the expense of the (002) one, can be explained in light of the strain state of the
system. Indeed, as reported by Checchetto et al. [235], the minimization of the surface
energy when the strain contribution is negligible is achieved with the (200) orientation,
while the minimization of the strain energy is correlated to the (001) orientation. The
high energy ion field induces a stronger adhesion of the islands to the substrate due to
the sputter etching of the Si oxide and atom intermixing. This induces the onset of a
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strong compressive stress state from the very first growth stages (i.e. below 50 nm thick-
ness). As a result, an increment of the strain energy of the system is achieved, resulting
in the development of the (100) orientation instead of the (002). Note that, in agree-
ment with these considerations, the films deposited in this work and by Chakraborty
et al. [196] with DCMS (i.e. in a low energy environment) shows the (002) crystal-
lography orientation, while the depositions performed by cathodic arc [192] exhibit the
(100) orientation.
In correspondence with the island impingement and coalescence, the stresses reach a
tensile peak, followed by a transition to a compressive stress state associated with the
continuous film growth. After the maximum compression at ∼ 130 nm and ∼ 100
nm for the Us = 300 V and Us = 500 V bias voltages, respectively, relaxation takes
place. As shown in figures 4.11.c and 4.11.d, only the α phase is present during this
CTC transition. Notably, there is a shift of the maximum tensile stress toward higher
thicknesses for the samples deposited at Us = 300 V compared to the Us = 0 V case.
The shift is ascribable to the higher adatoms mobility on the substrate surface [244].
On the other hand, the samples deposited at Us = 500 V do not show the shift in the
tensile peak. Therefore, the high-energy Ti ions lead to high production of defects and
substrate sputtering rather than enhancing the adatoms mobility. Accordingly, the sam-
ples are more stressed, resulting in an enhancement of the (100) reflection (see figure
4.8.d) that, as already mentioned, minimizes the strain energy of the system.
Around 250 nm thickness, the (101) peak associated with the ω phase starts to be
present in the XRD spectra shown in figures 4.8.c and 4.8.d. Two possible explana-
tions can be provided to motivate its presence. As already demonstrated for bulk Ti and
discussed in Section 3.2.4, the ω phase formation can be due to the onset of a high com-
pressive stress state of the order of some GPa. However, from the XRD measurements,
the ω phase seems to appear when the stress relaxation has already begun. Perhaps, its
nucleation starts in correspondence with the maximum compression, but its content is
not enough at that stage to be observed in the XRD spectra. Besides, a thermodynamic
explanation can be provided to explain the nucleation of the ω phase. As shown in the
last column of table 4.2, the high energy range of Ti ions in already deposited Ti is of
the order of 1.5 nm, which means several atomic layers. This is associated with the high
atom mobility responsible for the CTC stress behaviour, as well as with the formation
of defects. An out of equilibrium condition could be the mechanism which leads to
the evolution of one of the α phase orientation that, in the final unloading step of the
CTC transition, finds a new energy minimum by rearranging itself to the structure of ω
phase.
Lastly, because of the high ion energy and intense flux, especially at 500 V of bias, an
increment of the growth temperature can not be excluded. Furthermore, the ω → α
transition can start at relatively low temperatures, as shown by the annealing procedure
at 230 ◦C. Therefore, at 500 V of bias, the ω phase nucleation and development could
be hindered by the slight increase of the substrate temperature.
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CHAPTER5
Production of Ti substrates on perforated target

holders

This Chapter describes the strategy developed to produce sub-micrometric bare targets
and DLT substrates with controlled properties exploiting Magnetron Sputtering. Sec-
tion 5.1 offers an overview of the procedure developed to deposit free-standing films
on the holes of perforated target holders. In particular, the holder preparation before
the film deposition is illustrated. Then, Section 5.2 focuses on the most important step
of the process, i.e. the deposition of the Ti films performed with DCMS and HiPIMS
modes. The results presented in Chapter 4 have been exploited to determine the optimal
deposition conditions.

5.1 Strategy for the free-standing films deposition

To make laser-driven particle sources attractive for multiple applications, the target
properties must be finely controlled. As far as DLTs are concerned, the parameters of
interest are the thicknesses and densities of the near-critical layer and solid substrate,
as well as their cohesion and overall integrity. The near-critical layer can be produced
by exploiting the Pulsed Laser Deposition technique. As already described in Section
2.3.1, this technique allows depositing nanostructured carbon foams whose density can
be tuned from the solid density down to the near-critical one (i.e. few mg/cm3).
Considering the solid substrates and bare targets, mainly commercial foils have been
exploited until now. The available sub-micrometric sheets can be affected by significant
disadvantages with detrimental consequences on the shot-to-shot stability of the laser-
driven source. Usually, the production of metallic foils is carried out via rolling [245]
techniques. Besides being available in a limited number of thicknesses and materials,
rolled commercial sheets can be affected by high local thickness uncertainties, up to
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Figure 5.1: (a) Target older disassembled in its two components. (b) The surface of the holder on which
the Ti substrate is grown and SEM magnification image of six holed.

±30% of the nominal value. Moreover, the foils must be manually fixed or clamped
on perforated target holders with the risk of breakage and formation of wrinkles and
ripples.
To avoid all the mentioned drawbacks, a strategy for direct deposition of the metallic
substrate on the holder must be developed. To this aim, a suitable deposition technique
is Magnetron Sputtering since it allows depositing compact submicroscopic films on
large surface areas (i.e. several cm2) with a negligible variation of the thickness value.
However, the deposition of films on a perforated surface is not trivial. To this aim, a
suitable procedure must be developed.
The standardized holder considered in this work, provided by the SourceLAB company,
is shown in figure 5.1. As already mentioned, usually, a foil can be clamped between
the two masks. The perforated masks are made of stainless steel and are stuck together
with two screws. A total number of 165 holes are present, arranged on a 13× 13 grid.
Their diameter and depth are equal to 1 mm. The mask on which the substrate is grown
is identified with the number 1 in figure 5.1.a. The deposition surface is shown in figure
5.1.b. The other mask has a protective function during the laser-target interaction.
The entire procedure developed for the production of the DLTs is reported schemati-
cally in figure 5.2. The first step consists of the deposition of a drop of a liquid solution
containing water as the solvent and a solid solute. As it will be shown, different solutes
were tested (i.e. polymethyl methacrylate, sodium chloride and sucrose). The final
choice of the filling material was the result of a compromise between several require-
ments like high solubility in water, low viscosity in solution, fast solidification and heat
resistance. After the solidification, the holes are closed by a solid sacrificial layer.
With the second step, the metallic substrate is grown on the closed holes. The mate-
rial selected for the deposition was Ti because of its excellent mechanical and thermal
properties. Ti is a widely exploited target material in laser-driven ion acceleration ex-
periments [179, 246, 247]. Indeed, it is a getter for H in the 25 − 400 ◦C temperature
range. At higher temperatures, it can absorb also other gases of interest for laser-driven
ion acceleration (e.g. O, CO2 and N) [248]. In light of the results shown in the previ-
ous Chapter, depositions in different regimes were carried out exploiting both DCMS
and HiPIMS modes. As it will be shown, the optimal deposition conditions must be se-
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Figure 5.2: Schematic representation of the step-by-step strategy developed for the DLT production. The
procedure involves the holder holes filling (step I), substrate deposition (step II), dissolution of the
sacrificial layer (step III) and carbon foam deposition (step IV).

lected to grow very dense films and, at the same time, avoid the onset of strong stresses.
To this aim, DCMS, unbiased and biased HiPIMS depositions have been carried out.
When not specified, the adopted deposition parameters were the same already described
in Section 4.1.
Following the Ti deposition, the sacrificial layer is removed via dissolution in water
(i.e. the third step), and the substrate is ready for the near-critical carbon foam deposi-
tion via PLD (i.e. the fourth step). It is worth mentioning that, in the present work, the
focus is on the production of the substrate. Therefore, the carbon foam deposition and
characterization will not be discussed. Conversely, if the fourth step is not performed,
the result is a bare target ready for laser-driven particle acceleration.

5.1.1 Holder preparation prior deposition

The drop of filling solution was deposited in the holes exploiting a micropipette. The
diameter of the holes is sufficiently small to allow the drop to remain inside the holes
because of capillarity. As already mentioned, the choice of the filling material must
satisfy several requirements, among which the compatibility with the deposition tech-
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nique is one of the most important.
First of all, the material must form a solution with a solvent available easily and not
dangerous to handle. Therefore, several polymers that require dissolution in sulfuric
acid can be excluded. The material solubility must be sufficiently high to guarantee
the complete filling of the hole after the evaporation of the solvent. Besides, the evap-
oration should take place in a reasonable amount of time. Moreover, the viscosity of
the solution has to be not excessively high to allow easy manipulation with the mi-
cropipette.
To grow targets with a flat front surface, the surface of the sacrificial layer must be as
uniform as possible after the solidification. Lastly, during the HiPIMS deposition, a
local temperature of 100 − 150 ◦C can be reached at the interface between the filling
material and the film. Therefore, the selected material must be able to withstand such a
temperature without being damaged by heating.

Polymethyl Methacrylate (PMMA)

PMMA is an amorphous thermoplastic polymer formed via polymerization of the methyl
methacrylate. It can be dissolved in acetone since it is not resistant to organic solvents.
The resulting solution is characterized by low viscosity that allows simply controlling
the drop. Acetone is a volatile material that evaporates very rapidly (i.e. few minutes).
Since PMMA is an amorphous material, the resulting solid layer has a highly uniform
and smooth surface without grain edges and irregularities.
The Ti film deposition on PMMA was performed with HiPMS without the application
of the bias voltage. The deposition time was 120 minutes, resulting in a film thickness
equal to approximately 500 nm. Following the dissolution of the PMMA sacrificial
layer, the film broke over the holes. Moreover, evident wrinkles were present on its
surface. The damage can be appreciated from figure 5.3.
PMMA is characterized by a relatively low glass transition temperature Tg (between 85
◦C and 165 ◦C). Therefore, it starts to soften and expand during the deposition compro-
mising the integrity of the Ti film. Moreover, the PMMA cools and retires, leading to
the formation of breaks at the edges of the holes and to the formation of wrinkles. Since
this behaviour is related to the temperature at the substrate, the same result is expected
exploiting DCMS deposition and biased HiPIMS. Indeed, the average power (in this

Figure 5.3: (a) Example of a hole after HiPIMS deposition of the Ti film on PMMA. The damage at the
border of the hole is evident. (b) Magnification of the wrinkle at the centre of the hole.
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5.1. Strategy for the free-standing films deposition

case equal to 450 W) reached during HiPIMS and DCMS depositions is approximately
the same, while the heat dissipation should be more efficient in HiPIMS because of the
low duty cycle.
The conclusion is that, while it satisfies many of the mentioned requirements, PMMA
is not suitable for the DLT substrates or bare targets production because of the incom-
patibility with the Magnetron Sputtering technique.

Sodium Chloride (NaCl)

Materials resistant to high temperatures must be selected to avoid the melting of the
sacrificial layer during the deposition. In this respect, NaCl is a proper solution since
it has a melting temperature of 801 ◦C. Once dissolved in water, it can be deposited
easily inside the holder holes. However, after solidification, the NaCl crystals did not
completely close the holes. This is due to its poor solubility in water (i.e. 35.8 g
in 100 g of water at 20 ◦C). A second drop of solution was deposited to close the
hole. Nevertheless, the crystals already present were dissolved, forcing to definitively
exclude the use of NaCl.

Sucrose

Sucrose is an organic molecule that belongs to the family of disaccharides. It is formed
by glucose and fructose monosaccharides. The sucrose melting temperature is equal
to 186 ◦C, so it should withstand the temperatures reached at the substrate during the
deposition. Its solubility of 210 g in 100 g of water at 20 ◦C is considerably higher than
that of NaCl. Thus, being the volumes of liquid equal, more solute can be present in
the solution. The main drawbacks of sucrose are the higher viscosity in solution and
the long time required for the solidification.
With a 60% w/w sucrose solution, the formation of air bubbles in the sacrificial layer
was observed. Their number increases with the sucrose concentration and, therefore,
with the viscosity. The presence of bubbles must be avoided since, during the depo-
sition, they can break and damage the Ti film. To this aim, the sucrose concentration
was set at 40% w/w. Moreover, a vacuum treatment was carried out by placing the
holder in a dryer at a few mbars of pressure. Then, to accelerate the solidification of
the sucrose, the holder was heated at a temperature of 95 ◦C.

Figure 5.4: Example of five holes after the filling with the liquid solution and solidification of the sucrose
layer.
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The entire procedure lasts approximately 5 hours. To ensure that a sufficiently high
quantity of sucrose to close the holes is deposited, the volume of the deposited solution
was set equal to 1.25 µL. It corresponds to 160% of the volume of the holes. Some
examples of holes following the sucrose solidification are reported in figure 5.4. Their
surface satisfies the smoothness requirement.

5.2 Magnetron Sputtering deposition of Ti substrates.

The DCMS and HiPIMS deposition techniques were used to grow submicrometric sub-
strates on the sucrose sacrificial layers. The deposition regimes are analogous to those
presented in Chapter 4. As already mentioned, the same geometry configuration, work-
ing gas and pressure in the chamber, average and peak powers were kept.
The morphology and stress state of the films, already characterized in the previous
Chapter, played a crucial role concerning the substrates structural integrity. The depo-
sitions were also performed on conventional Si substrates to take SEM cross section
views of the films and retrieve their density. The density was measured with EDX
spectroscopy and adopting the procedure described by Pazzaglia et al. [249].

DCMS depositions

Exploiting DCMS, homogeneous and intact Ti films were deposited on the sucrose
layers. Because of the relatively high deposition rate (i.e. approximately 20 nm/min.
compared to 3 − 4 nm/min. in the HiPIMS regime), 1.0 µm thick films can be grown
in less than one hour. However, after the removal of the sucrose layer, the collapse of
the Ti films occurred. The resulting damage is shown in figure 5.5.a.
DCMS films are constituted by α phase with (002) preferred orientation, characterized
by a low compact columnar structure having several macro-voids (see the cross section
reported in figure 5.5.b). As a result, the film density is ∼ 70% of the bulk value of
Ti. Consequently, after the dissolution of the sucrose layer, the film is not compact
enough to self-sustain over the holes. Moreover, the loss of structural integrity can be
due to a residual tensile stress state in the film. Therefore, DCMS films are not suited
for substrates production because of their low density and poor compact structure.

Figure 5.5: (a) Example of a hole after the DCMS deposition of the Ti film and dissolution of the sucrose
layer. The film is collapsed at the centre of the holder hole. (b) Cross section view of the Ti film
deposited via DCMS on a Si substrate.
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5.2. Magnetron Sputtering deposition of Ti substrates.

HiPIMS depositions

HiPIMS depositions allow growing more compact films than DCMS because of the
presence of the intense ion fluxes. The higher compactness can be appreciated from the
cross section view reported in figure 5.6.a. Moreover, the density is 80% of the bulk
value of Ti. Therefore, HiPIMS seems to be the proper choice to avoid the collapse of
the films because of poor structural integrity. The only foreseeable drawback is related
to the lower deposition rate compared to DCMS. For instance, the deposition of 1 µm
Ti substrate should require more than five hours.
However, a different kind of damage was observed during HiPIMS depositions per-
formed without the bias voltage application. For almost half of the holes, both the film
and the underlying sucrose layer are strongly altered, as reported in figure 5.6.b. The
damage of the structure can be partially due to the higher energy of the species at the
sacrificial layer surface. Moreover, the generation of strong compressive stresses in the
HiPIMS films (see the previous Chapter for a detailed discussion) can contribute to the
deformation of the film-sucrose interface. Remarkably, despite the observed damage,
the sucrose dissolution does not lead to film breakage.
The deposition strategy should share the advantages of both DCMS and HiPIMS modes
while avoiding their drawbacks. Specifically, the deposition must be compatible with
the substrate, as in the case of DCMS. On the other hand, it must grant the struc-
tural integrity of the free-standing Ti films after the sucrose dissolution, as obtained
with HiPIMS depositions. Thus, to produce Ti films that meet the listed requirements,
DCMS and HiPIMS depositions have been combined in multilayer structures. A sig-
nificant advantage compared to single HiPIMS deposition is also expected in terms of
deposition rate.

Figure 5.6: (a) Cross section view of the Ti film deposited via HiPIMS on a Si substrate. (b) Example of
damage of the Ti film and sucrose layer during HiPIMS deposition.

5.2.1 Multilayer structures of DCMS and HiPIMS depositions

The first multilayer structure presented in this work was produced exploiting an initial
deposition with DCMS and a second one with HiPIMS. The DCMS layer should guar-
antee compatibility with the substrate, while the second layer must provide the required
structural integrity and avoid the collapse of the film after the sucrose removal. More-
over, the tensile stress state of the DCMS layer is expected to mitigate the compressive
stresses present in the HiPIMS layer. The deposition times were selected to grow a 400
nm thick film where half of the thickness is ascribable to DCMS and half to HiPIMS.
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Figure 5.7: SEM (a) cross section and (b) top views of the Ti film composed by one layer (half thickness)
of DCMS and one layer (half thickness) of HiPIMS.

The morphology of the film is reported as a cross section view in figure 5.7.a. The
fractions of DCMS and HiPIMS in terms of thicknesses are reported as red and blue
colour bars, respectively. The film appears uniform along the film thickness without an
evident interface between the layers. Besides, the morphology does not resemble that
of DCMS films nor that of HiPIMS ones. Indeed, the Ti ions reaching the film during
the HiPIMS stage are deposited both on the surface of the DMCS layer and within the
macro-voids of its columnar structure. As a result, a densification effect takes place,
allowing for greater compactness of the entire structure. This consideration is con-
firmed by the resulting film thickness. Indeed, while the expected value was 400 nm,
the measured thickness is equal to 350 nm. A fraction of the Ti species in the HiPIMS
regime is deposited in the intra-columnar cavities instead of on the surface. As far as
the planar view shown in figure 5.7.b is concerned, a granular structure similar to that
reported in the previous Chapter for HiPIMS deposition without bias voltage is present.
Probably, following an initial period during which the HiPIMS layer interpenetrates the
DCMS layer, the conventional HiPIMS-like growth starts to be dominant. It is worth
mentioning that the density is still around 80% of the bulk value.
Notably, about 80% of the holes were covered with smooth substrates without defects
after the sucrose dissolution. This result suggests that the adopted deposition procedure
is a viable route to produce the free-standing substrates. However, 20% of the holes still
presented defects analogous to that shown in figure 5.6.b and caused by the HiPIMS
deposition. A possible way to further reduce the number of damaged substrates is to de-
crease the fraction of HiPIMS. Moreover, an increment in the number of layers should
allow maintaining the necessary compactness for structural integrity.
Accordingly, four multilayer films composed of two layers of Ti-DCMS and two lay-
ers of Ti-HiPIMS were deposited. All films are characterized by a thickness equal to
∼ 600 nm. The fraction of HiPIMS (in terms of thickness percentage) has been set
equal to 0%, 10%, 20% and 40%. Their cross section views are reported in figure 5.8.a.
At 10% HiPIMS fraction, the morphology resembles that of the pure DCMS film. By
increasing the HiPIMS fraction to 20%, the columnar structures are less evident, even
if some macro-voids are still present. Last, considering the higher HiPIMS fraction,
only traces of the columnar morphology are visible in favour of higher uniformity and
compactness.
Figure 5.8.b reports the behaviour of the intrinsic stresses as a function of the HiPIMS
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Figure 5.8: Characterization of Ti films deposited with the alternation of DCMS and unbiased HiPIMS
depositions. (a) SEM cross section views. The expected DCMS and HiPIMS contributions to the
total thickness are reported as blue and red bars, respectively. The overall HiPIMS fraction is also
reported on the bottom right of each panel. (b) Stress state and (c) density as a function of the
HiPIMS fraction.

fraction for the considered films. The pure DCMS film is characterized by a tensile
stress state of the order of 400 MPa. This value is expected from the results presented
in Section 4.2.3. Indeed, for 100s of µm thickness, the stress state of DCMS films os-
cillates around a few 100s of MPa. The stresses remain tensile and well below 400 MPa
by increasing the HiPIMS fraction. Overall, they tend to decrease for higher fractions
of HiPIMS. In parallel, a densification of the films takes place. The maximum density
is reached around 20% HiPIMS fraction and, then, it keeps constant around 84% of the
bulk density.
Figure 5.9.a shows the XRD spectra associated with the films. They further confirm
that the alternation of DCMS and HiPIMS depositions does not result in a simple su-
perposition of separated layers. Indeed, for a 10% HiPIMS fraction, the intensity of
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Figure 5.9: (a) XRD spectra of Ti films deposited with the alternation of DCMS and HiPIMS depositions
at an increasing fraction of the latter. (b) XRD spectra of Ti films deposited with 40% HiPIMS
fraction and 100% HiPIMS.

the (102) peak of the α phase associated with DCMS films (see Section 4.2.2) drasti-
cally decreases. For higher HiPIMS fractions, the (102) peak completely disappears,
and the signal of the (002) plane increases. Considering a 40% HiPIMS fraction, the
XRD spectrum shows the same features reported for the pure HiPIMS film of 600 nm
thickness presented in Section 4.2.2. This result is a clear indication of the strong in-
termixing between the layers. Even if the DCMS fraction is still higher, the HiPIMS
contribution to the microstructure evolution is dominant. Lastly, figure 5.9.b compares
the (002) peak associated with the pure HiPIMS film (see again Section 4.2.2) and that
of the 40% HiPIMS fraction film. In the second case, the (002) peak is not shifted, and
its FWHM is considerably smaller. This is another clear indication of the lower stress
state of the multilayer structure than that of the pure HiPIMS film.
In light of the obtained results, the proper HiPIMS fraction can be set approximately
within the 20 − 40% range. Under such condition, the morphology is more compact
than that of DCMS films, and the density is the highest possible. Moreover, the fraction
of HiPIMS is lower than 50%, allowing us to avoid the damage of the films.
To assess these points, two Ti substrates were deposited on the holder holes after being
closed with the sucrose. In both cases, the total amount of the HiPIMS fraction was set
equal to 25%. One film, of thickness equal to 300 nm, was grown with one deposition
in DCMS and one in the HiPIMS regime. The other film was produced with four alter-
nating depositions in DCMS and HiPIMS regimes, resulting in a total thickness of 600
nm. Their cross section views are reported in figures 5.10.a and 5.10.c. As expected,
their morphology is similar to that reported in figure 5.8.a for the sample having 20%
of HiPIMS fraction. In addition, their density is around 0.8− 0.84% of the bulk value.
After the sucrose dissolution, both the 300 nm and 600 nm thick substrates were able to
self-sustain over the holes. Two examples of the obtained targets are reported in figures
5.10.b and 5.10.d. No evident imperfections were present on their surface. Therefore,
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Figure 5.10: (a) SEM cross section view of the 300 nm thick substrate deposited with one layer of
DCMS and one layer of HiPIMS. (b) Example of a hole after the 300 nm thick substrate deposition
and removal of the sucrose layer. (c) SEM cross section view of the 600 nm thick substrate deposited
with two layers of DCMS and two layers of HiPIMS. (d) Example of a hole after the 600 nm thick
substrate deposition and removal of the sucrose layer.

exploiting the deposition strategy presented in this Section, a significant improvement
in terms of structural integrity was achieved. However, observing the surface of the
substrates at higher magnification, micro-cracks can be noticed. An example is shown
in figure 5.11. They are in correspondence with the grain boundaries of the pre-existing
sucrose layer. Their origin can be due to the relaxation of the small residual stress state
affecting the film after the sucrose dissolution. While the micro-cracks do not prevent
the integrity of the substrate, their presence could cause the breakage of the film when

Figure 5.11: Examples of grain boundaries and magnification of a film micro-crack formed after the
sucrose layer dissolution.
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mechanically solicited (e.g. during the carbon foam deposition).

5.2.2 DCMS and HiPIMS depositions with bias application

Further densification of the Ti substrate is required to prevent the onset of micro-cracks
while avoiding the formation of damages like that reported in figure 5.6.b. To this aim,
the bias voltage application during HiPIMS depositions is needed since, as reported in
Section 4.3.2, it will cause stronger adhesion and intermixing of the Ti islands. More-
over, the interpenetration between DCMS and HiPIMS layers should be further im-
proved under the action of a high-energy ion field.
Accordingly, three Ti films were produced alternating DCMS and HiPIMS deposition.
During the latter, a bias of 300 V was applied to the substrate. All films have an actual
thickness of 600 nm obtained with an HiPIMS fraction equal to 40%. The amount of
HiPIMS was slightly increased compared to the depositions performed without bias
voltage application to enhance the effect of the energetic species. Lastly, the films were

Figure 5.12: Characterization of Ti films deposited with the alternation of DCMS and biased HiPIMS
depositions. (a) SEM cross section views. The expected DCMS and HiPIMS contributions to the
total thickness are reported as blue and yellow bars, respectively. The overall HiPIMS fraction is
also reported on the bottom right of each panel. (b) Density and (c) stress state as a function of the
HiPIMS fraction. (d) XRD spectra.
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grown with the alternation of 4, 8 and 16 DCMS and HiPIMS depositions. The aim is
to investigate the effect of the number of layers on the morphology and density of the
films.
The effect of the energy of the species on the morphology can be appreciated by com-
paring the cross section views reported in the fourth panel of figure 5.8.a (unbiased
HiPIMS) and the first panel of figure 5.12.a (300 V biased HiPIMS). Both have been
obtained with four layers and a 40% HiPIMS fraction. As previously mentioned, the
film deposited without bias still has some traces of the columnar morphology associated
with pure DCMS depositions. On the other hand, the application of the bias completely
deletes any sign of the DCMS depositions. The density for the biased film is a little bit
higher than for the unbiased case, passing from 84% to 87% of the bulk value.
The morphology evolution at an increased number of layers for the biased depositions
can be observed in figure 5.12.a. The films tend to be more compact, evolving in a
quasi-amorphous structure. Besides, their density keeps well above 80% of the bulk
value, as reported in figure 5.12.b. Remarkably, the maximum density is equal to 92%
of the bulk. This value, obtained for the film composed of 16 layers, represents a sig-
nificant improvement compared to that achieved under unbiased conditions. For what
concerns the stress state of these films, the average value as a function of the number of
layers is reported in figure 5.12.c. Overall, they are tensile and always lower than 100
MPa. It is expected that the more compact morphology, higher density and negligible
stress state can allow reducing the number of micro-cracks in the Ti substrates.
Lastly, figure 5.12.d shows the XRD spectra obtained for the considered samples. The
(101) peak associated with the ω phase and observed in the previous Chapter for the
thickest biased HiPIMS films is not present. The absence of ω phase can be due to the
lack of the compressive stresses, which are necessary to trigger its nucleation. More-
over, the relative intensity of the (002) peak compared to that of the (101) peak associ-
ated with the α phase decreases as the number of layers increases. We can suppose that,
for a higher number of layers, the growth along a well-defined preferential direction is

Figure 5.13: Top view of the freestanding Ti substrates deposited on the perforated target holder and
magnification in correspondence of six holes.
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inhibited in favour of a less crystalline and amorphous structure connected with the film
densification.
In light of the obtained results, films grown with a series of biased HiPIMS and DCMS
depositions are the most promising to produce the Ti substrates. Accordingly, a 600
nm thick substrate was grown on the perforated holder with an alternation of 16 de-
positions. The overall fraction of biased HiPIMS was equal to 40%, corresponding to
the case shown in the last panel of figure 5.12.a. The surface of the holder after the
sucrose dissolution and a magnification of six targets are reported in figure 5.13. After
the sucrose layer dissolution, all the 165 substrates were able to self-sustain over the
holes. Only a couple of them exhibit the damage associated with HiPIMS depositions
and reported in figure 5.6.b. Besides, the micro-cracks observed without bias voltage
have been reduced greatly in number and size. Indeed, in most of the substrates, none
of them is present. It is worth mentioning that the maximum thickness uncertainty from
one hole to another is ∼ 5%. This value is well below the ∼ 30% thickness uncertainty
affecting commercial submicrometric metallic targets.
It is possible to conclude that the strategy developed in this Chapter allows depositing
targets in a controlled way, and it can be applied in the future for fully optimized DLT
substrates production.
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Part III

Investigation on laser-driven sources
for materials characterization
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CHAPTER6
Theoretical study on laser-driven PIXE

In this Chapter, a theoretical and numerical investigation of the laser-driven PIXE fea-
sibility is presented. Section 6.1 deals with the generalization of the PIXE theory to
include the presence of a non-monoenergetic proton energy spectrum and the develop-
ment of an iterative code for the sample composition reconstruction from a laser-driven
PIXE measurement. In Section 6.2, the Monte Carlo and Particle In Cell tools are
exploited to simulate realistic laser-driven PIXE experiments. In Section 6.3, the it-
erative code is applied to analyze the simulated X-ray spectra. The aim is to retrieve
the sample composition set in the Monte Carlo simulation and check the reliability of
the iterative code. Lastly, a numerical investigation via Monte Carlo simulations of
the characteristic X-ray emission due to laser-driven electron irradiation is presented in
Section 6.4.

6.1 Laser-driven PIXE modeling

In Section 1.3.2, the theoretical description of the physical phenomena involved in
PIXE analysis has been presented. The model relates the characteristic X-ray line in-
tensities to the material composition. Thus, it can be exploited to perform quantitative
PIXE analysis (i.e. retrieve the elemental concentrations of homogeneous samples, the
concentration depth profiles in non-homogeneous materials and the layer thicknesses in
multilayer structures). To this aim, several commercial software have been developed.
However, they rely on a theoretical description of PIXE that takes into account only
monochromatic ion sources. On the other hand, laser-driven ions are invariably char-
acterized by a broad energy distribution. The spectrum shape depends on the specific
acceleration mechanism. Therefore, extending the theory for arbitrary energy distribu-
tions is the first crucial step to develop a quantitative laser-driven PIXE technique.
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Consider a non-monoenergetic proton energy spectrum represented by a generic func-
tion:

fp(Ep) = dNp(Ep)/dEp (6.1)

The spectrum is different from zero in the energy interval from Ep,min to Ep,max. The
differential yield (i.e. the number of X-rays generated by incident protons with energy
between Ep and Ep + dEp) is equal to dYi = dNpΓi = fpΓidEp, where the function
Γi contains all the relevant physical quantities describing the proton-sample interaction
and characteristic X-ray emission. The index i identifies a specific X-ray line and the
associated element. Therefore, in the case of a homogeneous sample, the system of
equations 1.4 can be generalized as follows:

Yi =
∆Ω

4π
εi
Nav

Mi

Wi

∫ Ep,min

Ep,min

fp(Ep)

∫ 0

Ep

σi(E)ωie
−µi

∫ E′
E0

dE′
S(E′)

cos θ
cosφ

dE

S(E)
dEp (6.2)

All the relevant physical quantities present in equation 6.2 are already specified in Sec-
tion 1.3.2. The considered irradiation geometry is reported schematically in figure
6.1.a. It is worth noting that, with the choice fp = Npδ(Ep − E0) (i.e. a monoen-
ergetic distribution), equation 6.2 reduces to equation 1.4, where Np is the total number
of incident protons.
Differential PIXE analysis is applied to retrieve the concentration depth profiles of the
elements in non-homogeneous samples. In this case, the sample is split into a finite
number of fictitious layers with mass thicknesses ρjRj and elemental concentrations
Wi,j (see figure 6.1.b). The differential PIXE analysis can be generalized considering
K arbitrary proton energy distributions. Therefore, the system of equations 1.6 assumes
the following form:

Y k
i =

∆Ω

4π
εi
Nav

Mi

J−1∑
j=1

Wi,je
−

∑j−1
l=1 (

µ
ρ
)i,l

ρlRl−ρlRl−1
cosφ ×

×
∫ Ekp,max

Ekp,min

fkp (Ep)

∫ Ekp,j

Ekp,j+1

σi(E)ωie
−µi,j

∫ E′
Ep

dE′
Sj(E

′)
cos θ
cosφ

dE

Sj(E)
dEp

(6.3)

Here, the quantities fkp , Ek
p,max and Ek

p,min refer to the k-th proton energy spectrum.
Equation 6.3 suggests that, also with a non-monoenergetic source, the use of at least K

Figure 6.1: Conceptual schemes for the (a) homogeneous and (b) non-homogeneous sample irradiation
geometry in laser-driven PIXE.
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6.1. Laser-driven PIXE modeling

different spectra is required to perform differential PIXE.
As in conventional PIXE, the quantitative analysis can be performed by solving the
non-linear systems of equations 6.2 and 6.3 for the homogeneous sample and differen-
tial PIXE analysis, respectively. The X-ray yields are obtained experimentally, and the
unknowns are the properties of the sample (e.g. the concentrations Wi and the mass
thicknesses ρlRl).
If a laser-driven proton source is exploited, the proton energy spectrum fp(Ep) can
take different forms according to the specific ion acceleration mechanism. As already
discussed in Chapter 2, TNSA is arguably the most robust and well-understood pro-
cess [250]. It has been achieved in high-repetition-rate operation [251]. Accordingly,
TNSA is the optimal candidate to perform laser-driven PIXE. Other non-TNSA acceler-
ation schemes, such as Radiation Pressure Acceleration (RPA) [252,253] and Collision-
less Shock Acceleration (CSA) [254], are reported in the literature. They can provide
a narrower proton energy distribution compared to TNSA. However, the energy spec-
trum is still much broader than that provided by conventional electrostatic accelerators,
preventing the use of the standard algorithms for PIXE with monochromatic sources.
Therefore, RPA or CSA are not more suitable than TNSA for laser-driven PIXE, and
the approach described in this Section is valid also for RPA and CSA.

6.1.1 Iterative code for laser-driven PIXE quantitative analysis

As already mentioned, quantitative laser-driven PIXE analysis requires to solve the
systems of equations 6.2 and 6.3. In the case of a homogeneous sample, the solution is
found by minimizing the following χ2-parameter:

χ2 =
∑
i

 Ỹi − Ỹ ∗i√
Ỹ ∗i

2

(6.4)

where Ỹi = Yi/
∑

i Yi and Ỹ ∗i = Y ∗i /
∑
iY ∗i are the normalized calculated and nor-

malized experimental yields, respectively. This formulation allows performing a fast
χ2 minimization. Moreover, the knowledge of the total number of incident protons is
not required, which is particularly interesting from the experimental point of view. The
method exploited for the minimization relies on the BOBYQA algorithm present in the
dlib C++ library [255]. All the physical parameters (i.e. ionization cross sections, flu-
orescence yields, proton stopping power and X-ray attenuation coefficients) used in the
algorithm are taken from standard libraries and codes (see Section 1.3.2 for details). As
an initial guess, the elements are assumed to be equally concentrated.
As far as the differential PIXE analysis is concerned, the sample is split into five ficti-
tious layers. The analysis demands an initial guess on both the elemental concentrations
in each layer and on their thickness. The initial concentrations are selected following
the procedure described in [33]. The guess on the mass thicknesses should consider the
expected penetration depth of the protons and the expected scalelength of the inhomo-
geneities of the sample. We assume [0.65ξ, 1.3ξ, 2.6ξ, 5.2ξ,∞] mg/cm2, where ξ is a
free parameter, its value is optimized during the iteration. It is constrained between 0.5
and 1.5, and the initial guess is set equal to 1.
Now, the χ2-parameter must take into account also for the presence of at least K = 5
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Chapter 6. Theoretical study on laser-driven PIXE

different measurements:

χ2 =
∑
i,k

Y k
i − Y

k,∗
i√

Y k,∗
i

2

(6.5)

In differential PIXE analysis, χ2 is a function of the free parameter ξ and the elemen-
tal concentrations Wi,j in the five layers. Since the minimization of such a function
is particularly challenging, the procedure is subdivided into multiple steps. The mini-
mization is performed for one element (and in all the layers) at a time and together with
ξ. Then, the procedure is carried out for all the elements and repeated until convergence
is reached. Moreover, the χ2 is evaluated without the normalized X-ray yields. Indeed,
the calculated Y k

i and experimental Y k,∗
i yields are considered in equation 6.5.

The formulation of the χ2 minimization problem described until now is valid only if
all the sample constituents emit characteristic X-rays. However, several samples are
characterized by the presence of organic matrices. Their presence in the material can
be known as a priori, but they do not exhibit any characteristic X-ray. Quantitative
PIXE analysis can be done, but the additional constrain

∑
iWi,j = 1 must be imposed.

Therefore, equation 6.5 is modified as follows:

χ2 =
∑
i,k

Y k
i − Y

k,∗
i√

Y k,∗
i

2

+ λ
∑
j

(1−
∑
i

Wi,j)
2 (6.6)

where λ is significantly larger compared to the first term on the right side of equation
6.6.

6.2 Simulations of laser-driven PIXE experiments

The goal of the present study is to assess the potentials of laser-driven PIXE in realistic
scenarios. To this aim, a realistic experimental apparatus is proposed. It relies on a
compact 10s TW class laser, a suitable beam handling system and an X-ray detector.
Then, the iterative code presented in the previous Section must be applied to retrieve
the composition of complex, realistic samples from the X-ray emission induced by the
laser-driven proton source. For this purpose, no useful experimental data are available
in the literature. Indeed, Barberio et al. [150] demonstrated the possibility to record an
X-ray spectrum irradiating ceramic samples with a laser-driven particle source. They
also assessed the absence of any damage to the material under irradiation. However, the
elemental concentrations were not retrieved, and the reported data are too simplified to
be considered for the goals of this work.
In this PhD thesis, a selection of samples relevant to cultural heritage studies was con-
sidered. They are naturally characterized by a multi-elemental, multi-layer composi-
tion. Therefore, their complexity represents an ideal testbed to demonstrate the general
feasibility of laser-driven PIXE and Differential PIXE for many applications. Using
Geant4 [204,206,207] Monte Carlo simulations, "synthetic" X-ray spectra (i.e. the ex-
perimental X-ray yields Y ∗i and Y k,∗

i ) were generated. A comprehensive description of
Geant4 and the implemented physical models for the PIXE Monte Carlo simulation are
presented in Section 3.4.1. Three realistic laser-driven PIXE scenarios were simulated
involving different samples and laser-driven proton sources. As already mentioned, the
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6.2. Simulations of laser-driven PIXE experiments

proton sources are compatible with those achievable exploiting compact 10s TW class
lasers. For each scenario, the x-ray spectra were analyzed with the iterative code to
retrieve the composition of the samples. The results (i.e. the retrieved concentrations)
are compared with the concentrations initially set in the Monte Carlo simulations (i.e.
the actual concentrations from here on). The three scenarios are described briefly in the
following paragraphs.

Metallic and homogeneous sample

The first scenario involves the laser-driven PIXE analysis of a homogeneous metallic
sample in-vacuum performed with an idealized proton source. Indeed, primary protons
were simulated in the Monte Carlo by extracting their initial energy from a simple ex-
ponential distribution fp(Ep) ∼ e−Ep/Tp . The spectrum is characterized by a maximum
cut-off energy Ep,max = 5 MeV and temperature Tp = 0.7 MeV. These values are real-
istic for a proton source driven by a 20 TW laser [256]. This simple description of the
source allows us to carry out a sensitivity analysis. The analysis aims at addressing the
effects of typical fluctuations of both Ep,max and Tp on a laser-driven PIXE measure-
ment. The simulated sample composition is representative of a Roman sword-scabbard
(iron, copper, zinc, tin, and lead are present) [257].

Differential PIXE of a metallic sample

In the second scenario, the differential PIXE analysis of a non-homogeneous metallic
sample in-vacuum is considered. Six Monte Carlo simulations were performed consid-
ering different pure exponential proton energy spectra. The values forEp,max and Tp are
compatible with a laser system having a maximum power of 40 TW [256]. Indeed, the
cut-off energies for the spectra range from 1 to 6 MeV. The sample composition is in-
spired by the elemental concentration profiles of a medieval broach [5]. It is composed
of a superficial layer of thickness equal to 1.2 µm, an intermediate 1.3 µm thick layer
and a semi-infinite substrate. The layers contain different concentrations of copper,
zinc, silver, gold and mercury.

Differential PIXE of a painting

The third scenario, summarized in figure 6.2, deals with the differential PIXE analysis
of a non-homogeneous sample in air. In this last case, the proton source exploits a
20 TW class laser, and it was realistically described using 3D Particle-In-Cell (PIC)
simulations. In the PIC simulations, a double-layer target configuration (a solid foil
coated with a homogeneous low-density foam) was used to enhance the laser-target
coupling and increase the number and maximum energy of the accelerated protons.
The PIC results and Monte Carlo simulation setup are extensively described in the
following Sections. The sample composition is compatible with that of a Renaissance
oil painting [33,258]. It is constituted by a 10.0 µm thick superficial layer of protective
organic varnish. The second layer of thickness equal to 20 µm is present. It contains a
red pigment (HgS, the so-called Cinnabar), a lead-based white pigment (the so-called
lead-white), some impurities (Ca and Fe) and the organic binder. The thick substrate
(the so-called imprimitura) is made by the lead-white and the organic binder.
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Chapter 6. Theoretical study on laser-driven PIXE

Figure 6.2: Scheme of the laser-driven in-air PIXE analysis of a painting. (a) Laser-driven proton source
composed of a double-layer target irradiated with an ultraintense laser pulse (snapshot from a PIC
simulation). (b) Monte Carlo simulation setup: (b1) fist aperture slit; (b2) 0.15 T dipole magnet; (b3)
second aperture slit; (b4) 1 µm thick Si3N4 exit window [259] (b5) sample placed in the air at 2 cm
distance from the exit window; (b6) Example of proton energy spectrum at the sample surface; (b7)
CCD camera (PI-LCX:1300) screen of dimensions 2.6 × 2.68 cm2. (b8) Example of X-ray energy
spectrum recorded by the CCD. (c) retrieved elemental concentration profiles (solid lines) and actual
profiles (filled regions).

6.2.1 Monte Carlo simulation of laser-driven in-air PIXE

One of the goals of this work is to provide a first proof-of-principle design of a compact
laser-driven source for PIXE analysis. To this aim, a realistic experimental apparatus
was implemented in Geant4. The setup for the in-air PIXE analysis is illustrated in
figure 6.2. As far as the first and second scenarios are concerned, they neglect the air
and exit window, being otherwise identical.
Primary particles are emitted by a punctual source in-vacuum. In principle, protons,
electrons and heavier ions should be considered. However, heavy ions were neglected
in the Monte Carlo simulations since their number is usually orders of magnitude lower
compared to protons in the TNSA regime [94, 260]. Moreover, their maximum energy
per nucleon is lower, further reducing the X-ray emission due to heavier ions. As far
as the electrons co-emitted with ions are concerned, they could lead to an unwanted
X-ray signal from the sample. This aspect will be further investigated in Section 6.4.
Nevertheless, the apparatus is designed to remove the electrons.
The particles cross an aperture slit (figure 6.2.b1) and pass through a dipole magnet
(figure 6.2.b2). Magnets are standard components to manipulate the laser-driven parti-
cle path [261, 262]. Electrons are completely deflected by the magnetic field, and they
are stopped by shielding. Protons undergo a smaller deflection ad they pass through a
second slit (figure 6.2.b3). They cross an exit window separated from the vacuum by
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6.2. Simulations of laser-driven PIXE experiments

a thin membrane (figure 6.2.b4). Protons cross the air gap and reach the sample (fig-
ure 6.2.b5). An example of proton energy spectrum at the sample surface is reported
in figure 6.2.b6. The X-ray detector was modelled as a commercial Charged Coupled
Device (CCD) screen (figure 6.2.b7). The Monte Carlo simulations took into account
the detection efficiency of the device. When the number of incident X-rays is lower
than the number of pixels, CCDs can be exploited to perform single-shot photon spec-
troscopy [263]. Therefore, CCDs are the ideal choice to record the X-rays emitted by
the sample during irradiation with laser-driven protons. An example of a simulated X-
ray spectrum is reported in figure 6.2.b8.
The proton momenta distributions from PIC simulations d3Np/dpxdpydpz (where px,
py and pz are the Cartesian components of the momentum) were provided as input to
Geant4. The momentum components were extracted with the Inverse Transform Sam-
pling method for each primary proton.
Many Geant4 simulations with different seeds of the Random Number Generator (RNG)
were run in parallel (exploiting a user-defined routine) on the Cineca supercomputer,
and the final results were aggregated. Overall, a few 1010−1011 primary particles were
simulated for each proton energy spectrum. The HepJamesRandom generator was ex-
ploited, which implements the Marsaglia-Zaman RANMAR algorithm. This RNG has
the fundamental property of providing a large number (i.e. ∼ 109) of independent and
very long sequences of pseudo-random numbers [264].
It is worth pointing out that possible collective effects are neglected because the Monte
Carlo code simulates one particle at a time. This assumption should not affect the re-
sults because collective effects have been reported to be negligible in the considered
regime [265].

6.2.2 Particle-In-Cell simulations of laser-driven proton acceleration

3D PIC simulations were performed with the open-source code Piccante [100] on the
Cineca supercomputer. A general description of the PIC method is provided in Section
3.3. The aim is to obtain realistic energy and angular distributions of the accelerated
protons.
The target is composed of a 0.8 µm thick solid foil with a density equal to 40 nc (sam-
pled with 8 macro-protons and 40 macro-electrons) covered by a near-critical 5.0 µm
thick layer. The density of the near-critical layer is equal to 1.0 nc (sampled with 1
macro-protons and 4 macro-electrons). On the rear side of the target, an 80 nm thick
contaminant layer is present with a density equal to 5.0 nc. The electron population was
initialized cold (i.e. temperature equal to∼ eV). The duration of the simulations is 267
fs. The time resolution is set equal to 98% of the Courant Limit. Periodic boundary
conditions are set for both the macro-particles and fields. However, the box is suffi-
ciently large to avoid unphysical effects due to recirculation.
The P-polarized laser pulse has a wavelength equal to 800 nm, 30 fs time duration, a
cos2 temporal profile, a Gaussian transverse profile and normal incidence. A total num-
ber of six simulations were performed at different peak laser intensities a0 equal to 2,
2.5, 3, 3.5, 4 and 4.5. They correspond to a focused intensity between 8.7 ·1018 W/cm2

and 4.4 · 1019 W/cm2. Such laser parameters are realistic for a tightly focused (waist
of 3 µm) 20 TW Ti:Sapphire laser system. Indeed, they can be obtained by scaling
down the parameters for a 200 TW laser, varying the intensity while keeping the waist
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Figure 6.3: 3D Particle-In-Cell simulation results. (a) Angular and energy distribution of the protons
for the a0 = 4.0 case and retrieved at 267 fs. Each panel reports the angular distribution at the
corresponding energy range. (b) Snapshot at 267 fs of the macro-protons for the a0 = 4.0 case. Only
the central region of the simulation box is shown, and the macro-protons are coloured according to
their energy. The two black lines indicate the direction normal to the target surface (ñ) and the 3◦

tilted direction (t̃). (c) Energy spectra for all the protons (purple), for the protons propagating along
ñ (light blue) and t̃ (green).

constant [266].
The main properties of the laser-driven proton source with a0 = 4 are summarized
in figure 6.3. The angular distributions in correspondence of different proton energies
are shown in figure 6.3.a. At 2 MeV, a ring-like angular distribution is present, which
results in a hole in the energy spectrum at 0◦ (see figure 6.3.c). Analogous distribu-
tions have been already observed in the literature [267]. The source was titled by 3◦ in
the Monte Carlo simulation to irradiate the sample with a broader energy spectrum. It
means that the laser pulse was at normal incidence at the target surface, but the laser
axis (which corresponds to the target normal direction) was rotated by 3◦ to the beam
handler axis.
The macro-proton positions and energies are reported in figure 6.3.b. They are forward
peaked along the target normal direction. Lastly, figure 6.3.c shows the proton energy
spectra at 0◦, 3◦ and integrated over the emission angle. The cut-off energy is close
to 6 MeV. To couple these results with the Monte Carlo, the macro-proton momentum
distributions were retrieved for all the simulations.
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6.3 Laser-driven PIXE quantitative analysis results

The quantitative PIXE analyses of the three scenarios described in Section 6.2 are pre-
sented. The compositions of the samples are reconstructed exploiting the χ2 iterative
algorithm discussed in Section 6.1.1.
Conventional PIXE measurements on delicate objects are carried out with beam cur-
rents of 10s of pA and irradiation times of 100s of seconds [268]. The ∼ 1010 to-
tal number of proton incident on the sample is coherent with actual beam parameters
adopted in conventional PIXE. Considering protons with energy greater than 0.2 MeV,
the transmission efficiency of the beam handling system is ∼ 10%. This value is eval-
uated assuming the case of in-air laser-driven PIXE and a0 = 2, which is the most
challenging condition. Thus, the laser-driven source should deliver 1011 protons with
energy higher than 0.2 MeV at the laser-target interaction point. This condition is
achievable with ∼ 10s of shots from a sub-100 TW laser working at high repetition
(e.g. 1 Hz) [251]. In this scenario, the number of X-rays interacting with the CCD
screen should be low enough to avoid the saturation of the instrument. A 10s TW class
laser system can accelerate ∼ 109 protons per laser shot. Thus, the massive Monte
Carlo simulations are representative of a condition in which 10s of laser shots are inte-
grated to collect the X-ray spectra.

6.3.1 Elemental concentrations in a homogeneous sample

The first scenario involves protons having a pure exponential energy spectrum (reported
in figure 6.4.a) and few degrees of angular divergence. In figure 6.4.a, the actual con-
centrations and the retrieved ones are compared. For all the elements, the agreement
is excellent and comparable to that of conventional PIXE, with a discrepancy always
less than 1 %. However, this agreement has been achieved assuming perfect knowl-
edge of the proton spectrum shape. Since laser-driven proton sources are affected by
shot-to-shot fluctuations, they are characterized by a certain degree of uncertainty in
the maximum energy and temperature. In principle, this uncertainty can limit the appli-
cability of laser-driven PIXE. Therefore, its effect on the retrieved concentrations must
be assessed. This evaluation can be easily performed for the simple case considered
here.
By fixing the X-ray yields obtained from the Monte Carlo simulation and assuming dif-
ferent proton energy spectra, the iterative code was applied. More precisely, the proton
energy spectrum was modelled as:

fp(Ep, α) = e−Ep/(α·TMC)Θ(Ep − αEMC) (6.7)

Where EMC and TMC are the cut-off energy and temperature exploited in the Monte
Carlo, respectively. The iterative code uses the correct proton energy spectrum with
α = 1. The value of α was varied between 0.8 and 1.2 to test the effects of the spectrum
fluctuations (see figure 6.4.a) up to ±20%. The results of this procedure are reported
in figure 6.4.c. The graph shows the ratios between the concentrations obtained by
varying α and those obtained with α = 1. There is a mild dependence of the relative
error as a function of the proton energy spectrum fluctuations. Indeed, even for ±20%
error on the spectrum, the relative error on the retrieved concentrations keeps within
±10%.
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Figure 6.4: Homogeneous sample analysis results. (a) Proton energy spectrum exploited for the Monte
Carlo simulation (black line) and energy spectra interval used to obtain the elemental concentrations
for the sensitivity analysis (yellow filled area). (b) Comparison between the retrieved and actual
elemental concentrations. (c) The relative error for the retrieved concentrations as a function of the
fluctuation parameter α.

6.3.2 Differential PIXE analysis of non-homogeneous samples

In the second scenario, the proton source is represented by six different exponential
energy spectra. The proton spectra at the sample surface are shown in figure 6.5.a. The
inset graph reports the spot of the particles at the sample surface. The probed region on
the sample is ∼ 1 mm2 (the result is identical for the homogeneous sample scenario).
Such dimension is suitable for most of the applications [269]. Remarkably, the con-
centration profiles (see figures 6.5.b-f) show a good agreement with the original sample
composition. Surface and bulk elements can be distinguished, and their concentrations
are well predicted.
As previously discussed, the proton momentum distributions from six PIC simulations
were used for the third scenario. The proton energy spectra and the particle spot size at
the sample surface are reported in figure 6.6.a. As far as the concentration depth profile
reconstruction considered here is concerned, the main difference compared to the pre-
vious case is that the X-ray peaks are associated with complex compounds rather than
individual elements. Again, we have a satisfactory agreement (see figure 6.6.b-f).
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Figure 6.5: Non-homogeneous metallic sample quantitative analysis. (a) Proton energy spectra at the
sample surface. The inset graph reports the proton fluence at the surface of the sample. (b-f) Com-
parison between actual (filled regions) and retrieved (lines) concentration profiles.
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Figure 6.6: Painting quantitative analysis. (a) Proton energy spectra at the sample surface. The inset
graph reports the proton fluence at the surface of the sample. (b-f) Comparison between actual (filled
regions) and retrieved (lines) concentration profiles.
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Indeed, the differential PIXE analysis allows identifying the superficial protective
varnish, the intermediate layer where the pigment is present and the substrate. Thus,
the considered setup, which relies on a 20 TW laser and a DLT, can be considered
suitable for differential PIXE analysis of complex samples.
Lastly, the fact that the quantitative analysis converges to correct results for samples
having very different structures (i.e. a metallic material and a painting) confirms the
generality of the approach presented here.

6.4 Electron influence on laser-driven PIXE and laser-driven EDX

In addition to protons, laser-driven sources provide a large number of electrons. They
are emitted with a broad angular distribution. The energy spectrum is quasi-exponential,
extending from zero to several MeV (see Chapter 2 for details). The presence of elec-
trons is a crucial aspect since, if not properly removed, they can induce characteristic
X-ray emission, affecting the result of a laser-driven PIXE quantitative analysis. There-
fore, Geant4 Monte Carlo simulations of sample irradiation with protons and electrons
were performed to address this point. Two different setups were considered, i.e. in-
vacuum and in-air sample irradiation. The second condition is reported schematically
in figure 6.7.a.
The primary particles are generated 4 cm far from the sample. Protons are character-
ized by a pure exponential energy spectrum with temperature ad cut-off energy equal
to 0.7 and 5 MeV, respectively. On the other hand, the exponential energy spectrum
of the electrons has 5 MeV temperature and 15 MeV maximum energy. Protons and
electrons have a uniform angular distribution between ±10◦ and ±20◦ to the sample
normal direction, respectively. For each simulation, a total number of 109 protons and
108 electrons were considered. Between the source and sample, a protective 10.0 µm
thick aluminium foil is present. The sample is constituted by a 2.25 µm thick chromium
layer over a 1 mm thick copper substrate. The simulated setup includes a detection
screen of lateral dimensions 2.5× 2.5 cm2 for the detection of the emitted X-rays. It is
placed 5 cm far from the sample tilted at 45◦ to the sample normal direction.
In figure 6.7.b, the simulated X-ray spectra in the 1−11 keV energy range and obtained
under proton and electron irradiation with the in-air setup are shown. They are normal-
ized to the total number of incident electrons and protons. The X-ray emission due to
the electrons covers the PIXE spectrum completely, both in terms of background and
peaks. In addition, the bremsstrahlung background due to the electrons extends in the
MeV energy range (see figure 6.7.c).
Lastly, figure 6.7.d summarizes the x-ray peak intensities for protons and electrons irra-
diation obtained both in-vacuum and in-air. Notably, the X-ray yields ascribable to the
electrons are 1 − 2 orders of magnitude higher than that due to protons. The reported
results highlight that, if not removed, laser-driven electrons can irreparably distort the
result of a laser-driven PIXE analysis. So, the removal of the electrons is mandatory
and can be achieved by exploiting suitable dipole magnets (with magnetic field intensi-
ties of the order of a fraction of Tesla), as shown in the previous Section. This solution
has been already tested in many experimental works [270–272].
Nevertheless, the co-emission of both ions and electrons is a peculiar feature of laser-
driven radiation sources, which is not shared by conventional accelerators. This prop-
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Figure 6.7: (a) Simulation setup for laser-driven PIXE and electron irradiation in air. (b) Low energy
region of the X-ray spectra from proton (dark blue) and electron (light blue) irradiation with the in-
air setup. (c) Photon spectrum in the 0− 2 MeV energy range obtained by the simulation of electron
irradiation in-air. (d) Comparison between the X-ray yields obtained under the different simulated
irradiation conditions. The green and blue bars are related to the in-vacuum and in-air irradiation
conditions, respectively.

erty could be exploited for the elemental characterization of materials. Indeed, the
characteristic X-ray emission induced by laser-driven electrons is exceptionally intense,
paving the way for a faster element identification than that achievable with laser-driven
PIXE. The irradiation with a mixed particle field should lead to a characteristic X-ray
emission ascribable mainly to the electrons. Therefore, we call this configuration laser-
driven EDX.
Compared to the state-of-the-art EDX analysis in which keV energy electrons are ex-
ploited, laser-driven EDX would be characterized by electrons in a wider range of en-
ergies (from keV up to several MeV). MeV electrons have a very long path length in
gaseous materials (100s cm in the air). Thus, they could lead to the possibility of prob-
ing samples also in the air. Moreover, the wide range of MeV electrons in the solid
matter can allow analyzing thick samples up to 100s µm thickness. At these energies,
the electron impact ionization cross sections [273] for the Kα shells of heavy elements
become considerably high. Besides, the associated X-rays are subject to weak attention
in the material because their energies are of the order of several 10s of keV. These con-
siderations suggest that laser-driven EDX could be exploited to identify heavy elements
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in light matrices down to mm depth, significantly expanding the capabilities of EDX.
Compared to laser-driven PIXE and conventional EDX, the characterization of mate-
rials via laser-driven EDX might present some limitations. Indeed, the quantitative
analysis requires a model to associate the X-ray yields, the composition of the material,
and the energy spectrum of the primary particles. In the case of laser-driven electrons,
the energy spectrum characterization is not trivial. Furthermore, MeV electrons are
subject to many collisions, with continuous variation of their energy and direction. The
collisions with orbital electrons result in the generation of secondary energetic elec-
trons (δ-rays), while interactions with nuclei produce bremsstrahlung radiation emis-
sion. The unpredictability of the trajectories of the electrons and the generation of
secondaries capable of inducing ionization do not allow easily describing the whole
process. Thus, the X-ray spectrum obtained by a laser-driven EDX measurement can
not be directly interpreted to retrieve quantitative information about the sample compo-
sition. To this aim, both reference samples and prior knowledge of the electron energy
spectrum would be needed.
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CHAPTER7
Experimental investigation on laser-driven PIXE

and laser-driven EDX

This Chapter describes the results of the proof-of-principle laser-driven EDX and PIXE
experiment conducted during a three weeks experimental campaign at the Centro de
Làseres Pulsados (CLPU) in Salamanca, Spain. The sample under investigation was
constituted by a bi-layer structure (i.e. thick substrate covered by a thin film). The ex-
periment was aimed at performing the identification of the elements (i.e. the elemental
analysis) exploiting both laser-driven EDX and PIXE, as well as the measurement of
the layer thickness (i.e. quantitative analysis) via laser-driven PIXE.
Section 7.1 presents the experimental setup, the sample under investigation, the diag-
nostics exploited to characterized the laser-driven protons and to detect the characteris-
tic X-rays. In Section 7.2, the experimental results of the laser-driven EDX elemental
analysis and laser-driven PIXE quantitative analysis are shown and discussed. Lastly,
Section 7.3 describes a numerical investigation, via Monte Carlo simulations and ana-
lytical calculations, aimed at supporting and validating the experimental results.

7.1 Laser-driven EDX and PIXE experimental apparatus

Two in-vacuum irradiation setups were adopted to perform both laser-driven PIXE and
EDX, exploiting at best the laser-driven charged particle source. With the so-called
LD-EDX setup, the sample was co-irradiated with both electrons and protons. On the
other hand, the LD-PIXE setup allows removing the electrons, and the material was
irradiated mainly by protons.
Both experimental configurations exploit the 200 TW laser pulse provided by the Vega-
2 laser system [274]. The pulse is characterized by a 30 fs time duration and P-
polarization. The energy on target is 3 J, and the spot size full width at half maximum
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Chapter 7. Experimental investigation on laser-driven PIXE and laser-driven EDX

Figure 7.1: Conceptual representations of the (a) LD-EDX and (b) LD-PIXE experimental setups. (c)
Image of part of the LD-EDX setup. The movable target holder, protective Al foil, irradiated sample
and aperture slit are pointed with arrows. (d) Top view scheme of the LD-PIXE setup. All distances
and angles are reported.
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7.1. Laser-driven EDX and PIXE experimental apparatus

is 7.0 µm, resulting in an intensity equal to∼ 2× 1020 W/cm2. The angle of incidence
to the target normal direction is 5◦.
The LD-EDX and LD-PIXE setups are schematically reported in figures 7.1.a and 7.1.b,
respectively. In both cases, the pulse was made to interact with a 6.0 µm thick alu-
minium foil placed inside a target holder. Between the target and sample, we inter-
posed a 10.0 µm thick aluminium foil to stop the debris produced by the laser-target
interaction and the highly charged carbon ions. The characteristic X-rays emitted
from the sample were detected employing a CCD camera. The experimental setups
were designed to allow post-processing, single-photon counting spectrum reconstruc-
tion [263, 275].
The LD-EDX setup had the dual purpose of irradiating the sample and characterizing
the accelerated protons. Therefore, a 2 mm aperture slit was present in the middle of
the sample. So, a small fraction of protons could reach the ion diagnostics in the LD-
EDX setup. The vacuum chamber region, where the target and sample were located,
is shown in figure 7.1.c. The target, Al sheet and sample slit are visible. On the other
hand, in the LD-PIXE setup, the sample is not split. Moreover, a 0.26 T dipole magnet
combined with lead shields was present after the Al foil to remove the electrons. The
dimensions of the components, distances and angles are reported in figure 7.1.d.

7.1.1 Sample production via DCMS

The sample is made of a 2.2 µm thick layer of chromium on a 1 mm thick substrate
of pure copper. Oxygen is also present in the Cr layer with a percentage ∼ 7% mass
faction. The cross section and planar views of the sample are shown in figure 7.2.
To ensure a precise knowledge of the sample properties, the Cr layer was grown on
the Cu substrate via the Magnetron Sputtering deposition system (operated in DCMS
mode) exploited in the first part of this thesis for the Ti targets production. A description
of the machine and general aspects of the DCMS deposition technique are provided in
Section 3.2. DCMS allows growing planar films on large surface areas (i.e. several
cm2). The deposition was performed with Argon as working gas at a pressure of ∼
9 × 10−3 mbar. The applied voltage, current and power were equal to 600 V, 2 A and
600 W, respectively. The deposition lasted 56 minutes. The overall process was broken
into several steps to avoid the delamination of the film. Indeed, delamination can occur
because of the onset of strong stresses [276] induced by a long deposition time.

Figure 7.2: SEM images of the sample. (a) Cross section view. The thickness is reported. (b) Planar
view.
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Chapter 7. Experimental investigation on laser-driven PIXE and laser-driven EDX

The Cr layer density was measured exploiting two distinct methods, which provided the
same result of 5.3 g/cm3. They are conventional EDX [249], and the weight difference
between the sample and bare substrate. The actual thickness, planarity and morphology
were characterized employing SEM images (see figure 7.2). The sample exhibits the
columnar structure typical of metallic films deposited using the DCMS technique.

7.1.2 Proton energy spectra characterization

The proton energy spectra were characterized by exploiting a Time-of-Flight (ToF)
spectrometer placed along the target normal direction and aligned with the sample slit
in the LD-EDX setup (see figure 7.1.a). The diagnostic is constituted by a 1.0 ns time-
resolved pin diode detector placed at L = 186 cm far from the target. An overall
number of 166 ToF measurements were taken from as many shots. The proton energy
spectra were reconstructed from each signal following the approach provided by Mil-
luzzo et al. [277] and valid for semiconductor detectors.
Figure 7.3.a shows an example of ToF signal. The photopeak due to UV radiation and
low energy X-rays is used to set the instant of time t at which the particles are emitted

Figure 7.3: (a) Example of ToF signal acquired during the experiment. The photopeak and the proton
signal are pointed with arrows. (b) Proton energy spectrum recorded with the ToF diagnostic. The
continuous black line is the average spectrum, while the purple area is the statistical uncertainty. (c)
Frequency distribution of the maximum proton energy. The continuous vertical line is the average
value. The purple bandwidth is equal to two times the standard deviation.
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7.1. Laser-driven EDX and PIXE experimental apparatus

equal to zero. Following the reasoning in [277], the energy spectrum is evaluated as:

dN

dEp
∝ V (t)

Ep

(
−1

2
t− δt

)
(7.1)

Where V (t) is ToF signal, Ep is the proton energy, and δt is time step. The proton
energies is derived from:

Ep = m

(
1√

1− β2
− 1

)
(7.2)

with β = L/(ct), where c is the speed of light, and m is the proton mass. It is worth
noting that, in equation 7.1, the energy spectrum is only proportional to the ToF sig-
nal. Indeed, the detector absolute calibration was not provided. Therefore, the number
of collected particles was not retrieved. However, the total number of protons is not
required to perform the quantitative laser-driven PIXE analysis. To this aim, only the
shape of the spectrum is needed.
The proton energy spectrum averaged over the 166 shots is shown in figure 7.3.b. Co-
herently with the mentioned consideration, no absolute calibration is provided on the
vertical axis. The uncertainty is reported as the superposition of two contributions, i.e.
the uncertainty on the signal for each energy value and the uncertainty on the maximum
proton energy. In addition, figure 7.3.c shows the maximum proton energy distribution.
It is centred in 6.35 MeV, and its statistical uncertainty is equal to 1.12 MeV (evaluated
as 2σ, where σ is the standard deviation).

7.1.3 X-ray spectra reconstruction and CCD energy calibration

CCDs are widely exploited for spectroscopy in laser-plasma interaction experiments
[263, 278, 279]. Here, the CCD was an Andor IKon-M D0934P-BN CCD camera with
1024 × 1024 pixels. The CCD screen was protected with lead shields from the flash
radiation emitted at the laser-target interaction point. The screen was further protected
by a 2.0 µm thick Mylar and a 6.0 µm thick aluminium foil. A magnification of a
CCD image is shown in figure 7.4.a. Single-pixel events can be distinguished. They
correspond to photons that release all their energy in the active volume of single pixels.
The photons are converted into electron-hole pairs, and the charge is turned into a
voltage signal.
The spectrum reconstruction was performed considering the 3 × 3 pixels surrounding
a chip whose intensity (i.e. the collected charge converted to signal voltage) is higher
than a given threshold (see figure 7.4.b). The threshold was set equal to 3σ, where
σ is the standard deviation of the Gaussian distribution of all pixel intensities. With
this threshold, the probability of distinguishing a significant event from the dark noise
is 99.7%. Only single-pixel events were considered. Indeed, multi-pixel events (i.e.
photons interacting with more than one pixel) are extremely rare. Moreover, they are
associated mainly with X-rays having energies higher than 10 keV. These photons are
not of interest to the aims of this work.
The CCD energy calibration was performed exploiting the LD-EDX setup and a pure
Cu sample. The average spectrum recorded with 16 shots is reported in figure 7.4.c.
The local background distribution was evaluated for each single-pixel event (i.e. the
average intensity related to the eight surrounding pixels). The distribution is shown in
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Figure 7.4: (a) Magnification of a recorded CCD image. Single-pixel events are pointed with arrows.
(b) Representation of the single-pixel event and surrounding pixels considered for the spectrum re-
construction. (c) X-ray spectrum obtained from the Cu sample irradiation and exploited for the CCD
energy calibration. The inset plot shows the intensity distribution of the local background around
single-pixel events.

figure 7.4.c as an inset graph. As expected, it has a Gaussian shape centred around
0− 10 cts (i.e. charge to signal voltage). Since the characteristic X-ray peak intensities
are at 100s of cts, the local background contribution was neglected, and the CCD was
calibrated considering the absolute position of the kα peak of Cu at 8.048 keV. The
resulting calibration factor is equal to 8.048 keV/277 cts = 0.029 keV/cts.

7.2 Laser-driven EDX and PIXE experimental results

This Section starts with the discussion of the laser-driven EDX spectrum. The aim is
to identify the elements present in the sample (i.e. elemental analysis). Then, the laser-
driven PIXE quantitative analysis is shown. As extensively described in the previous
Chapter, laser-driven PIXE can provide much information about the sample structure.
Here, since the superficial layer and the substrate are monoelemental, the quantitative
analysis was performed to retrieve the Cr layer thickness. Thus, for this specific case,
the procedure is called stratigraphic analysis.

7.2.1 Elemental analysis

The sample was irradiated with 42 particle bunches exploiting the LD-EDX setup. Fig-
ure 7.5.a shows the recorded X-ray spectrum per unit of shots. Clear peaks rise over the
continuous background. The spectrum was fitted with the Levenberg-Marquardt least-
squares fitting algorithm [224], which is a standard method for the spectra interpolation
in X-ray spectroscopy. The X-ray peaks were modelled as Gaussian functions. The
background was fitted with an exponential polynomial of third-order [280]. The fitted
peaks after the background subtraction are also plotted.
In the case of Cu, both the kα and kβ lines are present. On the other hand, the Cr kβ

118



i
i

“main” — 2021/6/30 — 14:57 — page 119 — #129 i
i

i
i

i
i
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peak cannot be distinguished because of the partial superposition with the kα line and
the presence of a strong background. As far as the oxygen is concerned, the detection
efficiency of the shielded CCD is too low at the X-ray energy corresponding to the kα
line of this element. The energies of the X-ray peaks are listed in figure 7.5.b. They
are very close to the values reported in the literature (the relative error is always less
than 2%). The elements are identified uniquely from the peak energies and, therefore,
laser-driven EDX provides a correct elemental analysis.
As extensively discussed in Section 6.4, laser-driven EDX cannot be directly exploited
to retrieve quantitative (e.g. stratigraphic) information about the sample composition.
To this aim, a laser-driven PIXE analysis must be carried out. The laser-driven PIXE
spectrum obtained with 16 laser shots is reported in figure 7.5.c. In addition to the Cr
and Cu characteristic peaks, the Pb kα line is also present. It is due to the lead shields
added in the LD-PIXE setup to stop the electrons. Moreover, a weak signal at 6.3 keV
can be recognized, probably related to the iron in the magnet.
Again in the case of laser-driven PIXE, both the Cr and Cu elements are recognized
correctly. However, the X-ray peak intensities per laser shot are ∼ 10 times lower
than those obtained with laser-driven EDX. This result is coherent with the analysis

Figure 7.5: Laser-driven EDX and PIXE results. (a) X-ray spectrum obtained with the LD-EDX setup.
The red points are the average over the shots of the photon counts at each energy. The error bars
are evaluated as two times the standard deviation. The fit is represented as a blue line. The filled
curves are the Gaussian fits of the peaks. (b) Summary of the X-ray peak energies and intensity
ratios of Cr and Cu kα peaks. In the first column, the expected X-ray energies from the literature are
reported. The second, third and fourth columns are associated with the X-ray spectra exploited for
the CCD energy calibration and from the sample irradiation with the LD-EDX and LD-PIXE setups,
respectively. (c) X-ray spectrum obtained with the LD-PIXE setup.
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described in Section 6.4. Thus, laser-driven EDX allows performing the elemental
analysis with a lower number of shots than laser-driven PIXE.

7.2.2 Stratigraphic analysis

The model and the iterative procedure described in Section 6.1 were exploited to per-
form the stratigraphic analysis. For the specific case considered here, the ratio between
the X-ray yields (see equation 6.1 for the general form) can be evaluated as:

YCr
YCu

=
εCr ·MCu ·WCr

εCu ·MCr ·WCu

×

∫ Ep,min
Ep,max

fp
∫ Ep
Ep,outCr

σCrωCrACr
dE
SCr

dEp

B ·
∫ Ep,min
Ep,max

fp
∫ Ep,outCr
0

σCuωCuACu
dE
SCu

dEp
(7.3)

where YCr/YCu is the ratio between the areas of the Cr and Cu kα peaks. Except
for ACr and B, the general definitions of the involved physical quantities have been
already provided in Section 1.3.2. They are specified for the Cr and Cu elements with
subscripts in equation 7.3. The proton spectrum shape is reported in figure 7.3. The
ACr term represents the attenuation of the X-rays in the Cr layer, and its expression is:

ACr(E) = e
−µCr

∫ Ep
E

dE
′

SCr(E
′ · cos θcosφ (7.4)

where θ = 35◦ is the proton incidence angle, and φ = 35◦ is the X-ray emission angle to
the target normal direction. The attenuation of the Cu X-rays in the Cr film is modelled
as:

B = e
−(µρ )

Cr−Cu
(ρt)Cr
cosφ (7.5)

and (µ/ρ)Cr−Cu is the mass attenuation coefficient of the Cu X-rays in the Cr film.
Since both YCr/YCu and fp are known as experimental data, the iterative code can be
applied to find the mass thickness (ρt)Cr of the Cr layer. YCr and YCu were evaluated
as the areas subtended by the Gaussian peaks after background subtraction. Their ratio
is reported in the last row of figure 7.5.
The comparison between the sample cross section and the retrieved thickness from the
laser-driven PIXE analysis is shown in figure 7.6. Assuming a pure Cr film and Cu sub-
strate (i.e. neglecting the oxygen in the film), the layer thickness results in 1.90± 0.39
µm. On the other hand, considering a film composed of 7% O and 93% Cr, the thick-
ness is estimated to be equal to 2.01 ± 0.39 µm, which is even closer to the actual
value of 2.2 µm. The laser-driven PIXE measurement provides a satisfying estimation
of the layer thickness. As described in the following Section, the error was calculated
accounting for the uncertainties on the X-ray yields and the proton spectrum.
In figure 7.6, the thickness obtained considering the yield ratio from the laser-driven
EDX measurement (see figure 7.5.c) is reported as well. The procedure for the thick-
ness evaluation is the same, but under the assumption of ignoring the electron con-
tribution in the laser-driven PIXE measurement. In this case, the estimated thickness
results 0.98 ± 0.16 µm, strongly underestimating the actual value. This result is be-
cause electrons travel in the matter for longer distances compared to the proton path
length. Therefore, they generate X-rays deeper in the sample, and they unbalance the
yield ratio in favour of Cu.
The results presented in this Section provide experimental confirmation of many of the
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Figure 7.6: Laser-driven PIXE stratigraphic analysis results. The red and yellow lines represent the
layer thicknesses obtained assuming a pure Cr film and a 93% Cr plus 7% O film, respectively. The
blue line is the thickness retrieved with the yield ratio from the laser-driven EDX measurement. The
colour-filled regions are the statistical uncertainties.

considerations made in the previous Chapter. First of all, because of the strong X-ray
signal, the recommended technique for a fast elemental analysis is laser-driven EDX.
Because of the high energy electrons, it should allow also recognizing the presence of
elements deeper inside samples compared to laser-driven PIXE.
On the other hand, quantitative analysis can be achieved via laser-driven PIXE, and the
removal of the electrons is mandatory. The knowledge of the total number of incident
protons is not required to perform the quantitative analysis. Lastly, thanks to a suitable
theoretical description of laser-driven PIXE, the monochromaticity of the accelerated
protons is no longer necessary.
It is worth noting that the results obtained with a 200 TW laser could be replicated
exploiting compact 10s TW class lasers [74, 116] and advanced target configurations
(e.g. the DLTs presented in Section 2.3.2). Indeed, they can accelerate protons up to
maximum energies ∼ 6 MeV with 10s TW systems.
As shown in Chapter 2, laser-driven radiation sources offer many solutions to tune the
energy of the accelerated ions. For instance, the maximum energy and temperature
can be reduced by decreasing the laser intensity [256] or fixing the laser power and
increasing the target thickness [74]. In addition, the maximum energy and number of
accelerated particles can be enhanced by exploiting the DLTs. Therefore, the possi-
bility to modify the proton energy spectrum could be exploited to perform differential
PIXE on complex samples, as shown in the previous Chapter.
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Uncertainty evaluation via Monte Carlo approach

To properly combine the uncertainties on the proton spectrum fp(Ep) and yield ratio
YCr/YCu, the error on the layer thickness was retrieved exploiting a Monte Carlo ap-
proach. The thickness was evaluated many times with the iterative code. At each eval-
uation, the input fp(Ep) and YCr/YCu are varied according to their uncertainties. The
fp(Ep) were extracted from the set of experimental spectra. The values for YCr/YCu
were sampled from a Gaussian distribution. The average values are 0.91 and 0.37,
and the standard deviations are 0.1687 and 0.0207 for the laser-driven PIXE and laser-
driven EDX, respectively. The thickness statistical distribution was obtained with 103

Monte Carlo cycles. It is shown in figure 7.7.a for the laser-driven PIXE measurement.
In agreement with the central limit theorem, the distribution tends to a Gaussian func-
tion. Its standard deviation is the thickness error.
All data obtained with the Monte Carlo procedure are represented with a scatter plot
in figure 7.7.b. The representation is particularly suitable to compare the different con-
tributions from fp(Ep) and YCr/YCu to the total uncertainty. Thicknesses obtained in
correspondence of the average proton spectrum (red dots) and average yield ratio (green
dots) are plotted over the heat map. The thickness ranges covered by the green and red
points along the vertical axis are similar. Accordingly, the uncertainties on fp(Ep) and
YCr/YCu contribute evenly to the thickness error.
In light of these results, the error can be reduced by performing a longer measurement
(i.e. increase the number of shots), optimizing the X-ray detection system or improving
the proton source reproducibility. The latter can be done by optimizing the target and
increasing the shot-to-shot stabilization of the laser pulse. An additional small source
of error is due to the partial superposition of the kα and kβ X-ray peaks of Cr. A de-
tector with better energy resolution must be exploited to avoid this issue.
Lastly, a small fraction of the electrons could still interact with the sample during the
laser-driven PIXE measurement. They could slightly contribute to the X-ray yields and

Figure 7.7: Thickness uncertainty evaluation for the laser-driven PIXE measurement. (a) Frequency
distribution of the thickness. The related uncertainty is reported in the inset graph. (b) Heat-map
representing the scattered data from the Monte Carlo. The horizontal axis reports the intensity ratio,
while the evaluated thickness is located on the vertical axis. The colour scale represents the number
of occurrences. The green dots were obtained at fixed intensity ratio (equal to the average value).
The red dots were obtained at a fixed proton energy spectrum (the average one).
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alter the calculated thickness. This point is addressed in the following Section exploit-
ing Geant4 Monte Carlo simulations and analytical calculations.

7.3 Evaluation of the electron influence on laser-driven PIXE

In light of the results shown in the previous Section, a detailed characterization of the
system used to remove the electrons in the LD-PIXE setup is required. Indeed, the cal-
culated thickness underestimates the real one of ∼ 10%. As previously mentioned, few
electrons could pass through the magnet without being stopped by the lead shielding.
Thus, the fraction of characteristic X-rays generated by the electrons compared to the
amount due to protons must be evaluated. To this aim, Geant4 simulations of the elec-
tron and proton propagation in both setups, the interaction with the sample and X-ray
generation were performed.
To correctly describe the particle propagation in the LD-PIXE setup, the Geant4 sim-
ulations must include the realistic magnetic field configuration. Accordingly, the 3D
magnetic field distribution was calculated with a magnetostatic Finite Elemental Anal-
ysis (mFEA) simulation.

7.3.1 Finite Element Analysis of the magnetic field configuration

The static magnetic field generated by the structure reported in figure 7.8.a was simu-
lated in 3D with the finite element library Sparselizard [281]. An example of a magne-
tostatic problem solved in 2D is present in the code libraries. Briefly, without currents,
the Maxwell equations give ∇×H = 0, where H is the magnetic field intensity. The
magnetic scalar potential φ can be defined as H = ∇φ. Since ∇ · B = 0, the scalar
potential can be derived from:

∇ · (µ(−∇φ)) = 0 (7.6)

with B = µH, where µ is the permeability of the medium. Inside the magnet, the
assumption is that the material is pre-magnetized by a magnetization vector M and,

Figure 7.8: (a) Top view of the component for the removal of the electrons and (b) slices of the magnetic
field intensity distribution calculated with the mFEA simulation. The TOP slice is parallel to the top
view, and it crosses the centre of the magnet. In the first panel, the position of the S1 and S2 slices
are pointed with arrows.
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therefore:
∇ · (µ0(−∇φ) + µ0 ·M) = 0 (7.7)

The magnets were characterized by a magnetization equal to 8.0 × 105 A/m. The
permeability was 4π × 10−7 H/m in the vacuum and the magnets. In the metallic
support, a value equal to 4π × 10−4 H/m was assumed. The structure was placed at
the centre of a 10× 10× 10 cm3 cubic box. The spacial mesh of ∼ 2× 105 nodes was
generated with the Gmsh code [282]. The magnetic scalar potential was fixed equal
to zero in one node at the corner of the metallic support. This boundary condition is
necessary to have a well-posed problem.
Figure 7.8.b shows the calculated magnetic field intensity in three different sections.
The value at the centre of the system is equal to 0.26 T, and it coincides with the
intensity measured experimentally.

7.3.2 Monte Carlo simulations of the experimental setups

The Monte Carlo simulations of the LD-EDX and LD-PIXE setups were performed by
considering both electrons and protons as primary particles. They are shown in figures
7.9.a and 7.9.b, respectively. All the main components (i.e. the metallic support, the
magnets, Al foil, lead shields and sample) present in the experimental configuration are
considered. The simulations were carried out with the same number (i.e. 108) of pri-
mary electrons and protons. Particles are emitted by a point-like source with a uniform
angular distribution between ±20◦. In this way, the sample surface is entirely hit by
the particles. The primary proton energies were sampled from the experimental energy
distribution reported in figure 7.3.b.
As far as the simulations with electrons as primary particles are concerned, two sets of
simulations were carried out. In both cases, the electron energies were extracted from
a pure exponential distribution with maximum energy equal to 10 MeV. However, two
different electron temperatures of 0.67 MeV and 1.0 MeV were considered. The first
value was calculated from the laser parameters while using the generalized pondero-
motive scaling from equation 2.7 and presented in Section 2.2. The second temperature
was retrieved by matching the theoretical estimation (equation 2.8 of Section 2.3) of

Figure 7.9: Snapshots of (a) the laser-driven EDX and (b) laser-driven PIXE Monte Carlo simulations.
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Figure 7.10: Laser-driven EDX Monte Carlo simulation outputs with electrons of 0.67 MeV temperature
as primary particles. The filled red curve is the electron energy spectrum at the sample surface. The
filled blue areas are the X-ray differential yields. The inset plot is the simulated X-ray spectrum.

the proton cut-off energy and the obtained experimental value of 6.35 MeV.
The magnetic field intensity distribution was evaluated on a 10× 10× 10 grid located
between the magnetic plates. With this choice, the magnetic field covers the region of
interest where the electrons and protons can travel and be deflected. The grid is fed into
the Monte Carlo simulation of the LD-PIXE setup.
We start discussing the simulations with electrons as primary particles. The simulated
electron energy spectrum at the sample surface in the LD-EDX setup is shown in figure
7.10. The data refer to the 0.67 MeV electron temperature case and they are normal-
ized to the total number of simulated electrons. Since in the LD-EDX setup the particles
were not deflected, the incident electrons on the sample are characterized by an expo-
nential spectrum equal to that of the primary particles.
Figure 7.10 also reports the X-ray differential yields of Cr and Cu. The differential
yield is defined as the number of characteristic X-rays leaving the sample as a function
of the incident electron energy. The differential yields extend up to the MeV energy
range. Therefore, also the high-energy electrons contributed to the X-ray generation
because the substrate is thick enough to let them slow down.
On the other hand, the electron spectrum at the sample surface in the LD-PIXE setup
is reported in figure 7.11. In this case, the number of electrons reaching the sample is
lowered drastically because of the presence of the magnet. Indeed, 98% of the incident
electrons are removed if the 0.67 MeV electron temperature case is considered. With
a temperature equal to 1 MeV, this fraction is 96.3% of the total simulated electrons.
Moreover, both the electron spectrum and differential X-ray yields are no longer ex-
ponential because the trajectories of the electrons through the magnet depend on their
energy. In other words, the effectiveness of the magnet in removing the electrons de-

125



i
i

“main” — 2021/6/30 — 14:57 — page 126 — #136 i
i

i
i

i
i

Chapter 7. Experimental investigation on laser-driven PIXE and laser-driven EDX

Figure 7.11: Laser-driven PIXE Monte Carlo simulation outputs with electrons of 0.67 MeV temperature
as primary particles. The filled red curve is the electron energy spectrum at the sample surface. The
filled blue areas are the X-ray differential yields. The inset plot is the simulated X-ray spectrum.

pends on the energy of the particles.
Exploiting the experimental and simulated results, a conservative estimation of the frac-
tion of X-rays due to electron irradiation in the laser-driven PIXE experiment can be
provided. The calculations are shown for the 0.67 MeV electron temperature case.
From the Monte Carlo simulations, the ratio between the X-ray yields due to electrons
in the LD-PIXE and LD-EDX setup is:

YLD−PIXE,e
YLD−EDX,e

= 0.02 (7.8)

The experimental ratio between the total yields (due to both electrons and protons) in
the LD-EDX and LD-PIXE setups is:

YLD−EDX,e + YLD−EDX,p
YLD−PIXE,e + YLD−PIXE,p

= 8.6 (7.9)

The X-ray yield due to electrons in the LD-EDX setup YLD−EDX,e can be expressed
in terms of YLD−PIXE,e by inverting equation 7.8. With substitution in equation 7.9
and simple manipulations, an expression for the fraction of X-rays due to the electron
irradiation in the LD-PIXE experiment can be obtained:

YLD−PIXE,e
YLD−PIXE,e + YLD−PIXE,p

= 0.17×
(

1− 0.02× YLD−EDX,p
YLD−PIXE,e + YLD−PIXE,p

)
(7.10)

The right side of equation 7.10 is maximized and equal to 0.17 by assuming to ne-
glect the proton contribution to the X-ray yield in the laser-driven EDX measurement
YLD−EDX,p. However, since this contribution is higher than zero, 17% can be con-
sidered an upper threshold for the fraction of X-rays due to surviving electrons in the
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7.3. Evaluation of the electron influence on laser-driven PIXE

Figure 7.12: Comparison between the simulated and experimental fitted X-ray peaks for laser-driven
EDX. The inset bar plot compares the experimental and simulated X-ray yields.

LD-PIXE measurement. The value is equal to 30% considering the 1.0 MeV electron
temperature case. These results are coherent with the 10% underestimation of the Cr
layer thickness obtained in the previous Section.
In figure 7.12, the fit of the experimental kα peaks obtained from the laser-driven EDX

measurement is compared with the simulated spectrum. The counts at each energy are
normalized to the total number of X-rays for both the elements combined. Again, the
results are referred to the 0.67 MeV electron temperature case. The proton contri-
bution is neglected in the Mote Carlo simulation. The inset graph provides a direct
comparison between the experimental and simulated yield ratios. The same compari-
son is performed for the laser-driven PIXE experimental results and the corresponding
Monte Carlo simulation. It is reported in figure 7.13. The agreement between exper-
imental data and Monte Carlo simulations is quite reasonable, giving further evidence
that laser-driven EDX is dominated by the electron contribution, while, in laser-driven
PIXE, the protons play a relevant role. Therefore, the proof-of-principle laser-driven
PIXE experiment presented in this Chapter is a good starting point for the design of an
optimized beam handling system. It is worth mentioning that this is an essential point
for the development of a reliable laser-driven PIXE analysis.

7.3.3 Post hoc evaluation of the electron temperature

An estimation of the electron temperature can be done by exploiting the simulated and
experimental yield ratios. From the Monte Carlo simulations, the ratio between the Cu
yields due to the electrons in the LD-PIXE and LD-EDX setups can be expressed as a
linear function of the electron temperature Te.

Y Cu
LD−PIXE,e

Y Cu
LD−EDX,e

= 0.035× Te + 0.0034 (7.11)
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Chapter 7. Experimental investigation on laser-driven PIXE and laser-driven EDX

Figure 7.13: Comparison between the simulated and experimental fitted X-ray peaks for laser-driven
PIXE. The inset bar plot compares the experimental and simulated X-ray yields.

This linear fit is also reported in figure 7.14. From the Monte Carlo simulations, the
ratio between the Cr and Cu X-ray yields ascribable to electrons in the LD-PIXE setup
is equal to:

a =
Y Cr
LD−PIXE,e

Y Cu
LD−PIXE,e

= 0.65 (7.12)

For reasonable values of Te, the value of a keeps constant. Again from the Monte Carlo
results, the ratio between the Cr and Cu X-ray yields due to protons in the LD-PIXE
setup can be evaluated:

b =
Y Cr
LD−PIXE,p

Y Cu
LD−PIXE,p

= 1.023 (7.13)

The experimental data provide the ratio between the X-ray yields of Cr and Cu in the
laser-driven PIXE measurement:

c =
Y Cr
LD−PIXE,e + Y Cr

LD−PIXE,p

Y Cu
LD−PIXE,e + Y Cu

LD−PIXE,p
= 0.91± 0.169 (7.14)

By neglecting the proton contribution to the X-ray spectrum in the experimental laser-
driven EDX spectrum:

d =
Y Cu
LD−PIXE,e + Y Cu

LD−PIXE,p

Y Cu
LD−EDX,e

= 0.083± 0.011 (7.15)

By combining equations 7.11 to 7.15, the following expression for the electron temper-
ature can be derived:

Te = 28.63× d× b− c
b− a

− 0.096 (7.16)

With equation 7.16, the temperature results 0.63±0.49 MeV. The corresponding Cu X-
ray yield ratio in the LD-PIXE and LD-EDX setups is equal to 0.025±0.017. This point
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7.3. Evaluation of the electron influence on laser-driven PIXE

Figure 7.14: Linear fit (black line) of the X-ray yields ratio due to electrons in the laser-driven PIXE
and EDX measurements as a function of the electron temperature Te. The data exploited for the
fit are reported as blue points. The red marker is the ratio of the yields obtained from the fit in
correspondence with Te = 0.63± 0.49 MeV.

is reported in figure 7.14. The calculated temperature is very close to the 0.67 MeV
value from the ponderomotive scaling, while the 1.0 MeV estimation falls within its
uncertainty. Despite the large statistical uncertainty, this result supports the theoretical
estimations of the electron temperature assumed in the Monte Carlo simulations.
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CHAPTER8
Theoretical study on Laser-driven PAA

This Chapter aims at assessing, exploiting theoretical and numerical tools, whether
laser-driven electron sources could be used for Photon Activation Analysis (PAA). A
model for the description of conventional PAA (i.e. performed with monoenergetic
electron sources) is provided in Section 8.1. In the same Section, an analogous model
developed for laser-driven PAA is presented. A near-critical material is considered for
the generation of hot electrons. The theoretical description of laser-driven PAA is ex-
ploited to retrieve the optimal laser-driven electron source parameters, i.e. the target
properties that maximize the characteristic γ-ray emission from the irradiated sample.
Then, in Section 8.2, both models are used to compare the laser-driven PAA perfor-
mances and that accomplished exploiting conventional accelerators. Monte Carlo sim-
ulations of conventional and laser-driven PAA experiments are carried out in Section
8.3 to check the reliability of the models. At this step, pure exponential electron en-
ergy spectra are considered for the laser-driven source. Lastly, Section 8.4 presents a
combined PIC-Monte Carlo simulation of a realistic laser-driven PAA case study.

8.1 Theoretical description for the conventional and laser-driven PAA

Unlike PIXE and EDX, PAA relies on a multi-step procedure that involves the interme-
diate conversion of the primary electrons into high-energy photons and the subsequent
activation of the sample. This technique has been extensively described in Section
1.4. At present, laser-driven electron sources have never been considered to carry out
PAA. Therefore, an investigation of the laser-driven PAA feasibility requires prelim-
inary estimating its capabilities and comparing its performances with that achievable
with conventional electron accelerators. To this aim, multi-stage theoretical models
must be developed for both conventional PAA and laser-driven PAA.

131



i
i

“main” — 2021/6/30 — 14:57 — page 132 — #142 i
i

i
i

i
i

Chapter 8. Theoretical study on Laser-driven PAA

In the conventional PAA scenario, the input parameters to the model are the electron
energy and current delivered by the accelerator. Then, the bremsstrahlung production
of photons and the photonuclear interactions in the sample are taken into account via
Monte Carlo simulations and a suitable parametrization of the cross sections, respec-
tively. The model output consists of the sample activation rate, a quantity directly re-
lated to the number of emitted characteristic γ-rays. This model was exploited initially
to obtain the optimal converter thickness as a function of the incident electron energy
in conventional PAA.
As far as the laser-driven PAA model is concerned, the input quantities are the laser
operating parameters, i.e. the intensity and repetition rate. Considering the target, even
if both laser wakefield acceleration (lwfa) and near-critical solid media are suitable for
electron acceleration, only the second configuration is adopted because of the higher
delivered charge per laser shot (see Section 2.4.1 for details). Therefore, the overall
target consists of a low-density material, e.g. a foam, for the electron acceleration,
attached to an ∼ mm thick tungsten (W) converter for the production of high-energy
photons. This peculiar DLT configuration is compatible with the experimental setup
for ion acceleration based on thin solid targets. Therefore, another advantage over lwfa
consists in the possibility of switching from proton acceleration to photon production
with minimum variations to the experimental apparatus.
A schematic representation of the laser-driven PAA setup proposed and investigated in
this work is reported in figure 8.1. Since the near-critical solid medium is attached to
the converter material, the electrons generated in the first layer are directly accelerated

Figure 8.1: Conceptual scheme of the laser-driven PAA setup. The near-critical material is located
on the rear side of the mm thick converter material. A magnification of the laser propagating in
the near-critical medium is shown (from a 3D PIC simulation). The hot electrons interact with
the converter, and they generate bremsstrahlung photons. The photons irradiate a sample and a
calibration material. The subsequent emission of characteristic γ-rays is reported as black wavy
arrows.
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8.1. Theoretical description for the conventional and laser-driven PAA

in the converter with the consequent generation of bremsstrahlung photons. The model
for laser-driven PAA, whose output consists again in the sample activation rate, was ini-
tially used to retrieve the optimal near-critical layer density and thickness as a function
of the laser intensity.

8.1.1 Model for conventional PAA

To correctly describe the PAA technique, the bremsstrahlung production of photons
from 10s of MeV electrons and the probability of inducing photonuclear reactions in
the sample must be considered.
The bremsstrahlung photon spectrum f(E) = (1/Ne)dNγ/dE per unit of incident
electrons Ne depends on the energy of the electrons, the converter material and thick-
ness. It can be obtained by exploiting analytical formulas [283] or Monte Carlo simu-
lations [284]. The first approach is recommended when quick estimations are needed.
However, it requires the adoption of simplifying assumptions which, in some cases,
can lead to a non-acceptable degree of error. Indeed, a Monte Carlo description of the
bremsstrahlung is often required for several applications, as for PAA modelling [285].
Accordingly, a set of 49 Monte Carlo simulations were performed with Fluka [203].
In each simulation, electrons with different energies Ee (i.e. 10, 15, 20, 25, 30, 35 and
40 MeV) were made to interact with a W rectangular converter having variable thick-
ness l (i.e. 1, 2, 3, 4, 5, 7, 10 mm). The EMFCUT card associated with this volume
was activated. This option allows reducing the computational time by setting 100 keV
and 1 MeV energy thresholds for the photon and pair production, respectively. Further
details about the Fluka simulations are provided in Section 3.4.2. The photon energy
spectra were recorded performing 5 cycles with 107 primary electrons per cycle for
each simulation. The electrons energies and W thicknesses cover the ranges usually
adopted in PAA experiments. Some examples of bremsstrahlung spectra are reported
in figures 8.2.a and 8.2.b for different primary electron energies and converter thick-
nesses, respectively.

Figure 8.2: Bremsstrahlung spectra simulated with Fluka for (a) different values of the primary electron
energy and fixed converter thickness (i.e. 3 mm); (b) different values of the converter thickness and
fixed primary electron energy (i.e. 30 MeV). The spectra are normalized to the total number of
primary electrons.
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Chapter 8. Theoretical study on Laser-driven PAA

Even if (γ, p), (γ, 2n), (γ, 3n) reactions can occur in the sample during irradiation, the
(γ, n) reactions are the most commonly exploited in PAA [20] studies. Therefore, they
are the only king of photonuclear reactions considered in this work. The associated
cross sections are well-described by a bell-shaped function centred around 15-20 MeV.
Their magnitude can range from few tens up to hundreds of mbarn. Figure 8.3.a shows
some cross sections whose areas have been normalized to unity. The position of the
maximum is weakly dependent on the considered isotope. Accordingly, the cross sec-
tion can be modelled as:

σ(E) = σint · σ̃(E) (8.1)

where σint is the total area, and σ̃(E) is a normalized Gaussian function (i.e. normalized
cross section). Figure 8.3.a reports σ̃(E) centred in E = 17 MeV and having Full With
Half Maximum (FWHM) equal to 7 MeV. σ̃(E) will be exploited instead of σ(E) in
the discussion to generalize the description.
For all the bremsstrahlung spectra obtained with the Fluka simulations, the following
integral was evaluated:

Y (Ee, l) =

∫
E

f(Ee, l;E)σ̃(E)dE (8.2)

and assuming the mentioned parameters for σ̃(E). The resulting values are the normal-
ized reaction yields Y (Ee, l) for the discrete primary electron energies and converter
thicknesses. They are proportional to the actual reaction yields, except for a multiplica-
tion constant that depends on the specific composition and size of the sample, adopted
irradiation geometry (e.g. the source-sample distance) and the number of electrons.
Then, the discrete values were fitted with a fourth-order polynomial in the variables Ee
and l. In this way, the normalized reaction yield was expressed as a continuous function
of two setup parameters (i.e. Ee and l). This function is reported as a blue contour plot

Figure 8.3: (a) Comparison between normalized experimental photonuclear cross sections and a Gaus-
sian function centred in 17 MeV and having Full Width Half Maximum equal to 7 MeV. (b) Contour
plot representing the normalized yield as a function of the primary electron energy and converter
thickness. The continuous black line marks the locus of optimal converter thickness for each value of
electron energy. The purple markers are in correspondence with experimental conditions reported in
the literature [286–292].
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8.1. Theoretical description for the conventional and laser-driven PAA

in figure 8.3.b.
The optimal converter thickness topt as a function of the incident electron energy can
be evaluated as:

lopt(Ee) = arg max
l

Y (Ee, l) (8.3)

and the corresponding normalized yield is Ymax(Ee) = Y (Ee, lopt(Ee)). In figure 8.3.b,
the function lopt(Ee) is superimposed to the contour plot as a black line. Moreover,
some experimental conditions reported in the literature are identified with cross mark-
ers.
The obtained results show that the performances of PAA, expressed in terms of nor-
malized reaction yield, are weekly dependent on the converter thickness. The optimum
for the considered Ee range lies between 2 and 4 mm. Accordingly, several converter
thicknesses adopted in the literature are within this interval. On the other hand, the de-
pendence of Y (Ee, l) on Ee is more pronounced. Below a critical value of ∼ 15 MeV
electron energy, the normalized yield tends to zero because the bremsstrahlung spec-
trum does not cover the region where the cross section is located. As a consequence,
lopt(Ee) asymptotically tends to zero around the reported critical value. In other words,
no photons useful for PAA are produced for Ee < 15 MeV, whatever the value of the
converter thickness.
Lastly, it is worth noting that the electron current Ie, a relevant operating parameter in
PAA, was not considered here. The reason is that the electron energy and current are
independent parameters. Therefore, the optimal converter thickness can be retrieved
without taking into account the current. Anyhow, the electron current will enter the
discussion in Section 8.2.

8.1.2 Model for laser-driven PAA

Laser-driven electrons accelerated exploiting near-critical density targets have a quasi-
exponential energy distribution. Accordingly, pure exponential energy spectra were
considered, and the maximum energy was set equal to 40 MeV. With this choice of the
cut-off value, the resulting bremsstrahlung photon energy spectra cover the region of
non-vanishing photonuclear cross sections. The selected maximum electron energy is
reasonable for sufficiently intense laser pulses (i.e. normalized intensity a0 ≈ 10) and
near-critical targets [94]. However, since the electron spectrum is exponential, very few
bremsstrahlung photons are generated by the cut-off electrons. Thus, the exact value of
the maximum electron energy has a negligible effect on the number of activated nuclei,
while the temperature plays a crucial role. The electron energy spectra were provided
as input to the Fluka simulations exploiting a user-defined routine.
A total of 35 Fluka Monte Carlo simulations were carried out considering several elec-
tron temperatures Te (i.e. 5, 10, 15, 20 and 25 MeV) and converter thicknesses l
(i.e. 1, 2, 3, 4, 5, 7 and 10 mm). Then, the same integration and interpolation pro-
cedure described in the previous Section were applied to retrieve the normalized reac-
tion yields. Y (Te, l) and the optimal converter thickness lopt(Te) are reported in figure
8.4.a. Here, the maximum normalized yield is a function of the electron temperature
since Yopt(Te) = Y (Te, lopt(Te)).
The electron temperature is determined by the laser operating parameters and target
properties. Therefore, to proceed, Yopt must be expressed in terms of the normalized

135



i
i

“main” — 2021/6/30 — 14:57 — page 136 — #146 i
i

i
i

i
i

Chapter 8. Theoretical study on Laser-driven PAA

Figure 8.4: (a) Contour plot representing the normalized yield as a function of the laser-driven electron
temperature and converter thickness. The continuous black line is in correspondence with the maxi-
mum normalized yield for each electron temperature. (b) Normalized yields per laser shot for three
values of a0 (i.e. 20, 30, and 40) as a function of the target near-critical layer density and thickness.
The maxima are marked with a black dot, and they are projected on the horizontal plane at Φ = 0.

laser intensity a0 and near-critical layer density n and thickness x. To this aim, the
model developed by A. Pazzaglia et al. [99] and presented in Section 2.3.3 was ex-
ploited. It allows describing the propagation of a super-intense laser pulse in a near-
critical material and the generation of hot electrons. Assuming a linearly polarized laser
pulse with normal incidence, wavelength λ = 0.8 µm, and waist FWHM = 4.7 µm,
this model was used to express the electron temperature as a function of the aforemen-
tioned operating parameters. As a consequence, also the maximum normalized yield
has the same dependencies being Yopt(a0, n, x) = Yopt(Te(a0, n, x)).
At this step, the number of accelerated electrons per laser shot Ne must be considered.
Like the temperature, its value can be determined using the mentioned model and as a
function of the laser and target parameters. A new quantity Φ(x, n, a0) was defined to
include Ne in the description:

Φ(x, n, a0) = Ymax(Te(x, n, a0))×Ne(x, n, a0) (8.4)

The quantity Φ(x, n, a0) is reported in figure 8.4.b as a function of the near-critical
target properties x and n and three different values of a0. The maximum of this function
identifies the optimal near-critical target density and thickness for a specific value of
laser intensity (i.e. the thickness and density that maximizes the sample activation per
laser shot). This condition can be expressed as:

xopt(a0), nopt(a0) = arg max
n,x

Φ(x, n, a0) (8.5)

The corresponding values for a0 = 20, 30 and 40 are marked in figure 8.4.b with black
points. Equation 8.5 was evaluated for a0 ranging from 10 to 50, and the resulting op-
timal target parameters are reported in figure 8.5.a. The optimal thickness and density
are expressed in units of laser wavelength and critical density nc, respectively. The
optimal thickness slightly decreases while increasing the laser intensity. However, its
value keeps within ∼ 14 − 18 λ. On the other hand, the optimal density progressively
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8.2. Comparison between conventional PAA and laser-driven PAA performances

Figure 8.5: (a) Optimal near-critical layer density and thickness as a function of the normalized laser
intensity. (b) Laser-driven electron temperature and number per shot as a function of the laser
intensity at the optimal target conditions.

increases with a0 allowing greater absorption of the laser pulse by the near-critical ma-
terial. Overall, the maximum of the Φ function, and therefore the corresponding target
parameters, is the result of a trade-off between the accelerated electron temperature and
number, which in turn affects the bremsstrahlung photon spectrum and the sample ac-
tivation in cascade.
The electron temperature and number under the optimal condition for the sample acti-
vation are a function of the laser intensity:

Te,opt(a0) = Te(xopt(a0), nopt(a0), a0) (8.6)

Ne,opt(a0) = Ne(xopt(a0), nopt(a0), a0) (8.7)

They are shown in figure 8.5.b. As expected, the electron temperature and number
monotonically increase with the laser intensity. Last, the corresponding values for the
normalized yield per laser shot

Φmax(a0) = Φ(xopt(a0), nopt(a0), a0) (8.8)

can be obtained.

8.2 Comparison between conventional PAA and laser-driven PAA per-
formances

In the previous Section, the optimal parameters for conventional PAA (i.e. the converter
thickness as a function of the electron density) and laser-driven PAA (i.e. the converter
thickness, the foam thickness and density as a function of the laser intensity) were ob-
tained. The goal of this Section is to compare the performance of PAA, expressed in
terms of sample activation rate, carried out with conventional accelerators and laser-
driven electron sources. In both cases, the optimal conditions were considered. To this
aim, the normalized yield per unit of impinging electron Ymax(Ee) must be multiplied
by the electron current Ie delivered by the accelerator. On the other hand, the normal-
ized yield per laser shot must be multiplied by the repetition rate RR of the laser.
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Chapter 8. Theoretical study on Laser-driven PAA

The activation rate associated with the laser-driven source Φmax ·RR is shown in figure
8.6 as a red colour map as a function of a0 and RR in the ranges 10 − 50 and 1 − 100
Hz, respectively. On the upper x-axis, the corresponding values of Te obtained in the
previous Section are reported. Moreover, some isolines representing the activation rate
achievable with existing conventional electron sources are superimposed to the map.
Their locations are identified by the condition:

Φmax(a0) ·RR = Ymax(Ee) · Ie (8.9)

Each isoline for a monoenergetic electron source lies in the correspondence of several
possible equivalent laser systems for PAA. The reliability of this comparison will be
carefully checked in the following Section. Here, the goal is to discuss the feasibility
of laser-driven PAA.
To generate enough bremsstrahlung photons to significantly activate the sample, both
the laser intensity (and therefore the electron temperature and number per shot) and
the repetition rate must be considered. The performances of laser-driven PAA will be
determined by a trade-off between these two operating parameters. The existing super-
intense laser technology already provides lasers able to work in the entire intensity
range considered here. However, the maximum nominal repetition rate they can cur-
rently achieve is ∼ 1− 10 Hz [59, 60]. Therefore, the top half of the map in figure 8.6

Figure 8.6: Comparison between monoenergetic and laser-driven sources for PAA. The read heat-map
is the normalized activation rate associated with the laser-driven source as a function of the laser
intensity and repetition rate. The isolines are in correspondence with the normalized activation rate
achievable with conventional accelerators working at the reported electron energies and currents
(from the literature [286,288]). The normalized activation rates corresponding to the isolines are re-
ported on the right side of the map. The grey points are in correspondence with two PAA experimental
conditions simulated with the Monte Carlo and presented in Section 8.3. The cross marker identifies
the laser parameters for the PIC-Monte Carlo laser-driven PAA simulation shown in Section 8.4.
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8.3. Monte Carlo simulation of PAA experiments

can not be achieved with the currently available laser systems. In that region, the most
powerful LINACs are located. Nevertheless, looking at the lower zone of the map, the
performances of laser-driven PAA carried out with 100s TW class lasers can approach
those achievable with some conventional accelerators.
To that aim, working at high repetition rates (HRR) for hour-long irradiation time is
necessary. Currently, achieving HRR is challenging because of issues related to the
laser-target interaction. HRR demands fast target refreshing, positioning, alignment
and screening of the optics and neighbouring targets from the debris. Since many
potential applications of laser-driven radiation sources require HRR, several efforts
have been done to satisfy the mentioned needs [293]. Indeed, fast target delivery
systems [294–296] and rapid alignment components [297] have been developed. In
addition, various strategies have been found to protect the optical components from de-
bris [293,298]. Lastly, the near-critical layer covering the W converter can be damaged
because of the re-deposition of evaporated material. Therefore, a grid should be present
to protect the regions adjacent to the interaction point. All these strategies are required
to achieve the best laser-driven PAA performances.
The sample-converter distance, irradiation time, rest time and measurement time are
assumed to be equal in laser-driven and conventional PAA. Such a condition allows
performing a general comparison. Nevertheless, the setup parameters should be modi-
fied accordingly to the actual irradiation condition and irradiated material. For instance,
a way of improving the laser-driven PAA performances is to decrease the converter-
sample distance. As a result, the photon flux on the sample surface will increase.
In addition, it is worth pointing out that super-intense laser technology is still a very
active research field. In this respect, further improvements in terms of repetition rate
and a reduction of dimension and costs are foreseen in the following years. Therefore,
laser-driven electron sources based on near-critical solid targets could be on their way
to becoming competitive with conventional accelerators for applications like PAA.

8.3 Monte Carlo simulation of PAA experiments

This Section deals with Monte Carlo simulations of PAA experiments performed with
monoenergetic and purely exponential (i.e. laser-driven like) electron energy spectra.
As shown in Section 3.4.2, Fluka is the proper Monte Carlo code to simulate PAA
experiments because of the reliability of the photonuclear cross sections. The simula-
tions account for the bremsstrahlung photon production in the converter material, the
photonuclear reactions in the sample, the decay and delayed emission of characteristic
γ-rays. The aim is to exploit the results of these simulations to validate the comparison
presented in the previous Section.

8.3.1 Simulation setup

Four different experimental conditions were considered. Two conditions (called S1 and
S2) consist of conventional PAA experiments performed with monoenergetic electrons
with energies equal to 30 MeV and 20 MeV and currents of 22 µA and 10 µA. For both
of them, the equivalent PAA experiments carried out with laser-driven electrons were
simulated (called S3 and S4). The experimental conditions are reported as grey points
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Chapter 8. Theoretical study on Laser-driven PAA

in figure 8.6 and summarized in table 8.1.
Each simulation was performed in two steps. In the first step, pencil-beam electrons in-
teract with the W converter generating the bremsstrahlung photons. The photon energy
spectra are retrieved. The total number of simulated electrons was 107 for each simu-
lation. In the second step, the spectra are provided as input to Fluka simulations that
account for the activation of the sample and subsequent decay. Since no photonuclear
reactions of interest can occur below 5 MeV energy, the primary photon energies were
extracted above this threshold. In the second step, a total number of 108 primary events
were set for each simulation.
The sample has a thickness of 3 mm, and it is placed 10 cm far from the photon source
in all the simulations. Its composition is reported in table 8.2, expressed in terms of
mass concentrations of the elements. It is comparable to a bronze sculpture (1550-
1400 BC) reported in [299] and analyzed by Prompt Gamma Activation Analysis and
Neutron Imaging. As far as the activation is concerned, the present analysis focused on
the Cu, Na, Fe, Pb, Ni and Ca elements.
For all the simulations, the photon irradiation lasted 3 hours. As far as the laser-driven

sources are concerned, the current set in the simulation was obtained from the product
of the repetition rate and the number of electrons accelerated per shot. Then, a cooling
time of 12 hours was set before the start of the activity measurement. The measurement
time was 3 hours. These conditions are coherent with those exploited in actual PAA
experiments (see Section 1.4). The DCYTIMES and USRDBX cards are exploited to
obtain the characteristic γ-ray spectra collected during the measurement. Since Fluka
does not allow to retrieve straightforwardly the energy spectra integrated along a time
interval, activity spectra were recorded at many successive instants of time within the
overall measurement period. Then, the spectra were integrated in time to obtain the
signal collected during the entire measurement period. It is worth noting that this pro-
cedure is valid only if the time sampling is significantly smaller compared to the shorter
half-life of the activated isotopes. By way of example, the characteristic γ-ray spectrum

Table 8.1: Summary of the source parameters for the conventional and laser-driven PAA experiments
selected to be simulated.

Source Monoenergetic Laser-driven

Simulation S1 S2 S3 S4

Electron energy (Ee) [MeV] 30 20 - -

Electron current (I) [µA] 22 10 - -

Laser intensity (a0) [-] - - 40 20.5

Laser repetition rate (RR) [Hz] - - 38.6 38.6

Near-critical density (n) [nc] - - 7.5 2.92

Near-critical thickness (x) [λ] - - 16.3 17.34

Electron temperature (Te) [MeV] - - 12.5 7.5

Electrons per shot (Ne) [-] - - 1.6× 1013 6.4× 1012

Converter thickness (t) [mm] 3 2.41 2.73 2.58
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8.3. Monte Carlo simulation of PAA experiments

Table 8.2: Elemental mass concentrations of the sample.

Element Cu Ca Ni Ma Cl Fe Pb Z Al Si Na Po

Concentration [%] 40.4 0.5 0.1 1.0 1.2 30.0 8.0 11.0 2.0 2.8 2.0 1.0

obtained from the S1 simulation is reported in figure 8.7.

8.3.2 Assessment of the comparison

In order to assess the feasibility of the comparison shown in Section 8.2, the ratio
between the peak intensities retrieved from the S1, S2, S3 and S4 simulations were
performed. In particular, for each simulation, the peaks marked in figure 8.7 were con-
sidered. Then, the ratios from the simulations were compared with the corresponding
values predicted by the comparison.
The intensity ratios are independent of several parameters like the sample mass, thick-
ness and elemental concentrations, the specific values of σint, the irradiation, measure-
ment and cooling times. Therefore, the ratios between line intensities (from the Monte
Carlo) can be directly compared with the ratios between normalized activation rates
(from the theoretical model).
Consider the ratios between the peak intensities obtained from the S1 and S2 (i.e.
S1/S2) and the S3 and S4 (i.e. S3/S4) simulations. Therefore, the comparison is made
between the monoenergetic sources and between the laser-driven ones corresponding
to different points of the map in figure 8.6. The S1/S2 and S3/S4 ratios for all the con-
sidered elements are reported in figure 8.8.a with blue and yellow points, respectively.
Considering a normalized cross section σ̃(E) centred in 17 MeV, the predicted ratio is
6.2. In addition, assuming σ̃(E) centred in 15 MeV and 20 MeV, the expected ratio
results in 4.9 and 9.8, respectively. The predicted ratio depends on the choice of the
parameters for the cross section. This is also confirmed by the different ratios obtained
from the simulations for the various elements. Nevertheless, almost all the points lie
between the region identified by the lower and upper values (i.e. the red dashed lines

Figure 8.7: Example of γ-ray energy spectrum from the S1 simulation. The characteristic γ-ray peaks
associated with the considered elements are marked.
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Chapter 8. Theoretical study on Laser-driven PAA

in figure 8.8.a) predicted by the model. Thus, both in the case of conventional and
laser-driven PAA, the model well-predicts how the peak intensities scale changing the
operating parameters of the sources.
Besides, the ratios between the peak intensities obtained from the S1 and S3 (i.e.
S1/S3) and the S2 and S4 (i.e. S2/S4) simulations are considered. They are reported
in figure 8.8.b as green and red points. Since the ratios involve the intensities of the
conventional sources and the equivalent laser-driven ones, the expected theoretical re-
sult is 1 (the continuous black line). Remarkably, with the only exception of Ca, all the
points are in a region close to the expected value. Indeed, on average, the discrepancy
is of the order of 20%. Therefore, the model allows establishing a comparison between
conventional and laser-driven sources with an adequate degree of reliability.
Lastly, it is worth noting that the points associated with the Fe peak are not present in
figure 8.8.a. Indeed, the bremsstrahlung photons in the S2 and S4 simulations are not
energetic enough to induce sufficient photonuclear reactions for this element.

Figure 8.8: (a) The ratio between the intensities from simulations S1/S2 and S3/S4 for each element.
The continuous red line is the ratio predicted by the model by assuming a normalized cross section
centred in 17 MeV. The dashed upper and lower red lines are the ratios predicted by the model by as-
suming normalized cross sections centred in 20 MeV and 15 MeV, respectively. (b) The ratio between
the intensities from simulations S1/S3 and S2/S4 for each element. The black line corresponds to
the value predicted by the model.

8.4 Combined PIC-Monte Carlo simulation of a laser-driven PAA experi-
ment

The goal of this Section is to carry out a realistic laser-driven PAA simulation selecting
laser parameters compatible with state-of-the-art laser technology. The laser intensity
and the repetition rate are 20.5 and 10 Hz, respectively. This operating condition is
identified with a cross marker in figure 8.6. The target parameters were retrieved from
the model presented in Section 8.1.2. The near-critical layer density and thickness are
2.92 nc and 17.34 λ, respectively. The electrons generated in the near-critical layer
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8.4. Combined PIC-Monte Carlo simulation of a laser-driven PAA experiment

travel across a W converter having a thickness equal to 2.58 mm. The absence of a
gap separating the low-density layer and converter allows avoiding geometrical losses.
Moreover, the establishing of the TNSA process is suppressed. The absence of TNSA
is convenient since a small part of the electron energy would be transferred to the ions
with a consequent reduction of photon generation due to electron bremsstrahlung.
From the structural point of view, the proposed configuration (see figure 8.1) is quite
robust. Compared to DLTs exploiting thin substrates, an mm thick target does not re-
quire encapsulation in a perforated holder. The laser can be focused rapidly at any point
on the surface, aiding the high repetition rate operation. Lastly, such a target-converter
component can be easily produced. Indeed, the surface of a W plate could be covered
with a C-foam exploiting the PLD technique.
The sample position and composition are equal to those already described in the pre-
vious Section (see table 8.2). Here, a calibration material was added to the setup and
placed behind the sample. They are separated by a 1 mm gap. The calibration material
composition is reported in table 8.3. The aim is to simulate the co-irradiation of both
sample and calibration material and exploit the characteristic γ-ray spectra to retrieve
the composition of the first.
The irradiation time was assumed to be again three hours. However, three different
measurement times (i.e. 2, 8 and 24 hours) preceded by increasing cooling times (0.5,
7 and 30 days) were set. The choice of stepwise increasing cooling periods allows
excluding spectral interference by short-lived nuclides and enhancing the signal from
long-lived nuclides.

8.4.1 Particle-In-Cell simulations of laser-driven electron acceleration

In order to provide a realistic description of the laser-driven electron source, a 3D PIC
simulation of the laser interaction with the near-critical material was performed with
the WarpX code [201]. A general description of the PIC method is provided in Section
3.3.
The laser is at normal incidence to the target surface. It is linearly polarized with
λ = 0.8 µm and waist FWHM = 4.7 µm. The computational box has dimensions
equal to 75λ× 75λ× 75λ with a spatial resolution of 20 points per unit λ in all direc-
tions. The time resolution was set at 98% of the Courant limit. Both the transverse and
longitudinal laser profiles are Gaussian.
The target was sampled with 4 macro-electrons and 2 macro-ions with Z = 6 and
A = 12. The electron population was initialized with a Maxell-Boltzmann momen-
tum distribution with a temperature of 10 eV. The ion population was initially cold.
The front target-vacuum interface was at 25λ. The overall simulation time was equal
to 300 fs. The actual target thickness set in the PIC simulation is 25λ, so larger than
17.34λ. Indeed, a dense converter layer (even just a few microns) cannot be included

Table 8.3: Elemental mass concentrations of the calibration material.

Element Cu Ca Ni Ma Cl Fe Pb Z Al Si Na Po

Concentration [%] 33.0 1.37 0.03 0.6 3.6 0.025 19.0 7.4 4.7 1.8 1.5 2.0
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Chapter 8. Theoretical study on Laser-driven PAA

in the simulation because it would require unbearable computational resources. There-
fore, a near-critical layer thicker than the actual one was considered to avoid electron
expansion in vacuum at the rear side of the medium. Then, the output was retrieved
at the instant of time at which the laser front is at 17.34λ within the target (i.e. af-
ter 143 fs from the start of the simulation). Figure 8.9 shows the electron density and
z-component of the magnetic field. The self-focusing of the laser pulse due to the pon-
deromotive and relativistic effects is evident. As described in Section 2.3.2, electrons
are pushed outside the high electromagnetic field intensity regions under the action of
the ponderomotive force. Together, the peak fields accelerate the electrons at relativis-
tic energies.
At the considered instant of time, the momentum distribution d3N/dpxdpydpz associ-
ated to the macro-electron phase-space was retrieved, and the further propagation of
the laser was not considered. The d2N/dpydpz, d2N/dpxdpy and d2N/dpxdpz distribu-
tions integrated along the missing component are reported in figures 8.10.a-c. Electron
momenta are characterized by a symmetric distribution in the py−pz plane, while being
forward peaked along the px component (i.e. the laser propagation direction). Figure
8.10.d reports the electron energy spectrum. The maximum energy extends up to∼ 110

Figure 8.9: Three-dimensional exploded view of the electron density and z-component of the magnetic
field obtained from the 3D PIC simulation. They are retrieved at the instant of time at which the
laser front reaches the rear side of the near-critical layer. The fictitious interface with the converter
is marked with a dashed line.
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8.4. Combined PIC-Monte Carlo simulation of a laser-driven PAA experiment

MeV while its temperature is ∼ 7.8 MeV. Remarkably, this value is in absolute agree-
ment with the 7.5 MeV temperature predicted by the model.
At the considered instant of time, about 60% of the initial laser energy (equal to 8.6
J) is transferred to the electrons. The total number of accelerated electrons was evalu-
ated as the ratio between the energy absorbed by the hot electrons and the temperature.
The resulting value is 4× 1012, which agrees with the 6.4× 1012 electrons accelerated
per laser shot predicted by the model. The slight overestimation of the temperature
and overestimation of the number of accelerated electrons is ascribable to the fact that,
in the PIC simulation, the reflection of the laser at the interface with the converter is
neglected. However, its contribution can be considered negligible, as also stated in [99].

8.4.2 Monte Carlo simulation and sample composition reconstruction

The momentum distribution from the PIC simulation was provided as input to the
Monte Carlo. At the beginning of each event, the momentum components of the pri-
mary electron are extracted with the Inverse Transform Sampling method, and they are
used to define the initial energy and propagation direction.
The Monte Carlo simulation setup and its implementation are similar to those of the S1-

Figure 8.10: (a-c) Electron momentum distributions retrieved from the PIC simulation after 143 fs. The
2D distributions are integrated along one momentum component and plotted in the other two. (d)
Electron energy spectrum from the PIC simulation and bremsstrahlung photon spectrum from the
Monte Carlo simulation.

145



i
i

“main” — 2021/6/30 — 14:57 — page 146 — #156 i
i

i
i

i
i

Chapter 8. Theoretical study on Laser-driven PAA

Figure 8.11: Polar plot of the energy vs angular distribution of the bremsstrahlung photons. The colour
scale is the number of photons normalized to the number of electrons.

S4 simulations presented in the previous Section. The only difference is that, as already
mentioned, the calibration material was added to the present setup. The bremsstrahlung
photon energy spectrum is reported in figure 8.10.d. As expected, its shape is quasi-
exponential, and the maximum energy approaches that of the primary electrons.
As in conventional PAA, the photons from the rear side of the converter are character-
ized by a broad angular distribution peaked in the forward direction. The energy-angle
distribution is reported in figure 8.11. The highest energy photons have a maximum an-
gular aperture equal to ∼ 20◦. The angular spread increases progressively, up to ∼ 80◦

for 20 MeV energy photons. As a consequence of the broad electron momentum dis-
tribution, the photon angular spread is higher than that observed in conventional PAA.
Therefore, laser-driven PAA allows more uniform irradiation conditions than conven-
tional PAA (assuming equal distance between sample and converter). The sample can
be placed closer to the photon source in laser-driven PAA, increasing the average pho-
ton flux while maintaining uniform irradiation and avoiding overheating the material
under investigation.
The characteristic γ-rays emitted from the sample were collected in the spectra reported
in figure 8.12.a for the three considered cooling times. As in the previous cases, the
characteristic peaks emerge over the continuous background. Moreover, the progres-
sive disappearance of lines associated with short-lived nuclides increasing the cooling
time can be appreciated.
Lastly, exploiting the characteristic γ-ray intensities emitted by the sample Y sm

γ and
calibration material Y cl

γ , the sample elemental concentrations W sm can be retrieved.
The procedure has been already described in Section 1.4. However, since the irradi-
ation, cooling and measurement times are assumed to be equal for both sample and
standard, equation 1.8 simplifies as:

W sm =
W clY sm

γ Arsm

Y cl
γ Ar

cl
(8.10)

The resulting concentrations are reported in figure 8.12.b, and they are compared with
those set in the Monte Carlo simulation. The agreement is excellent, proving that the
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8.4. Combined PIC-Monte Carlo simulation of a laser-driven PAA experiment

Figure 8.12: (a) Simulated γ-ray energy spectra emitted following the activation of the sample and
retrieved after three different cooling times. (b) Comparison between the retrieved elemental concen-
trations from the simulated γ-ray spectra and the values set in the Monte Carlo code.

laser-driven PAA experiment has been successfully simulated.
Notice that, for all the elements, the retrieved concentrations slightly overestimate the
original ones. The overestimation is because the sample is in front of the comparative
material in the Monte Carlo setup. Therefore, the photon flux seen by the second is
attenuated partially by the first, leading to a slight reduction of the calibration material
activation. As already described in Section 1.4, this effect is also shared by conven-
tional PAA, and it can be avoided by exploiting a flux monitor.
Overall, this analysis suggests that laser-driven PAA can be already performed in exist-
ing ultra-intense laser facilities hosting 100s TW class lasers. Indeed, the adoption of
near-critical targets covering thick converters allows the efficient generation of photons
in the 1 − 100 MeV energy range. Therefore, the subject of this Chapter represents a
further step toward the development of a multi-radiation source for different materials
science studies. The developed theoretical framework allows us to identify the optimal
target and converter parameters in a wide range of laser intensities. Moreover, it can be
helpful for the evaluation of the laser-driven source performances (in terms of activated
nuclei). Lastly, it is worth mentioning that the approach presented here could be applied
to assess the potential of laser-based photon sources for other exciting applications like
the production of medical radioisotopes.
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Conclusions and future perspectives
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Conclusions and future perspectives

In this PhD thesis, performed within the framework of the ENSURE project, the pos-
sibility to exploit laser-driven radiation sources for the elemental characterization of
materials has been theoretically and experimentally investigated. Moreover, the pro-
duction of bare targets and Double Layer Target (DLT) substrates with controlled prop-
erties via Magnetron Sputtering for laser-driven ion acceleration experiments has been
achieved.
As introduced in Chapter 1, atomic and nuclear analytical methods are indispensable
tools for the elemental characterization of materials. These techniques allow probing
the composition of a large variety of samples in a non-destructive way exploiting var-
ious kinds of radiation sources. They are inherently complementary since, depending
on the primary particles and detected secondary radiation, different kinds of informa-
tion can be retrieved (e.g. the elemental concentrations on the surface of homogeneous
samples, the distribution as a function of the thickness in non-homogeneous materials,
stratigraphic analysis and bulk composition in centimetre-thick objects). However, the
wide use of techniques like Energy Dispersive X-ray (EDX), Particle Induced X-ray
Emission (PIXE) and Photon Activation Analysis (PAA) is hindered by the limitations
of the exploited radiation sources. Indeed, they are large and expensive. Moreover,
only one kind of radiation is provided, and, as in the case of electrostatic accelerators
for PIXE, they do not allow tuning easily the particle energy.
Laser-driven radiation sources, extensively described in Chapter 2, represent a promis-
ing alternative to the conventional ones because of their cheapness and compactness.
Particles are accelerated through the interaction of ultrashort and superintense laser
pulses with targets of different nature. Among the others, the use of micrometric solid
foils represents a robust solution to co-accelerate electrons and ions in the 1− 10 MeV
energy range. Particles are characterized by ultra-fast dynamics and broad energy spec-
tra. Notably, their type and properties can be tuned by acting on the laser parameters
and target configuration. For instance, decreasing the target thickness down to ∼ 100
nm allows increasing the energy and number of the accelerated particles. DLTs, where
the solid foils are coated with near-critical materials, are a viable route to further en-
hance the laser-driven source performances. Despite the growing effort invested in de-
veloping these novel accelerators, they are still subject to a certain degree of instability.
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Indeed, sub-micrometric metallic foils are subject to a non-negligible local thickness
uncertainty, which can strongly affect the shot-to-shot reproducibility.
In this framework, this PhD work aimed to bring off two fundamental goals: the prelim-
inary study of Ti films deposition with Direct Current Magnetron Sputtering (DCMS)
and High Power Impulse Magnetron Sputtering (HiPIMS) and subsequent production
of Ti sub-micrometric targets on perforated target holders (Part II); the investigation
with numerical and experimental methods of the laser-driven radiation source compati-
bility with the PIXE, EDX and PAA techniques (Part III). As mentioned in Section 3.1,
these tasks have been addressed in parallel during the entire PhD period. Even if the
targets developed in Part II were not exploited in the studies presented in Part III, the
activities are coordinated toward the same goal. Indeed, producing high-quality targets
with controlled properties is mandatory to achieve the high particle beam stability de-
manded by the investigated laser-driven analytical techniques.
In more detail, Chapter 4 dealt with the production and characterization of Ti films
with DCMS, unbiased and biased HiPIMS. The plasma composition was character-
ized preliminarily with Optical Emission Spectroscopy measurements. The aim was
to exploit at best the features of the considered deposition techniques. The film mor-
phology, phase composition and stress state were retrieved with the Scanning Electron
Microscope, X-Ray Diffraction and Wafer Curvature Method. Their evolution was in-
terpreted in light of the explored atom and ion energy regimes characterizing DCMS
and HiPIMS depositions. DCMS films exhibit a columnar morphology with several
macro-voids. On the other hand, HiPIMS samples are characterized by a more compact
granular structure. Notably, while the DCMS samples had the conventional α crystal-
lographic phase only, the exotic fcc and ω phases were observed in unbiased and biased
HiPIMS films, respectively. Their presence and evolution are strongly connected to the
stress state of the Ti films. Overall, the stresses are tensile with DCMS depositions, and
they are mainly compressive, up to several GPa, with HiPIMS depositions. From these
results, we can conclude that Magnetron Sputtering allows depositing Ti films with very
different morphology, crystallographic structure and state of stress. All these properties
can be finely tuned acting on the deposition parameters. The high degree of versatil-
ity suggests that HiPIMS and DCMS could be suitable to carry out the production of
engineered targets for laser-driven ion acceleration experiments. Moreover, tuning the
phase composition of Ti films could be of interest to improve the performances of Ti
coatings for various existing industrial and engineering applications.
Considering the mentioned results, a strategy for the deposition of sub-micrometric Ti
foils on perforated target holders was developed and presented in Chapter 5. The pro-
cedure starts with the hole filling with a liquid solution containing sucrose. The choice
of the filling material is a compromise between requirements like high solubility in
water, heat resistance during deposition and moderate viscosity in solution. After so-
lidification, the Ti film is deposited on the holes, and then the sucrose layer is removed
via dissolution in water. With DCMS depositions, the substrates collapsed in the holes
after the sucrose removal. Essentially, the film was not compact enough to self-support
on the hole. Contrarily, the formation of significant damages of the sucrose during HiP-
IMS depositions was observed because of the high compressive stress state. Finally, to
grow compact and stress-free films, DCMS and HiPIMS depositions were combined
in a multi-layer structure. The resulting targets were characterized by 300 − 600 nm
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thickness, high-density values (i.e. up to 90% of the bulk), very compact morphology
(quasi-amorphous) and negligible stresses (i.e. 10− 100 MPa in compression). There-
fore, they were able to self-sustain over the holes after the sucrose dissolution. It is
worth mentioning that the obtained targets were charactered by a significantly lower
thickness uncertainty (i.e. less than 5%) than rolled commercial sheets. In conclusion,
the developed strategy allows producing bare targets and DLT substrates with optimal
features in terms of thickness and planarity. This result is enabled by the alternation of
low and high-energy Magnetron Sputtering regimes, such as the HiPIMS and DCMS,
respectively.
Part III of this PhD thesis starts with a numerical investigation of the laser-driven PIXE
feasibility. While the available codes for the analysis of PIXE measurements account
only for the presence of a monoenergetic proton spectrum, the energy spectra of laser-
driven particles are characterized by a quasi-exponential shape. Therefore, in Chapter
6, the theoretical framework of conventional PIXE analysis was extended to account
for the presence of a non-monoenergetic proton source. Based on the model, a code for
the analysis of the laser-driven PIXE X-ray spectra and the sample composition recon-
struction was developed. Then, realistic laser-driven PIXE experiments were simulated
through the PIC and Monte Carlo tools. With the simulations, two important goals were
achieved: perform a preliminary design of a compact laser-driven PIXE experimental
apparatus considering compact ∼ 10 TW class lasers and DLTs; obtain ’synthetic’, but
realistic, X-ray spectra. The spectra were provided as input to the developed software,
and the compositions of the samples originally set in the Monte Carlo simulations were
correctly reconstructed. In light of these results, we can conclude that the theoreti-
cal description of laser-driven PIXE and the software for the X-ray spectra analysis
can be used for quantitative characterization without the need for comparative mate-
rials. Combined PIC and Monte Carlo simulations indicate that compact lasers and
DLTs allow satisfying the energy and current requirements for cultural heritage PIXE
studies. Lastly, simulations concerning laser-driven electron irradiation suggested that
laser-driven EDX is suitable to recognize the elements in solid samples.
The natural development of the aforementioned theoretical activities is the realization
of the first quantitative laser-driven PIXE and EDX experiment. The campaign was
carried out at the Centro de Láseres Pulsados (CLPU) in Salamanca with the 200 TW
VEGA-2 laser system, and the achievements are presented in Chapter 7. Two setups
were exploited to irradiate a sample composed of a micrometric thick Cr layer covering
a thick Cu substrate. In the first setup, the so-called EDX setup, the sample irradiation
was performed with both electrons and protons. In the second configuration, i.e. the
PIXE setup, the electrons are deflected with a dipole magnet and stopped by lead shield-
ing, ensuring that the particle field reaching the sample is mainly composed of protons.
The results confirm that the X-ray production due to electrons is 10 times higher than
that due to protons. Therefore, laser-driven EDX can be used to successfully identify
the elements with fewer shots compared to laser-driven PIXE. Because of the higher
range of laser-driven electrons in the matter than that of protons, the probed thickness
is larger. On the other hand, we can conclude that laser-driven PIXE allows performing
the quantitative stratigraphic analysis of non-homogeneous samples. This possibility
was assessed by applying the software for the sample composition reconstruction to the
recorder X-ray spectrum in the laser-driven PIXE measurement. Indeed, the code was
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able to retrieve the correct Cr layer thickness. These achievements confirm that laser-
driven PIXE and EDX are complementary techniques that can be effectively performed
with minimum changes to the experimental setup.
The last activity carried out with this PhD work and presented in Chapter 8 consists of a
theoretical and numerical investigation of the laser-driven PAA feasibility. In particular,
two models were developed for the description of PAA performed with both monoener-
getic and laser-driven electron sources. In the second scenario, a near-critical material
covering a thick converter was considered for the bremsstrahlung photon generation.
Exploiting the laser-driven PAA model, the optimal near-critical layer and converter
parameters were retrieved in a wide range of laser intensities. Then, both models were
used to compare the performances PAA performed with laser-driven sources and elec-
tron LINACs. The results confirm that the potentials of laser-driven PAA, carried out
with 100s TW class lasers and near-critical targets, are not far from the capabilities
of conventional PAA. Remarkably, PAA could be already performed in existing super-
intense laser facilities. These conclusions have been further assessed through Monte
Carlo and 3D PIC simulations of conventional and laser-driven PAA experiments.
Laser-driven particle sources have been a thriving research topic in the last two decades,
thanks to their many foreseen applications in a large number of scientific, technological
and societal fields. While for most of such applications significant challenges still need
to be tackled, the achievements presented in this PhD thesis for laser-driven PIXE,
EDX and PAA demonstrate the feasibility of a compact, versatile, laser-based multi-
radiation platform for different materials science studies. This goal can be achieved
by combining several activities, i.e. (I) a thorough numerical approach for the system
design, taking into account the most recent advanced laser-driven particle acceleration
schemes and state-of-the-art laser systems; (II) experimental campaigns of laser-driven
particle acceleration oriented toward materials characterization; (III) fabrication of ad-
vanced targets with controlled properties to mitigate the laser requirements and improve
the particle source stability.
Starting from the activities presented in Part II of this work, the mechanical properties
of the Ti films and targets presented in Chapters 4 and 5 must be characterized. For
instance, Brillouin spectroscopy and nanoindentation can be used for the elastic modu-
lus and the hardness, respectively. Indeed, these quantities, whose knowledge is crucial
for several applications, are still missing in literature for the fcc and ω phases of Ti.
Besides, they can be helpful to improve the properties of Ti targets produced via Mag-
netron Sputtering. In parallel, the thickness range of the targets should be extended
from ∼ 100 nm to several micrometres. Indeed, changing the target thickness is an
easy way to tune the energy of the accelerated particles. Moreover, the deposition of
other materials like Aluminum, Copper, and Iron can be performed. As far as DLTs are
concerned, the next step is the near-critical carbon foam deposition via Pulsed Laser
Deposition on the Ti substrates. The final result will be a fully optimized DLT whose
properties can be controlled from the solid foil and near-critical layer side. These tar-
gets must be tested in a laser-driven ion acceleration campaign and, finally, be used in
laser-driven PIXE and EDX experiments with compact 10s TW class lasers.
Considering the results presented in Part III of this work, the experimental setups de-
veloped for laser-driven PIXE, EDX and PAA are suitable starting points for further
optimizations. For instance, the simple system for the removal of the electrons in PIXE
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can be considerably improved. The setup optimization cannot disregard the use of
compact 10s TW class lasers and advanced DLTs. Then, exploiting the new configu-
ration, further laser-driven PIXE and EDX experiments should be performed. In these
experiments, the quantitative PIXE analysis of more complex multi-elemental and non-
homogeneous samples will be carried out. In addition, both laser-driven PIXE and EDX
measurements on large materials could be achieved in-air. To this aim, a dedicated
setup might be designed and implemented. This point is crucial to apply laser-driven
PIXE to the study of cultural heritage samples, which is one of the most fascinating
applications. As far as laser-driven PAA is concerned, the next step consists of the
first proof-of-principle experiment carried out with a 100s TW class laser system and
the target-converter configuration proposed in this work. Lastly, other atomic and nu-
clear analytical methods like X-ray Fluorescence Spectroscopy and Neutron Activation
Analysis are worthy of consideration as potential applications of laser-driven radiation
sources. Therefore, the number of laser-driven materials characterization techniques
under investigation might increase in the coming years.
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