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Abstract

Cardiac resynchronization therapy (CRT) is a treatment for heart failure, that aims at
restoring the correct pumping action of the heart. CRT consists of the implantation of
a pulse generator, that sends electrical stimuli to heart chambers by means of two elec-
trodes, placed at the apex of the right ventricle and on the epicardium of the left ventricle,
inside the epicardial coronary vein. CRT is indicated in patients with left bundle branch
block (LBBB), a conduction disorder that leads to an impaired left ventricular activation
and contraction. However, 30% of patients selected under the current guidelines do not
respond to CRT, which could even worsen their clinical condition. In this context, this
thesis aims at investigating how CRT outcomes could be improved, by means of a com-
putational electro-mechanics (EM) model of the left ventricle.
In particular, we analyse four patients who underwent CRT in Ospedale S. Maria del
Carmine in Rovereto (Italy). For each patient, we first model the pre-operative condition,
calibrating the EM model with electrical and mechanical measures provided by Ospedale
S. Maria del Carmine. To speed-up the mechanical calibration procedure, we introduce a
novel approach that exploits a cardiac emulator, which is a surrogate 0D cardiac model,
built on the basis of left ventricle pressure-volume transients obtained from EM simu-
lations. The 0D emulator allows performing the mechanical calibration in a fast and
efficient way, decreasing the computational cost needed.
The calibrated pre-operative model is then exploited to simulate acute post-CRT scenar-
ios, hypothesizing that cardiac electrical and mechanical properties do not change just
after the implant. To investigate how CRT outcomes could be improved, we test different
configurations: in particular, we study the influence of different right and left electrode
positions and how the setting of the time interval between the right and left stimuli can
affect the efficacy therapy. All the configurations are compared with the pre-operative
condition by means of suitable clinical indices.

Keywords: Cardiac resynchronization therapy, Heart failure, Cardiac electro-mechanics
Model, Patient-specific model





Abstract in lingua italiana

La terapia di resincronizzazione cardiaca è un trattamento per lo scompenso cardiaco,
volto a ripristinare la corretta azione di pompaggio del cuore. La tecnica consiste nell’im-
piantare un pacemaker che manda impulsi elettrici ai due ventricoli, attraverso due cavi
con elettrodi posti nell’apice del ventricolo destro e sull’epicardio del ventricolo sinistro. La
terapia è indicata in pazienti con blocco di branca sinistra, un’anomalia della conduzione
elettrica cardiaca che porta a una contrazione ventricolare asincrona. Nella pratica clinica,
il 30% dei pazienti selezionati per la terapia non mostra nessun miglioramento, andando
anzi incontro in alcuni casi a un peggioramento delle condizioni cliniche. In questo con-
testo, l’obiettivo di questo lavoro è indagare come si possa migliorare la terapia, utilizzando
un modello computazionale elettro-meccanico del ventricolo sinistro.
In particolare, in questa tesi si analizzano quattro pazienti trattati con terapia di resin-
cronizzazione cardiaca all’Ospedale S. Maria del Carmine a Rovereto (Italia). Per ogni
paziente, si modellizza lo scenario pre-operatorio, sfruttando le misure elettriche e mecca-
niche fornite dall’Ospedale S. Maria del Carmine per calibrare il modello elettro-meccanico.
Per velocizzare la procedura di calibrazione meccanica, in questa tesi viene usato un emu-
latore cardiaco, ovvero un modello 0D del cuore costruito sulla base dei tracciati di volume
e pressione del ventricolo sinistro, ottenuti da simulazioni elettro-meccaniche. L’emulatore
0D permette di svolgere la calibrazione meccanica in modo veloce e efficiente, diminuendo
il costo computazionale della procedura.
Il modello pre-operatorio è poi sfruttato per simulare la terapia in acuto, ipotizzando che
le proprietà elettriche e meccaniche del cuore non cambino subito dopo l’impianto. Per
capire come si possa ottimizzare la terapia, in questa tesi sono analizzati diversi scenari: in
particolare, si studia come le posizioni dell’elettrodo destro e sinistro e come la regolazione
del tempo che intercorre tra lo stimolo al ventricolo destro e al sinistro possano influen-
zare la terapia. Tutte le configurazioni sono confrontate con lo scenario pre-operatorio
attraverso appropriati indici clinici.

Parole chiave: Terapia di resincronizzazione cardiaca, Scompenso cardiaco, Modello
elettro-meccanico del cuore, Modello paziente-specifico
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1| Introduction

1.1. Physiology of the heart

1.1.1. Basic anatomy of the heart

The heart is an organ whose primary function is pumping blood. It is located in the
mediastinum, in the thorax [84]. It is divided in four chambers: two atria (right and left),
in the upper part of the organ, and two ventricles (right and left), in the lower part (See
Figure 1.1).

Figure 1.1: Anatomy of the heart. White arrows indicate the direction of the flow. Taken
from [82].

The right atrium and the right ventricle (RV) constitute the right heart, that pumps
venous blood, while the left atrium and the left ventricle (LV) compose the left heart,
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that pumps arterial blood. The right heart and the left heart are separated by the
interatrial septum and the interventricular septum, which divide the two atria and the
two ventricles, respectively. To regulate the direction of the blood flow, in the heart there
are two atrioventricular valves and two semilunar valves. Atrioventricular valves connect
atria to ventricles, while semilunar valves connect ventricles to their respective artery. In
particular, in the left heart we have:

• the mitral valve: it connects the left atrium to the LV;

• the aortic valve: it connects the LV to the aorta.

In the right heart we have:

• the tricuspid valve: it connects the right atrium to the RV;

• the pulmonary valve: it connects the RV to the pulmonary artery.

The venous blood reaches the right atrium from the superior and inferior vena cava (See
Figure 1.1), passes through the tricuspid valve and reaches the RV. Then, it proceeds
through the pulmonary valve and flows in the pulmonary artery, reaching the lungs (pul-
monary circulation). Oxygenated blood comes back from the lungs and reaches the left
atrium through the pulmonary veins. Then, it flows in the LV passing through the mitral
valve and it is pushed in the aorta through the aortic valve (systemic circulation).

The wall of the heart is composed by three layers (from outside to inside): the epicardium,
the myocardium and the endocardium. The myocardium is a particular muscular tissue
and it is composed by contractile cells - also called cardiomyocytes - (90% of myocardium,
they constitute the gross part of atria and ventricles) and conductile cells - also called
pacemaker cells - (10% of myocardium) [67, 84]. Contractile cells generate force, while
conductile cells make the electrical signal propagate through the heart.

1.1.2. Action potential of contractile cells

Cardiac cells can change their membrane potential (that at rest is -90 mV), if they receive
a stimulus. When this happens, the action potential develops (See Figure 1.2).
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Figure 1.2: Cardiac cell action potential. Numbers indicate the phases of the action
potential. Taken from [49]

The cardiac action potential is composed by five phases [84]:

• Phase 0: Sodium channels open rapidly; sodium enters the cell and increase the
membrane potential (rapid depolarization phase);

• Phase 1: Sodium channels close, while potassium channels starts opening, making
the potassium flowing out from the cell; the membrane potential decreases slightly;

• Phase 2: two events happen at the same time: calcium enters the cell as calcium
channels open, while potassium leaves the cell, since particular potassium channels
(different from the ones of phase 1) open. As a consequence, there is an inflow and
an outflow of ionic positive currents, that eventually keep constant the membrane
potential (at a value slightly greater than 0 mV). For this reason this phase is called
the plateau phase;

• Phase 3: Calcium channels close, while potassium keeps flowing out, bringing the
membrane potential back to the rest value;

• Phase 4: the membrane potential keeps the constant value of -90 mV, until a new
stimulus reaches the cell. Meanwhile, the sodium-potassium pump and the sodium-
calcium exchanger restore the original ion concentration in the cell.

The action potential of a contractile ventricle cell lasts approximately 250-300 ms [84].
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Once the cardiac cell receives the stimulus, the action potential develops and the signal
is propagated to other cells through the "gap junctions", a type of cell connection that
permits the diffusion of the electrical signal. Therefore, the cell does not receive the
contraction stimulus from neural activity, as in skeletal muscle, but from adjacent cells,
through gap junctions. The stimulus originates from the pacemaker cells, that constitute
the conduction system of the heart [67, 84].

1.1.3. The conduction system of the heart

Pacemaker cells differ substantially from cardiac contractile cells: during their action po-
tential they do not reach the rest potential and, for this reason, they keep on depolarizing
and repolarizing. Thus, pacemaker cells can generate an action potential without being
stimulated [84]. Pacemaker cells are located in specific points, as Figure 1.3 shows.

Figure 1.3: Heart conduction system. Taken from [15].

The pacemaker cells that initiate the stimulus are called the sinoatrial node (SA node):
located in the right atrium, near the superior vena cava, they send the first impulse to
start the beat. For this reason, they are also called the natural pacemaker of the heart
[15, 42]. SA node is also responsible for the normal cardiac rhythm, that is called the sinus
rhythm. The signal propagates to the atria (through the gap junctions) and reaches the
boundary between the atria and ventricles. Here lies the atrioventricular node (AV node),



1| Introduction 5

that permits the propagation of the stimulus to the ventricles. Actually, the two atria
are electrically isolated from the ventricles, because of the presence of connective tissue in
between. Thus, the AV node is the only point where the signal can be conducted [67, 84].
Another important function of the AV node is to delay the electrical signal, in order to
permit the atria to finish their contraction [15, 84]. From the AV node, the electrical wave
proceeds along the bundle of His, that covers the interventricular septum until it splits in
two branches, the right bundle branch and the left bundle branch. The branches divide
in the Purkinje fibers, that are interwoven in the ventricle walls. The Purkinje fibers have
to very rapidly conduct the electrical impulse in order to permit the ventricles to contract
synchronously. As a consequence of the path followed by the electrical wave, ventricles
contract from the bottom to the top.

Each group of cells has its own action potential: as it can be seen in Figure 1.4 [42], each
waveform is different from the other. Eventually, the different action potentials contribute
to give shape to the electrocardiogram.

Figure 1.4: Heart electrophysiology. Taken from [42].
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1.1.4. The heart contraction

The electrical activity of the heart (described in Section 1.1.2 and in Section 1.1.3) is
coupled with the mechanical one, which is responsible of heart contraction. The cardiac
cycle is composed by two alternating actions: contraction, called systole, and relaxation,
called diastole. During the cardiac cycle, atria contract first and simultaneously, then,
ventricles contract and push blood out. In particular, the cardiac cycle can be described
by four phases (referring to the left heart) [65, 84]:

1. Isovolumetric contraction: the LV starts contracting; at this time ventricular pres-
sure is greater than the atrial pressure but lower than the aortic pressure: therefore
both the atrial and mitral valves are closed. The ventricle contracts keeping constant
its volume and increasing its pressure;

2. Ejection: this phase starts when ventricular pressure value exceeds aortic pres-
sure value, causing the opening of the aortic valve and, consequently, the blood
flow through the artery. The volume of the ventricle decreases, while its pressure
increases as long as active contraction keeps going on. When active contraction
finishes, ventricular pressure decreases, inducing a negative blood flow through the
aortic valve, which, as a result, closes;

3. Isovolumetric relaxation: in this phase, the ventricular pressure is lower than the
aortic one but greater than the atrial pressure, therefore, as it happens in phase
2, both the aortic and the mitral valves are closed. The volume of the ventricle is
constant as its pressure decreases;

4. Ventricular filling: ventricular pressure becomes lower than atrial pressure, causing
the opening of the mitral valve. Blood starts flowing from the atrium to the ventricle,
whose volume increases greatly. At the end of this phase, also atrium contraction
contributes to ventricular filling.

The same phases hold true for the right heart, which, however, reaches significantly lower
pressure values.

A common way to visualize the cardiac cycle is constituted by the Wiggers diagram
(See Figure 1.5): it plots time on the X-axis, while on the Y-axis it shows the aortic,
atrial and ventricular pressure, the ventricular volume, the electrocardiogram and the
phonocardiogram (it shows heart sounds: every sound is associated to the opening and
closing of a valve, apart from the third one, that is related to the rapid ventricular filling).
Thanks to this diagram, it is very easy to associate the phases of the cardiac cycle.
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Figure 1.5: Wiggers diagram of the LV. Taken from [65]

Another way to visualize the cardiac cycle is the left ventricular pressure-volume (PV)
loop: it plots the LV pressure on the Y-axis and the LV volume on the X-axis.

Figure 1.6: Heart PV loop. Adapted from [13]. a: ventricular filling, b: isovolumetric
contraction, c: ejection, d: isovolumetric relaxation. ESV: End systolic volume, EDV:
End diastolic volume. ESPVR: End-systolic pressure-volume relationship, EDPVR: End-
diastolic pressure-volume relationship.
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From the LV PV loop it is possible to point out some relevant clinical quantities [13, 65, 84]:

• ESV: End systolic volume, the volume of blood remaining in the ventricle after the
contraction;

• EDV: End diastolic volume, the volume of blood in the LV before the contraction;

• SV: Stroke volume, given by SV = EDV − ESV ;

• Ejection fraction (EF): given by EF [%] = SV
EDV

× 100

• Aortic valve opening pressure;

• Aortic valve closing pressure;

• Mitral valve opening pressure;

• Mitral valve closing pressure;

• ESPVR: End-systolic pressure-volume relationship, the curve that represents the
maximum pressure achievable by the ventricle at a given volume;

• EDPVR: End-diastolic pressure-volume relationship, the curve that represents the
passive properties of the ventricle (the reciprocal of the slope of the curve is the
ventricle compliance).

1.2. Heart Dyssynchronies

Cardiac dyssynchrony refers to an anomalous uncoordinated activation and contraction
of the heart. It is divided in electrical dyssynchrony, that causes the prolongation of the
conduction times in the ventricles (which reflects on the ECG as a longer QRS complex),
and in mechanical dyssynchrony, that is related the asynchronous contraction of atria
and/or ventricles [66]. Moreover, cardiac dyssynchronies are classified as [66]:

• atrioventricular dyssynchrony: atria and ventricles contract asynchronously because
of a delay in the conduction stimulus at the AV node (see Section 1.1.3);

• interventricular dyssynchrony: the RV and LV do not contract synchronously be-
cause of the presence of a delay in the activation between the two chambers;

• intraventricular dyssynchrony: it is associated to delays in contraction and activa-
tion of the ventricle itself.

Interventricular and intraventricular dyssynchronies influence the heart pump function
much more than atrioventricular dyssynchrony [66]. The ventricle dyssynchrony starts a
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process of remodeling that is shown in Figure 1.7 [44].

Figure 1.7: Cardiac dyssynchronies consequences. Taken from [44].

After the appearance of the dyssynchrony, the electrical conduction path changes, induc-
ing a dyssynchronous electrical activation that leads to an uncoordinated contraction. As
a consequence, the ventricle experiences systolic and diastolic dysfunctions, because of a
non effective contraction. To supply the same amount of blood, the ventricle is forced
to work at an higher volume to reach the same pressure as before the appearance of
the dyssynchrony. Also, neuro-humoral signals intervene to stimulate the expression of
a gene or protein, so that the ventricle can remodel itself. Moreover, the uncoordinated
contraction dissipates more energy with respect to the healthy case, leading to a decrease
of the efficiency of the contraction and of the coronary reserve, since the heart needs to be
more perfused to do the same work [44]. The condition in which the heart cannot supply
enough blood to the body is called "heart failure".

There are many pathologies and conditions that can lead to cardiac dyssynchrony: hy-
pertrophic cardiomyopathy, ischemic heart disease, diastolic heart failure, hypertension,
LV hypertrophy, left bundle branch block (LBBB), myocardial fibrosis [9, 44, 66]. For the
purpose of this thesis, LBBB and myocardial fibrosis will be deeply discussed.

1.2.1. Myocardial fibrosis

Myocardial fibrosis refers to a condition in which there is over-deposition of extra cellular
matrix (ECM), alterating the cardiac tissue structure and causing dysfunctions to the
heart [25, 30].
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There are three types of cardiac fibrosis [25]:

• Interstitial fibrosis;

• Perivascular fibrosis;

• Replacement fibrosis.

Interstitial fibrosis is related to a condition in which the perimysium and the endomysium
(the internal and external membrane of muscular fibers) expand because of the ECM
deposition; it is not connected to cardiomyocyte damages. Perivascular fibrosis regards
the expansion of the external membrane of the microvasculature. Replacement fibrosis
is the tissue response to cardiomyocyte damages or deaths: in fact, it typically happens
after myocardium infarction. Dead cells are replaced by ECM (mostly formed by type I
collagen), that forms a scar tissue. Interstitial and perivascular fibrosis mostly influence
diastolic function, while replacement fibrosis influences systolic functions [25].

The presence of a scar both impacts the electrical and mechanical activation on the heart
[30]. The scar is considered an electrical insulator: in fact, in a study from [1], areas with
dense scar resulted to have a 1.97 to 2.66-fold slower conduction velocity with respect
to non fibrotic tissue. Therefore, fibrosis can cause a conduction block, leading to heart
dyssynchronies, that translates in a uncoordinated contraction and in a reduced cardiac
efficiency (See Section 1.2). The scar could also cause the formation of a re-entry circuit
(in the electrical conduction pathway), increasing the probability of the development
of an arrhythmia. Cardiac fibrosis is therefore a factor that has to be taken in great
consideration in order to find an effective treatment for cardiac dyssynchronies.

1.2.2. Left bundle branch block

Left bundle branch block (LBBB) is a conduction disorder that leads to an altered left
ventricular activation and contraction. As it can be seen in Figure 1.8, the conduction
signal does not follow the usual path along the left bundle branch, because of the presence
of a block. Therefore, the RV activates earlier with respect to the LV, whose activation
happens at the level of the mid-septum, and then proceeds homogeneously to the rest of
the ventricle [16, 52, 74, 75].
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Figure 1.8: Physiological conduction system and LBBB. Taken from [16].

The abnormal conduction signal translates in an uncoordinated contraction [75]: in the
early systole, the RV and the interventricular septum contract first, causing the passive
stretch of the posterior and lateral walls of the LV. Then, also the walls contract, stretching
the septum. As a consequence, the contraction results uncoordinated and less efficient.

LBBB is not typically diagnosed in young people: it is actually identified at an average
age of 70 ± 10 in men and 68 ± 11 in women [52, 74]. Regarding the etiology of this
disorder, it is still not clear what is the real cause of LBBB. However, different studies
have found association of LBBB to different conditions like arterial hypertension, coronary
artery disease, valvular-related disease [52, 74, 75]. LBBB can also be diagnosed after the
implantation of a transcatheter aortic valve, probably because of the interference of the
implant on the conduction pathway [74].

LBBB could be identified through the ECG: in particular, the prolongation of the QRS
complex (≥ 120 ms) is widely recognized as an indicator of the presence of LBBB [52,
74, 75]. However, the validity of this criterion is still discussed: in fact, in 2009 the
criterion was changed, focusing also on the QRS complex morphology, besides the QRS
prolongations [74].
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LBBB is commonly treated with cardiac resynchronization therapy (CRT), a pacemaker
that will be deeply discussed in Section 1.3. Besides this treatment, there are other ther-
apies currently under study, that aim at restoring the conduction pathway (for example
with the use of stem cells or conductive polymers). However, these treatments are still in
the pre-clinical phase, being not considered safe for their use on humans [74].

1.3. Cardiac resynchronization therapy

1.3.1. Components and implantation

Cardiac resynchronization therapy (CRT) refers to the implantation of a cardiac pace-
maker that has to restore the correct pumping action of the heart in patients with heart
failure (see Section 1.2). In CRT, electrical stimuli are sent to both ventricles in or-
der to make them contract simultaneously. For this reason, this therapy is also called
biventricular pacing.

The CRT systems are composed by three elements [7, 46, 64] (See Figure 1.9):

• Pulse generator: a device usually implanted beneath the skin under the collarbone.
It has to continuously monitor the heart and deliver electrical stimuli to coordi-
nate the heart contraction. Optionally, it can also include a defibrillator: this is
called cardiac resynchronization therapy defibrillator (CRT-D), otherwise cardiac
resynchronization therapy pacemaker (CRT-P);

• right ventricular lead: it is placed through a catheter in the RV, near the apex;

• left ventricular lead: through a catheter, it is placed through the coronary vein on
the epicardium of the LV.

Optionally, there can also be a lead in the right atrium.
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Figure 1.9: Illustration of CRT components. Taken from [6].

To implant the CRT system, a patient needs to be sedated. A small incision is done
near the collarbone, so that leads can be inserted through a vein (usually the subclavian,
auxillary or cephalic vein [29]): the leads run through it to reach the right atrium and
the apex of the RV, so that they can directly touch the inner wall of the two chambers.
The third lead is inserted in the coronary vein of the LV. Depending on the patient, to
insert the left ventricular lead, it may be necessary to create another incision on the side
of the chest. If leads are correctly positioned (their location is monitored by means of
fluoroscopy [29]), they are tested in order to verify that they can send proper stimuli to
the heart. Then, leads are connected to the pulse generator, that is implanted near the
collarbone [7].

1.3.2. Long term effects

As soon as CRT starts working, the heart dyssynchrony is reduced. The therapy induces
a mechanism of reverse remodeling that is summarized in Figure 1.10.
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Figure 1.10: CRT-induced reverse remodeling. Taken from [34]. LV: left ventricle,
RV: right ventricle, MR: mitral regurgitation, LVESV: left ventricle end systolic volume,
LVEDV: left ventricle end diastolic volume.

In particular, we can distinguish between short-term effects (e.g. just after CRT implant)
and long term effects (e.g. some months after the implant) [34]:

• Short term effect: cardiac output increases, since mechanical contraction becomes
more synchronized;

• Long term effects: in some months, the therapy induces long-term changes to the
heart structure, in a process called reverse remodeling. Specifically, we have:

– A decrease in the LV size as well as in ESV and EDV, because of the improve-
ment in systolic and diastolic functions;

– A decrease in diastolic filling time, which leads to a reduction in the LV filling
pressure;

– A decrease in mitral regurgitation.

In this thesis, we will model only short term effects of the therapy, thus excluding the
reverse remodeling process.

To assess long term changes induced by CRT, typically clinical measures and classifications
used are the following [20, 33]:
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• six-minute walk test: the patient is asked to walk for six minutes, the distance
covered is compared with respect to the value obtained before CRT implant;

• EF: difference in EF with respect to pre operative value;

• the increase in the maximum rate of ventricular pressure (dP/dtmax): it is used as
a measure of myocardium contractility;

• New York Heart Association (NYHA) classes: NYHA categorizes heart failure in
classes, from mild symptoms - class I - to severe symptoms - class IV. After CRT
implant, the NYHA class of the patient can change.

1.3.3. Patient selection and non-responders

According to the American Heart Association (AHA) (last update: 2012)[23], CRT is
highly indicated for patients with a left ventricular EF ≤ 35%, sinus rhythm, LBBB
morphology, QRS ≥ 150 ms and NYHA class III or IV. European Society of Cardiology
(ESC) (last update: 2021) recommends CRT with the same criterion, but it does not
use NYHA classes [26]. Though the ESC and AHA criteria are widely accepted, in 30%
of the patients belonging to this category there is no clinical benefit from CRT [34]. In
some cases there has been even a worsening in the patient conditions [35]. In fact, patient
selection is a matter still under great discussion: at the moment, it is not clear whether
or not considering patients with 120 ms ≤QRS≤ 149 ms and without LBBB morphology
[23, 26]. In order to reduce the rate of non-responders, some studies have tried to find
new indices to correctly select patients [46]: in particular, they used ecocardiography to
assess mechanical dyssynchrony. However, no measure was found to predict CRT response.
Further investigations are needed to correctly select eligible patients for CRT. Nonetheless,
apart from patient selection criteria, there are other factors that may lead to an ineffective
therapy, such as the left and right ventricular lead positions, the ventriculoventriucular
(VV) delay and inconsistent pacing [34, 35].

1.3.4. Left and right lead position

An optimal positioning of the left ventricular lead is crucial to determine the success of the
implant. Theoretically, the lead should be placed in the last electro-mechanical activated
point, that is usually in the lateral or postero-lateral side of the LV [34, 35], as long as this
point could be reached through the epicardial coronary vein (See Figure 1.11). Locations
that should be excluded are the apical zone [34, 35], since it can increase the probability
of heart failure, and scarred region. In fact, pacing at fibrotic regions should be avoided
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because the electrical stimulus would not be entirely conducted [34]. Regarding the right
lead positioning, it is usually placed in the apex of the right ventricle: however, other
locations (e.g. right ventricle septum and His bundle) should be investigated, being these
positions accessible during the CRT implant [83].

Figure 1.11: Different left ventricular lead positions in CRT. Modified from [2]. ANT:
anterior, LAT: lateral, POST: posterior.

Another aspect that is raising interest in the last years regards endocardial pacing [46]:
the left lead is placed inside the LV, directly touching the endocardium. With this proce-
dure, the heart is electrically activated faster and in a more physiologic way with respect
to standard epicardial pacing, leading to an increased contractile function. The main
problem with this technique is related to the potential formation of clots, that could
cause stroke and systemic embolism.

1.3.5. Ventriculoventricular delay

Ventriculoventricular (VV) delay can be defined as the time interval between the stimulus
sent by the left ventricular lead and the one sent by the right ventricular lead. Op-
timization of VV delay is a critical aspect, that is still under discussion, since it is a
very important parameter that can greatly affect the interventricular and intraventricular
dyssynchronies (See Section 1.2). However, VV delay optimization is never done, since
it is time consuming during a CRT implantation. Guidelines suggests to fix to zero the
VV interval [35, 46]. Further investigations should be performed in order to understand
the best way to set VV and its relation with non-responders. Ideally, the CRT system
should automatically set the correct parameter: at the moment, some companies have
developed algorithm able to optimally set VV delay [46]. Indeed, in [62] it was tested an
algorithm able to automatically optimize the VV delay: however, it leaded to a widening
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of the QRS complex, and therefore it was rejected. Nonetheless, automatic optimization
of the VV delay is a promising field, that is currently under study.

1.3.6. Inconsistent pacing

Inconsistent pacing may be the cause of CRT failure: it refers to a condition in which
the heart own frequency is higher than the maximum one set on the device, so that CRT
system cannot pace the heart [34]. This happens in patients suffering from tachycardia, a
type of arrhythmia in which the heart frequency is greatly increased. In order not to lose
CRT benefit, the patient should undergo a pharmacologic therapy, so that heart rhythm
could be controlled [34].

1.4. Cardiac electro-mechanics modeling

1.4.1. Overview of cardiac mathematical models

To realistically develop a heart model, it is necessary to include and integrate different
multi-scale and multi-physic models [8, 59, 78]. The heart functioning is indeed a result
of the coupling of the electrophysiology activity (from the ionic currents causing the
generation of the action potential to the transmission of the electrical impulse), active and
passive mechanics (from the protein to the the entire organ contraction and relaxation)
and blood flow mechanic. The coupling between the electrical and mechanical part is
achieved by means of calcium dynamics: during the electrical activation calcium is released
and induces the muscle contraction [8, 78]. The electro-mechanical coupling is also called
excitation-contraction coupling [8]. Lastly, an important feature that should be present to
develop a realistic heart model is the integration of clinical measures: electrical measures
(such as electrocardiography (ECG) and electrical mapping), mechanical measures (e.g.
ejection fraction (EF)) should be used to calibrate the computational model in order to
create a patient-specific model and to assess its validity.

To summarize, to develop an electro-mechanic mathematical model of the heart it is
necessary to include the following models (see Figure 1.12) [8, 78]:

• Electrophysiology models:

– Cellular ionic model;

– Tissue propagation model;

• Mechanical models:
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– Active tension generation model;

– Passive elastodynamic cardiac model;

• Hemodynamic model.

Figure 1.12: Heart modeling. Adapted from [78].

Cellular ionic models describe the development of the action potential by modelling the
ionic channels, pumps and exchangers present in the cell [8, 78]. These models are com-
posed by a system of ordinary differential equations. Current models simulate ventricular
myocytes, like in O’Hara et al. [48], Ten Tusscher et al. and Tomek et al. [77], atrial
myocytes (Courtemanche et al. [19]) and even the Purkinje fibers (Stewart et al. [71]).
Cellular ionic models are coupled with tissue propagation models, that describe the prop-
agation of the electrical stimulus through the organ. For this purpose, the bidomain and
monodomain models are commonly used [8, 69]. The bidomain model consists of a set of
two of partial differential equations that compute the propagation of the cellular trans-
membrane and external potential. The bidomain model is very complex and difficult to
solve, thus, the monodomain model was introduced. The monodomain model simplifies
the bidomain model by assuming that the external and internal conductivity tensors of
the cardiac tissue are proportional. This model can compute the trans-membrane po-
tential, and, with a post-processing calculation, the external membrane [69]. A further
simplification is constituted by the Eikonal model, that allows to compute only activation
times; it has a reduced computational cost with respect to the bidomain and monodomain
models [70]. Also, to reduce computational times, it is possible to use cellular automation
models [38, 60]. In these models, action potentials are pre-calculated and then applied
according to rules that include electrophysiology principles [80]. As a result, temporal
and spatial distribution of transmembrane potential is fastly computed.
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Active tension generation can be described by mainly two types of approach [57]:

• Phenomenological models: they use simple laws to fit measured data; a flaw of these
kind of models is related to the fact that the parameters used often do not have a
physical meaning;

• Biophysically detailed models: these models precisely describe the behaviour of the
proteins involved in the generation of active force. However, these models are very
computationally demanding: the computational time is huge.

Regarding the passive properties of the heart, the organ is usually described through
equations of continuum mechanics and it is modeled as an orthotropic, hyper-elastic and
near-incompressible material [78]. Famous models are the Guccione model, a strain based
model (meaning that the strain energy function depends directly on the deformation),
and the Holzapfel-Gasser-Ogden model, which is an invariant based model (the strain
energy function depends on the invariants of the right Cauchy-Green tensor C).

Lastly, it is essential to couple the electro-mechanic model of the heart to blood circulation.
This could be achieved with multi-scale and multi-physics code that can account to fluid-
structure interactions: however, this is a very complex approach. More often, the coupling
with blood circulation is obtained through the use of a simple lumped parameter model,
that can simulate the whole body circulation [8]. An example of lumped parameter model
is the Windkessel model.

The models previously described are essential to develop a complete electro-mechanic
model of the heart. They can be applied on an idealized geometry or on patient-specific
geometry, which can be obtained by medical imaging techniques, such as magnetic res-
onance imaging (MRI). Another important aspect that has to be present is the cardiac
fiber orientation, which defines the preferential direction of electrical propagation [8, 78].
This could be achieved by integrating information either from histological sections or from
diffusion-tensor MRI [78]. However, this kind of information is hardly available, there-
fore mathematical models are needed to define fibers orientations. An example is the
rule-based algorithm developed by Bayer et al. [4].

Cardiac electrical and mechanics models previously described have to be mathematically
coupled, since they deeply interact with each other [53]. In particular, the tissue propa-
gation model computes either the transmembrane potential or the calcium concentration,
that are needed by the active tension model to calculate the active tension. Moreover, the
mechanics model influences electrophysiology, since the action potential propagation prob-
lem has to be solved on a moving domain, because of the cardiac contraction and relaxation
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cycle [54]. These interactions give rise to a highly coupled electro-mechanical problem,
composed by four blocks: the ionic model, the tissue propagation model, the active ten-
sion model and the mechanics model. Addressing the case in which the monodomain
model is implemented, a possible strategy to numerically solve the electro-mechanic prob-
lem consists in solving first the electrical problem (e.g. monodomain problem and cell
ionic model) at each time step, and then the mechanics problem [28, 43, 73]. The elec-
trical problem can be solved with either an implicit, semi-implicit or explicit method.
The electro-mechanic model could be solved also by splitting the electrical model (with a
semi-implicit method): in particular, the ionic model is solved first, followed by the me-
chanics problem and lastly by the monodomain problem [50]. Some recent works [70, 72]
have considered to use the reaction-Eikonal model, that is composed by the standard
Eikonal problem and a monodomain-like reaction problem. The reaction-Eikonal prob-
lem is solved first, followed by the mechanics problem. This strategy allows to greatly
reduce the computational cost, since the reaction-Eikonal model is solved offline.

Cardiac electro-mechanic models can be used to study pathologies and therapies, such
as atrial and ventricular arrhythmia, defibrillation and also CRT, that will be deeply
discussed in the next section.

1.4.2. Computational modeling of cardiac resynchronization

therapy

As previously described in Section 1.4.1, electro-mechanic models of the heart can be
applied to simulate CRT. Current computational studies used to model CRT are summa-
rized in Table 1.1. In this context, also RV and LV pacing were taken in consideration,
since this kind of models can potentially be applied also to CRT.

Firstly, it can be noticed that more than half of the studies uses only an electrical model
[17, 18, 32, 39, 40, 60]: the mechanical part is therefore ignored. In these works, the focus is
on the activation times computed in different configurations, in order to find the best way
to optimize CRT (e.g. varying lead locations [60], pacing near/far from the scar [17, 18,
39], varying ventriculoventricular (VV) delay [60], comparing epicardial and endocardial
pacing [18, 32]). Activation times (and its post-processing related calculations) become the
only parameter that can be used to discriminate between different scenarios, posing a limit
on this kind of studies. In fact, given the strict correlation between electrical conduction
and heart contraction, a mechanical model of the heart is required to correctly assess and
study CRT effects [38]. This was done in Niederer et al. [45], Crozier et al. [20], Lee et
al. [37] and in Isotani et al. [33]. In these studies, besides activation times, also SV, EF
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and dP/dtmax are evaluated, offering a more complete view of the CRT effects. Moreover,
these studies include a fluid dynamic model: in most of the cases it is a simple three
element Windkessel model [20, 37, 45]. In Isotani et al. [33], it was used a more complex
and accurate lumped parameter model of the systemic and pulmonary circulation: it
describes more precisely the circulation with respect to the Windkessel model, but it also
requires more parameters to be suitably chosen.

Another important aspect regarding CRT simulations is constituted by the integration of
clinical measures in the model. To correctly model electrophysiology, it is necessary to
calibrate the electrical model to realistically reproduce the propagation of the electrical
stimulus. This can be done by means of electrical mapping [20, 45], through which it
is possible to know the activation times in the heart, by fitting the model parameters
according to QRS duration [37, 39] or by reproducing the ECG recorded [33]. This last
option requires a model of the torso, thus increasing the computational cost. Electrical
mapping could lead to a precise calibration, while considering the QRS duration is less
accurate. On the other hand, data from electrical mapping are not often available, while
QRS duration, obtained from the ECG, is always accessible. In works without an electrical
calibration [17, 18, 32, 40, 60], the choice of model parameters is based on previous
literature studies. Besides electrical calibration, also mechanical calibration should be
performed. In all studies listed in Table 1.1, mechanical calibration is performed by
fitting the specific patient PV loops to the model [20, 33, 37, 45].

Another feature that should be present to realistically model CRT is the reconstruction of
the coronary epicardial veins. Actually, none of the studies in Table 1.1 models epicardial
vein geometry: however, modeling vein geometry would be very useful to understand
where the left ventricular lead could be realistically placed. Indeed, not all the locations
on the LV are easily accessible during a CRT implant. Besides from epicardial vein
geometry, also scarred regions should be present in the model: this is done in many works
[17, 18, 31, 33, 37, 39, 40, 45], and it is essential to study the effect of fibrosis on CRT.

An alternative to three-dimensional models of the heart is constituted by the CircAdapt
model [31]. CircAdapt model is composed by a set of modules, each representing an
element of the cardiovascular system (e.g. atria, ventricles, valves, arteries). As demon-
strated by Huntjens et al. [31], with the CircAdapt model it is possible to simulate CRT
with the presence of fibrosis. Ventricles are modeled as chambers with three walls: RV
free wall, LV free wall and the interventricular septum. Then, each wall is subdivided in
patches, each assigned with an activation time (that can be obtained by patient measures)
[38]. The CircAdapt model allows to simulate CRT in real time, giving information about
the anatomical, mechanical and hemodynamic response. It can easily describe macro-
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scopic adaptation of the heart, without however offering a detailed view of microscopic
dynamics [38].

Article
Virtual
CRT

Models PSG
Calibration

with
EAM

Calibration
with
PV

Fibrosis
Fluid

dynamic
model

Electrophysiology
model
only

Reumann
et al.

(2007) [60]
✓

Electrical model:
CAM

No No No No No

Hyde
et al.

(2015) [32]
✓

Electrical model:
Monodomain model

Yes* No No No No

Lee
et al.

(2019) [39]

✗

(RV pacing)
Electrical model:
Reaction-Eikonal

Yes No† No Yes No

Costa
et al.

(2019) [17]
✓

Electrical model:
Reaction-Eikonal

Monodomain
Yes No No Yes No

Lee
et al.

(2019) [40]

✗

(RV pacing)
Electrical model:

Eikonal
Yes No No Yes No

Costa
et al.

(2020) [18]
✓

Electrical model:
Reaction-Eikonal

Yes No No Yes No

Electro-mechanics
model

Niederer
et al.

(2011) [45]

✗

(LV pacing)

Electrical model:
Monodomain model
Active force model:
Kerckhoffs et al.

Yes Yes Yes Yes
Windkessel

model

Crozier
et al.

(2016) [20]
✓

Electrical model:
Monodomain model
Active force model:
Kerckhoffs et al.

Yes Yes Yes No
Windkessel

model

Lee
et al.

(2017) [37]
✓

Electrical model:
Monodomain model
Active force model:
Kerckhoffs et al.

Yes No† Yes Yes
Windkessel

model

Isotani
et al.

(2020) [33]
✓

Electrical model:
Bidomain model

Yes No† Yes Yes

Lumped
model of systemic
and pulmonary

circulation

0D
model

Huntjens
et al.

(2014) [31]
✓ CircAdapt model No No No Yes CircAdapt model

Table 1.1: State of the art of CRT modeling studies. PSG: patient-specific geometry,
EAM: electro-anatomical mapping, PV: pressures and volumes, CAM: cellular automation
model, RV: right ventricle, LV: left ventricle. * The geometry refers to a canine ventricle.
† Electrical calibration was performed by fitting ECG data.

1.5. Aim of the thesis

Cardiac resynchronization therapy (CRT) is an effective treatment for heart failure, how-
ever 30% of the patients, selected according to current implant criteria, do not respond
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to this therapy, that, in some cases, can even worsen their clinical situation. It is still not
clear the reason why CRT fails: it may be related to lead positions (with the left ventric-
ular lead often placed in the latest electrically activated segment (LEAS), while the right
one is commonly placed at the right ventricle apex), to the setting of ventriculoventricular
(VV) delay, whose optimization is rarely performed during CRT implant.

In this context, this thesis aims at investigating how different CRT configurations can
improve the therapy outcomes, using a computational patient-specific electro-mechanics
(EM) model that includes real patient geometry of the left ventricle (LV) together with
the reconstruction of the coronary epicardial veins and electrical and mechanical mea-
surements for its calibration. The model will be deeply discussed in the next chapters.

In particular, this work is composed by two main sections, each one correlated by a specific
aim:

1. Patient-specific calibration: firstly, we want to personalize the EM model for ev-
ery patient studied, integrating clinical data provided by Ospedale S. Maria del
Carmine. In particular, two patients with fibrosis and two without fibrosis are stud-
ied; for each patient both an electrical calibration, based on measures obtained from
electrical mapping, and a mechanical calibration, based on pressure-volume (PV)
loop measures, are performed. All these data refer to the preoperative condition,
that is the one firstly modeled;

2. Simulations of virtual CRT scenarios: the second purpose of this work is investi-
gating how different CRT scenarios can impact the therapy outcomes, comparing
every configuration studied on the basis of some clinical indices. We consider the
following scenarios:

a. Study of left electrode location: we want to investigate how different left electrode
locations affect CRT, in order to find out which configuration best improves the
therapy. Starting from the preoperative scenario, virtual CRT is performed,
keeping the right electrode position fixed and varying the left one along the
coronary epicardial veins. We also want to pay attention to LEAS effects, that
are studied and compared with other points of stimulation;

b. Study of VV delays: different VV delays are simulated, in order to identify the
configuration that most improves CRT outcomes;

c. Study of right electrode positioning: keeping the left electrode fixed at the LEAS,
different right electrode positions are simulated. In this way, we want to under-
stand how the right electrode positions can influence CRT. Indeed, the standard
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right electrode position (e.g. the right ventricle apex) is not the only accessible
location during the mapping procedure: the right lead could be also placed at
the right ventricle septum [83], that is the area we consider in this work.

To reach these goals, we simulate CRT on the LV with a cardiac electro-mechanic (EM)
model, proposed by [11, 68, 70], with the following features:

• Geometry: CRT is simulated on the reconstructed LV geometry obtained from
magnetic resonance imaging (MRI), with and without scarred regions. Moreover,
patient-specific epicardial vein geometry is considered, allowing to realistically select
the LV electrode positions, as done in [11, 68]. LV and epicardial vein reconstruction
was performed in the work of [68];

• EM model, composed by:

– The Tor-ORd ionic model [77], an electrophysiological detailed model of the
ventricular cardiomyocyte (See Section 1.4.1). Thanks to its high degree of
accuracy, this model allows us to retrieve intracellular calcium concentration
at different heart rates: in this way, we can include in our model patient-specific
heart rates, differently from the work of [11, 68], where cardiac frequency was
fixed for every patient treated. Indeed, in [11, 68] it was used the 18-variables
ten Tusscher-Panfilov ionic model [76], which is not able to reproduce calcium
dynamics at high and low heart rates;

– The reaction-Eikonal problem, that models cardiac electrophysiology. The idea
(proposed in [70]) is to solve the Eikonal model to retrieve activation times, that
are needed by the reaction problem to compute the applied ionic current, in
order to calculate the intracellular calcium concentration. The reaction-Eikonal
model introduces a great innovation with respect to standard monodomain or
bidomain models: the reaction-Eikonal problem is solved offline, thus greatly
reducing the computational cost, making it a very efficient model;

– The active and passive mechanics model [47], represented by the momentum
conservation equation. It is linked to the electrical model by means of the
excitation-contraction coupling;

– The RDQ20-MF model [57], that is the active force generation model. It is a
biophysically detailed model, that allows to precisely describe the behaviour
of proteins involved in the cardiac contraction and relaxation cycle, computing
the generated active tension. It is coupled with the mechanics model by means
of a relation between the active tension and the cardiac displacement, obtained
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through the mechanics model;

– A 0D circulation model, represented by a standard two-element Windkessel
model [81]. It is coupled with the mechanics model by means of a constraint
on the LV pressure and volume;

• Electrical and mechanical calibration: in this work, we use data from electro-
anatomic mapping to calibrate the Eikonal model, i.e. to select proper cardiac
tissue conductivity values to match clinical measures, as done in [11, 68]. Consid-
ering data from electro-anatomic mapping instead of electrocardiography (ECG)
allows to develop a more accurate patient-specific model, since electrical measures
are recorded inside the ventricle, and not on body surface. Also, we mechanically
calibrate our model in order to reproduce the PV tracings clinically measured, as
done in [11]. Compared to [11], we introduce a simplification and a significant speed-
up in the mechanical calibration procedure, by exploiting the 0D cardiac emulator
developed in [56]. The emulator is a surrogate cardiac model, built on the basis of
LV pressure-volume transients obtained from EM simulations. Thanks to the emu-
lator, it is possible to rapidly calibrate the EM model, decreasing the computational
cost needed.

In this work, we apply the previously described model to four patients affected by left
bundle branch block (LBBB), who underwent CRT in Ospedale S. Maria del Carmine
in Rovereto. Moreover, fibrosis was detected in two of the four patients analysed. All
the clinical data considered (i.e. images from MRI, measures from electro-anatomical
mapping and LV pressure and volume measures) were provided by Ospedale S. Maria del
Carmine.
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In this chapter, we describe the clinical data used to develop our patient-specific model of
the heart function. In particular, we use data from magnetic resonance imaging (MRI),
bullseye plot, mechanical measures and electro-anatomical mapping, all of them pro-
vided by Ospedale S. Maria del Carmine in Rovereto. Images from MRI have been
post-processed in the work of [68], where left ventricle geometries and scarred regions
have been reconstructed: these geometries are used as input data for modeling cardiac
resynchronization therapy (CRT) in this thesis. Moreover, we use coronary epicardial
veins reconstructed by [68] from the electro-anatomic mapping procedure.

2.1. Magnetic resonance imaging

Magnetic resonance imaging (MRI) is a diagnostic tool used to non-invasively visualize
tissues and structures inside the body. MRI exploits the great quantity of water present
in the body: in fact, water contains two atoms of hydrogen, which has one proton inside
the nucleus. If hydrogen protons are subjected to a magnetic field, they align to it, and
this the basic principle behind MRI.

MRI systems are mainly composed by a super-conductive magnet, radiofrequency coils,
gradient coils and a computer system (See Figure 2.1) [63]. Once the patient is positioned
inside the MRI scanner, he or she is subjected to different magnetic fields:

• The super conductive magnet generates a constant magnetic field in all the area of
interest, thus aligning hydrogen protons to the magnetic field direction;

• Radiofrequency coils superimpose a varying magnetic field to the one generated
by the super conductive magnet. The varying magnetic field is at the resonance
frequency of the hydrogen protons: therefore, protons rotate around their axis.
Once the varying magnetic field is turned off, protons come back to their original
configuration (e.g. aligned with the constant magnetic field), emitting a signal that
is collected by radiofrequency coils;

• Gradient coils, that are composed by three sets of coils oriented in three perpen-
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dicular directions, produce a varying magnetic field, superimposed to the constant
one, in order to spatially encode the protons position.

Figure 2.1: Illustration of MRI components. Taken from [41].

The result of the combination of the magnetic fields described above is a set of planar
images (called slices) colored in grey scale (See Figure 2.2), depending on the amount of
hydrogen protons present in that region (whiter regions correspond to a greater quantity
of hydrogen protons) [41, 63].

Figure 2.2: Example of slice obtained from MRI. Adapted from [61]. RV: right ventricle,
LV: left ventricle.

In the cardiac context, MRI can be used to study cardiovascular morphology, as well
as ventricular function [61]. To assess these aspects, it is necessary to synchronize the
cardiac scanning with the ECG of the patient, in order to overcome motion artifacts due
to respiratory movements and heart contraction. This synchronization is exploited by
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cine MRI, a technique that allows to multiply scan the heart during the cardiac cycle.
In this way, it is possible to study cardiac function with great precision, displaying the
changes in atria and ventricles as well as in ventricular walls.

Another important type of MRI is late gadolinium enhancement MRI (LGE MRI), a
technique that allows to characterize cardiac tissue [61]. Gadolinium is a paramagnetic
contrast agent, with a specific diffusion kinetic. It is injected intravenously and it is
normally washed out by cells in 10-20 minutes. However, in the presence of dead cells,
gadolinium is not washed out: these regions result to be brighter with respect to the rest
of the image, revealing, in this way, ischemic regions in the heart.

In this thesis, we use left ventricle (LV) geometries reconstructed by [68] from cine MRI
images (with and without gadolinium) provided by Ospedale S. Maria del Carmine. In
[68], it was performed a segmentation procedure with a semi automatic algorithm, in order
to reconstruct LV geometry, distinguishing between the epicardial and the endocardial
surface (See Figure 2.3a).

(a) Example of LV geometry reconstructed
in [68].

(b) Reconstruction of fibrotic regions. Taken from [68].

Figure 2.3: Example of LV geometry (a) and bullseyeplot (b).

2.2. Bullseye plot

In 2002, American Heart Association introduced a standardized way to segment the left
ventricle (LV): the bullseye plot, also called the 17-segment model [14]. The bullseye plot
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is a polar plot divided in 17 segments, each one representing a specific region of the LV
(See Figure 2.4). In particular, the LV is subdivided longitudinally in four levels (basal,
mid, apical and apex zone). The first two levels (e.g. basal and mid zones) are split in
six sectors each, while the apical level is divided in four sectors. Each sector represents a
specific circumferential location on the ventricle.

Figure 2.4: Bullseye plot of the left ventricle. Taken from [14].

Each segment is given a name according to its position along the longitudinal and circum-
ferential axis of the heart: for example, segment one is the basal (longitudinal location)
anterior (circumferential location) segment.

The bullseye plot can be used to display fibrotic regions present in the LV. As described
in Section 2.1, thanks to late gadolinium enhanced magnetic resonance imaging (LGE
MRI), it is possible to identify scarred regions: however, LGE MRI is only based on the
contrast resolution between areas with and without fibrosis, making difficult the proper
identification of scarred regions [61]. To simplify the identification process, the bullseye
plot division is used to study every segments of the ventricle, to understand whether or
not the fibrosis is present. The radiologist, looking at MRI images and referring to the
bullseye plot division, can reveal fibrotic regions.

To integrate the presence of fibrosis in our model, it is necessary to subdivide the recon-
structed geometry of the LV according to the bullseye plot division. This was done in [68],
in which they divided the LV geometry in regions, assigning each of them a tag value, to
identify zones with and without fibrosis (See Figure 2.3b).
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2.3. Mechanical measures

In this work, we use mechanical measures (e.g volumes and pressures) provided by Os-
pedale S. Maria del Carmine to calibrate our heart model.

Volume measures

In this thesis, we include in our model measures of the end systolic volume (ESV) and
of the end diastolic volume (EDV) of the left ventricle (LV) (we will only refer to left
ventricular volumes) (See also Section 1.1.4). They are defined as the volume of blood
remaining in the ventricle after the contraction (ESV) and after the ventricular filling
(EDV), respectively [84]. ESV and EDV can be non-invasively measured with magnetic
resonance imaging (MRI), in particular with the steady state free precession (SSFP)
technique [36], that was used by Ospedale S. Maria del Carmine to provide us volume
measures before the implantation of the cardiac resynchronization therapy (CRT) system.
In physiologic conditions, EDV ranges from 106-214 mL in men and 86-178 mL in women,
while ESV ranges from 26-82 mL in men and 22-66 mL in women [36]. To normalize
volume measures, ESV and EDV are often indexed to body surface area (BSA), which is
the total surface area of the body. EDV indexed to BSA ranges from 57-105 mL/m2 in
men and 56-96 ml/m2 in women, while ESV indexed to BSA ranges from 14-38 mL/m2

in men and 14-34 mL/m2 in women [36].

Pressure measures

Ideally, left ventricle (LV) pressure should be measured inside the chamber, through the
use of a catheter. In practice, this is a very invasive procedure, that is rarely performed in
clinics [3]. Therefore, LV pressure is commonly approximated by the measure of arterial
blood pressure, which can be easily obtained with the use of a sphygmomanometer. Blood
pressure oscillates between two values [84]:

• Systolic pressure: it is the maximum pressure reached by arterial blood during
systole, just before the closing of the aortic valve. It normally ranges from 100-140
mmHg;

• Diastolic pressure: it is the minimum pressure reached by arterial blood during
diastole, it normally ranges from 60-90 mmHg.

In this thesis, we used systolic and diastolic pressures measured by Ospedale S. Maria del
Carmine before the implantation of cardiac resynchronization therapy (CRT). In particu-
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lar, in our work diastolic pressure corresponds to the aortic valve opening pressure, while
systolic pressure corresponds to the maximum pressure reached by the LV.

2.4. Electrical mapping

Cardiac electrical mapping is a procedure that allows to record the electrical activity of
the heart. The latter is represented by the measurement of the local activation time, that
can be achieved with two modalities, unipolar or bipolar electrograms [10]. Electrograms
record the potential difference between two points: in the unipolar electrogram, the volt-
age difference is measured from an intracardiac and an extracardiac electrode, while in
bipolar electrogram both electrodes are inside the heart. Local activation time is defined
differently according to the procedure used to measure it (e.g. unipolar or bipolar elec-
trogram) (See Figure 2.5). If we consider the unipolar electrogram, local activation time
is defined as the time needed to reach the maximum (negative) value in the derivative
with respect to time of the potential. Instead, for the bipolar electrogram, there are three
possible markers used to measure local activation times: the maximum absolute voltage,
the maximum absolute slope of voltage and the minimum voltage [10].

Figure 2.5: Commonly local activation times used. Taken from [10]. AP: action potential,
UNI: unipolar electrogram, BI: bipolar electrogram. A, B, C, D, E indicate the points
at which local activation time is measured. A: maximum dV/dt, B: maximum negative
dV/dt, C: maximum absolute voltage |V|, D: maximum absolute slope |dV/dt|, E: mini-
mum voltage.
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In this work, we use electrical measures provided by Ospedale S. Maria del Carmine
in Rovereto, taken during the implantation of cardiac resynchronization therapy (CRT)
[21, 68]. In particular, to perform cardiac mapping, clinicians used the EnSite PrecisionTM

technology, an electro-anatomic mapping system that permits to visualize the position
of catheters in the heart chambers and in arteries or veins [21, 55]. First, to perform
the cardiac mapping, it is necessary to place three pairs of adhesive electrodes on the
patient: the electrodes form the system reference, with the heart in the centre. Specifically,
electrodes are placed on patient sides, on chest and back, on the back of the neck and on
the inner left thigh, thus generating the X-axis, the Y-axis and the Z-axis, respectively
[55]. The three pairs of electrodes generate a low power electrical potential, producing
a voltage gradient across the thorax of the patient. When the catheter is moved inside
this area, the system analyses the impedance and voltage gradients in order to precisely
locate its position, thus generating a 3D navigation field [21, 55]. EnSite Precision TM

technology permits to create a 3D map of heart chambers and vasculature structures in
real time and without using fluoroscopy, thus reducing X-ray patient exposure. In this
context, clinicians from Ospedale S. Maria del Carmine used this system to implant CRT
leads: they first created a 3D anatomical map and then they recorded local ventricular
activation times in order to find the latest electrically activated segment (LEAS). In
particular, they followed this procedure [21]:

• The right ventricular lead was used first to map the superior vena cava, and then to
create a 3D map of the right atrium and ventricle. After this, the lead was placed
in the apex of the right ventricle;

• An electrophysiological catheter was used to map the coronary sinus and to complete
the map of the right atrium. Then, the catheter was removed. The left ventricular
lead was inserted: this was used to map the coronary sinus branches and to record
the local activation times, in order to find the LEAS. The left ventricular lead was
positioned as close as possible to the LEAS;

• Lastly, the right atrial lead was placed in the right auricle.

During this procedure, it is possible to visualize activation maps on the display of the
EnSite Precision TM system: in particular, each region mapped is coloured according to
the degree of activation time (See Figure 2.6). Thanks to this map, clinicians can place
the left ventricular lead at the closest point to the LEAS, compatibly with the vein size
and with lead stability.
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Figure 2.6: Example of activation map obtained through the EnSite Precision TM system.
Taken from [22].

Local activation times measured were used in this thesis to calibrate the electrical model
of four patients. In particular, clinicians provided us with measures of local activation
times taken at the right ventricle septum (not available for all the patients analysed) and
at the epicardial coronary veins.

To include these data in the model, it is necessary to merge the electrical measures and
the reconstructed geometry of the ventricle, since they belong to two different reference
systems, as explained in [69]. In [69], an alignment procedure was performed: the electrical
cloud of points was rotated, translated and projected on the surface of the left ventricle
(See Figure 2.7).

Figure 2.7: The alignment procedure of electrical and geometric data. Taken from [69].

Also, as explained in [68], it is possible to exploit electrical measures to 3D reconstruct
the coronary epicardial veins. In particular, they drew the anatomy of the veins by means
of splines, a mathematical tool used for interpolations. Figure 2.8 shows an example of
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vein reconstruction from the electrical cloud of points. In the next chapters we will see
how veins reconstruction can be exploited for CRT modeling.

Figure 2.8: Example of vein reconstruction. Taken from [68].
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methods

3.1. Mathematical model

The electro-mechanics (EM) model used in this work is the one developed in [70]. The EM
model is composed by the reaction-Eikonal model (See Section 1.4.1) for electrophysiology,
which is coupled with the RDQ20-MF active force model [57] and the active and passive
tissue model, together with a Windkessel model for the systemic circulation. Figure 3.1
summarizes the EM model, which we will deeply discuss.

Figure 3.1: Scheme of the electro-mechanics model used. Taken from [70]. First we
solve the Eikonal problem, through which we obtain left ventricle activation time. Then,
we solve the reaction problem in order to calculate intracellular calcium concentration.
Lastly, in a temporal loop we solve the circulation problem, the mechanics problem and
the active tension problem.



38 3| Mathematical and numerical methods

The EM model is solved in the 3D geometry of the left ventricle (LV): let Ω ⊂ R3 be the
left ventricular domain, with ∂Ω being its boundary, composed by the epicardial surface
Γepi, the endocardial surface Γendo and the base surface Γbase (See Figure 3.2).

Figure 3.2: Left ventricle domain and surfaces.

3.1.1. Eikonal-diffusion model

Electrical activity of the heart is modeled through the Eikonal-diffusion model, that allows
to compute local activation times with a low computational cost. The mathematical
formulation of the Eikonal-diffusion model is the following:

Let ψ : Ω → R be the unknown activation time, solution of the Eikonal-diffusion equation:
c0

√
∇ψ · 1

χCm

D∇ψ − ε∇ ·
(

1

χCm

D∇ψ
)

= 1 in Ω,(
1

χCm

D∇ψ
)
· n = 0 on ∂Ω \ Sa,

ψ = ψa on Sa,

(3.1a)

(3.1b)

(3.1c)

where c0 is a parameter related to the velocity of depolarization wave along the fiber
direction for a planar wavefront, χ is the surface to volume ratio, Cm is the transmembrane
capacitance and ϵ is a dimensionless parameter. The conductivity tensor D is defined as

D = zσs1+ z(σf − σs)f0 ⊗ f0 + z(σn − σs)n0 ⊗ n0 (3.2)

where σf , σs and σn are the conductivities along the fibers direction f0, the sheets s0 and
the normal direction n0, respectively (See Figure 3.3). The parameter z ∈ [0, 1] is the
degree of fibrosis, from scarred tissue (z = 0) to physiological one (z = 1) [68].
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(a) Directions of fibers. (b) Fibers distribution.

Figure 3.3: Left ventricle fibers directions and distribution.

Regarding the boundary conditions (3.1b) and (3.1c), Sa is defined as the portion of the
physical boundary where the activation time ψa is prescribed, in order to surrogate the
Purkinje fibers effect (See also Section 1.1.3). Indeed, in this work Purkinje fibers are not
modeled. The vector n is the outward directed unit vector normal to the boundary ∂Ω

of the domain Ω.

3.1.2. Reaction model

Intracellular calcium concentration [Ca2+]i has to be calculated in order to couple the
active force model to the Eikonal one (See Figure 3.1). To reach this goal, we will present
the simplified version of the monodomain model (See Section 1.4.1), obtained by neglecting
the diffusion term.

Let u : Ω × (0, THB) → R be the unknown transmembrane potential and let THB be the
heart beat period; the simplified monodomain problem reads:

χ

[
Cm

∂u

∂t
+ Iion(u,w, z)

]
= Iapp(t− ψ(x)) in Ω× (0, THB),

dw

dt
=H(u,w) in Ω× (0, THB),

dz

dt
= G(u,w, z) in Ω× (0, THB),

(3.3)
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with periodic conditions
u(x, THB) = u(x, 0)

w(x, THB) = w(x, 0)

z(x, THB) = z(x, 0)

for every x ∈ Ω. ψ(x) is the solution of the Eikonal problem (3.1), Iion(u,w, z) is the
ionic current defined accordingly to the chosen ionic model (See Section 3.1.3), w : Ω ×
(0, THB) → Rr are the gating variables, z : Ω×(0, THB) → Rs are the ionic concentrations.
The functions H ∈ Rr and G ∈ Rs are defined accordingly to the specific ionic model.
Iapp is defined as

Iapp(t) =

Īapp if 0 ≤ mod(t, THB) < δstim,

0 otherwise
(3.4)

being Īapp and δstim suitable prescribed values. The modulo operator mod(.,.) calculates
the remainder after the division. Within this simplified monodomain version, the diffusion
term is substituted by the term Iapp(t − ψ(x)), that allows to apply a current in every
point x in a temporal neighborhood of the local activation time ϕ(x).

To further decrease the computational effort needed to solve equation (3.3), in [70] it was
exploited the fact that spatial points are decoupled from each other. Therefore, we solve
for each point the following ordinary differential system (ODE):

χ

[
Cm

du0D

dt
+ Iion(u

0D,w0D, z0D)

]
= Iapp(t) in (0, T ),

dw0D

dt
=H(u0D,w0D) in (0, T ),

dz0D

dt
= G(u0D,w0D, z0D) in (0, T ),

(3.5a)

(3.5b)

(3.5c)

imposing the periodic conditions u0D(THB) = u0D(0), w0D(THB) = w0D(0) and z0D(THB) =

z0D(0). To find the solution in each point of the domain, the 0D functions u0D, w0D and
z0D (that depend on time only) are translated in time according to the activation time of
each point ϕ(x):

u(x, t) = u0D(t− ψ((x))),

w(x, t) = w0D(t− ψ((x))),

z(x, t) = z0D(t− ψ((x))).

(3.6)

The great innovation in this method is related to the fact that system (3.5) is independent
of the spacial coordinates: thus, it can be solved offline, greatly reducing the computa-
tional effort needed.
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After computing u,w, z, we can identify the calcium intracellular concentration [Ca2+]i

from the variable z:

[Ca2+]i(x, t) = [Ca2+]i
0D
(t− ψ(x)). (3.7)

3.1.3. Ionic model

In this work, we use the ToR-ORd ionic model [77], which is an upgraded version of the
standard ORd ionic model [48]. The Tor-ORd model is an electrophysiological detailed
model of the ventricular cardiomyocyte: intracellular dynamics are described with an high
degree of accuracy, being the model based on a series of experimental and clinical datasets.
The Tor-ORd model is defined for three types of cells: the endocardial, midmyocardial and
epicardial. Each cell is divided in three compartments (main cytosolic space, junctional
subspace and sarcoplastic reticulum) where ionic currents and fluxes are modeled, either
with an Hodgkin-Huxley equation or with Markov models (See Figure 3.4). The Tor-
ORd model defines a total number of 17 ionic currents, making this model one of the
most complex and complete one.

Figure 3.4: Scheme of the Tor-ORd model. Taken from [77]. SS: junctional subspace
compartment, JSR: junctional sarcoplastic reticulum compartment, NSR: network sar-
coplastic reticulum compartment.

Given its high degree of complexity, in this work we will only propose a possible general
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formulation behind the Tor-ORd model, a system of ODE:
Jion(V, t) = JNa(V, Yj,i, Zi, t) + JK(V, Yj,i, Zi, t) + JCa(V, Yj,i, Zi, t) + Jb(V, t)

∂Yj,i
∂t

= αj(Y
∞
i,j − Yi,j) + βjYj,i

∂Zi

∂t
= G(V, Zi, t)

(3.8)

where Jion is the total ionic flux, sum of the sodium, potassium and calcium fluxes
(JNa, JK , JCa) plus the background flux Jb. Yj,i is the j-th gating variable related the
i-th ion: it is a function the represents the different configurations of ionic channels, from
a closed to an open state. More than one gating variable can be associated to a single
ion. αj and βj are the transition rates, the probability to pass from an ionic channel state
(e.g. state a) to another one (e.g. state b) (αj) and viceversa (from state b to a) (βj).
Y ∞
j represents the steady state value of the gating variable Yj. Other variables involved

are the transmembrane potential V , the concentration of the i-th ion Zi and time t. G is
a suitable function for the modeling of ionic concentration.

In this work, we exploit the Tor-ORd model to retrieve intracellular calcium concentration
dynamics at different heart rates: in this way, we can include patient-specific heart rates
in our model. This a new feature with respect to the works of [11, 68], in which the ten
Tusscher-Panfilov ionic model [76] was used. The ten Tusscher-Panfilov model is not able
to accurately reproduce calcium dynamics at different heart rates, and thus we decided
to switch on the Tor-ORd model.

3.1.4. Mechanical activation model

To model the cardiac active force generation, we use the RDQ20-MF model [57], a biophys-
ically detailed model, that describe the behaviour of proteins involved in the generation
of active force (See Section 1.4.1). Being s : Ω × (0, T ) → R20 the vectorial functions
constituting the 20 state variables of the model, we have:

ds

dt
=K

(
s, [Ca2+]i, SL,

dSL

dt

)
in Ω× (0, T ),

s(0) = s0 in Ω× {t = 0},
(3.9)

where K is a suitable function that depends on the state variables, on the intracellular
calcium concentration [Ca2+i ] (defined in equation (3.7)), on the sarcomere length SL

and on its derivative with respect to time. The state variables are related to the pro-
teins involved in active force generation, e.g. troponin, tropomyosin, actin and myosin.
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Sarcomere length is calculated as

SL = SL0

√
I4f (3.10)

where SL0 is the sarcomere length at rest, while I4f is the fourth invariant, that rep-
resents a measure of tissue elongation, being connected to tissue displacement d (See
Section 3.1.5).

From the state variables s and sarcomere length SL we can compute the the active tension
Ta as

Ta = G(s, SL), (3.11)

with G being a suitable non linear function.

3.1.5. Active and passive mechanics model

We now present the momentum conservation equation [47] to model cardiac displace-
ment, solution of the elasto-dynamic problem. Let d : Ω × (0, T ) → R3 be the cardiac
displacement, we have

ρ
∂2d

∂t2
−∇ ·P(d, Ta) = 0 in Ω× (0, T ),

P(d, Ta)n+Kepid+Cepi∂d

∂t
= 0 on Γepi × (0, T ),

(3.12a)

(3.12b)

with initial conditions d = d0 and ∂d
∂t

= ḋ0 in Ω at t = 0. The Piola-Kirchoff stress tensor
P = P (d, Ta) is defined as

P(d, Ta) =
∂W(F)

∂F
+ Ta

Ff0 ⊗ f0√
I4f

, (3.13)

with F = I +∇d being the deformation tensor and W the strain energy function. The
first term of equation (3.13) represents passive tissue mechanics, while the second term
represents the active tissue mechanics, since it depends on the active tension Ta, calculated
from equation (3.11). It is important to point out that to evaluate the Piola-Kirchoff
tensor it is necessary to work in the stress-free configuration of the domain Ω. Therefore,
left ventricle geometry reconstructed from clinical images has to be deflated by blood
pressure, to get a stress-free configuration.

The fourth invariant I4f is defined as I4f = Ff0 · Ff0 (See Figure 3.3): as mentioned
in Section 3.1.4, it is a measure of tissue elongation, since it depends on F which in
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turn depends on the displacement d. The strain energy function W is defined as in the
Guccione model W(F ) = C

2
(eQ − 1), with the right Cauchy-Green deformation tensor

C = F TF and Q defined as in [27].

Equation (3.12b) is the boundary condition that models the interaction between the left
ventricle and the pericardium, defining the stiffness tensor Kepi and the viscosity tensor
Cepi

Kepi = Kepi
⊥ (n⊗ n) +Kepi

∥ (I− n⊗ n),

Cepi = Cepi
⊥ (n⊗ n) + Cepi

∥ (I− n⊗ n),
(3.14)

where Kepi
⊥ , Kepi

∥ , Cepi
⊥ and Cepi

∥ are positive constant values of stiffness and viscosity of
the epicardium in the normal and tangent directions.

Boundary conditions at the endocardium and at the base are the following:

{
P(d, Ta)n = −pLV (t)JF−Tn on Γendo × (0, T ),

P(d, Ta)n = pLV (t)|JF−Tn|vbase(t) on Γbase × (0, T ).

(3.15a)

(3.15b)

Equations (3.15a) and (3.15b) allow to couple the active and passive mechanics model
with the 0D hemodynamic model (See Section 3.1.6). In particular, pLV (t) is the blood
pressure obtained from the 0D model. The term

vbase(t) =

∫
Γendo JF

−Tn dΓ∫
Γbase ∥JF−Tn∥ dΓ

(3.16)

permits to introduce an energy-consistent boundary condition. Another coupling condi-
tion with the 0D circulation model is given by the calculation of the left ventricle volume,
that is obtained from the solution of the mechanics problem ((3.12)):

V 3D
LV (t) =

∫
Γendo

J(t)((h⊗ h)(x+ d(t)− b)) · F−T (t)n dΓ (3.17)

where d is the displacement, h a vector lying on the base of the left ventricle and b the
vectorial coordinate of a point inside the left ventricle.

3.1.6. Circulation model

Lastly, we model hemodynamics with a 0D model, as done in the work [58]. The circula-
tion model is coupled with the mechanics one by equations (3.15) and equation (3.17), that
respectively impose LV pressure and volume continuity. In particular, we have p0DLV = pLV

and V 0D
LV = V 3D

LV .
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The cardiac cycle is modeled by four phases (See also Section 1.1.4):

1. Isovolumetric contraction: imposing V 0D
LV = EDV , with EDV being the end diastolic

volume (a measure provided by clinicians), the momentum conservation equation
(3.12) is solved. The pressure p0DLV is calculated as the Lagrange multiplier that
strengthens the constraint imposed on the left ventricle volume;

2. Ejection: when ventricular pressure reaches a prescribed fixed value of pressure
(p̄0DAV O, at time instant tAV O), aortic valve opens. Blood is pushed out until the flow
becomes retrograde, causing the closing of the aortic valve at the time instant tAV C .
Left ventricular pressure is modeled by a two-element Windkessel model [81]:

C
dp0DLV
dt

+
1

R
p0DLV =

dV 0D
LV

dt
t ∈ (tAVO, tAVC), (3.18)

where R is the total peripheral resistance, while C is the total arterial compliance.

The ejection phase ends when
dV 0D

LV

dt
becomes positive: this means that the left

ventricle volume stops decreasing, because of retrograde blood flows. The end of the
ejection phase determines p0DLV (tAV C) = p̄0DAV C . Both tAV O and tAV C are unknown,
while p̄0DAV O is obtained from clinical datas (See Section 2.3). V 0D

LV is calculated
exploiting equation (3.17) of the mechanics model.

3. Isovolumetric relaxation: as in the first phase, the mechanical problem (3.12) is
solved imposing V 0D

LV = ESV , where ESV is the end systolic volume, the volume
of the ventricle at the very end of phase 2. While the volume is kept constant, the
pressure decreases until p0DLV = p̄0DMVO, where p̄0DMVO is the prescribed pressure value
for the opening of the mitral valve;

4. Filling: left ventricular volume is linearly increased until it reaches the prescribed
value, e.g the EDV.

We have to point out that, differently from the work of [11, 68], phase four of cardiac cycle
is modeled with a volume-ramp instead of a pressure-ramp. Even if it would be more
physiological to linearly increase pressure, in this work we decided to linearly increase
volume in order to simplify the calibration process needed to develop our patient-specific
models, as we will explain in the next sections.

3.2. Numerical approximation

The electro-mechanics model described in the previous sections has been numerically
solved in [70] with a segregated method, based on a loosely-coupled strategy for the
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couplings between mechanics and active force model and between mechanics and the cir-
culation model. Regarding time discretization, the reaction problem and the mechanics
problem were solved by means of the Backward Differentiation Formula (BDF) of or-
der 1. Ionic concentrations and gating variables were treated with an Implicit Explicit
(IMEX) scheme, while the active force generation model was discretized with a forward
Euler scheme. Eventually, space discretization was implemented through the Finite Ele-
ment Method (FEM) of order 1 on hexahedral meshes. To solve the final linear system
arising from the FEM, the GMRES method was used, preconditioned with the AMG
preconditioner. All the numerical methods have been implemented within lifex, a high
performance C++ finite element library, with focus on cardiac applications.

3.2.1. Solution of the Eikonal-diffusion problem

The numerical discretization of the Eikonal-diffusion model can be obtained by first trans-
forming equation (3.1a) in a parabolic equation by introducing a pseudo time term and
then looking for a steady-state solution [68, 70]. In this way, once we have spatially
discretized equation (3.1a), the parabolic term introduces a mass matrix, that helps in
reaching convergence when solving the system with the Newton method.

Problem (3.1a) can become a parabolic one by adding the partial derivative with respect
to time of the activation time:

∂ψ

∂τ
+ c0

√
∇ψ · 1

χCm

D∇ψ − ε∇ ·
(

1

χCm

D∇ψ
)

= 1 in Ω× (0, T̃ ] (3.19)

where τ is the pseudo-time and T̃ is the time instant at which the steady solution is
reached. Equation (3.1a) is solved adding a parabolic term, since, in this way, we add a
mass matrix that helps reaching convergence

To discretize in time equation (3.21), we subdivide the time interval (0, T̃ ) in N subinter-
vals (τn, τn+1), such that τn+1 = (n + 1)∆τn, with n = 0, ..., N − 1. Approximating the
discretized solution as ψn+1 ≈ ψ(τn+1), we have

ψn+1 − ψn

∆τ
+ c0

√
∇ψn+1 · 1

χCm

D∇ψn+1 − ε∇ ·
(

1

χCm

D∇ψn+1

)
= 1 in Ω (3.20)

applying the fully implicit backward Euler method and with initial condition ψ0 = ψ0.
The stopping criterion (related to the pseudo time term) used to calculate the asymptotic
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solution of the problem is the following:

||ψn+1 − ψn||L2(Ω) < tol

where tol is the tolerance set at 10−10.

Regarding spatial discretization, we report the final non-linear system obtained applying
the Galerkin formulation and introducing the scalar basis functions φ:M

ψn+1
h −ψn

h

∆τ
+m(ψn+1

h ) + Aψn+1
h = f

ψ0
h = ψh,0

(3.21)

where ψh is the solution vector of the system. Equation (3.21) is solved with the Newton
algorithm.

We define matrix elements as

(M)ij =

∫
Ω

φjφi dΩ, (3.22)

(A)ij = ε

∫
Ω

D∇φj · ∇φi dΩ, (3.23)

and vector elements as

(m(ψn+1
h ))j = c0

∫
Ω

√
∇ψn+1

h · 1

χCm

D∇ψn+1
h φj dΩ, (3.24)

(f)j =

∫
Ω

φj dΩ +

∫
Sa

ψaφj dSa. (3.25)

3.2.2. Solution of the reaction problem

The reaction problem is discretized in time as follows:
un+1
0D = un0D − ∆t

Cm

(
Iion(u

n
0D,w

n
0D, z

n
0D)−

Inapp

χ

)
,

wn+1
0D = wn

0D +∆tH(un0D,w
n+1
0D ),

zn+1
0D = zn0D +∆tG(un0D,w

n
0D, z

n
0D).

(3.26a)

(3.26b)

(3.26c)

Equation (3.26a) was discretized with the Backward Differentiation Formula (BDF) of
order 1, while equations (3.26b) and (3.26c) were discretized with the first order implicit-
explicit (IMEX) scheme. In particular, ionic concentrations, that have a non-linear dy-
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namics, are treated explicitly. In this way, we avoid solving a non-linear system and we do
not compromise the stability of the solution, being equation (3.5c) non-stiff. On the other
hand, gating variables are treated implicitly, since equation (3.5b) is linear: therefore, it
is possible to use an implicit scheme without solving a non-linear system.

Once we solve system (3.26), we can retrieve intracellular calcium concentration [Ca2+]0Di .
Then, exploiting equations (3.6) and (3.7), we can compute and interpolate in time the
intracellular calcium concentration for every point of the domain to get [Ca2+]n+1

i,h .

3.2.3. Solution of the mechanical activation problem

The time discretization of the mechanical activation problem can be achieved by using the
forward Euler scheme. In particular, partitioning the time interval (0, T) in N subintervals
(tn, tn+1), such that tn+1 = (n+ 1)∆t, and approximating sn+1 ≈ s(tn+1), we have:

sn+1 = sn +∆tK

(
sn, [Ca2+]ni , SL

n,
dSLn

dt

)
in Ω

s0 = s0 in Ω

(3.27)

The active tension can be computed as{
T n+1
a = G(sn+1, SLn)

T 0
a = Ta,0

(3.28)

where we approximated T n+1
a ≈ Ta(t

n+1).

For stability purposes the mechanical activation problem a requires a smaller ∆t with
respect to the mechanics problem.

Regarding spatial discretization, the Galerkin formulation is the following (with φ being
the vector basis functions):

MSn+1
h =MSn

h +∆tK̃

(
Sn

h , [Ca
2+]ni,h, SL

n
h,
dSLn

h

dt

)
S0

h = Sh,0

(3.29)

with {
T n+1
a,h = G(Sn+1

h , SLn
h)

T 0
a,h = Ta,h,0.

(3.30)
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being Sh the unknown solution vector. M is the mass matrix given by

(M)ij =

∫
Ω

φj ·φi dΩ (3.31)

and vector K̃ is

(K̃(Sn
h))i =

∫
Ω

K

(
snh, [Ca

2+]ni,h, SL
n
h,
dSLn

h

dt

)
·φi dΩ. (3.32)

3.2.4. Solution of the tissue mechanics problem

Time discretization of the mechanics problem is performed by dividing the time interval
(0, T ) in N subintervals (tn, tn+1), with n = 0, ..., N − 1, such that tn+1 = (n + 1)∆t.
Exploiting the Backward Differentiation Formula (BDF) of order 1, and approximating
dn+1 ≈ d(tn+1), pn+1

LV ≈ pLV (t
n+1) and vbase,n+1 ≈ vbase(tn+1), we have:

ρ
dn+1 − 2dn + dn−1

∆t2
−∇ ·P(dn+1, T n+1

a ) = 0 in Ω,

P(dn+1, T n+1
a )n+Kepidn+1 +Cepid

n+1 − dn

∆t
= 0 on Γepi,

P(dn+1, T n+1
a )n = −pn+1

LV JF−Tn on Γendo,

P(dn+1, T n+1
a )n = pn+1

LV |JF−Tn|vbase, n+1 on Γbase,

(3.33a)

(3.33b)

(3.33c)

(3.33d)

with initial conditions d0 = d0 and ∂d
∂t

0
= ḋ0. In system (3.33), we reported the mo-

mentum conservation equation (3.33a), together with the bondary conditions at the epi-
cardium (3.33b), at endocardium (3.33c) and at the base (3.33d).

Eventually, being Dh the vector of unknowns and φ the vectorial basis functions, the
Galerkin formulation of the mechanics problem is the following:

ρM
Dn+1

h − 2Dn
h +Dn−1

h

∆t2
+ C

Dn+1
h −Dn

h

∆t
+KDn+1

h + P (Dn+1
h , T n+1

a,h ) = pn+1
LV p(D

n+1
h )

(3.34)

with initial conditions D0
h =Dh,0 and ∂Dh

∂t

0
= Ḋh,0. Matrices and vectors are defined as:

(M)ij =

∫
Ω

φj ·φi dΩ, (3.35)

(C)ij =

∫
Ω

Cepiφj ·φi dΓ, (3.36)
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(K)ij =

∫
Ω

Kepiφj ·φi dΓ, (3.37)

(P (Dn+1
h , T n+1

a,h ))j =

∫
Ω

P (dn+1
h , T n+1

a,h ) : ∇φj dΩ, (3.38)

(p(Dn+1
h ))j =

∫
Γbase

|JhF−T
h n|vbase, n+1

h ·φj dΓ−
∫
Γendo

JhF
−T
h n ·φj dΓ. (3.39)

The non-linear equation (3.34) is solved by means of the Newton algorithm.

3.2.5. Solution of the circulation problem

We now address the discretization of the coupling between the circulation model and
the mechanics model. Briefly, we solve for each time step tn+1 the circulation model,
retrieving the left ventricle pressure needed by the mechanics model. Exploiting the
updated pressure, we then solve the mechanics problem. Referring to the four phases of
the cardiac cycle described in Section 3.1.6, we can discretize the circulation/mechanics
problem as follows:

1. Isovolumetric contraction: given the initial conditions D0
h =Dh,0, p0D,0

LV = p̄0DED and
V 0D,0
LV = EDV , find (Dn+1

h , p0D,n+1
LV ) such that:{

V 0D,n+1
LV = V 0D,n

LV

Solve the mechanics problem (3.34) and retrieve Dn+1
h .

(3.40)

until p0D,n+1
LV = p̄0DAV O at tn+1 = tAV O;

2. Ejection: applying the backward Euler method on the two-element Windkessel
model, we have: find p0D,n+1

LV such that

p0D,n+1
LV =

RC

RC +∆t
p0D,n
LV +

R

RC +∆t
(V 0D,n+1

LV − V 0D,n
LV ) (3.41)

until
V 0D,n+1
LV − V 0D,n

LV

∆t

changes its sign at time instant tAV C , where p0DLV (tAV C) = p̄0DAV C . V 0D,n+1
LV is com-

puted explicitly discretizing equation (3.17):

V 0D,n+1
LV =

∫
Γendo

Jn
h ((h⊗ h)(x+Dn+1

h − b)) · F−T,n
h n dΓ. (3.42)

Then, Solve the mechanics problem (3.34) and retrieve Dn+1
h ;
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3. Isovolumetric relaxation: given p0DLV (tAV C) = p̄0DED, Dh(tAV C) with the initial value
V 0D
LV (tAV C) = ESV , find (Dn+1

h , p0D,n+1
LV ) such that:{

V 0D,n+1
LV = V 0D,n

LV

Solve the mechanics problem (3.34) and retrieve Dn+1
h

(3.43)

until p0D,n+1
LV = p̄0DMVO, at time instant tn+1 = tMVO;

4. Filling: linearly increase V 0D,n+1
LV until V 0D,n+1

LV = EDV . Then, Solve the mechanics
problem (3.34) and retrieve Dn+1

h ;

In systems (3.40) and (3.43), the constraint on volumes leads to a saddle-point problem,
that is solved with the Schur complement reduction [5, 58].

We summarize the numerical solution of the electro-mechanics (EM) model proposed by
[68, 70] by means of Algorithm 3.1: by setting N = T

∆t
the total number of time steps,

we have:
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Algorithm 3.1 Summary of the numerical solution of the EM model
1: Given ψa, Solve the Eikonal-diffusion problem (3.21)
2: Solve the reaction problem (3.26) and retrieve intacellular calcium concentration
3: for 0 ≤ n < N do
4: Interpolate in time calcium concentration to get [Ca2+]ni,h
5: Solve the active tension problem (3.29)-(3.30) to compute T n+1

a,h

6: if isovolumetric contraction then
7: Compute (Dn+1

h , p0D,n+1
LV ) such that:{

V 0D,n+1
LV = V 0D,n

LV

Solve the mechanics problem (3.34) and retrieve Dn+1
h

until pn+1
LV = p̄AV O

8: else if ejection then
9: Solve the Windkessel problem (3.41) to compute p0D,n+1

LV , until V 0D,n+1
LV −V 0D,n

LV

∆t

changes its sign
10: Solve the mechanics problem (3.34) and retrieve Dn+1

h

11: else if isovolumetric relaxation then
12: Compute (Dn+1

h , p0D,n+1
LV ) such that:{

V 0D,n+1
LV = V 0D,n

LV

Solve the mechanics problem (3.34) and retrieve Dn+1
h

until pn+1
LV = p̄MVO

13: else if filling then
14: Linearly increase V 0D,n+1

LV until V 0D,n+1
LV = EDV .

15: Solve the mechanics problem (3.34) and retrieve Dn+1
h

16: end if
17: end for

3.3. Calibration procedure

In this work, to simulate cardiac resynchronization therapy (CRT), we first model the pre-
operative condition, before the CRT implant, as proposed by [11, 68]. To reach this goal,
we exploit electrical and mechanical measures (taken before CRT implant) to calibrate
our electro-mechanics (EM) model (See Chapter 2).

We can subdivide the calibration procedure in two phases:
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1. Electrical calibration: we exploit measures from electro-anatomic mapping (See
Section 2.4) to calibrate the Eikonal model, selecting proper tissue conductivity
parameters to match activation times measured before the implant of CRT;

2. Mechanical calibration: the procedure consists in calibrating the circulation model
and the active force generation model to reproduce pressure-volume (PV) tracings
measured before the CRT implant. To speed up the process, we exploit the cardiac
0D emulator developed by [56].

3.3.1. Electrical calibration

To electrically calibrate our EM model, we follow this procedure:

1. To generate cardiac fibers, we set the left ventricle apex coordinate and fibers ori-
entation angles, as required by the Bayer-Trayanova algorithm [4];

2. We estimate the Eikonal-diffusion parameters trying to fit electrical measures we
have at disposal. When available, activation times taken at the septum are used as
input datum for the model, while measures at the epicardial veins are the ones we
want to reproduce by calibrating the Eikonal model;

3. In case of fibrosis, we simulate different degree of fibrosis in terms of dampened
electrical conduction in correspondence of the regions identified in the bullseye and
we choose the configuration that best matches the electrical measures taken at the
epicardial veins.

We will now deeply discuss each point presented.

Fibers reconstruction

To realistically model electrical propagation, in our work we use the Bayer-Trayanova
algorithm, a rule-based method that allows to assign cardiac fibers orientation [4] (See
Section 1.4.1). The algorithm requires to set the left ventricle apex coordinate and the
fibers and sheets angles, at the epicardium and endocardium (See Figure 3.3). In this
thesis, as proposed by [68], for every simulation we set -60° for fibers at the epicardium, 60°
for fibers at endocardium, -20° for sheets at epicardium and 20° for sheets at endocardium.

Calibration of the Eikonal-diffusion problem

The Eikonal-diffusion problem (See Section 3.2.1) is characterized by seven parameters:
the surface to volume ratio χ, the transmembrane capacitance Cm, the velocity of de-
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polarization wave c0, the dimensionless parameter ϵ and the three conductivities σf , σs
and σn. In this work, as proposed by [11, 68], for every simulation we set the surface to
volume ratio χ = 105 m−1 and transmembrane capacitance Cm = 0.01 F/m2. The other
five parameters are calibrated for every patient treated, in order to fit activation times
clinically measured. To calibrate the Eikonal-diffusion model, we have to first prescribe
ψa, a term needed to surrogate the Purkinje fibers effect, since they are not present in this
model. As in [11, 68], ψa is represented by the locations and activation times recorded
at the septum through the electro-anatomic mapping. When septum measures are not
available, three arbitrary points are selected at the septum, so that they can be used as
input datum for the Eikonal problem.

Once prescribed ψa, we have to estimate ϵ, c0 and the conductivities to reproduce the
electrical measures taken at the coronary epicardial veins. We start by running a prelim-
inary simulation with the values calibrated for the Zygote 3D Solid Heart [85], that are
reported in Table 3.1. Notice that conductivities are normalized to the surface to volume
ratio and to the transmembrane capacitance: we denote with σ̂i =

σi

χCm
the normalized

conductivity in one of the fibers direction f0, s0 and n0, with i = {f, s, n}. We then
compare the computed activation times with the electrical measures at the coronary epi-
cardial veins, changing the Eikonal parameters in order to fit clinical data. In particular,
we modify the three conductivities by the same factor, knowing that higher conductivity
values correspond to lower activation times, and vice versa. Also, it is possible to change
the standard values of c0 and ϵ: increasing c0 and/or decreasing ϵ results in lower activa-
tion times. The calibration procedure is therefore performed without using any numerical
optimization method.

To quantify the discrepancy between the computed values and the measured values, we
calculate the relative error between computed activation time tcomp

i and measured activa-
tion time tclini as follows:

e[%] =
1

NvT clin

Nv∑
i=1

|tclini − tcomp
i | · 100 (3.44)

where Nv is the number of activation times clinically recorded and T clin is the maximum
activation time recorded. We keep on adjusting Eikonal parameters until we reach a small
relative error (at least less than 10%).

In patients with scarred tissue, we have to estimate the additional parameter z, which
represent the degree of fibrosis (See Equation (3.2)). In particular, z = 1 corresponds
to physiological conditions, while z = 0 to scarred tissue, where no electrical signal is



3| Mathematical and numerical methods 55

conducted. In this thesis, we simulate different degrees of fibrosis, in the range of z ∈
[0.9, 0.5]: in this way, instead of setting to zero the conductivities, we only decrease them
by a certain factor. Then, we follow the procedure explained above for every degree of
fibrosis simulated and we choose the configuration with the smallest relative error.

The pseudo time step used to solve the Eikonal model is ∆τ = 0.01s, with final time
T̃ = 10s. We remark that the unit of measure of the pseudo time step τ has no physical
meaning.

Eikonal model
c0

[s−
1
2 ]

ϵ

[-]
σ̂f

[m2s−1]
σ̂s

[m2s−1]
σ̂n

[m2s−1]
73.3627646 14.9502645 0.7643·10−4 0.3494·10−4 0.1125·10−4

Table 3.1: Standard Eikonal parameters for the Zygote 3D Solid Heart [85].

3.3.2. Mechanical calibration

The mechanical calibration procedure can be briefly summarized as follows:

1. To include in our model the cardiac frequency of each patient studied, we retrieve
intracellular calcium concentrations from the Tor-ORd ionic model, defined for the
endocardial cell;

2. We estimate the total peripheral resistance R of the Windkessel model (3.18) and
the contractility aXB of the activation model (3.9) to reproduce pressure-volume
(PV) tracings clinically recorded. To speed-up the calibration procedure, we exploit
the 0D cardiac emulator developed by [56].

Parameters of the activation model, of the mechanics model and
of the Windkessel model

To mechanically calibrate our model, we have to set the parameters related to the active
force generation model, the mechanics model and the Windkessel model. The reference
values [57, 68, 70, 85] of the main physical constants of the three models are reported in
Table 3.2, Table 3.3 and Table 3.4.
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RDQ20-MF model
aXB

[MPa]
SL0

[µm]
k̄d

[µM ]
αkd

[µMµm−1]
γ

[-]
koff

[s−1]
kbasic

[s−1]
µ0
fP

[s−1]
µ1
fP

[s−1]
1.6 ·106 2.2 0.381 -0.571 12 100 13 32.653 0.778

Table 3.2: Reference parameters of the RDQ20-MF model. Taken from [59, 85].

Mechanics model
Kepi

⊥

[Pa m−1]
Kepi

∥

[Pa m−1]
Cepi

⊥

[Pa s m−1]
Cepi

∥

[Pa s m−1]
2 ·105 2 ·104 2 ·104 2 ·103

Table 3.3: Reference parameters of the mechanics model. Taken from [68, 70].

Windkessel model
C

[Pa−1 m3]
R

[Pa s m−3]
p̄0DAV O

[mmHg]
p̄0DMV O

[mmHg]
p̄0DED

[mmHg]
EDV

[mL]
4.5 ·10−9 5 ·107 83 5 10 120

Table 3.4: Reference parameters of the Windkessel model. Taken from [85].

Regarding the RDQ20-MF model [57], we will only modify the crossbridge stiffness aXB,
a parameter representing the myocardial contractility, to match clinical data. Concerning
the mechanics model, all the parameters in Table 3.3 will be fixed for every patient. Lastly,
in the Windkessel model we will change the total peripheral resistance R, the aortic valve
opening pressure p̄0DAV O and the end diastolic volume EDV . The mitral valve opening
pressure p̄0DMVO and the end diastolic pressure p̄0DED will be adjusted for every patient to
avoid problems with the convergence of the simulation.

General procedure of the mechanical calibration

The purpose of the mechanical calibration is reproducing the PV loop tracings clinically
measured for every patient. In particular, we have at disposal measures of the end diastolic
volume EDVclin, the end systolic volume ESVclin, the diastolic pressure pdiastolic and the
systolic pressure psystolic (See Section 2.3). In our work, systolic and diastolic pressures
are considered approximated measures of the left ventricle maximum pressure and of the
aortic valve opening pressure, respectively.
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To calibrate the model, we follow this procedure:

1. EDV and p̄0DAV O are set once and for all to be equal to the clinically measured
EDVclin and to the diastolic pressure pdiastolic (that corresponds to aortic valve
opening pressure), respectively;

2. The crossbridge stiffness aXB and the resistance R are modified in order to fit the
clinical data, i.e. the systolic pressure psystolic (that corresponds to the left ventricle
maximum pressure) and ESVclin. In particular, as shown by [68], increasing the
contractility aXB results in lower ESV values and in an increase in the computed
maximum left ventricle pressure p̄max (See Figure 3.5). On the other hand, an
increment in the resistance value causes the increase of both p̄max and ESV .

Figure 3.5: Effect of the increase (top) and of the decrease (bottom) of the total peripheral
resistance and of the contractility. Taken from [68]. The loops are compared with the
blue reference scenario.
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The 0D cardiac emulator

The mechanical calibration requires to run the Eikonal-reaction-mechanics (ERM) model
every time a parameter is changed, thus it can become a very long procedure. Indeed,
an ERM simulation takes 5 ∼ 8 hours, since we have to simulate two heartbeats to
reach convergence, as shown by [68]. To speed-up the calibration procedure, we exploit
the 0D cardiac emulator developed by [56]. The emulator is a surrogate cardiac model,
built basing on a data-driven approach: indeed, the emulator is based on some PV loop
samples obtained from the 3D EM model. The emulator is defined by three functions:
the end-systolic pressure-volume relationship PES, that represents the maximum pressure
achievable by the ventricle at a given volume, the end-diastolic pressure-volume relation-
ship PED, that represents the passive properties of the left ventricle (See Section 1.1.4)
and the activation kinetics φact. The latter is a time-dependent function that ideally is
equal to zero at the end of diastole, while it is equal to one at the end of systole. These
three functions (i.e. PES, PED, φact) have to be constructed to build the emulator. In
particular, in our work we construct the emulator in this way:

1. We run two 3D EM simulations, that differ only from the parameter aXB;

2. We construct the 0D emulator for each simulation, fitting PES, PED and φact on the
PV loop of the second heartbeat simulated (See Figure 3.6);

3. We build a parametric emulator, interpolating between the two emulators previously
built.

Once we have built the parametric 0D emulator, we can exploit it to calibrate our model.
In particular, we can modify the total peripheral resistance R and the contractility aXB,
evaluating their effects on the cardiac emulator built, with a very low computational cost.
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Figure 3.6: Construction of the 0D emulator. ED: end diastolic, ES: end systolic, ED-
PVR: end-diastolic pressure-volume relationship, ESPVR: end-systolic pressure-volume
relationship. On the left we fit PES and PED, while on the right we fit φact. We sample
the second heartbeat simulated (orange curve on the left, black dotted curve on the right).
Green crosses and red dots indicate the points used to reconstruct EDPVR and ESPVR,
respectively.

In Figure 3.7, we report the PV loop obtained from the 0D parametric emulator and the
corresponding PV loop from the 3D simulation (i.e. the PV loop obtained with the same
parameters set in the emulator). We can observe that the two curves do not coincide:
however, the difference between the two PV loops is quite small. Indeed, in this case the
ESV computed by the emulator differs only by the 1.3% with respect to one computed in
the 3D simulation, while the maximum pressure of the 0D emulator differs by the 4.1%.
Therefore, we can use the emulator to estimate R and aXB, and then we can run few
simulations to precisely adjust the parameters. In this way, we can greatly reduce the
number of simulations needed to calibrate the model.
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Figure 3.7: Comparison between the PV loop obtained from the 0D emulator and from
the 3D simulation.

The time step used to solve the global problem is ∆t = 10−4 s, while for the active
generation model we use ∆t = 2.5 · 10−5 s (See Section 3.2.3).
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the pre-operative scenario

In this chapter we will analyse the numerical results obtained after performing the calibra-
tion procedure explained in Section 3.3. The calibration procedure is needed to model the
pre-operative condition, fitting the clinical data we have at disposal. In Chapter 5, we will
explain how the pre-operative scenario will be used to model cardiac resynchronization
therapy (CRT).

We studied four patients, indicated as P2, P3, P8 and P11, whose clinical data were
provided by Ospedale S. Maria del Carmine in Rovereto. All the electro-mechanics (EM)
simulations were performed by using the high performance finite element library lifex.

This chapter is structured as follows:

• In Section 4.1, we will report the left ventricle geometry and bullseye plot recon-
structed by [68]. Also, we will show the left ventricle meshes used in our EM model.
Moreover, we will report the epicardial vein reconstructed by [68], together with
the electrical cloud points obtained from the electro-anatomic mapping procedure,
explained in Section 2.4;

• In Section 4.2, we will report the results of the calibration procedure, subdivided
in the electrical calibration (Section 4.2.1) and the mechanical calibration (Sec-
tion 4.2.2).

4.1. Geometry

Left ventricle geometry and bullseyeplot

We report the left ventricle geometries reconstructed by [68], used in this thesis (See
Section 2.1). Figure 4.1 shows also the bullseye plot reconstructed for each patient by
[68]: black areas indicate scarred regions (See section 2.2). As we can notice, only P8 and
P11 have fibrotic regions.
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Figure 4.1: Reconstruction of left ventricle geometries and bullseye plot. Modified from
[68]. Black regions indicate the scarred tissue, while white regions indicate the healthy
tissue.

Left ventricle mesh

To include in our electro-mechanics (EM) model the geometries previously presented, we
need to generate their corresponding hexahedral meshes. As explained in [70], the Eikonal
model has to be solved on a finer mesh with respect to the active force generation model
and to the mechanics model. In this way, we can ensure the convergence of the Eikonal
problem. The characteristic mesh size h of the Eikonal problem is indeed h ≃ 0.8−1 mm,
while for the mechanical activation problem and for the mechanics problem we have
h ≃ 3 − 4 mm. These characteristic mesh sizes were found to be suitable to model the
electrical and mechanical problem in [68, 70].

The finer mesh is generated by uniformly refining the coarser one. Specifically, every
hexahedral of the coarser mesh is split in eight subelements, until the desired characteristic
mesh size is reached. As we can notice, the characteristic mesh size of the coarser mesh is
almost four times greater with respect to the finer one: therefore, the refining process has
two be carried out two times. This procedure is performed within lifex, when solving
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the Eikonal problem.

The coarser mesh of every patient studied is generated with the vmtk software. In particu-
lar, P2 and P8 meshes were generated by [11, 68], while P3 and P11 meshes are generated
in this work. We first generate a triangular surface mesh, that is then converted to a
tetrahedral mesh. If we have reached the desired characteristic mesh size, we transform
the tetrahedral mesh in a hexahedral mesh [24]. In Figure 4.2, we report the fine and
coarse meshes of P2, P3, P8 and P11.

Activation times and epicardial vein reconstruction

To integrate in our EM model activation times measured through the electro-anatomic
mapping, it is necessary to merge the left ventricle geometries and the electrical measures,
since they belong to two different reference system. As mentioned in Section 2.4, in [68]
an alignment procedure was performed: we now report the results obtained, showing the
electrical cloud of points taken at the coronary epicardial vein and at the septum (See
Figure 4.3). We point out that septum data were not available for P8 and P11, therefore
three arbitrary points selected at the septum were used as input datum for the Eikonal
problem.

In Figure 4.3, we also show the coronary epicardial veins reconstructed by [68]. As
described in Section 2.4, in [68] epicardial veins were reconstructed with an interpolation
procedure, exploiting the electrical cloud of points obtained with the electro-anatomic
mapping.
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Figure 4.2: Meshes of P2, P3, P8 and P11. On the left the finer mesh, used to solve the
Eikonal problem, on the right the coarser one, used to solve the mechanics problem and
the active force generation problem.
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Figure 4.3: Activation times recorded at the coronary epicardial veins (left) and at the
septum (right). The reconstructed epicardial veins are highlighted in fuchsia.
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4.2. Results of the calibration procedure

In this section, we show the results of the electrical and mechanical calibration, whose
procedure is explained in Section 3.3. The calibration is needed to model the pre-operative
condition of P2, P3, P8 and P11. As we will deeply explain in Section 5.1, the pre-
operative condition has to be modeled in order to simulate CRT.

4.2.1. Results of the electrical calibration

We report in Table 4.1 the Eikonal parameters calibrated for patients P2, P3, P8 and P11.
For P2 and P8, we exploited the calibration already performed by [11]. We recall that the
electrical calibration consists in estimating five parameters: the velocity of depolarization
wave c0, the dimensionless parameter ϵ and the three conductivities σf , σs and σn (See
Section 3.3.1). The parameter z represents the degree of fibrosis: it is used to reduce
the conductivity values in the regions where fibrosis is detected. Indeed, z = 1 indicates
healthy tissue, while z < 1 corresponds to scar tissue. As we can notice from Table 4.1, z
is set to one in P2 and P3, who do not have fibrotic regions, while z is lower than one in
P8 and P11, who were found to have scarred regions (See Section 4.1). The parameter e
in Table 4.1 indicates the relative error between computed and measured activation times
(See Equation (3.44)).

c0

[s−
1
2 ]

ϵ

[-]
σ̂f

[m2s−1]
σ̂s

[m2s−1]
σ̂n

[m2s−1]
z

[-]
e

[%]
P2 84.37 11.96 2.29·10−4 1.05·10−4 0.34·10−4 1.0 4.0
P3 73.36 14.95 1.99·10−4 0.91·10−4 0.29·10−4 1.0 6.1
P8 80.70 14.95 1.91·10−4 0.87·10−4 0.28·10−4 0.7 9.9
P11 73.36 14.95 1.57·10−4 0.72·10−4 0.23·10−4 0.9 4.6

Table 4.1: Results of the electrical calibration.

We show in Figure 4.4 the fibers reconstructed with the Bayer-Trayanova algorithm [4], as
described in Section 3.3.1. Thanks to this algorithm, we can reconstruct fibers orientation
to realistically model the propagation of the electrical signal.

In Figure 4.5, we show the activation times computed with the parameters reported in
Table 4.1.

As we can notice from Figure 4.5, there is a good correspondence between computed
and measured activation times. Indeed, also calculated errors reported in Table 4.1 are
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small, being all the errors lower than 10%. Only in P8 we can notice a little discrepancy
between the simulation and activation times measured: indeed, P8 has a relative error of
9.9% (See Table 4.1), the greatest among the four patients studied. A possible explanation
could be related to the presence of fibrotic regions: indeed, we simulate scarred regions by
uniformly decreasing conduction velocities by the factor z. However, conduction velocities
may vary inside the fibrotic regions, being faster or slower in some points.

In Figure 4.5, we highlighted with a black dot the computed latest electrically activated
segment (LEAS), identified on the epicardial veins. This point will be used to simulate
CRT, as we will see in the next chapter.

(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 4.4: Reconstructed fibers of P2, P3, P8 and P11.
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(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 4.5: Results of the electrical calibration of P2, P3, P8 and P11. Computed acti-
vation times are shown together with measured activation times (colored dots). Recon-
structed epicardial veins are colored in grey. Black dots indicate the computed LEAS.

4.2.2. Results of the mechanical calibration

Following the procedure explained in Section 3.3.2, we mechanically calibrate our EM
model, in order to fit clinically measured data taken before the CRT implant. We recall
that the end diastolic volume (EDV ) and the aortic valve opening pressure p̄0DAV O are set
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to be equal to their corresponding clinical measure, i.e. EDVclin and pdiastolic. Therefore,
we have only to calibrate the peripheral resistance R and the contractility aXB, to fit the
end systolic volume ESVclin and the systolic pressure psystolic. In Table 4.2, we report the
results of the calibration, while in Table 4.3, we compare the computed and measured
data. In Table 4.3 we also show the cardiac frequency of each patient, included in our
model exploiting the Tor-ORd ionic model (See Section 3.1.3).

The mitral valve opening pressure p̄0DMVO and the end diastolic pressure p̄0DED are adjusted
for every patient to avoid problems with the convergence of the simulation. In particular,
we set p̄0DMVO = 7 mmHg and p̄0DED = 12 mmHg for P3, P8 and P11, while we set
p̄0DMVO = 9 mmHg and p̄0DED = 11 mmHg for P2.

R [Pa s m−3] aXB [Pa]
P2 3.40·107 2.70·108

P3 3.00·107 3.07·108

P8 5.60·107 1.87·108

P11 3.50·107 2.06·108

Table 4.2: Results of the mechanical calibration.

ESVclin/ESV
[mL]

EDVclin/EDV
[mL]

EF
[%]

Pdiastolic/P̄AV O
[mmHg]

Psystolic/P̄max
[mmHg]

Frequency
[bpm]

P2 Clinical 419 501 15.2 60 110 85
Simulated 419 501 15.1 60 110 85

P3 Clinical 238 350 32.0 75 140 75
Simulated 238 350 31.9 75 140 75

P8 Clinical 143 214 33.3 70 130 68
Simulated 143 214 33.2 70 130 68

P11 Clinical 173 231 24.8 80 110 110
Simulated 173 231 25.0 80 110 110

Table 4.3: Comparison between simulated and clinically measured data. EF: ejection
fraction. ESV and EDV are rounded to the nearest integer.

As we can notice from Table 4.3, we are able to simulate the pre-operative condition with
a high degree of accuracy. In Figure 4.6, we report the pressure-volume (PV) tracings
simulated for each patient in the pre-operative case.



70 4| Results of the calibration in the pre-operative scenario

(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 4.6: Computed PV loop of P2, P3, P8 and P11, in the pre-operative scenario.
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resynchronization therapy

In this chapter, we exploit the pre-operative scenario modeled in Chapter 4 to simulate
virtual cardiac resynchronization therapy (CRT) on the patients analysed (called P2,
P3, P8 and P11). These patients underwent CRT in Ospedale S. Maria del Carmine in
Rovereto.

This chapter is structured as follows:

• In Section 5.1, we will explain the general procedure used to simulate CRT;

• In Section 5.2, we will analyse how different left electrode positions affect CRT
virtual simulations;

• In Section 5.3, we will simulate different ventriculoventricular (VV) delays, to un-
derstand how they influence CRT outcomes;

• In Section 5.4, we will simulate different right electrode positions, keeping the left
electrode fixed at the latest electrically activated segment (LEAS). As far as we
know, this is the first study that investigates the effects of the right electrode posi-
tioning on CRT;

• Lastly, in Section 5.5, we will summarize all the results obtained simulating virtual
CRT.

All the simulations of CRT are performed on lifex, a high performance C++ finite ele-
ment library, mainly focused on cardiac applications, developed in the MOX department
in Politecnico di Milano (https://lifex.gitlab.io).

5.1. Simulations of cardiac resynchronization ther-

apy: generalities

In this section we explain the general procedure to simulate virtual CRT.
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Simulations of acute post-CRT scenario

Firstly, we have to point out that in our work we only simulate acute post-CRT scenarios,
thus excluding the long term effects of the therapy. To simulate the acute phase, we
hypothesize that the electrical and mechanical properties of the heart do not change just
after the CRT implant. Therefore, the calibration performed for the pre-operative scenario
is considered to be still valid for the simulation of CRT. Indeed, CRT induces significant
effects on the cardiac muscle only some months after the implant [34], in a process called
reverse remodeling. Acutely, a possible change with respect to the pre-operative condi-
tion regards the peripheral resistance: in [51], it is suggested that CRT could instantly
reduce the arterial load. To better visualize this reduction, we created the illustration in
Figure 5.1: as we can see, the slope of the ejection curve in the pressure-volume (PV)
tracings decreases with respect to the pre-operative condition. In our simulations, we
assume that resistances do not change after CRT implant: this is a valid assumption,
since CRT PV loops shown in Figure 5.1 do not differ significantly. This hypothesis was
introduced also in other CRT computational studies, such as [11, 33, 68].

Figure 5.1: Illustration showing a qualitative comparison between simulated and real
CRT, just after the implant.

Left and right electrode positions

As pointed out in the previous section, the simulation of CRT is performed with the
same calibrated parameters of the pre-operative scenario. The only change we have to
introduce regards the stimulations sites: indeed, in CRT the electrical impulse is sent by
the right and left electrodes, which are represented in our work by two points selected
on the septum and on the epicardium surface, respectively (See Figure 5.2). Specifically,
possible left electrode positions are selected to lie on the reconstructed epicardial veins,
as done in clinical practice [6, 34, 46]. Figure 4.3 shows the reconstructed veins, along



5| Virtual simulations of cardiac resynchronization therapy 73

which possible left electrode positions are chosen. We will also position the left electrode
on the computed latest electrically activated segment (LEAS), shown with a black dot in
Figure 4.5. The LEAS is indeed the standard left electrode position in clinical practice:
in our work, the LEAS position is determined by the simulation, that is able to accurately
calculate its location, as proved in [79].

Regarding the right electrode, it should be placed at the apex of the right ventricle, as
done in clinics [6, 34]: since we do not include in our model the right ventricle, we place
the right electrode on the left ventricle septum, near the apex. To correctly position the
right electrode, for P3 and P11 we exploit the right ventricle geometry reconstructed by
[68], thanks to which we are able to visualize the right ventricle apex. For P2 and P8,
whose right ventricle geometry are not available, we take as reference points the septum
data clinically measured (See Figure 4.3, on the right). In this way, we can qualitatively
position the right electrode near the apex, as done in clinical practice. Figure 5.3, shows
the right electrode location for P2, P3, P8 and P11. These positions will be changed in
Section 5.4, to investigate how different right electrode locations can affect CRT outcomes.

Figure 5.2: Locations of the left (green dot) and right (red dot) electrodes. Epicardial
coronary veins are highlighted in fuchsia.
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(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 5.3: Standard positions of the right electrode in virtual CRT. The right electrode
is highlighted with a red dot. For P2 and P8, the right electrode position is selected
with reference to the septum measures (blue dots). For P3 and P11, we exploit the right
ventricle reconstruction (reported in transparency) to visualize the position of the right
ventricle apex.

Indices to evaluate the therapy outcomes

To evaluate CRT outcomes, we will take in consideration the following indices [34, 51]:

• dP/dtmax, the maximum rate of ventricular pressure. As explained in Setion 1.3.2,
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it is an index of myocardium contractility, commonly used to asses CRT outcomes;

• The stroke volume SV and the ejection fraction EF, defined as EF = SV
EDV

100,
where EDV is the end diastolic volume (See Section 1.1.4);

• The stroke work (SW), defined as the work done by the ventricle to eject the blood.
It corresponds to the area within the PV loop tracing (See Figure 5.4).

All the indices previously listed will be calculated for every simulated virtual CRT, to
evaluate the therapy outcomes. Moreover, simulated CRTs will be compared with the pre-
operative condition, that is taken as reference point. CRT is considered to be effective if
it can be noticed an increase with respect to the pre-operative condition in the computed
indices values.

Figure 5.4: Definition of the stroke work. Taken from [12]. LV: left ventricle, ESPVR:
end-systolic pressure-volume relationship, EDPVR: end-diastolic pressure-volume rela-
tionship.

Left ventricle orientation

In this work, we will show different figures representing the reconstructed epicardial veins
together with left electrode stimulation points: we point out that in these cases we are
looking at the anterior left ventricle side. This means that the right side of the figure
is closer to the left ventricle septal side, while the left one is closer to the left ventricle
lateral side (See Figure 5.5).
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Figure 5.5: Left ventricle orientation.

We will now analyse how the left electrode positioning, the setting of the ventriculoven-
tricular (VV) delay and the right electrode positioning can affect CRT outcomes.

5.2. Study of the left electrode positioning

We want to analyse how different left electrode positions influence CRT. To reach this
goal, we place the left electrode on different points along the reconstructed epicardial
veins, while we keep the right electrode in its standard position, i.e. at the apex (See
Figure 5.3). We also position the left electrode in the latest electrically activated segment
(LEAS) along the reconstructed epicardial veins (See Figure 4.5): this is indeed the
standard left electrode position in clinical practice. As we have previously mentioned,
the LEAS position is determined by the simulation: indeed, in [79], it was established
that clinical and computed LEAS positions correspond. In this way, the computed LEAS
position can be selected as location of the left electrode.

In these simulations, the VV delay is set to zero: therefore, the right and left stimuli are
sent simultaneously. We report in Figure 5.6 the left electrode stimulation points and the
corresponding computed PV loop, shown together with the PV loop of the pre-operative
scenario. Scarred regions of P8 and P11 are highlighted in black.

In Table 5.1, Table 5.2, Table 5.3 and Table 5.4 we report the computed clinical indices
(listed in Section 5.1) for P2, P3, P8 and P11, respectively. All the indices are compared
with the pre-operative condition. Maximum and minimum indices values are highlighted
in green and red, respectively. Moreover, the left ventricle maximum pressure Pmax is
reported for every simulation performed.
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In Table 5.5, we reported for each patient the maximum and minimum relative variation
of the calculated indices with respect to the pre-operative scenario.
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(a) P2.

(b) P3.

(c) P8.

(d) P11.

Figure 5.6: Left electrode stimulation points (left) and corresponding PV loop (right).
Scarred regions are highlighted in black. We zoom the upper part of the PV loop to
show how the maximum LV pressure increases with respect to the pre-operative scenario
(Pmax,pr).
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P2

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 2252 - 76 - 15.1 - 110 6.3 -

LEAS 2418 7.37 85 11.84 16.9 1.8 119 7.5 19.41
VEIN 1 2434 8.08 87 14.47 17.4 2.3 120 7.7 23.46
VEIN 2 2415 7.24 86 13.16 17.2 2.1 120 7.7 22.61
VEIN 3 2464 9.41 83 9.21 16.5 1.4 118 7.3 16.32
VEIN 4 2474 9.86 79 3.95 15.7 0.6 115 6.8 7.71
VEIN 5 2424 7.64 86 13.16 17.2 2.1 120 7.7 22.68
VEIN 6 2523 12.03 85 11.84 17.0 1.9 120 7.6 20.83
VEIN 7 2603 15.59 81 6.58 16.1 1.0 115 7.0 11.36

Table 5.1: Results of CRT simulations for P2. VV Delay is set to zero in every simulation.

P3

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 3119 - 112 - 31.9 - 140 11.60 -

LEAS 3524 12.98 121 8.04 34.5 2.6 148 13.3 14.84
VEIN 1 3350 7.41 123 9.82 35.1 3.2 151 13.6 17.58
VEIN 2 3422 9.71 123 9.82 35.0 3.1 149 13.5 16.50
VEIN 3 3477 11.48 122 8.93 34.8 2.9 149 13.5 16.63
VEIN 4 3551 13.85 121 8.04 34.6 2.7 151 13.6 17.29
VEIN 5 3422 9.71 118 5.36 33.7 1.8 144 12.7 9.60
VEIN 6 3185 2.12 115 2.68 33.0 1.1 143 12.2 5.49
VEIN 7 2746 -11.96 112 0.00 32.0 0.1 139 11.5 -0.86
VEIN 8 2651 -15.00 112 0.00 32.0 0.1 140 11.5 -0.81

Table 5.2: Results of CRT simulations for P3. VV Delay is set to zero in every simulation.

P8

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW) Fibrosis

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 2731 - 71 - 33.2 - 130 6.7 - -

LEAS 2527 -7.47 70 -1.41 32.9 -0.3 131 6.6 -1.56 Yes
VEIN 1 2786 2.01 74 4.23 34.6 1.4 132 7.1 6.58 No
VEIN 2 2769 1.39 74 4.23 34.6 1.4 133 7.1 6.26 Yes
VEIN 3 2671 -2.20 73 2.82 34.2 1.0 132 7.0 4.02 No
VEIN 4 2565 -6.08 72 1.41 33.7 0.5 131 6.8 1.77 No
VEIN 5 2510 -8.09 68 -4.23 31.8 -1.4 129 6.0 -10.82 Yes
VEIN 6 2777 1.68 74 4.23 34.5 1.3 133 7.1 5.76 Yes
VEIN 7 2679 -1.90 71 0.00 33.0 -0.2 131 6.7 -0.57 Yes
VEIN 8 2650 -2.97 68 -4.23 31.6 -1.6 129 6.3 -6.36 Yes

Table 5.3: Results of CRT simulations for P8. VV Delay is set to zero in every simulation.
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P11

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW) Fibrosis

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 2460 - 58 - 25.0 - 110 4.9 - -

LEAS 2478 0.73 64 10.34 27.6 2.6 114 5.6 15.63 Yes
VEIN 1 2411 -1.99 59 1.72 25.6 0.6 110 5.1 3.93 Yes
VEIN 2 2419 -1.67 60 3.45 26.0 1.0 111 5.2 6.14 Yes
VEIN 3 2397 -2.56 61 5.17 26.6 1.6 112 5.3 9.45 Yes
VEIN 4 2443 -0.69 63 8.62 27.4 2.4 114 5.6 15.16 Yes
VEIN 5 2496 1.46 62 6.90 26.9 1.9 114 5.5 12.36 Yes

Table 5.4: Results of CRT simulations for P11. VV Delay is set to zero in every simulation.

Patient
∆(dP/dtmax) ∆(SV) ∆(EF) ∆(SW)

[%] [%] [%] [%]
P2 [7.24, 15.59] [3.95, 14.47] [0.6, 2.3] [7.71, 23.46]
P3 [-15.00, 13.85] [0.00, 9.82] [0.1, 3.2] [-0.86, 17.58]
P8 [-8.09, 2.01] [-4.23, 4.23] [-1.6, 1.4] [-10.82, 6.58]
P11 [-2.56, 1.46] [1.72, 10.34] [0.6, 2.6] [3.93, 15.63]

Table 5.5: Maximum and minimum relative variations of dP/dtmax, SV, EF and SW with
respect to the pre-operative scenario.

General considerations

Firstly, from Table 5.1, Table 5.2, Table 5.3 and Table 5.4 we can observe an increase
in the maximum left ventricle pressure Pmax in all the patients studied. This can be
qualitatively noted also in computed PV loop reported in Figure 5.6. This is probably
related to a more synchronized contraction of the left ventricle: indeed, the ventricle
pumps more blood with respect to the pre-operative condition (computed PV loops are
larger), but resistances do not change: therefore, the pressure has to rise-up.

Secondly, as we can notice from Table 5.5, it seems like virtual CRT globally improves all
the calculated indices in P2, P3 and P11. P8 does not seem to gain any improvements
from virtual CRT: indeed, as we can notice from Figure 5.6c, in some cases (e.g. VEIN 5,
VEIN 8) CRT even worsen the pre-operative condition. In P8, fibrotic regions could play
a significant role: indeed, in regions detected with fibrosis, conduction velocities are re-
duced with respect to healthy tissue regions. This results in an asynchronous contraction:
healthy tissue contracts earlier with respect to fibrotic one. In this way, CRT could fail to
resynchronize the ventricle. Even P11 has fibrotic regions: however, in P11 conductivities
are less reduced with respect to P8. Indeed, as we can see from Table 4.1, the degree
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of fibrosis z is set to 0.9 in P11 and to 0.7 in P8. This could explain why P11 seems to
benefit from CRT.

In Figure 5.7, we report a comparison between cardiac displacements during a heartbeat
before and after CRT, in P2, P3, P8 and P11. From Figure 5.7, we can qualitatively notice
how CRT affects the ventricle contraction. In the pre-operative scenario, the ventricle
contracts in an asynchronous way (see the black arrows): indeed, the ventricle lateral
wall moves down, while the septal wall moves up (particularly visible in Figure 5.7a and
in Figure 5.7c). With CRT, the ventricle contracts in a more coordinated way, since both
the lateral and the septal walls move towards the inside of the ventricle (See Figure 5.7,
the second time instant of CRT).
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(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 5.7: Comparison between displacements d in the pre-operative condition (up) and
with CRT at LEAS in P2, P3, P8 and P11 during the cardiac cycle. The left ventricle is
shown from the anterior-truncated view. In grey it is highlighted the configuration of the
ventricle at the beginning of the cardiac cycle. Black arrows indicate the uncoordinated
and coordinated contraction for the pre-operative scenario and for CRT, respectively.
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Evaluation of clinical indices

In Table 5.6, we report the left electrode stimulation points corresponding to best and
worst values of SV, EF, SW and dP/dtmax. For every point we also indicate their position
on the ventricle, with reference to Figure 5.5. SV, EF and SW are grouped together:
indeed, their highest value is reached in the same point of stimulation (See green values
in Table 5.1, Table 5.2, Table 5.3 and Table 5.4). This is reasonable, given their deep
correlation: EF is computed from SV, while SW, being the area within the PV loop, is
strictly connected to both EF and SV.

P2 P3 P8 P11
Max

SV, EF, SW
Vein 1

(basal lateral)
Vein 1

(basal septal)
Vein 1

(basal septal)
LEAS

(mid lateral)
Min

SV, EF, SW
Vein 4

(apical lateral)
Vein 7/Vein 8
(mid lateral)

Vein 5/Vein 8
(apical lateral/apical antero-septal)

Vein 1
(basal septal)

Max
dP/dtmax

Vein 7
(apical septal)

Vein 4
(mid antero-septal)

Vein 1
(basal septal)

Vein 5
(mid lateral)

Min
dP/dtmax

Vein 2
(mid lateral)

Vein 7/Vein 8
(mid lateral)

Vein 5
(apical lateral)

Vein 3
(basal anterior)

Table 5.6: Points of stimulation that correspond to maximum and minimum values of
dP/dtmax, SV, EF and SW.

The best values of EF, SV and SW are reached in the basal/mid lateral side of the ventricle
in P2 and P11 (See Table 5.6). This result is in accordance with literature: indeed, the
best location of the left electrode should be in the lateral or postero-lateral side of the
left ventricle [34, 35]. In P8 the best point of stimulation (VEIN 1, see Table 5.6) seems
to be near the septal side: this is reasonable, since VEIN 1 does not fall in the ischemic
region of P8 (See Figure 5.6c). Indeed, this result confirms that the left electrode should
not be placed in ischemic regions, as it is believed in clinical practice [34, 35]. Regarding
P3, the best values of EF, SV and SW are reached near the septum: this could seem
strange, however, if we look at computed activation times in the pre-operative scenario
(See Figure 4.5b), we notice that the left ventricle antero-septal side is the last electrically
activated. This could explain why points in this area (like VEIN 1, VEIN 2, VEIN 3 and
LEAS, See Figure 4.6b) have comparable and large PV loops.

Regarding dP/dtmax, as we can see from Table 5.5, in P8 and P11 there is no significant
increase in this index: indeed, in P8 dP/dtmax increases of almost 2%, while in P11 it
increases of less than 1.5%. Being both P8 and P11 fibrotic, it is possible that the pres-
ence of scarred tissue could decrease the rate of ventricular pressure, because of reduced
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conduction velocities that lead to an impaired contraction. On the other hand, in P2
and P3 dP/dtmax reaches a maximum increase of more than 10% in both patients (See
Table 5.5). In particular, in P3 the maximum dP/dtmax is reached in the septal side of
the ventricle, as for SV, EF and SW (See Table 5.6). There seems to be a correlation
between these indices. Moreover, worst values of both dP/dtmax and SV, EF and SW are
reached in the lateral side of the ventricle. P2 seems to contradict this correlation: indeed,
the maximum increase in dP/dtmax is reached in the apical septal side, while for SV, EF
and SW the maximum corresponds to the basal lateral side. However, differently from
P3, in P2 every simulated stimulation point increases the dP/dtmax with respect to the
pre-operative scenario: indeed, as we can see from Table 5.5, the minimum variation for
P2 is +7.24% with respect to the pre-operative scenario, while in P3 dP/dtmax is worsen
up to 15%. This is true also for SV, EF and SW: in P2 these indices are all improved with
respect to the pre-operative scenario. Knowing that all the points improves the clinical
indices, and given the fact that it is not possible to select a point that maximizes them
all, we would place the left electrode in the LEAS, which induces a good improvement in
all the indices (dP/dtmax = +7.37% , SV = +11.84%, EF = +1.8%, SW = +19.41%). In
this case, we are not able to predict a priori a good location for the left electrode, since
computed clinical indices indicate different regions to consider.

Latest electrically activated segment

As we can qualitatively notice from Figure 5.6, virtual CRT performed at LEAS improves
the pre-operative scenario: indeed, in P2, P3 and P11 all the PV loops are larger. Only in
P8 there is no improvement: this is probably related to the position of the LEAS, that is
within the ischemic region of P8. As mentioned in the previous sections, the left electrode
should not be placed in scarred regions. For P11 we are forced to place the left electrode
in the ischemic region (See Figure 5.6d): however, as explained in previous sections, in
P11 the degree of fibrosis is less high with respect to P8. Therefore, it is possible that
virtual CRT results to be more effective in P11.

In P2 and P3 the LEAS increases also the dP/dtmax, with a +7.37% and with a +12.98%,
respectively. As mentioned before, in P8 and P11 there is no significant improvement for
this index, not even for the LEAS.

In conclusion, stimulating at the LEAS would seem to be a good choice to best optimize
CRT. Even though other points of stimulation achieve the maximum indices values, we are
not able to give general indications to correctly position the left electrode. Moreover, in
clinical practice the left electrode cannot be placed precisely in a certain point: therefore,
aiming at the LEAS seems to us the best way to improve the therapy outcomes. The only
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exception regards the case in which the LEAS is within a scarred region: in this context,
the left electrode should be placed in a healthy region, if accessible.

5.3. Study of the ventriculoventricular delay

We now study the effect of the ventriculoventricular (VV) delay on CRT. We recall that
the VV delay is defined as the time interval between the electrical stimuli sent to the right
and left electrodes. We perform virtual CRT simulations at LEAS in P2, P3 and P11.
For P8, we choose a different point of stimulation (VEIN 1, See Figure 5.6c), since in the
previous section we proved that LEAS is not a suitable point for CRT, being within the
fibrotic region.

In our work, we define the VV delay as follows:

• Delay = 0: the left and right stimuli are simultaneous;

• Delay > 0: the left stimulus is sent after the right one;

• Delay < 0: the left stimulus anticipates the right one.

We simulate delays within the range [−30,+30] ms: these are common values used in
clinical practice.

We report in Figure 5.8 the computed PV loops for patient P2, P3, P8 and P11, comparing
the different simulated delays. In Table 5.7, Table 5.8, Table 5.9 and Table 5.10 we report
the results of the virtual CRT of P2, P3, P8 and P11, respectively.

Discussion of the results

As we can qualitatively notice from Figure 5.8, computed PV loops with a positive or
negative delay do not improve CRT outcomes with respect to the case in which right
and left stimuli are sent simultaneously. Indeed, also SV, EF and SW do not change
significantly with respect to the case in which the VV delay is set to zero (See Table
Table 5.7, Table 5.8, Table 5.9 and Table 5.10). In P2 and P11 (See Figure 5.8a and
Figure 5.8d), we can even notice a slight decrease in the PV loop width in CRT performed
with a positive or negative delay. In P3 and P8 (See Figure 5.8b and Figure 5.8c) PV
loops are almost superimposed. This behaviour is probably connected to the fact that
imposing a delay between the right and left stimuli can make the ventricle contraction
more asynchronous: in this way, the quantity of blood ejected may decrease.

Looking at Table 5.7, Table 5.8 and Table 5.9, we can notice that in P2, P3 and P8
dP/dtmax increases if the delay becomes positive. This is more evident in Figure 5.9,
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where we plot the relative variation of dP/dtmax (with respect to the pre-operative sce-
nario) against the corresponding delay. Among the four patients, P3 displays the greatest
increment, with a maximum increase of almost +25%. P11 is the only one with a different
trend: indeed, dP/dtmax does not gain any improvements from positive or negative delays.
We point out that P11 is stimulated from the LEAS, which is within the scarred region
(See Figure 5.6d). This could explain why dP/dtmax in P11 does not benefit from the de-
lays. In P8 we can notice a small improvement, even if the maximum increase in dP/dtmax

is less than 5%: also in this case fibrosis probably limits the ventricle contractility.

From Figure 5.9, we can notice that maximum values of dP/dtmax correspond to positive
delays. This means that the electrical stimulus is first sent to the right electrode and
then to the left electrode. This result seems to suggest that activating first the ventricle
septal side increases the contractility. Instead, activating first the anterior side results in
a decreased dP/dtmax.

In conclusion, introducing a delay seems to influence mostly the dP/dtmax, while SV, EF
and SW do not change significantly. In fibrotic patients (P8 and P11) the delay does not
induce an improvement in dP/dtmax, while in P2 and P3 a positive delay greatly increases
the values of this index. Setting the delay to +15 ms seems to be a good compromise
to improve all the calculated indices: indeed, in P2, P3 and P8 dP/dtmax is increased,
without affecting SV, EF and SW. Only in P11 it would be better to set the delay to 0
ms, probably because the LEAS is within the fibrotic region, as previously explained.

Further investigations should be performed to understand the correlation between the
dP/dtmax and the delay: a possible way to study this trend could be simulating a wider
range of delays, e.g. [-60, +60] ms. In this way, it could be possible to understand how
dP/dtmax evolves: there may be even a limit in the increase of dP/dtmax with respect to
the delay.
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(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 5.8: Computed PV loop at different VV delays. Virtual CRT is performed at
LEAS in P2, P3 and P11, while it is performed in VEIN 1 in P8.

P2: Virtual CRT at LEAS
Delay dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)
[ms] [mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
-30 2350 4.35 82 7.89 16.5 1.4 115 7.1 13
-15 2370 5.24 84 10.53 16.7 1.6 118 7.3 17
0 2418 7.37 85 11.84 16.9 1.8 119 7.5 19
15 2462 9.33 85 11.84 16.9 1.8 119 7.5 20
30 2506 11.28 84 10.53 16.8 1.7 118 7.4 18

Table 5.7: Results of P2 CRT simulations performed at LEAS with different VV delays.
We report relative variations of the indices with respect to the pre-operative scenario.
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P3: Virtual CRT at LEAS
Delay dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)
[ms] [mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
-30 3211 2.95 118 5.36 33.6 1.7 144 12.6 9.00
-15 3337 6.99 120 7.14 34.2 2.3 146 13.0 12.16
0 3524 12.98 121 8.04 34.5 2.6 148 13.3 14.84
15 3671 17.70 122 8.93 34.8 2.9 148 13.5 16.19
30 3896 24.91 122 8.93 34.7 2.8 148 13.5 16.60

Table 5.8: Results of P3 CRT simulations performed at LEAS with different VV delays.
We report relative variations of the indices with respect to the pre-operative scenario.

P8: Virtual CRT at VEIN 1
Delay dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)
[ms] [mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
-30 2647 -3.08 72 1.41 33.8 0.6 129 6.8 1.34
-15 2706 -0.92 73 2.82 34.3 1.1 131 7.2 6.87
0 2786 2.01 74 4.23 34.6 1.4 132 7.1 6.58
15 2813 3.00 74 4.23 34.7 1.5 133 7.2 6.87
30 2817 3.15 73 2.82 34.3 1.1 133 7.1 5.44

Table 5.9: Results of P8 CRT simulations performed at VEIN 1 with different VV delays.
We report relative variations of the indices with respect to the pre-operative scenario.

P11: Virtual CRT at LEAS
Delay dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)
[ms] [mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
-30 2458 -0.08 61 5.17 26.5 1.5 113 5.3 8.60
-15 2471 0.45 62 6.90 27.1 2.1 114 5.5 12.41
0 2478 0.73 64 10.34 27.6 2.6 114 5.6 15.63
15 2437 -0.93 63 8.62 27.2 2.2 114 5.5 13.17
30 2417 -1.75 62 6.90 26.7 1.7 113 5.3 9.05

Table 5.10: Results of P11 CRT simulations performed at LEAS with different VV delays.
We report relative variations of the indices with respect to the pre-operative scenario.
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Figure 5.9: Relative variation of dP/dtmax with respect to the pre-operative condition at
different VV delays, for P2, P3, P8 and P11.

5.4. Study of the right electrode positioning

We now analyse how the right electrode position can affect CRT outcomes. In this work,
the right electrode is placed in different points along the ventricle septum (See Figure 5.10),
while the left one is placed at the LEAS in every patient. In this way, we can compare
virtual CRT performed at different right electrode configurations with the standard CRT
(i.e. left electrode at the LEAS, right electrode at the apex). The VV delay is set to zero
in every simulation.

As far as we know, this is the first work that investigates the effect of the right electrode
position on CRT: indeed, CRT studies are mostly focused on the left electrode location,
neglecting the effect of the right electrode position. Therefore, there is a great interest
in understanding how it can affect CRT outcomes: actually, this possibility has never
been explored neither in clinics nor in a computational study. We recall that the right
electrode could be moved from its standard position (i.e. the right ventricle apex): indeed,
as explained in [83], the right electrode can be placed along the septum.

We report in Figure 5.11 computed PV loops for each right electrode position simulated.
PV loops are compared with the pre-operative scenario (red dotted line) and with the
standard CRT scenario (black line), i.e. the case in which virtual CRT is performed with
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the right electrode in the apex. We report in Table 5.11, Table 5.12, Table 5.13 and
Table 5.14 the indices computed for each simulated scenario for P2, P3, P8 and P11,
respectively. All the indices are compared with respect to the pre-operative scenario.

Figure 5.10: Right electrode stimulation points of P2, P3, P8 and P11. The standard
position of the right electrode is represented with a triangle. Scarred regions in P8 and
P11 are colored in black.
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(a) P2. (b) P3.

(c) P8. (d) P11.

Figure 5.11: Computed PV loop at different right electrode positions. The left electrode
is set at the LEAS in all the patients. The standard CRT configuration (i.e. the right
electrode positioned at the apex) is colored in black, while the pre-operative condition is
colored with a red dotted line.
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P2

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 2252 - 76 - 15.1 - 110 6.3 -

Standard 2418 7.37% 85 11.84% 16.9 1.8 119 7.5 19.41%
RE 1 2233 -0.84% 87 14.47% 17.3 2.2 120 7.7 23.49%
RE 2 2242 -0.44% 90 18.42% 17.9 2.8 123 8.2 30.06%
RE 3 2330 3.46% 91 19.74% 18.2 3.1 123 8.4 33.44%

Table 5.11: Results of P2 CRT simulations with different right electrode location. VV
Delay is set to zero in every simulation. All the results are compared with the pre-
operative condition. The standard scenario corresponds to the case in which the right
electrode is placed at the apex.

P3

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW)

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 3119 - 112 - 31.9 - 140 11.6 -

Standard 3524 12.98% 121 8.04% 34.5 2.6 148 13.3 14.84%
RE 1 3103 -0.51% 116 3.57% 33.2 1.3 145 12.4 6.96%
RE 2 3461 10.97% 123 9.82% 35.2 3.3 150 13.7 17.85%
RE 3 3570 14.46% 126 12.50% 36.1 4.2 151 14.2 22.30%

Table 5.12: Results of P3 CRT simulations with different right electrode location. VV
Delay is set to zero in every simulation. All the results are compared with the pre-
operative condition. The standard scenario corresponds to the case in which the right
electrode is placed at the apex.

P8

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW) Fibrosis

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 2731 - 71 - 33.2 - 130 6.7 - -

Standard 2527 -7.47% 70 -1.41% 32.9 -0.3 131 6.6 -1.56% Yes
RE 1 2575 -5.71% 76 7.04% 35.5 2.3 133 7.4 9.74% No
RE 2 2592 -5.09% 77 8.45% 35.8 2.6 134 7.5 11.34% No
RE 3 2547 -6.74% 75 5.63% 34.8 1.6 133 7.2 7.19% Yes

Table 5.13: Results of P8 CRT simulations with different right electrode location. VV
Delay is set to zero in every simulation. All the results are compared with the pre-
operative condition. The standard scenario corresponds to the case in which the right
electrode is placed at the apex.
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P11

Scenario
dP/dtmax ∆dP/dtmax SV ∆(SV) EF ∆(EF) Pmax SW ∆(SW) Fibrosis

[mmHg s−1] [%] [mL] [%] [%] [%] [mmHg] [mmHg L] [%]
Pre-operative 2460 - 58 - 25 - 110 4.9 - -

Standard 2478 0.73% 64 10.34% 27.6 2.6 114 5.6 15.6% No
RE 1 2534 3.01% 62 6.90% 26.9 1.9 114 5.5 12.6% Yes
RE 2 2523 2.56% 65 12.07% 28.1 3.1 116 5.8 19.6% Yes

Table 5.14: Results of P11 CRT simulations with different right electrode location. VV
Delay is set to zero in every simulation. All the results are compared with the pre-
operative condition. The standard scenario corresponds to the case in which the right
electrode is placed at the apex.

Discussion of the results

From Figure 5.11, we can qualitatively observe that changing the right electrode location
seems to increase PV loops width in all the patients. Indeed, as we can see in Table 5.15,
SV, EF and SW are greatly increased with respect to the pre-operative scenario. If we look
at SV, EF and SW, the best points of stimulation seem to be (See Table 5.11, Table 5.12,
Table 5.13 and Table 5.14):

• RE 3 in P2;

• RE 3 in P3;

• RE 2 in P8;

• RE 2 in P11.

Moreover, these points show the highest SV, EF and SW values ever reached in this
work: indeed, maximum values in Table 5.15 are always greater than the ones shown in
Table 5.5. The location of the right electrode seems to be the most impacting factor on
SV, EF and SW. To investigate this result, we report in Figure 5.12 computed activation
times in the standard scenario (i.e. with the right electrode in the apex) and in the
best scenario (obtained by locating the right electrode in positions listed before). We
show the positions of the LEAS and of the right electrode with a pink dot. As we can
notice from Figure 5.12, it seems that best electrode positions lead to a more symmetric
electrical activation. This can be observed for all the patients. This behaviour can be
explained by looking at the relative positions of the right and left electrode: indeed, in
the best scenarios the LEAS and the right electrode are more horizontally aligned with
respect to the standard case. Probably, having the two electrodes aligned allows to have
a symmetric electrical activation, that results in a more synchronized contraction. In this
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way, the ventricle is able to pump more blood.

The dP/dtmax index does not seem to benefit from a different right electrode location with
respect to the standard case. Indeed, in P8 and P11 this index does not increase, being in
the case of P8 even worse with respect to the pre-operative scenario (See Table 5.13 and
Table 5.14)). In P2, only positions RE 1 and RE 2 worsen the dP/dtmax (See Table 5.11):
these points are located in the basal/mid septal side of the ventricle (See Figure 5.10). In
P3, the only point that worsen the dP/dtmax is RE 1 (See Table 5.12), that is located in
the basal septal side of the ventricle (See Figure 5.10). P2 and P3 results seem to suggest
that mid/basal locations of the right electrode could decrease the dP/dtmax, and therefore
the contractility.

In conclusion, varying the right electrode seems to greatly impact SV, EF and SW, because
of a more synchronized contraction. On the other hand, the dP/dtmax does not benefit
from a different right electrode location: in this context, we hypothesize that it would be
better to give more importance to the SV, EF and SW, since an increase in their values
is correlated to a more synchronized contraction.

Patient
∆(dP/dtmax) ∆(SV) ∆(EF) ∆(SW)

[%] [%] [%] [%]
P2 [-0.84, 7.37] [11.84, 19.74] [1.8, 3.1] [19.41, 33.44]
P3 [-0.51, 14.46] [3.57, 12.50] [1.3, 4.2] [6.96, 22.30]
P8 [-7.47, -5.09] [-1.41, 8.45] [-0.3, 2.6] [-1.56, 11.34]
P11 [0.73, 3.01] [6.90, 12.07] [1.9, 3.1] [12.6, 19.6]

Table 5.15: Maximum and minimum relative variations of dP/dtmax, SV, EF and SW
with respect to the pre-operative scenario varying the right electrode position.
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Figure 5.12: Activation times computed with the standard (left) and best (right) right
electrode position. Stimulation points are colored in fuchsia. Grey points represent the
other simulated right electrode positions.
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5.5. Summary of the results

We now summarize all the results discussed in Section 5.2, Section 5.3 and in Section 5.4.

In Section 5.2, we firstly note that virtual CRTs induce an increase in the maximum left
ventricle pressure. This result is obtained in every simulation performed. This increase in
pressure is probably connected with the ejected amount of blood: indeed, CRT induces
a more synchronized contraction, that results in a greater SV. Since resistances do not
change with respect to the pre-operative scenario, ventricular pressure has to rise, so that
a greater quantity of blood can be pushed out.

We perform different virtual CRT simulations, taking into account the effects related to
different positions of left and right electrode and to different VV delays. In all the three
configurations studied, we notice that all the patients analysed seem to show a positive
response to simulated CRT. The only exception is P8: no significant improvements are
obtained by varying the left electrode position or by setting a VV delay. For P8, the only
way to improve CRT outcomes is changing the position of the right electrode: indeed, as
we can see in Table 5.15, we have a maximum increase in SV of +8.45% and in SW of
+11.34%.

Regarding the left electrode positions, in P2 and P11 we obtain the best values of SV,
EF and SW in the lateral side of the ventricle (See Section 5.2). On the other hand, in
P3 best values are reached near the septum: however, in this case this region corresponds
to the latest electrically activated area, thus explaining why best SV, EF and SW values
are achieved in this zone. In P8, the best point point of stimulation is near the septal
side and outside the scarred region, even if we have to point out that no significant
improvements are recorded. These considerations hold true only for SV, EF and SW:
indeed, the index dP/dtmax shows different results. In P2 there seems to be no correlation
between dP/dtmax and SV, EF and SW: indeed their maximum values are reached at
the apical septal side and at the basal lateral side, respectively, two very distant regions.
In P8 and P11, no significant increase in dP/dtmax is computed. P3 is the only patient
that shows a correlation between the two groups of indices: indeed, their best values are
achieved in the basal septal side.

We also study the LEAS effect on CRT: apart from P8, all the patients show good indices
values at this stimulation point. Even though the LEAS does not maximize the computed
indices, we still consider this point as the one we should choose to optimize CRT. Indeed,
we are not able to give precise indications regarding the position of the left electrode:
therefore, the LEAS results to be the point to target for the left electrode.
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The second configuration studied regards the setting of the VV delay. We simulate dif-
ferent delays, considering the delay positive if the left stimulus is sent after the right one,
while we consider it negative if the left stimulus anticipates the right one. Regarding
the SV, EF and SW, no improvements are recorded: in some cases their values are even
worsen. dP/dtmax seems to be highly dependent on the delay: indeed, higher delays cor-
respond to higher dP/dtmax. In this work, we propose to set the delay to +15 ms: this
seems to us the best compromise to obtain improved values of both dP/dtmax and of SV,
EF and SW. Only in P11 the delay should be set to zero: however, we recall that in this
case the LEAS is within the scarred regions, that probably reduces the rate of ventricular
pressure dP/dtmax. In this work, we were able to identify a possible VV delay setting to
optimize CRT: we want to recall that VV delay optimization is rarely performed in clin-
ics. To correctly set the VV delay, an alternative to computational study is represented
by device-based algorithm, able to automatically set the VV delay. However, these algo-
rithms still need to be validated, since, as explained in [62], they are not able to correctly
optimize the device.

Lastly, we study the impact of the right electrode positioning on simulated CRT. The
most significant result regards the improvement of SV, EF and SW: indeed, it seems
that positioning the right electrode at the same height of the left electrode results in a
significant increase in SV, EF and SW. This is probably related to a more symmetric
electrical activation, that leads to a more synchronized contraction.

To summarize, in this work we propose to place the left electrode at the LEAS, since
our simulations proved that virtual CRTs performed in this point improve the therapy
outcomes. If LEAS is within a scarred region, another point in the healthy tissue should be
taken in consideration. Secondly, if the left electrode does not fall within a scarred region,
we suggest to set the VV delay to +15 ms, since in this way all the considered indices
are improved. Lastly, we propose to take in consideration to move the right electrode
along the septum: in particular, it seems that placing the right and left electrode at
the same height results in a more synchronized contraction. This alignment between the
two electrodes can be realistically performed in clinical practice by exploiting the electro-
anatomic mapping procedure (See Section 2.4), that allows to accurately visualize the
electrodes position.

The evaluation of clinical indices is crucial to understand if CRT is effective: however, as
we have previously explained, indices considered in this work lead to contrasting results.
In particular, we notice that:

• dP/dtmax seems highly sensitive to the presence of fibrotic regions. Indeed, in P8
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and P11 this index has never significantly improved. Moreover, dP/dtmax is highly
influenced by the VV delay, reaching higher values with more positive delays;

• SV, EF and SW are mostly influenced by the position of the right electrode.

It is still not clear which indices should be taken in consideration to evaluate CRT; more-
over, we are only simulating the CRT post-implant scenario, thus excluding all the long
terms effect of the therapy. Further investigations should be performed to understand
how short and long term effects are correlated.
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developments

Cardiac resynchronization therapy (CRT) is an effective treatment for heart failure, mostly
indicated in patients suffering from left bundle branch block (LBBB). Even though bene-
ficial effects of CRT are widely recognized, 30% of patients selected for CRT do not show
any improvements from the therapy. In this context, in this thesis we wanted to inves-
tigate how different CRT configurations could improve the therapy outcomes, exploiting
a calibrated electro-mechanics (EM) model of the left ventricle. We analysed four pa-
tients who underwent CRT in Ospedale S. Maria del Carmine in Rovereto; in two of them
fibrotic regions were detected.

To perform virtual CRT simulations, we first needed to model the pre-operative scenario.
Indeed, for each patient we calibrated our electrical and mechanical model in order to
reproduce clinical data we had at our disposal, including also patient cardiac frequency.
Regarding the mechanical calibration procedure, to speed-up the process we exploited a
cardiac 0D emulator, a surrogate cardiac model built from pressure-volume tracings of the
EM simulations. The emulator allowed to significantly simplify the calibration procedure,
reducing the computational cost needed.

Once modeled the pre-operative scenario, we simulated virtual CRT in every patient, while
considering still valid the calibration performed for the pre-operative scenario, under the
assumption that the myocardial contractility and vascular properties are not affected in
the acute phase. We studied different CRT configurations, in particular:

• We changed the left electrode locations, selecting positions along the epicardial
veins;

• We introduced a delay between the right and left stimuli;

• We modified the standard position of right electrode, considering locations on the
septal side of the ventricle.

We analysed all the configurations with four clinical indices: the stroke volume (SV),
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the ejection fraction (EF), the stroke work (SW) and the maximum rate of ventricular
pressure dP/dtmax. These indices are crucial to evaluate CRT outcomes: however, our
analysis showed that they may lead to contrasting results. Indeed, dP/dtmax was highly
influenced by the the delay between the right and left stimuli: maximum increase in this
index were achieved when the stimulus is sent first to the right electrode. For SV, EF
and SW the most impacting factor seemed to be the right electrode position: if the right
electrode is at the same height of the left one, the contraction is more synchronized,
increasing the volume of blood ejected. Regarding the left electrode position, we noticed
that placing the electrode in a scarred regions resulted in a worsening of all the indices.
Moreover, the latest electrically activated segment (LEAS) seemed to be a good location
for the left electrode: indeed all the indices were improved in all patients except one.

Our work has obviously some limitations:

• We analysed a small number of patients (four), thus we cannot extend our results
to a more general clinical scenario;

• To model virtual CRT, we used calibrated parameters of the pre-operative scenario.
This poses a limitation on our work: indeed, just after CRT is implanted parame-
ters such peripheral resistances change. To overcome this limit, we would need to
integrate in our model clinical data measured just after CRT is activated;

• We did not include in our model the right ventricle, that should be implemented in
order to realistically simulate the position of the right electrode;

• Our EM model did not include the Purkinje fibers: these should be considered to
proper model cardiac electrical activation;

• Further investigations are needed to understand which clinical indices should be
taken in consideration to evaluate the post-acute scenario. Moreover, we would
need to understand which is the correlation between short and long term effect
induced by the therapy.

Possible future developments in the context of CRT computational models regard the
introduction of the bundle of His in the EM model: indeed, some studies have suggested
that pacing in the bundle of His could restore the intrinsic electrical activation path of
the heart [35, 46].
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