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Abstract

A single crystal of Tb2Ir2O7 is studied using the RIXS technique on ID20 at the European
Synchrotron Radiation Facility (ESRF).
This crystal is a pyrochlore iridate of the family of iridium oxides. These oxides are char-
acterized by strong spin-orbit coupling whose interplay with electronic correlations allows
to explore exotic phases of matter. They have been predicted to display the so-called
Weyl semimetal phase (WSM). The realization of this phase in pyrochlore iridates has two
requirements: the time reversal symmetry breaking due to the so-called All-In-All-Out
(AIAO) magnetic configuration and medium-low electronic correlations avoiding an insu-
lating behaviour. While the AIAO structure has been found in many pyrochlore iridates,
the strength of electronic correlations is still under debate.
A finite degree of stuffing is found in our sample: excess of the rare-earth ions which
substitute iridium ions. The stoichiometry found in our Tb2+xIr2-xO7-y sample is x ∼ 0.4.
The crystal becomes more metallic and the magnetic transition, attributed to the AIAO
structure arising on the iridium sublattice, is observed at lower temperature.
The RIXS technique is employed to study the low-energy excitations of the system. The
dd excitations allow to study the electronic structure of the crystal. The crystal is trig-
onally distorted as also found for other pyrochlore iridate single crystals. The trigonal
crystal field and the SOC constant are estimated from an empirical model. The values
found are: ∆ = 0.516 eV and λ = 0.399 eV.
At lower energies a complex profile appears in the spectrum. The elastic peak, a magnetic
excitation and a broad feature, the nature of which is still unclear, are identified. The
dispersion relation of the magnetic excitation along the high-symmetry crystallographic
directions is obtained from the fit of the spectra. The magnetic excitations have been sim-
ulated using a linear spin wave model as implemented in the SpinW code. The simulated
Hamiltonian contains terms describing the Heisenberg interaction proportional to J and
the Dzyaloshinskii-Moriya interaction proportional to D. From the fit of the experimental
data the magnetic interactions are estimated: J = 18.09 meV and D = 6.6 meV. The
comparison of the experimental data with numerical simulations on SpinW shows some
discrepancies. Thus, a more itinerant approach could be necessary to describe the physics
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of the system as also implied from the resistivity value and from the comparison with
RPA calculations. The realization of the Weyl semimetallic phase is compatible with the
results obtained and further studies should be addressed.

Keywords: iridates, Weyl semimetal, pyrochlores, RIXS, synchrotron
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Abstract in lingua italiana

Un singolo cristallo di Tb2Ir2O7 è studiato tramite la tecnica RIXS a ID20 di ESRF (Eu-
ropean Synchrotron Radiation Facility) a Grenoble (Francia).
Si tratta di un pirocloro iridato nella famiglia degli ossidi di iridio. Questi composti sono
caratterizzati da un forte effetto di spin orbita che insieme alle correlazioni elettroniche
permette di osservare fasi della materia inesplorate. Nel caso di questi materiali una fase
attesa è la cosiddetta Weyl semimetal phase (WSM). Due requisiti necessari per la real-
izzazione di tale fase sono la rottura della simmetria per inversione temperale dovuta alla
configurazione magnetica cosidetta All-In-All-Out (AIAO) e correlazioni elettroniche nel
medio-basso regime, altrimenti un comportamento isolante sorgerebbe.
Il campione studiato presenta un finito grado di stuffing: ioni di terbio sostituiscono quelli
di iridio e la reale stochiometria diventa Tb2+xIr2-xO7-y con x ∼ 0.4. La conseguenza di ciò
è un comportanto più metallico del campione, come evidenziato da misure di resisitività.
Inoltre, misure magnetiche evidenziano una transizione magnetica, che è stata attribuita
all’insorgere della configurazione AIAO nel sub-cristallo di iridio, a temperature più basse
rispetto a campioni stochiometrici.
Le eccitazioni a bassa energia sono state studiate tramite la tecnica RIXS. In partico-
lare, le eccitazioni dd permettono di ottenere informazioni circa la struttura elettronica.
Il cristallo è distorto trigonalmente, come è stato osservato per altri cristalli singoli di
piroclori iridati. Un modello empirico dalla letteratura permette di stimare il campo
cristallino trigonale e la costante di spin-orbita. I valori trovati sono: ∆ = 0.516 eV e λ

= 0.399 eV.
A energie più basse il profilo di intensità nello spettro appare complesso. Esso contiene
il picco elastico, un’eccitazione magnetica e un picco molto largo la cui origine fisica non
è ancora chiara. La relazione di dispersione del magnone è stata ricostruita con i fit dei
dati. Le eccitazioni magnetiche sono state simulate con un modello lineare di onde di spin
come implementato nella libreria SpinW. L’Hamiltoniana simulata comprende un termine
d’interazione di Heisenberg proporzionale a J e un termine che rappresenta l’interazione
Dzyaloshinskii-Moriya proporzionale a D. Dal fit dei dati sperimentali le interazioni mag-
netiche sono state quantificate: J =18.09 meV e D = 6.6 meV. Il confronto tra i dati



sperimentali e le simulazioni con SpinW mostrano delle discrepanze. Di conseguenza,
un modello più itinerante potrebbe essere più adatto a descrivere la fisica del sistema,
come anche suggerito dal valore della resistività e dal confronto con calcoli RPA. La re-
alizzazione della fase Weyl semimetallica è compatibile con i risultati ottenuti ma studi
ulteriori sono necessari.

Parole chiave: iridati, Weyl semimetalli, piroclori, RIXS, sincrotrone
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Introduction

Transition metal oxides (TMOs) show some of the most fascinating phenomena of con-
densed matter physics. For many years, research has focused on 3d TMOs since they
were discovered to display intriguing phases such as high-temperature superconductivity,
as in the case of cuprates [1]; metal-insulator transitions [2], giant magnetoresistance [3]
or multiferroicity [4]. These phases are of extreme interest both for the understanding
of fundametal physics and for potential applications. Such interesting behaviours have
foundations in the strong correlations between the electrons, in other words the Coulomb
repulsion.
Electronic correlations decrease when moving to heavier transition metal atoms due to
the larger extension of the wavefunctions. For 5d TMOs electronic correlations become
comparable to other energy scales. In particular, an interaction that is of fundamental
relevance in those systems is the spin-orbit coupling (SOC), which instead for lighter
atoms can be neglected. The consequence of the presence of SOC, together with the com-
petition with the other energy scales, is the display of exotic topological phases of matter
yet poorly understood such as the Weyl semi-metal phase. In addition to fundamental
interest, the latter is extremely appealing for possible technological applications due to
exceptional optoelectronic properties [5–7].
Within the family of 5d TMOs, a class of materials that are of great interest from this
point of view are iridium oxides, also called iridates.
The present work is focused on the study of these compounds, in particular pyrochlore
iridates with chemical formula R2Ir2O7 (R = lanthanides). We have especially focused
on Tb2Ir2O7. First, we have characterized this compound by Electron Dispersive X-rays
spectroscopy (EDX) and magnetometry measurements. Later on, we investigated the
low-energy dynamics of the sample using Resonant Inelastic X-rays Scattering (RIXS).
Those experiments have been carried out at the Néel Institute and beamline ID20 at the
European Synchrotron Radiation Facility (ESRF), Grenoble (France).
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In Chapter 1 the Hubbard model is discussed. The spin orbit coupling is introduced and
the electronic correlations versus spin-orbit coupling phase diagram obtained from the
extended Hubbard Hamiltonian is reported. The physics of iridium oxides is introduced
with particular focus on SOC onto the electronic and magnetic properties of 5d TMOs.
Finally, the latest research results on pyrochlore iridates is reported.
In Chapter 2 the experimental and numerical methods used in this thesis are described.
Firstly, I briefly introduce the concept of synchrotron radiation. The RIXS technique and
the setup of ID20 are then described. The macroscopic measurements used to characterize
the sample are also shortly discussed. Finally, the chapter closes with an introduction of
the SpinW library used to perform numerical simulations to model the dispersion of the
magnetic excitations observed by RIXS.
Chapter 3 is dedicated to the experimental study of a single crystal of Tb2Ir2O7. A nu-
merical analysis using a spin wave model has also been carried out and is presented here.
Finally, a discussion of the results obtained is reported, comparing them with what was
found in previous studies.
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spin-orbit coupling systems

The electronic and magnetic properties of transition metal oxides (TMOs) are determined
by the competition of different energy scales, such as the electronic correlations U , the
electronic bandwidth W or the spin-orbit coupling (SOC) λ.
Fig. 1.1 shows the radial distribution of the d orbitals for different quantum numbers n =
3, 4, 5. They become more extended upon descending from 3d to 5d transition metals. As
a consequence, the probability for an electron to hop from one site to the other increases
and therefore the bandwidth W increases. Concomitantly, the electronic repulsion U de-
creases with the extension of the d-orbitals. The SOC constant is a function of the atomic
number Z and thus increases going down in the periodic table.

Figure 1.1: Radial distribution of nd orbitals: they become more extended going from 3d
to 5d orbitals. From [8].

Fig. 1.2 shows the periodic table of elements with the trends of the Coulomb repulsion U ,
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Figure 1.2: Periodic table of elements. The colored boxes are 3d and 5d transition
metals. The trend of the Coulomb repulsion (U), bandwidth (W) and spin orbit effect (λ)
are shown. The Coulomb repulsion increases moving towards the right and to the top of
the periodic table. The bandwidth has opposite behaviour. The SOC constant is a function
of the atomic number (Z): it increases moving towards the right and towards the bottom
of the periodic table.

the electronic bandwidth W and the SOC constant λ, displayed by colored arrows.

In this chapter I will introduce the Hubbard model for the description of correlated elec-
tron systems. The spin-orbit coupling is then described and included in the Hamiltonian.
The U vs λ phase diagram based on this extended Hamiltonian is shown. New phases of
matter, in particular topological ones appears in the strong-spin orbit coupling regime.
Iridium oxides, that are the main materials studied within this thesis, are found at the
centre of this phase diagram. Therefore their electronic and magnetic properties will be in-
troduced. Within the family of iridates, particular interest is on pyrochlore iridates which
have been predicted to display the so-called Weyl semimetal phase. Their properties are
discussed and the latest research results on these compounds are presented.

1.1. Generalities about strong spin-orbit coupling sys-

tems
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1.1.1. Hubbard model

The description of the physics of correlated-electron systems is typically carried out in
the Hubbard model framework, that is a paradigm in condensed matter. The Hubbard
Hamiltonian is:

H = −t
∑
<i,j>

∑
σ

(c†iσcjσ + ciσc
†
jσ) + U

∑
i

ni↑ni↓ (1.1)

where t is the hopping integral, c†iσ and ciσ are the creation and annihilataion operators
for electrons with spin σ on site i, U is the Coulomb repulsion, niσ is the electron density
with spin σ on site i. The Hamiltonian is composed of two terms. The first one is a tight-
binding term. It contains the hopping integral t which takes into account the hopping
of electrons from one site to another in the lattice. This hopping leads to the formation
of a doublon (a site that is occupied by two electrons) and a hole with the consequent
development of an energy band whose width W is proportional to t and which represents
an energy saving in terms of kinetic energy. The second is instead representative of the
on-site repulsion (electronic correlation): U is the energy cost of having two electrons
on the same site due to Coulomb repulsion. The first term favours the delocalization of
electrons, while the second one pushes towards their localization. Therefore, there is a
competition between the two terms that results in a specific behaviour of the material.
Considering a system with one electron per each atom, resulting in a half-filled band at
the Fermi level, its behaviour can be derived comparing two energy scales according to
the Hubbard model: U and W (∝ t). When W ≫ U the system is metallic since the
Fermi level crosses the energy band as represented in Fig. 1.3a. When U ≫ W a gap
opens and the system is in a so-called Mott-insulating state as shown in Fig. 1.3b. For
U ∼ W , there is a transition between a metallic and a Mott-insulating state.
This description can be applied to transition metal oxides (TMOs). In particular, the
insulating behaviour is well explained for 3d TMOs since they are characterized by narrow
bands and large values of the on-site Coulomb repulsion, i.e U/W ≫ 1.
In this strong Coulomb repulsion regime, electrons are localized on their atomic sites and
the Hubbard Hamiltonian can be reduced to the Heisenberg Hamiltonian:

H =
∑
i,j

Ji,jSi · Sj (1.2)

where Ji,j is the exchange constant between spins on sites i and j. Generally, only the
interaction between nearest neighbouring magnetic moments is considered, and the rela-
tive exchange constant will be referred to as J , which corresponds to J = 4t2/U . In the
convention used here, if J is positive the magnetic moments will align in an antiferromag-
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(a) (b)

Figure 1.3: (a) Half filled band in the case of low correlations: the material has a metallic
behaviour. (b) The strong correlation U splits the half filled band into a upper Hubbard
band and a lower Hubbard band separated by an energy α U. From [9].

netic configuration, while if it is negative in a ferromagnetic one.
The Heisenberg model is able to describe the low-energy physics of many systems in which
electrons are strongly correlated, such as cuprates. On the contrary, 4d and 5d oxides are
charaterized by a lower Coulomb repulsion and according to the Hubbard model they
are expected to have a metallic behaviour. However, metal-insulating transitions (MIT)
have been observed in many 5d compounds at low temperature [10]. The explanation of
such unexpected behaviour resides in the spin-orbit coupling that has not been taken into
account in eq.1.1.

1.1.2. Spin-orbit coupling

The spin-orbit effect is a relativistic interaction between the spin of an electron and its
motion, in other words its orbital angular momentum.
In the reference frame of an electron, the nucleus with charge Z e rotates around it and
therefore generates a magnetic field (see Fig. 1.8):

B = −v × E
c2 (1.3)
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Figure 1.4: Schematic representation of the motion of a nucleus of charge +Ze orbiting
around an electron in the electron reference frame. It generates a magnetic field B. From
[9].

where v is the velocity of the nucleus in the electron’s reference frame and E = −∇V (r) =

−dV (r)
dr

1
r

is the electric field generated by a positive charge which is related to the electro-
static potential V(r). The magnetic field’s expression becomes:

B =
1

c2 r × v
1

r

dV (r)

dr
=

1

mc2L
1

r

dV (r)

dr
(1.4)

where L = r × p = mr × v is the nucleus’s angular momentum.
The magnetic field interacts with the electron magnetic moment µ = − e

m
S:

HSO = −µ · B =
e

(mc)2
1

r

dV (r)

dr
S · L (1.5)

Considering a hydrogen-like atom, the electrostatic potential is V (r) = 1
4πϵ0

Ze2

r
and the

Hamiltonian becomes:
HSO =

Ze3

8πϵ0(mc)2r3
S · L (1.6)

Considering an electron with quantum numbers n and l, in a hydrogen-like atom one can
write:

< r−3 >n,l=
2Z3

a03n3l(l + 1)(2l + 1)
(1.7)

where a0 is the Bohr radius. Finally the expression of the spin-orbit Hamiltonian is found
to be:

HSO = λS · L (1.8)

with λ = e3

4πϵ(mc)2a03
1

l(l+1)(2l+1)
Z4

n3 . λ, the SOC constant, is representative of the SOC
strenght and it is proportional to Z 4. Therefore, the spin-orbit effect is much stronger for
heavier elements.
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1.1.3. Beyond the Hubbard paradigm: new topological phases

Combining the Hubbard Hamiltonian and the spin-orbit coupling, the total energy of the
system can be written as followed:

H = −t
∑
<i,j>

∑
σ

(c†iσcjσ + ciσc
†
jσ) + U

∑
i

ni↑ni↓ + λ
∑
i

Si · Li (1.9)

A schematic phase diagram proposed by Witczak-Krempa [11] is shown in Fig. 1.5, where
the competition between the electronic correlation and the spin orbit coupling constant
λ is taken into account in terms of U/t and λ/t.
When the SOC is weak (left part of the diagram in Fig. 1.5), as in the case of 3d TMOs,

Figure 1.5: U/t vs λ/t phase diagram established from eq. 1.9. On the left: Mott Hubbard
model. On the right: new emergent phases. From [11].

the Mott Hubbard model is recovered. When the SOC is strong (right part of the dia-
gram) more exotic phases are observed.
It turns out that materials containing heavy elements are likely to present the phenomenon
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of "band inversion" (see Fig. 1.6) [12]. If a gap is opened by spin orbit coupling, this band
inversion results in a non-trivial topological band structure, as in the case of topological
insulators (TI) and Weyl semimetals (WSM) [13–16]. A topological material is a system
whose properties can not be changed without changing its fundamental nature.
Topological insulators are insulating in the bulk but they have gapless surface conduction

Figure 1.6: Band topology in topological insulators and Weyl semimetal comes from the
phenomenon of band inversion specific to heavy elements. The spin-orbit coupling opens
a gap in the case of the topological insulator (TI) and gives rise to conductive surface
states. In Weyl semimetals (WSM), the gap also opens, except at certain crossing points
where the dispersion is linear, called Weyl points. From [17].

states. These states are robust and insensitive to smooth perturbations of the Hamilto-
nian. This topological phase has been realized in some compounds such as HgTe [18, 19]
and Bi2Se3 [20, 21].
Another topological phase is the Weyl semimetal phase (WSM). A Weyl semimetal has
also gapped bulk bands apart from some points in which two non-degenerate bands
cross linearly (see Fig .1.6). Those points are the so-called Weyl points (see Fig. 1.7a)
and they are rigid against perturbations. Their quasiparticle excitations are the so
called Weyl fermions and they are the three-dimensional analogous of the massless Dirac
fermions in graphene. However, they are characterized by a definite chirality, either left-
handed or right-handed, which is an indication of how the particle’s spin is aligned with
its momentum and they always come in pairs with opposite chirality. The two Weyl nodes
with opposite chirality are connected through a surface state called Fermi Arc, as repre-
sented in Fig. 1.7a, which is an hallmark of the Weyl semimetal phase. These materials
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(a) (b) (c)

Figure 1.7: (a) Electronic structure of Weyl semimentals: two Weyl points with opposite
chirality are indicated in blue and red. The two Weyl nodes with opposite chirality are
connected through a surface state called Fermi Arc. (b) Evidence of the Weyl cones in a
TaAs crystal, obtained with ARPES measurements, from [22]. (c) Evidence of horseshoe-
shaped Fermi arcs on TaAs crystal surface, obtained with ARPES measurements, from
[22].

are extremely interesting from the application point of view, since they are characterized
by exceptional opto-electronic properties, such as extremely high mobility.
The Weyl semimetal phase can be obtained from the breaking of some symmetries, such
as time reversal symmetry or inversion symmetry.
Historically, the first materials which were predicted to realize the WSM phase are py-
rochlore iridates R2Ir2O7 (with R a rare-earth element), within the family of iridium
oxides. Their peculiar magnetic structure allows to break the time reversal symmetry
while preserving inversion symmetry and therefore realizing a magnetic WSM. However,
no real evidence of a WSM state has been observed in these compounds despite many
experimental efforts.
In 2015 Su-Yang Xu et al. [22] reported the first observation of Weyl fermions in a TaAs
crystal. However, unlike pyrochlore iridates, this system is not magnetic and is described
with no correlations. The inversion symmetry breaking allows the observation of the Weyl
semimetal state. Fig. 1.7b and Fig. 1.7c show respectively the evidence of the Weyl cones
in TaAs crystal and Fermi arcs on TaAs crystal surface obtained with ARPES measure-
ments [22].

The present work describes the study of pyrochlore iridates with the aim of understanding
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whether the WSM state can be achieved in these crystals. In the next section I will discuss
the physics of iridates, explaining in particular the realization of the J eff = 1/2 state and
its impact on the electronic and magnetic properties in iridate oxide systems.

1.2. Physics of iridium oxides

1.2.1. J eff = 1/2 ground state in Iridates

Considering free iridium ions Ir4+ (5d5), five electrons occupy five degenerate d orbitals
(dxy, dxz, dyz, dx2-y2 , dz2), whose angular distribution is represented in Fig. 1.8

Figure 1.8: Angular distribution of d-orbitals.

The way the 5d electrons fill the d orbitals in the ground state can be found consider-
ing Hund’s rules and it is defined through the assignment of the values of the angular
momentum quantum numbers S (spin quantum number), L (orbital angular momentum
quantum number) and J (total angular momentum quantum number):

• Maximize S : the maximization of the total spin S implies that electrons arrange
with parallel spin in different orbitals reducing the Coulomb repulsion.

• Maximize L: among the states that maximize S the ground state is characterized
by the maximum angular momentum L. This second rule also has the foundations
in the minimization of the Coulomb repulsion.

• The total angular momentum is J = S + L with possible quantum numbers J =

L + S, L + S − 1, ...|L − S|. If the shell is less than half full the ground state is
characterized by J = |L− S|, if it is more than half full J = L+ S. This third rule
derives from the minimization of the spin-orbit energy.
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However, ions in a real system are never isolated and thus it is necessary to consider their
local environment. Each ion in a crystal feels an electric field due to the presence of the
neighbouring ions. This electric field is called crystalfield and it is strongly dependent
on the symmetry of the local environment of the ions.
In many iridates, iridium ions have an octahedral environment whose vertices are occupied
by oxygen ions. The presence of oxygen ions with their electrons lifts the degeneracy of the
d orbitals. The latter can be classified in two groups: the t2g orbitals with lobes pointing
in between the axes (dxy, dxz and dyz) and the eg orbitals with lobes pointing along the
axes (dz2 and dx2-y2). The energy of t2g states is lowered in a octahedral environment and
the one of eg states is increased. Indeed the overlap between eg (Fig. 1.9a) orbitals and
p-orbitals of oxygen ions is larger than between t2g and p-orbitals (Fig. 1.9b).

(a) (b)

Figure 1.9: In an octahedral environment the oxygen ions are placed at the vertices of an
octahedron whose center is the transition-metal ion. (a) eg orbitals of the transition metal
ion point along the p orbitals of the oxygen ions. (b) t2g orbitals point in between the
p-orbitals of the oxygen ions and are thus are subjected to a weaker Coulomb repulsion.
From [23].

This energy splitting due to the crystal field, shown in Fig. 1.10 as 10Dq, is quite large in
iridates (∼ 2-3 eV). Therefore, the system lowers its energy by placing the five electrons
in the t2g states and leaving the eg states empty. Thus the system is in a low spin
configuration with S = 1/2.
One can calculate [9] < t2g|Lx|t2g >, < t2g|Ly|t2g > and < t2g|Lz|t2g > and find matrix
elements of same magnitude and opposite sign to those of p states. Therefore, t2g states
can be considered as a triplet of states with effective orbital angular momentum Leff =

−1.
The strong SOC in iridium oxides compounds will then further split the degeneracy of
the t2g states in a J eff = 1/2 and J eff = 3/2 states, as represented in Fig. 1.11. Therefore,



1| New phases in strong spin-orbit coupling systems 13

Figure 1.10: Splitting of the d energy levels due to crystal field. The energy splitting is
called 10Dq. From [24].

Figure 1.11: Representation of the d energy levels for an isolated Ir4+ ion on the left, in
the presence of an octahedral environment at the center and with SOC on the right. From
[9].

four electrons will fill the J eff = 3/2 state and only one electron will place in the J eff =
1/2 state, leaving a hole in the latter.
Let us now elaborate the effect of the SOC on the electronic properties in a periodic
structure of atoms, in other words a crystal.

1.2.2. Effect of SOC on electronic structure

Energy levels are replaced by bands taking into account the whole crystal: in Fig. 1.12
(a) the t2g band is shown. Fig. 1.12 (b) represents the splitting of the t2g band due to
Coulomb interaction according to the SOC-less Hubbard Hamiltonian. When only SOC
is considered, the t2g band is split into a fully-occupied J eff = 3/2 band and an half-filled
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J eff = 1/2 band with lower bandwidth with respect to the original one (Fig. 1.12 (c)). As
a consequence, when SOC is considered, a lower value of the Coulomb repulsion is needed
in order to open a gap and make the material behave as a Mott insulator (see Fig. 1.12
(d)). Therefore, the introduction of SOC in the description is able to give an explanation
of the insulating state of most of iridium oxide compounds. This effect was first observed
and understood in Sr2IrO4 by Kim et al. [25].

Figure 1.12: Representation of the energy diagrams for 5d5 configuration (a) without
Coulomb repulsion and SOC, (b) with large Coulomb repulsion and in absence of SOC,
(c) with SOC and without Coulomb repulsion, (d) with SOC and with Coulomb repulsion.
From [25].

In addition to having a strong influence on the electronic properties, the SOC is also a
source of magnetic anisotropy and strongly influences the magnetic properties of such
systems.

1.2.3. Effect of SOC on magnetic properties

The spin orbit interaction strongly affects also the magnetic properties. The magnetic in-
teractions of transition metal oxides are typically governed by the superexchange between
the magnetic ions mediated by the 2p orbitals of the oxygen placed in between them. The
anisotropy of these magnetic interaction derives from the SOC since it entangles the spin
and the orbital degree of freedom. In other words, without SOC, the spin would not have
any reason to align along a certain direction and the system would keep a SU(2) symme-
try (isotropic interaction). Thus in the strong SOC regime the magnetic interactions are
strongly dependent on the symmetry of the crystal lattice as well as the geometry of the
bonds. The seminal work of Jackeli and Khaluillin [26] has established that two types of
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magnetic interactions exist depending on the superexchange geometry:

• Heisenberg interaction for a corner sharing geometry, as represented in Fig. 1.13a.
In this case the Ir-O-Ir angle is of 180°.

• Kitaev type interaction for a edge sharing geometry, with a Ir-O-Ir angle of 90° (see
Fig. 1.13b).

(a) (b) (c)

Figure 1.13: (a) Corner sharing geometry: the Ir-O-Ir angle is of 180° and the interaction
between the Ir magnetic moments is an isotropic Heisenberg interaction. (b) Edge sharing
geometry: the angle Ir-O-Ir is of 90°. The Heisenberg interaction is suppressed due to the
destructive intereference between the two superexchange paths (via the upper and lower
oxygen). In this case, the interaction is of Kitaev type. (c) Honeycomb lattice with
anisotropic interactions depending on the orientation of the bonds. The system is highly
frustrated in terms of magnetic interactions on one site, i.e. that the spin at site i wants
to align along the x, y, z directions at the same time. This geometry is the cornerstone
of the experimental realization of the Kitaev physics and is realized e.g. in Na2IrO3 or
alpha-RuCl3. From [26, 27].

This latter interaction arises from the fact that the two superexchange paths, via the
upper and lower oxygen ions, interfere destructively, thus canceling the isotropic term.
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The interaction arising is anisotropic and it is dependent on the spatial orientation of
the bond. For a given bond ij in the plane perpendicular to γ = (x, y, z), the magnetic
Hamiltonian can be written as:

H ij
(γ) = −KγSi

(γ)Sj
(γ) (1.10)

For a honeycomb lattice, the sum over the contributions of all different bonds of type
eq.1.10 corresponds to the Kitaev model:

H = −
∑
<ij>γ

KγSi
γSj

γ (1.11)

This model describes honeycomb lattices of 1/2-spins interacting with nearest-neighbouring
spins through bond-dependent-easy-axis Ising interaction, as illustrated in Fig. 1.13c. This
model is analytically solvable and its ground state is a quantum spin liquid [27]. A quan-
tum spin liquid is an exotic state of matter in which spins do not order even at T = 0K

due to quantum fluctuations. Some signature of the Kitaev interactions have been found
in some compounds having a quasi-2D honeycomb lattices such as alpha-RuCl3, Li2IrO3

and Na2IrO3 [27–30]. However, the realization of ideal interactions of the Kitaev type
is still subject of research. Indeed, Coulomb repulsions between 2D honeycomb layers
induce distortions of the octahedron, hence bringing the TM-O-TM angle away from the
ideal 90° case. This results in a small, yet not negligible, isotropic interaction that will
compete with the Kitaev term and therefore leads the system away from a quantum spin
liquid state. Also longer than nearest-neighbours range interactions may be relevant in
some cases bringing the system away from the pure Kitaev model.

Another interesting interaction arising from the spin-orbit coupling, particularly relevant
for this master thesis, is the so-called antisymmetric exchange interaction, also called
Dzyaloshinskii-Moriya interaction (DMI). Moriya demonstrated [31] that, when consider-
ing the SOC (λL ·S) and expanding in powers of λ, the magnetic Hamiltonian describing
the interaction between two spins (Si and Sj) becomes:

H ij = JSi · Sj + Dij · (Si × Sj) + Si · Γij · Sj + ... (1.12)

The first term is the isotropic Heisenberg exchange with J ∝ λ0. The second term is the
anisotropic Dzyaloshinskii-Moriya term and the modulus of Dij is proportional to λ. The
third term is another anisotropic exchange term with Γij a symmetric tensor related to
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λ2. The Dzyaloshinskii-Moriya interaction is present under certain conditions: the bond
between the two spins must not hold inversion symmetry.
The effect of this interaction is to cant the spins (see Fig. 1.14) and in the case of an

Figure 1.14: Scheme of the Dzyaloshinskii-Moriya interaction between two spins. It
introduces a ferromagnetic component in the interaction by canting the spins. From [23].

antiferromagnet it introduces a small ferromagnetic contribution (weak ferromagnetism).
This interaction is not present in highly symmetric crystals, but it is of relevant importance
in some compounds, such as pyrochlore crystals [32]. In these compounds, antiferromag-
netic interactions between nearest neighbours bring to frustration preventing long range
magnetic order. If DMI is present, frustration is removed and long range order is estab-
lished.
Now I will introduce the pyrochlore crystal structure, focusing in particular on pyrochlore
iridates which are the main subject of this master thesis.

1.3. Pyrochlore iridates

In the class of iridium oxides there are different families of crystal structures all char-
acterized by specific properties. Within them, pyrochlore iridates have attracted major
interest. Indeed, the interplay of strong SOC and electronic correlations in these com-
pounds is expected to realize novel phases of matter such as the magnetic WSM.

1.3.1. The crystal structure of pyrochlores

Pyrochlore crystals have stoichiometry A2B2O7, where A is a trivalent rare-earth element
and B a tetravalent transition metal. The crystal structure is represented in Fig. 1.15a.
It is a face-centered-cubic (fcc) structure (see Fig. 1.15b for the Brillouin zone of the fcc
sublattices) and the space group is Fd3m (No. 227). The transition metal and rare-
earth ions form two interpenetrating pyrochlore, corner sharing tetrahedral lattices (see
Fig. 1.15c), each with sixteen atoms per unit cell. The oxygen ions form an octahedral
environment around transition metal ions.
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(a) (b) (c)

Figure 1.15: (a) Schematic representation of the pyrochlore structure. A ions are repre-
sented in green, B ions in blue and oxygen ions in red. (b) Brillouin zone for a fcc lattice.
(c) Corner sharing tetrahedral lattice formed by iridium and rare-earth atoms. The ideal
octahedral environment formed by oxygen atoms around Ir ions is shown. From [11].

Pyrochlore crystals can be subjected to frustration. A crystal is said to be frustrated
when the different magnetic interactions cannot all be satisfied simultaneously. This can
happen both because of competing interactions or because of the geometry of the crystal
lattice.

(a) (b)

Figure 1.16: (a) Geometrical frustation in a triangular lattice. (b) Geometrical frustation
in a pyrochlore lattice.

A typical example to explain geometrical frustration consists of a triangular lattice with
spins interacting antiferromagnetically. If a spin is placed on one corner, then the second
spin can be placed antiparallel to the first, but with the third spin a problem arises. It
is not possible to arrange the system in such a way that the third magnetic moment is
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antiparallel to both the other two magnetic moments (see Fig. 1.16a). In three dimensions,
an analogous example of geometric frustration is found in pyrochlore lattices with spins
interacting antiferromagnetically as shown in Fig. 1.16b.

1.3.2. State of the art

Historically, pyrochlore crystals have been studied with non-magnetic transition metals,
such as Ti, Sn, and Mo, to focus on the magnetism of rare earth ions. As a consequence
of magnetic frustration, a wide variety of fascinating behaviors has been observed. Py-
rochlore titanates Ho2Ti2O7 and Dy2Ti2O7 [33–36] and pyrochlore stannates Ho2Sn2O7

and Dy2Sn2O7 [37] were discovered to be spin ices. A spin-glass behaviour has been ob-
served in Y2Mo2O7 [38], while Tb2Ti2O7 has been found to be a spin liquid [39].
Later on, people started to be interested in pyrochlore crystals in which both the rare-
earth and transition metal sites posess magnetic moments. This is the case for some
pyrochlore iridates.
Initially the magnetic structure formed by the iridium ions remained ambiguous. Theo-
retical works [40–42] predicted that the Ir sublattice orders in a so-called All-In-All-Out
(AIAO) magnetic configuration: spins point either inside or outside the tetrahedra as
represented in Fig. 1.17. This structure breaks the time reversal symmetry while preserv-
ing the inversion symmetry and it is stabilized by the Dzyaloshinskii Moriya interaction
which removes frustration.

Figure 1.17: All-In-All-Out (AIAO) magnetic structure of the iridium sublattice.

The small magnetic moment of Ir4+ and the strong neutron absorption of iridium makes
the direct experimental probing of the magnetic structure of the iridium sublattice through
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usual neutron scattering arduous. Results of resonant X-ray scattering [43, 44] and muon
spin relaxation [45, 46] on pyrochlore iridates with non-magnetic rare-earth ions (Eu, Y)
were compatible with a AIAO configuration of the iridium spins. In particular, Sagayama
et al. stated that the only magnetic structure compatible with the absence of structural
distortion they found is the AIAO structure [43].
Confirmation of the AIAO structure has been supplied by neutron scattering experiments
indirectly probing the magnetic structure of the rare-earth ions, which have a larger mag-
netic moment. Rare-earth ions feel the molecular field generated by the iridium magnetic
structure and consequently order in a AIAO configuration. Tomiyasu et al [47] found a
AIAO magnetic ordering of Nd ions in Nd2Ir2O7, reflecting a AIAO configuration of the
iridium ions. A similar result has been found in Tb2Ir2O7 [48].
Later, Guo et al. [49] reported the first successful direct measurements of the Ir ions’
magnetic structure by powder neutron diffraction on Nd2Ir2O7 [49].
The magnetic structure remains unchanged when changing the rare-earth element, but
the electronic structure varies. In particular, the properties of pyrochlore iridates are
strongly affected by the dimensions of the rare-earth ion. The trend of the ionic radius
along the periodic table is reported in Fig. 1.18. The ionic radius increases while going
down and moving left through the periodic table.

Figure 1.18: Periodic table of elements with the trend of the ionic radius. It increases going
down in the periods and moving to the left along the groups. The rare earths elements are
represented in yellow boxes.

Fig. 1.19a shows the phase diagram of pyrochlore iridates with varying temperature and
ionic rare-earth radius calculated from transport and magnetism measurements. Three re-
gions are distinguished: a magnetic insulating phase, a metallic phase, and a non-metallic
phase.
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(a)

(b) (c)

Figure 1.19: (a) Phase diagram for the pyrochlore iridates R2Ir2O7. From [11]. (b)
Resitivity measurements for polycrystalline pyrochlore iridates with different rare earths
elements, from [37]. A metallic behaviour is depicted by a positive slope of the resistivity,
while a negative slopes corresponds to an insulating behaviour. (c) FC-ZFC curves for
Tb2Ir2O7 on the top, Dy2Ir2O7 at the center and Ho2Ir2O7 at the bottom, from [37]. A
magnetic transition is indicated by the bifurcation between the ZFC and FC curves.

Resistivity measurements (see Fig. 1.19b) on powder samples show a divergence below
a certain temperature for all pyrochlore iridates except for R = Pr, indicating metal-
to-insulating transitions (MIT). Moreover, the resistivity is lower for larger rare earth
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ionic radius (it increases from Pr to Dy). Thus, pyrochlore iridates with larger rare earth
ionic radius have a more metallic behaviour. From Fig. 1.19b one can notice that the
resistivity dependence on temperature changes from metallic (dρ/dT > 0) to non-metallic
(dρ/dT < 0) for compounds with larger rare earth ions (in particular it is very clear for
Nd). For the other compounds with smaller rare earth ionic radius the behaviour high-
lighted by the resistivity measurments is always non-metallic. In the case of Pr2Ir2O7 the
resistivity always has a positive slope down to T = 0 K, implying a metallic behaviour
for all temperatures.
Magnetic measurements [37] (Fig. 1.19c) show a bifurcation between the zero-field cooled
(ZFC) and the field-cooled (FC) susceptibility curves around 130 K for Tb2Ir2O7, 135 K
for Dy2Ir2O7 and 140 K for Ho2Ir2O7. It indicates a magnetic transition, which has been
attributed to the arising of the AIAO magnetic structure at the iridium site.
A schematic phase diagram of pyrochlore iridates with varying electronic correlation and

Figure 1.20: Theoretical phase diagram of pyrochlore compounds calculated from the Hub-
bard model: U is the Coulomb repulsion and t1 and t2 hopping integrals. An insulating
antiferromagnetic phase (I-AF) is predicted for strong correlations with a AIAO struc-
ture (light blue shaded region) or different magnetic structure (orange shaded region).
For low correlation a metallic phase (M), a semimetallic phase (SM), and a topologi-
cal insulating (TI) phase are predicted. In the intermediate regime a WSM phase or a
metallic-antiferromagnetic phase (M-AF) are expected as ground state. From [40].

hopping integrals is shown in Fig. 1.20. One can observe that for strong correlations the
pyrochlore iridate crystal is in a Mott insulating and antiferromagnetic state (R = Lu,
Yb), while for low correlations it behaves like a metal (R = Pr). However, in the interme-
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diate correlation regime it is predicted that the ground state is the Weyl semimetal state
(WSM).
Indeed, previous theoretical works on pyrochlore iridates advocated that two conditions
should be met in order to realize a Weyl semimetal phase: the magnetic moments should
organize in a AIAO structure (breaking the time reversal symmetry but preserving the
cubic structure) and the correlation should be weak enough (otherwise the crystal would
end up in a Mott insulating phase) [11, 40–42]. Intense research has been addressed to
the study of these compounds in the past ten years. The first studies have been made
employing inelastic neutron scattering [50, 51] on powder samples due to the difficulties
to obtain single crystals [52].
More recently, experiments on single crystals of Sm2Ir2O7 and Eu2Ir2O7 [53, 54] by Res-

onant Inelastic X-Ray Scattering (RIXS) have been performed. Quantitative information
about the interactions in the systems can be obtained through the comparison with the-
oretical calculations. Through the magnetic excitations, one can get an insight onto the
electronic correlations. This is essential to understand where the compounds are placed
in the phase diagram and whether they can present a Weyl semimetallic phase.
Fig. 1.21a represents the intensity map of RIXS spectra on Eu2Ir2O7 [53]. Chun et al.
[53] suggested that an intermediate correlation description whould be more appropiate to
describe the evolution of the magnetic excitation spectrum with temperature rather than
a local moment description.
Fig. 1.21b shows the dispersion relation of magnetic excitation in Sm2Ir2O7 single crystal
[54]. The numerical simulations have been performed within a local description taking
into account the Heiseinberg exchange and the Dzyaloshinskii Moriya interaction between
neighbouring magnetic moments. From the fit of the experimental data Donnerer et al.
[54] estimated the strength of the magnetic interactions. This approach carries a crucial
approximation: the electronic correlations are assumed to be strong.
In order to go further in the analysis of the data, one should employ more sophisticated
methods based on the Random Phase Approximation (RPA) which is based on the Hub-
bard model. Fig. 1.22 reports the calculations of spin dynamics within RPA with different
electronic correlations. For small values of the Coulomb repulsion the spin wave spec-
trum broadens throughout the Brillouin zone due to the interaction with a particle-hole
continuum of excitations: the so-called Stoner contiuum. The attenuation of collective
excitations due to the interaction with this continuum was first considered by Landau and
is commonly referred to as Landau damping. As the correlations increase the continuum
raises in energy and the spin wave modes are well defined. The Hubbard model in this
case reduces to the Heisenberg model.
In the case of Sm2Ir2O7 [54], while the magnetic spectra are well described by a spin wave
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(a)

(b)

Figure 1.21: (a) Intensity map of RIXS spectra on Eu2Ir2O7 at T = 7 K from [53]. The
circles represents the energy positions of magnons obtained from the fit of experimental
data. (b) Experimental (black dots) and calculated (blue curves) dispersion relation of
magnetic excitation in Sm2Ir2O7. From [54].

model, i.e. strong correlations, the width of the magnons seems to increase while moving
from the Γ point thus pointing out "intermediate correlations".
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Figure 1.22: Spin dynamics in a AIAO magnetic structure from RPA calculations with
different electronic correlations U. ω is in units of t = 1 with t hopping integral. The
images on the left and on the right represent the intensity map for two cuts in the phase
diagram corresponding to different hopping integrals. From [55].
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2| Experimental and numerical

techniques

The study of the excitations of a material allows to investigate its dynamical properties.
Many experimental techniques have been developed for this purpose, such as Inelastic
Neutron Scattering (INS), Resonant Inelastic X-Rays Scattering (RIXS) or Raman Spec-
troscopy.
An incident probe (neutrons, photons) transfers energy to an excitation that is created
in the material by inelastic scattering. The energy transfer, which corresponds to the
energy of the created excitation, can be measured by measuring the energy of the out-
going neutron/photon. Thus, these experimental techniques allow to obtain the energy
loss spectrum. Various elementary excitations of different nature and energy scales can
be observed (see Fig. 2.1), for example:

• Phonons are collective excitations representing the quantization of modes of vibra-
tions in a crystal.

• Magnons are excited magnetic states, representing the quantization of spin waves
and their dispersion relation contains information about the magnitude of the mag-
netic interactions of the system.

• The so-called dd excitations correspond to intra-orbital t2g or t2g to eg excitations.
They represent an electron hopping from one orbital to another and are hence related
to the electronic structure induced by the crystal field.

• Charge transfer excitations represent the motion of electrons between different ions
in the crystal.

The present work is mainly focused on the study of magnetic excitations. For many years
the leading techinque employed for the study of excitations, especially magnetic ones,
has been Inelastic Neutron Scattering. However, some limitations emerged. First of all
INS requires samples of relatively large volume (∼ mm3). Moreover, some elements are
strong neutron absorbers (in particular iridium), therefore making it difficult to study
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Figure 2.1: Scheme of an energy loss spectrum: different features represent different types
of excitations. The dispersions (relation between the energy and momentum) of the latter
are also shown. From [56].

them using neutron scattering experiments.
The availability of high brilliance synchrotron radiation, together with technological ad-
vances in some instrumentations such as monochromators, analyzers and spectrometers,
laid the foundations for the possibility of new techniques of investigation of matter em-
plyoing X-rays.
Nowadays, inelastic X-ray scattering has become complementary to inelastic neutron scat-
tering, especially when the size of the sample is not suitable for neutron scattering exper-
iments. In particular, a large enhancement of scattering cross section was demonstrated
when the energy of incoming photons is tuned to an absorption edge of an element. Such
a technique is therefore called Resonant Inelastic X-Ray Scattering (RIXS).

In this chapter I will first introduce some generalities about synchrotron radiation, which
is fundamental for the employment of RIXS to probe magnetic excitations. Then the RIXS
technique is described and subsequently the setup of ID20, a RIXS dedicated beamline
of the European Synchrotron Radiation Facility (ESRF) where I carried out my thesis
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project, is outlined. The macroscopic techniques used for the characterization of samples
are also briefly explained. Finally, I will discuss the SpinW software used to model the
experimental dispersion spectra of the magnetic excitations.

2.1. Resonant Inelastic X-Rays Scattering (RIXS)

2.1.1. Generalities on synchrotron radiation

X-rays are electromagnetic waves in the energy range ∼ 100 eV - 120 keV [57]. They have
been discovered by the German physicist Wilhelm Conrad Röntgen in 1895. From that
moment they have been considered one of the main probes of the structure of matter, as
their wavelength is comparable to inter-atomic distances (in the Å range). X-rays were
mainly produced in X-ray tubes until the 1970s. The principal limitations in the use of
X-rays resided actually in the source itself. Indeed, the brightness (flux emitted per unit
surface and unit solid angle) of the radiation produced by X-rays tubes is quite low.
Synchrotron radiation was accidentely discovered in 1947 at General Electric in the United
States [58], using a circular particle accelerator: a synchrotron. Indeed, electromagnetic
waves are emitted when a charged particle is submitted to an acceleration. Around 1970
the first generation of synchrotron appeared: X-rays produced in accelerators for high-
energy physics experiments were used in a parasitic mode. Around the 1980, second
generation synchrotrons, dedicated to the use of X-rays produced by bending magnets,
were built being the results obtained with the first ones very encouraging. In third gener-

Figure 2.2: Scheme of a third generation synchrotron. The main elements are: the electron
gun, the LINAC, the Booster synchrotron, the storage ring (which contains undulators and
bending magnets) and the beamlines. From [9].
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ation synchrotrons the brightness is increased by a factor ∼ 104 due to the use of insertion
devices, such as undulators and wigglers.
In Fig. 2.2 the approximate scheme of a third-generation synchrotron is shown. Electrons
produced in an electron gun are accelerated in a linear accelerator (Linac). Electrons
from the Linac enter the Booster synchrotron where they are accelerated to a given energy,
through radiofrequency (RF) cavities, before being injected into the storage ring, schemat-
ically represented in Fig. 2.3. The latter is a tube where the electrons pass through several
magnets and are accelerated producing radiation. The storage ring includes straight and

Figure 2.3: Scheme of the storage ring. It is made by curved and straight sections hosting
focusing magnets and insertion devices respectively [59].

Figure 2.4: Scheme of an undulator device. The electrons are forced to follow an undu-
lating path and they emit X-rays [59].

curved sections in alternating order. The straight sections host focusing magnets ensur-
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ing electrons to remain close to the ideal orbital path and insertion devices (undulators
or wigglers) producing intense X-rays beams. Undulators are magnetic structures which
force electrons to follow an undulating trajectory, as shown in Fig. 2.4. Radiation is emit-
ted due to the bending of the electrons trajectory. Light emitted at each bend interferes,
generating a highly-brilliant X-ray beam with a narrow energy spectrum.
Wigglers are insertion devices similar to undulators but with stronger magnetic fields
producing a wider oscillation of the electrons leading to a wider spectrum of the emitted
radiation with respect to undulators.
Two bending magnets in the curved section bend the electrons into their racetrack orbit
and cause the emissions of X-rays. The radiation produced in this case is less brilliant
than in the case of insertion devices.
These beams of light emitted by the electrons passing throught bending magnets or in-
sertion devices are directed towards the beamlines (BM or ID respectively).
The European Synchrotron Radiation Facility (ESRF) in Grenoble (France), which started
to be built in the late 1980s, has been a third generation synchrotron until 2020 when,
after a facility upgrade, became ESRF-EBS (ESRF-Extremely Brilliant Source), the first
fourth generation synchrotron. The new storage ring is based on a hybrid multi-bend
achromat (HMBA) and produces extremely brilliant X-rays by reducing the electron emit-
tance [60, 61] towards the diffraction limit (diffraction limited storage rings [62]).

ID20 is a dedicated beamline for inelastic X-ray scattering in the hard-X-rays regime
using undulators. Before describing the experimental setup of the beamline, I will first
introduce the RIXS process.

2.1.2. RIXS process

RIXS is a photon-in-photon-out two-step process [63]. In Fig. 2.5 a schematic represen-
tation of the process is shown. A photon with energy ℏωi and momentum ℏk⃗i impinges
on the sample in the ground state (initial state) and it is absorbed. As a consequence,
a core electron is excited into the valence band: the system is left with a very unstable
intermediate excited state with a deep core hole. Therefore, it decays very rapidly (∼ 1
fs): an electron from one valence state decays into the core level emitting a photon (final
state). The energy and momentum of the emitted photon are ℏωf and ℏk⃗f respectively.
The energy of the two photons (incident and outgoing) may be equal, and in this case we
talk about Resonant Elastic X-ray scattering (REXS), or different in the case of Resonant
Inelastic X-ray scattering (RIXS). In the latter case, the system is left with an excitation,
whose energy is the difference of the energies of the two photons and the momentum
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Figure 2.5: Schematic representation of the RIXS process. A photon with energy ℏωi and
momentum ℏki impinges on the sample and it is absorbed. A core-electron is excited in the
valence band and leaves a deep core hole. The system left in an excited state relaxes very
rapidly: another electron fills the hole and a photon with energy ℏωf and momentum ℏkf

is emitted. An excitation is left in the system with energy ℏω = ℏωi−ℏωf and momentum
ℏq = ℏki − ℏkf . 2θ is the scattering angle. From [9].

transfer the difference between the momenta.
The energy conservation and momentum conservation rules for the whole system must be
obeyed:

ℏω = ℏωi − ℏωf (2.1)

ℏq⃗ = ℏk⃗i − ℏk⃗f (2.2)

The energy ℏω and momentum ℏq⃗ are the energy and momentum transfer of the exci-
tation. The energy of the incoming photon is fixed to an absorption edge of the sample
(resonant mode) and the transferred momentum ℏq⃗ is fixed by the scattering geometry,
fixing the scattering angle 2θ (see Fig. 2.5). By measuring the energy ℏωf , the energy of
the excitation ℏω is obtained.
Let us now have a closer look at the RIXS cross section.

2.1.3. RIXS cross section

In order to find the RIXS cross section, the starting point is writing down the Hamiltonian
of the system, representing the radiation and the sample, in particular its electrons. It is
therefore composed of three terms: a first term only related to the electrons, a second term
referred just to the photons and a third one describing their interaction. This complete
Hamiltonian can be considered as a sum of an unperturbed Hamiltonian (made by the
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two terms related individually to the radiation and to the sample) and a perturbation
term H ′ corresponding to the interaction.
The probability of the transition Wif from the initial ground state |i > of energy Ei

(on the left in Fig. 2.5) to the final state |f > of energy Ef (on the right in Fig. 2.5),
when treating the electron-photon interaction as a small perturbation within perturbation
theory up to second Fermi’s Golden rule, takes the form:

Wif =
2π

ℏ

∣∣∣ < f |H ′|i > +
∑
n

< f |H ′|n >< n|H ′|i >
Ei − En

∣∣∣2δ(Ei − Ef ) (2.3)

where |n > is the intermediate state of energy En (at the centre in Fig. 2.5).
Close to resonance, the second term dominates and the first term can be neglected.
The measured quantity, however, is the double-differential scattering cross-section. Ac-
cording to the Fermi’s Golden rule (the reader can refer to [64] for the full calculation) it
is given by:

dσ2

dΩdℏωf

=
πe4

2ϵ02c4
ωiω

3
f

∑
f

∣∣∣∑
n

< f |D†|n >< n|D|g >

Eg + ℏωi − En + iΓn

∣∣∣2 × δ(Ef − Eg + ℏ(ωf − ωi))

(2.4)

where dΩ is the solid angle in which the radiation is scattered and dℏωf is the energy
resolution and therefore dσ2

dΩdℏωf
is the ratio of photons with energy in the range ℏωf−ℏωf+

dℏωf , in the solid angle in the range Ω−Ω+dΩ. D is the dipole operator D =
∑N

i=1ϵ ·ri,
with ϵ the polarization vector of the incident photon.

Two important features must be highlighted:

• RIXS is a two-step process: upon absorption of a photon, the system is excited
to an intermediate state before decaying into the final state through the emission
of a photon. Therefore, it allows some transitions, that, if direct, would be dipole
forbidden (as in the case of dd excitations, that would require transitions within the
same shell).

• When ℏωi = Eg − En, the scattering cross section increases, since the denominator
of summation over n drops (it does not go to zero since there’s the imaginary term
iΓn). Therefore, the scattering cross section is enhanced by the resonance condition
making this technique competitive to neutron scattering, but yet "photon hungry"
requiring high-brilliance X-ray sources.

.
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2.1.4. RIXS features and limitations

RIXS is characterized by some important features, making it the most suitable technique
to be employed in specific cases:

• In the hard X-rays regime the energy and momentum dependece of the excitations
can be probed over the entire Brillouin zone. Indeed, the momentum transfer in the
RIXS process is:

|q| = 4π

λ
sin(θ) (2.5)

where 2θ is the scattering angle and λ the radiation’s wavelength (λ ∼ 1 Å).

• Small sample volumes: X-rays interact with matter much stronger than neutrons.
Typical penetration depths for neutrons are in the order of cm, while for hard X-rays
with energy of ∼ 10 keV the penetration depth is of the order of ∼ 50µm. Therefore,
samples analyzed with RIXS can be with small volume with respect to those studied
through INS. This can be very useful when only small crystals of the material under
investigation can be produced, for instance iridates, that are generally obtained
through flux methods.

• Bulk sensitivity: even though the penetration depth of X-rays is smaller than that
of neutrons, it still allows bulk sensitivity.

• Chemical and orbital sensitivity: RIXS is a resonant technique. Thus, the energy
of the incoming photon is tuned to the resonance edge of a specific element and the
properties related to this only specific element can be studied. The energy chosen
is not only element specific but it is also orbital specific, i.e. that we can tune
the incident energy to different edges (K, L2, L3...). Besides, the binding energy is
dependent on the valency of the ions. Accordingly, ions of the same element with
different valencies can be distinguished (if allowed by energy resolution).

• Polarization sensitivity: one could have information about the transfer of angular
momentum and therefore have information about the nature of the created excita-
tions by detecting a change in the polarization between the incoming and outgoing
photons. However, a polarimeter is not yet available for hard-X-rays RIXS.

However, RIXS has also some limitations, that were the main reasons for the late de-
velpoment and employment of this technique compared to neutron scattering:

• Energy resolution: the energy resolution of a RIXS experiment is not as good as for
a INS experiment, for which fractions of meV can be achieved, allowing to probe
and separate very low-energy excitations. For a long time the energy resolution of
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a RIXS experiment has been around 1 eV. In the last years a resolution of 25 meV
has been reached at the iridium L3 edge, meaning an incoming photon with energy
of 11.215 keV and thus a resolving power of ∼ 4 × 105 [65, 66]. The quest for a
better resolution is still ongoing and very recently quartz analyzers allow an energy
resolution of 10 meV resolution [67].

• Efficiency: synchrotron radiation must be employed to carry out experiments in
an acceptable amount of time since the cross-section of the process is very low (as
discussed in section 2.1.3)

2.1.5. RIXS experimental set-up at ID20

I carried out my thesis project at the ID20 beamline at ESRF. ID20 is committed to
the study of the electronic structure of matter, in particular by probing the electronic
and magnetic excitations through X-ray inelastic scattering and emission spectroscopy
techniques [66]. It is provided by two experimental hutches, one principally dedicated to
X-ray Raman Spectroscopy (EH1) and one to RIXS (EH2).
A schematic representation of the optics hutch and RIXS end station in ID20 is reported in
Fig. 2.6. The X-ray beam is produced by three undulators in the energy range of hard X-
rays (between 4 and 20 keV) and it goes through a sofisticated optical setup before hitting
the sample. The first optical element is a collimating mirror, which collimates the beam

Figure 2.6: Schematic representation of the setup of the optics hutch and RIXS end station
of ID20 at ESRF. X-rays are produced by three undulators and sent to the first collimator.
Then the beam passes through a monochromator and a post-monochromator. Finally, two
focusing mirrors are present, one in the optics hutch and another (KB mirror) in the
experimental hutch (EH2). From [24].

in the vertical direction in order to match the angular acceptance of the monochromator.
The latter is a double-crystal monochromator (DCM) made of two silicon crystals Si(111)
exploiting Bragg’s law. Post-monochromators are used to reach the desired resolution,
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which is typically not achieved using a single monochromator. Finally, two focusing ele-
ments are employed: a toroidal mirror in the optics hutch and focusing Kirkpatrick-Baez
(KB) mirrors in the experimental hutch (EH2), which allow to reach a spot size on the
sample plane of roughly 10 × 10 µm2. All the optical components are kept in ultra-high
vacuum (∼ 10−8 mbar).
The result is a focused monochromatic beam polarized in the horizontal plane after all
the optical component with an energy bandwidth of ∼ 14.7 meV.
In a typical RIXS experiment the dispersion of excitations are investigated. Thus the
sample is mounted on a goniometer (see Fig. 2.7) which allows the motion of the sample
both in terms of rotations (x, y, z) and translations (ω, χ, ϕ).

Figure 2.7: Scheme of the sample tower. χ is the angle of rotation around the x axis, ϕ
around the y axis and ω around the z axis [66].

Using elastic scattering from different non-collinear lattice planes the orientation of the
sample’s reciprocal space with respect to the laboratory frame of EH2 (x, y, z, χ, ϕ, ω) is
determined prior to the RIXS experiments. This information is contained in the so called
orientation matrix, or UB matrix [68]. The U matrix tells how the sample is mounted in
the laboratory coordinate system. The B matrix links the reciprocal space of the sample
to its real space, mapping every point of the reciprocal space into a coordinate system
rooted in the crystal. When the two matrices are known, one can calculate the angles of
the sample and of the spectrometer arm for every momentum transfer.
A cryostat is used to perform experiments at low temperature (a minimum temperature
of ∼ 4 K can be reached) using liquid helium [69].
The measure of the energy and the momentum of photons scattered by the sample is
of fundamental importance in a RIXS experiment. A spectrometer is employed for this
purpose. Fig. 2.8 is a schematic representation of the spectrometer employed at ID20.
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Figure 2.8: Schematic representation of the RIXS spectrometer employed at ID20. The
sample is mounted on a tower, while the scattering arm contains crystal analyzers hosted
in a He-filled chamber and a 2D-detector. From [66].

Figure 2.9: Rowland geometry representation. The sample, the diced analyzer and the
detector lie on the same circumference. The analyzers are diced and they have a curvature
of the same radius of the Rowland circumference. θB is the Bragg angle. From [24].

It is made up by five crystal analyzers, hosted in He-filled chamber to reduce detrimental
effects due to the presence of air, and a 2D detector. It operates in a Rowland geometry:
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the sample, the detector and each analyzer lie on the same circumference (of diameter
R = 2 m in the specific case of ID20 spectrometer) as shown in Fig. 2.9. The analyzers
are Si(844) crystals which obey Bragg’s law. The crystals are bent to a curvature radius
equal to the Rowland circle diameter so that X-rays are focused on the detector. In this
way the same component (the crystal analyzer) acts as energy analyzer and as focusing
element. Diced crystal analyzers are used instead of bent crystals in order to avoid strain
which would deteriorate the energy resolution (typically a matrix of the order of 104 small
cubes are used). The analyzer Bragg angle changes for different points on the dices, which
are flat and therefore dispersive, resulting in an energy dispersion on the detector surface.
The detector at ID20 is a 2D position-sensitive detector [70]. Therefore, this energy dis-
persion can be compensated for. Different Bragg angles must be swept in order to obtain
a complete energy loss spectrum. This is done by moving the relative orientation of the
detector and the analyser, while the sample is conveniently kept fixed.
The spectrometer is not able to determine infinitesimally small differences in energy. This
is the concept of resolution. Different elements concur to worsen the energy resolution
(details in [66]). An important limiting factor is the finite size of the pixels of the detector
(typically ∼ 55µm × 55µm) since it is not possible to distinguish different energies of
photons arriving at same pixel. Another contribution comes from the crystal analyzer,
which is characterized by an intrinsic energy resolution and the so called Johann aber-
ration. Finally, the finite source size of the beam must be considered. Considering all
the contributions the overall energy resolution of the beamline and of the spectrometer is
around 25 meV at the L3 iridium edge (11.215 keV).

2.2. Experimental techniques to characterize the sam-

ple

Experiments to characterize the sample are often performed prior to a RIXS experiment,
for instance in order to know about the sample’s stoichiometry, the sample’s orientation,
or possible phase transitions through macroscopic measurements. In this context, we
performed Energy-dispersive-X-Ray spectroscopy (EDX), magnetometry and resistivity
measurements. Those techniques are briefly exposed below.

2.2.1. Energy-dispersive-X-Ray spectroscopy (EDX)

Energy-dispersive-X-Ray spectroscopy (EDX) is a technique to characterize the chemical
composition of samples. It consists of sending an electron beam to the sample in order
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Figure 2.10: Schematic representation of EDX process. An electron is sent to the sample
and it ejects a core-electron. Another electron from a higher-energy level fills the hole and
a photon is emitted. Its energy is equal to the difference in energy between the two levels.
From [71].

to excite a core-electron. The latter is ejected and the system is left in an excited state.
Another electron from a higher-energy level fills the hole in the inner shell emitting a
photon with energy equal to the difference between the energies of the two states. The
process is schematically reported in Fig. 2.10. The emission spectrum obtained through
an energy-dispersive detector is characterized by many peaks at different energies and
intensities. The energy of the emitted photon (and the corresponding peak in the spec-
trum) is characteristic of a specific element. A qualitative analysis is done by comparing
the energy of the peaks in the spectrum with known energy values characteristic of the
different elements. Thus, it allows to determine which elements are present in the sam-
ple. A quantitative analysis can be done considering the intensities of the X-ray peaks
in the spectrum, which are proportional to the elements abundance, thus the chemical
composition can be estimated.

2.2.2. Resistivity measurements

Resistivity measurements are macroscopic measurements typically performed to charac-
terize samples, in particular to determine electrical properties. The technique that is
commonly used is the four-point probe technique. It involves four equally-spaced and
co-linear probes, which are in contact with the material under study, as represented in
Fig. 2.11. A DC current is sent between the outer two probes and a voltage drop is
measured between the inner ones. The resistivity is then obtained from the voltage drop
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Figure 2.11: Four probe method for the resistivity measurement of a sample. Four equally-
spaced and co-linear probes are in contact with the sample. A current is sent between the
outer probes and a voltage is measured between the inner ones. From geometric factors,
the measurements of the voltage drop and the current sent, one can measure the resistivity.
From [72].

measurements, the current injected and geometric factors:

ρ = 2πd
V

I
(2.6)

where d is the distance between the contact points, V the measured voltage drop and I

the electrical current forced.

2.2.3. SQUID magnetometer

The SQUID (Superconducting Quantum Interference Devices) magnetometer is an instru-
ment to investigate the magnetic properties of materials in a precise way [73].
SQUID magnetometers are based on the Josephson effect. It consists in the flow of a
current between two superconducting layers separated by a weak link (either just non-
superconducting or insulating). A voltage drop sets in when the flowing current is higher
than a certain critical value IC , as can be observed from the characteristic current-voltage
drop curve reported in Fig. 2.12a. This device is called Josephson junction.
A SQUID is a a ring made by superconducting material and two Josephson junctions
in parallel as shown in Fig. 2.12b. If a current higher than the critical one is set in
the ring, the presence of an external magnetic flied will induce a change in the volt-
age drop across the junction. More precisely, the voltage drop will change as a pe-
riodic function of the magnetic flux across the ring, with a period of a quantum flux
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(a) (b)

Figure 2.12: (a) Characteristic current-voltage drop curve for a Josephson junction. The
voltage drop across the junction is zero when the current is smaller than a critical value
IC. Above this current, a voltage drop sets in. From [74]. (b) Schematic representation of
a SQUID ring. It is made by two Josephson junctions in parallel and a superconductive
material. The voltage drop across the junction is a periodic function of the magnetic flux
inside the ring (if the current flowing is higher than the critical current). From [75].

ϕ0 = h/2e = 2.067833848...× 1015Wb. This allows to measure magnetic fluxes and there-
fore magnetic properties of compounds in an extremely precise way.
Typical measurements performed with SQUID magnetometers allow to obtain the mag-
netization’s dependence on the magnetic field (eventually one could observe an hystere-
sis loop) and also the magnetization’s dependence on temperature. In the latter case
the ZFC-FC procedure is followed: the temperature dependence of the magnetization is
probed without (ZFC) and with (FC) applied magnetic field. The two curves are super-
imposed and bifurcations between the two generally indicate magnetic phase transitions.
This technique allows to probe magnetic phase transitions in a quite accurate and precise
way.
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2.3. Modelization of magnetic excitations

The experimental data of magnetic excitations can be compared with numerical calcula-
tions in order to quantify the magnetic interactions in the system under study. To do so,
we have used the SpinW software [76]. Before entering into the details of this program, I
will briefly introduce the concept of spin waves.

2.3.1. Spin waves in a linear chain of atoms

An analitical expression of the spin wave dispersion relation can be obtained for a 1D
linear chain of magnetic moments interacting only through the Heseinberg exchange (both
ferromagnetically and antiferromagnetically).
At zero temperature the ground state of the Heisenberg Hamiltonian is represented by
all spins aligned either parallel or antiparallel. The order is disrupted by the flipping of
some spins at temperature different from zero. Single magnetic moments cannot oscillate
independently from those of their neighbours since they interact with each other. The
simplest form of motion of magnetic moments is a wave: this spin flip is distributed
along the whole solid, as represented in Fig. 2.13a for a ferromagnetic chain of magnetic
moments. For a ferromagnetic chain of spins (S = Sz, Sx = Sy = 0) the expression of the

(a) (b)

Figure 2.13: (a) Schematic representation of spin waves propagating in a 1D ferromagnetic
chain of magnetic moments. (b) Spin wave dispersion relation for a ferromagnetic linear
chain of magnetic moments.

dispersion relation is:

ℏω = 4JS[1− cos(qa)] (2.7)
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with J the Heisenberg exchange and a the lattice constant. It is shown in Fig. 2.13b.
For spin waves propagating in an antiferromagnetic chain (see Fig. 2.14a) the dispersion

(a) (b)

Figure 2.14: (a) Spin wave propagation in a linear antiferromagnetic chain of magnetic
moments. (b) Spin wave dispersion relation for a linear antiferromagnetic chain of spins.

relation has the expression:

ℏω = 4|J |S|sin(qa)| (2.8)

and it is shown in Fig. 2.14b.
In order to model the magnetic spectra of our experiment, we employed the SpinW soft-
ware that is based on a linear spin wave description.

2.3.2. Numerical simulations with SpinW

Numerical simulations are often necessary in the case of more complex interactions and
3D crystal structure. SpinW is a Matlab library dedicated to the numerical simulation of
magnetic excitations for a given Hamiltonian using linear spin wave theory.
It is based on a localized-magnetic-moments description. The Hamiltonian that can be
defined with SpinW takes into account the Heisenberg exchange, the Dzyaloshinskii-Morya
interaction, an anisotropic interaction and a Zeeman term in the case of presence of an
external magnetic field:

H =
∑
i,j

Si
T · Jij · Sj +

∑
i,j

Di,j · (Si × Sj) +
∑
i,j

Si
T · Γij · Sj + B ·

∑
i

giSi (2.9)

where Si are spin operators, Jij exchange tensors, Γi,j anisotropic tensors, Di,j the
Dzyaloshinskii-Morya vector, B an external field and gi the g-tensor.
The calculated magnon dispersion relation of the crystal of interested can be obtained
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and compared with the experimental one. Consequently, one can quantify the magnetic
interactions.
It is important to highlight a basic approximation that is done when comparing the SpinW
simulations with RIXS experimental data. The scattering cross section calculated is the
one corresponding to the dynamical structure factor S(q, ω) which contains information
about the dynamics of the system. For neutrons S(q, ω) is proportional to the imaginary
part of the dynamic magnetic susceptibility χ(q, ω) which describes the response of the
system to small magnetic fields H(q, ω). This is not valid for X-rays at resonance, for
which a more complex expression of the dynamic structure factor should be considered.
Nevertheless, we will use this model as a first approach to model our data.
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RIXS

The present work is focused on the study of Tb2Ir2O7. Terbium is placed at the center
of the phase diagram in Fig. 1.19a in the region of transition between the metallic and
non-metallic state. Thus, a Weyl semimetal phase could be realized.
We have first carried out experiments to characterize a single crystal of Tb2Ir2O7 and
then study the excitations of this system through the RIXS technique on ID20.

3.1. Sample growth

Figure 3.1: Single crystal of Tb2Ir2O7 seen in the plane perpendicular to the [111] direc-
tion. It was grown with the flux growth method by Dr. Dharmalingam Prabhakaran at the
University of Oxford.

Fig. 3.1 shows the single crystal of Tb2Ir2O7 under study in the plane perpendicular to
the [111] direction. The sample, with dimensions roughly of 300 µm × 300 µm × 100 µm,
was grown by Dr. Dharmalingam Prabhakaran at the University of Oxford with the flux
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growth method [9, 77].
This method does not allow to obtain large samples. Moreover, variations of the stoichiom-
etry from the ideal one are common in the synthesis of single crystal pyrochlore oxides
using this technique and they can have a great impact on the properties of the crystals. In
particular, it is frequent to have a degree of so-called stuffing. Stuffing is the excess of the
rare-earth ions which substitute iridium ions, since iridium is highly volatile. Therefore,
the stoichiometry becomes R2+xIr2-xO7-y. Donnerer et al. [78] found a stuffing of x ∼ 0.18

in Tb2+xIr2-xO7-y. On the contrary, powder samples typically retain the ideal composition.

Therefore, we study the sample composition with EDX measurements performed at the
Néel Institute.

3.2. EDX measurements to study the chemical com-

position

Figure 3.2: EDX spectrum of Tb2Ir2O7 single crystal (counts per seconds per electron
volts, cps/eV, on the y-axis). We have performed the measurements at Néel Institute,
Grenoble (France).

Fig. 3.2 shows the EDX spectrum of the sample. Characteristic peaks of different elements
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Figure 3.3: Table from EDX measurements. The mass, normalized mass and atomic
concentrations of oxygen, terbium and iridium in the sample of Tb2+xIr2-xO7-y are reported
together with the absolute and relative errors of the atomic concentrations.

are identified by a software and from their intensities the stoichiometry of the sample is
estimated. The table in Fig. 3.3 shows the estimated concentration (in terms of mass
and atomic concentrations) of the elements in the sample and the absolute and relative
errors. An excess of terbium and a lack of iridium are found indicating a finite degree
of stuffing. The stoichiometry of the sample is Tb2+xIr2-xO7-y with x ∼ 0.4. The oxygen
concentration is difficult to be quantified with the EDX technique, which is not suitable
to detect light elements.
Different studies have been addressed to understand the effects of substitution of irid-
ium with other ions in pyrochlore iridates, in particular in terms of the interplay be-
tween the spin-orbit coupling and the electronic correlations [79, 80]. Kumar et al. [80]
studied the evolution of structure, magnetic and electronic properties in polycrystalline
Y2Ir2-xRu2+xO7 in which Ru substitute Ir ions. They found that the compound remains
insulating at all temperatures for samples with different substitution values (up to x =
0.4) but the resistivity decreases with the Ru substitution, as shown in Fig. 3.4.

Figure 3.4: Temperature dependence of the resistivity in Y2Ir2-xRu2+xO7 for different val-
ues of x = 0.0, 0.1, 0.2, 0.4. From [80].

In single crystal pyrochlore iridates the substitution of iridium with rare-earth ions, i.e
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stuffing, comes naturally from the growth process and it has been considered initially
as an experimental nuisance. Donnerer et al. [78] show that, as a consequence of the
stuffing in Tb2+xIr2-xO7-y with x ∼ 0.18, the magnetic transition temperature lowers from
the ideal 130 K to roughly 70 K and the resistivity measurements show that the sample
is much more metallic than ideally stoichiometric ones (about 2-3 orders of magnitude).
Moreover, they also show that the AIAO magnetic structure is robust against stuffing.
This is of crucial importance since stuffing could lead towards the realization of the Weyl
semimetallic phase in pyrochlores: it preserves the AIAO magnetic structure and lowers
electronic correlations.

Therefore, we study the sample resistivity and magnetic properties to analyze the effects
of stuffing.

3.3. Resistivity and magnetometry measurements of

Tb2+xIr2-xO7-y

(a) (b)

Figure 3.5: (a) Resistivity measurements as a function of temperature. The measurement
has been realized with the four probe method by Jian-Rui SOH at the École Polytechnique
Fédérale de Lausanne (EPFL) (b) Field cooled (FC), with magnetic field of 100 Oe and
zero field cooled (ZFC) magnetization measurements as a function of temperature. We
have realized it with a SQUID magnetometer at Néel institute, Grenoble (France).

Fig. 3.5a shows the resistivity measurements of the sample as a function of temperature.
One can observe that there is a transition from an insulating behaviour to a metallic state
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(MIT) for a temperature of approximately T = 50 K. Moreover, the resistivity is much
lower (by ∼ 3 orders of magnitude) than for polycrystalline samples (see Fig. 1.19b), in
accordance to what was observed for previous stuffed Tb2+xIr2-xO7-y [78].
Fig. 3.5b shows magnetic measurements realized with a SQUID magnetometer. The bifur-
cation between the ZFC and FC curves for T ∼ 50K indicates magnetic ordering. From
previous works [78], it is assumed that it corresponds to a AIAO magnetic structure at
the iridium site.

These results are compatible with the realization of the Weyl semimetal phase, since
the AIAO configuration breaks time reversal symmetry and the sample is much more
metallic than ideally stoichiometric pyrochlore iridates. Thus, once the sample has been
characterized, we performed RIXS measurements to study its dynamics and have an
insight into how stuffing changes the interplay between SOC and electronic correlations.

3.4. RIXS spectra of low energy excitations

We have performed RIXS experiments at the ESRF on ID20. The RIXS technique and
experimental set-up at ID20 have been described in chapter 2.
The sample has been mounted on the holder with [1 1 1] as specular reflection and the [1

Figure 3.6: RIXS scattering geometry for a single crystal pyrochlore iridate. The incident
photon has a wave vector ki and linear polarization parallel to the horizonatl scattering
plane (π). The outgoing photon has wave vector kf and can have π or σ polarization. The
scattering angle 2θ is the angle between ki and kf . The [1 1 1] direction is the specular
reflection. The [1 1 0] and [1 1 2] directions are in plane.

1 0] and [1 1 2] directions in plane (see Fig. 3.6). The polarization of the incident X-ray
beam is linear and in the horizontal scattering plane. The scattering geometry employed
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is the horizontal one [66].

Before measuring high-resolution RIXS spectra, we have acquired an intensity map show-
ing the incident energy dependence of the RIXS features, reported in Fig. 3.7. It has
been performed using a Si(311) channel cut post-monochromator, resulting in an overall
energy resolution of ∼ 350 meV.
One can notice a feature around zero energy loss, another one below an energy transfer
of 2 eV and a broad intensity feature around 4 eV.

Figure 3.7: Incident-photon-energy-dependence of the RIXS spectral features. From litera-
ture [81], the feature around zero energy loss is expected to contain the elastic contribution
and the magnetic contribution, the feature below 2 eV energy loss is given by intra-t2g tran-
sitions while the broad feature around 4 eV represents t2g to eg transitions.

From literature [81], the feature around zero energy loss is expected to contain the elastic
contribution and the magnetic contribution, the feature below 2 eV energy loss is given by
intra-t2g transitions while the broad feature around 4 eV represents t2g to eg transitions.
The energy of the features remains fixed when changing the incident energy but their
intensity changes. Two resonances are observed: the intra-t2g peak resonates at 11.215
keV, corresponding to the onset of the iridium L3 edge, while the t2g to eg peak resonates
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at higher energy. Since the interest of the present work is on excitations within the t2g

manifold, in particular magnetic excitations, the incident energy has been set to 11.215
keV for the whole experiment.

For different momentum transfers an energy spectrum is acquired. The spectra were
acquired in the Brillouin zone around Q = (7, 7, 7) in order to minimize the elastic
contribution, indeed in this case the scattering angle 2θ is close to 90° and the elastic
scattering cross section is minimized, due to the polarization dependence of the Thomson
scattering cross section.

3.4.1. intra-t2g dd excitations

Fig. 3.8 shows an energy scan up to 2 ∼ eV measured at Q = (7.5, 7.5, 7.5) at T = 20 K.

Figure 3.8: RIXS spectrum at T = 20 K for an energy loss below 2 eV. At low energies a
complex intensity profile is present. At higher energies two peaks are present. They have
been fitted with two Lorentzian functions and their energies are 497 meV (blue fitting
function) and 911 meV (purple fitting function). The red curve represents the fitting of
the data in the energy range above ∼ 400 meV.
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A complex intensity profile is present at low energy transfer below ∼ 400 meV. Instead,
two broad features can be clearly distinguished at higher energy loss. They correspond
to the broad feature in the intensity map of Fig. 3.7 and from literature [82] they are
attributed to intra-t2g dd excitations. They are fitted with two Lorentzian functions (see
Fig. 3.8). Their energies are 497 meV (light blue fitting function) and 911 meV (purple
fitting function).
In chapter 1 it has been shown that for a perfect octahedral environment a Jeff = 1/2
state is realized. Four electrons place in the Jeff = 3/2 state and one in the Jeff = 1/2
level leaving a hole in the latter. Therefore, a single peak is expected in terms of intra-t2g

dd excitations.
However, a trigonal compression (along the [111] direction) of the octhaedra (see Fig. 3.9)
is reported for many iridates [81, 82].

Figure 3.9: Trigonal distortion of the octahedron around Ir ions. The octahedron is com-
pressed along the [111] direction. The Ir-O-Ir angle decreases and the t2g states are splitted
into three doublets.

The trigonal distortion changes the bonding angle Ir-O-Ir from the ideal one of ∼ 141°,
while preserving the global cubic symmetry, and further splits the t2g states. Thus, the
Jeff = 1/2 picture is disrupted.
An empirical model [82, 83] which describes the splitting of the t2g states due to the SOC
coupling and trigonal field is the following:

H = λl · s −∆lz
2 (3.1)

where λ is the SOC constant, ∆ the trigonal field splitting. The z axis corresponds to the
[111] direction. The eigenvalues of this Hamiltonian are three doublets with energies:

E0,2 =
λ

4
(−1 + δ ∓

√
9 + 2δ + δ2), E1 =

λ

2
(3.2)
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where δ = 2∆/λ and E0 is the ground state energy.
The energies of the two peaks found in the spectrum correspond to E1-E0 and E2-E0.
Hozoi et al. [82] show the calculations to estimate the values of λ and ∆ from the energies
of the dd exitations. The values found here are: λ = 0.399 eV and ∆ = 0.516 eV.

In order to quantify magnetic interactions and get an insight on electronic correlations,
we measured the dispersion of magnetic excitations and compared it with numerical sim-
ulations based on a localized description of the magnetic moments. If the experimental
data follow precisely the simulation, the system can be considered in a strong correlation
regime. On the contrary, if some discrepancies are found a more itinerant description, i.e
weaker correlations, may be more adequate.

3.4.2. Magnetic excitations

Fig. 3.10 shows the RIXS spectra acquired at T = 10 K along the high-symmetry crys-
tallographic directions: ΓX, ΓK, ΓL, XW and WL (see Fig. 1.15b).

Figure 3.10: RIXS spectra at 10 K along different crystallographic directions ΓX, ΓK,
ΓL, XW and WL.

They are very similar to the spectra found for single crystals of Sm2Ir2O7 and Eu2Ir2O7

[53, 54]. In both papers they identified three features in each spectra: the elastic peak
at zero energy loss (feature A), while for a finite energy loss two features B and C are
observed. The inelastic peak at lower energy transfer has been attributed to a magnetic
excitation (feature B), indeed Chun et al. [53] show a temperature dependence of the
latter. On the contrary, the origin of the other inelastic feature at higher energy (feature
C) is still not clear. It has been suggested it could be related to a particle-hole contin-
uum [53, 54]. Moreover, they show that it does not disperse as a function of momentum
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transfer within the energy resolution and it is independent of temperature.
It is necessary to fit the spectra to determine precisely the energy of the magnetic excita-
tions. We chose the fitting function as from literature [53, 54]:

I = IA + IB + IC (3.3)

IA = A
γ2m

[γ2 + (21/m − 1)(ω − ω0)2]m (3.4)

IB, IC =
A

1− exp(−ω/T )

(
γ

γ2 + (ω − ω0)2
− γ

γ2 + (ω + ω0)2

)
(3.5)

IA is the Pearson VII function: it is a symmetric function whose full width at half maxi-
mum (FWHM) is given by the parameter γ, its position by ω0 and overall amplitude by
A. IB and IC represent the damped harmonic oscillator function: it is an antisymmetric
function whose width is related to the parameter γ, the position to ω0 and the overall
amplitude to A.

(a) (b)

Figure 3.11: RIXS spectrum at T = 10 K for Tb2+xIr2-xO7-y x ∼ 0.4 at (a) Q = (7.2,
7, 7) and (b) Q = (8, 7, 7). The blue dots are the experimental data, the purple curve
the total fitting curve, the orange peak is the elastic contribution fitted by a Pearson VII
function, the green feature represents the magnetic excitation fitted by a damped harmonic
oscillator and the red feature is the C feature also fitted by a damped harmonic oscillator
(see eq. 3.4, 3.5)

Fig. 3.11a and Fig. 3.11b show the fit for Q = (7.2, 7, 7) and Q = (8, 7, 7) at T = 10
K. The data are represented by blue dots. The purple curve is the total fitting function
given by the sum of three terms: the orange peak represents the elastic contribution and
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it is a Pearson VII function, the green feature is the magnetic excitation fitted with a
damped harmonic oscillator function and the red one represents the C feature, also fitted
by a damped harmonic oscillator function. In Appendix A Fig. A.1 shows all the acquired
spectra with their respective best least-square fits.

Fig. 3.12a and 3.12b represent respectively the fit of the magnetic excitations and C fea-

(a) (b)

Figure 3.12: (a) Fit of the magnetic excitations in the spectra along the
Γ(7, 7, 7)K(7.75, 7.75, 7) direction. The magnon has been fitted with the damped har-
monic oscillator function in equation 3.5. (b) C feature in the spectra along the
Γ(7, 7, 7)K(7.75, 7.75, 7) direction. It has been fitted with the damped harmonic oscillator
function in equation 3.5.

tures along the ΓK direction. One can notice that the intensity of the magnon decreases
moving away from the Γ point and it disperses in energy. The C feature instead remains
essentially unchanged for different points in the reciprocal space in agreement with what
found in previous works (see Fig. 3.12b).
During all fits, the width of all the features was constrained to be greater than 25 meV to
take into account the energy resolution. Fig. 3.13 shows the width of the magnon obtained
from the fit (γ from equation 3.5) along the high-symmetry crystallographic directions.
The error bars are extracted from the fit, providing the covariance matrix, whose diagonal
contains the variance of the paramaters of the fit.
The magnon energy extracted from the fits are represented in Fig. 3.14 as black dots on
top of the intensity map. The latter represents the intensity of the magnetic excitation
(the intensity of the elastic peak and of the C feature have been subtracted for more
clarity).
The spin gap is expected to be of the order of 100 meV and the dispersion width roughly
15 meV from RPA calculations [55]. We have found a band gap of roughly 27 meV and a
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Figure 3.13: Magnon width (γ in equation 3.5) from the fit of experimental data along
the high-symmetry crystallographic directions. The magnon width is bounded in the range
above 25 meV to take into account the energy resolution. The error bars are given by the
fit.

bandwidth of ∼ 12 meV from the RIXS measurements. A similar band gap but a larger
bandwidth has been found for Sm2Ir2O7 (gap of ∼ 25 meV and bandwidth of ∼ 20 meV
) and Eu2Ir2O7 (gap of ∼ 28 meV of and bandwidth of ∼ 20 meV) [53, 54].
Equivalent results in terms of energy and width have been obtained by fitting the mag-
netic excitation with a Lorentzian (symmetric) function.

3.4.3. Numerical simulations of magnetic excitations

We have simulated the dynamics of the system using the SpinW library on Matlab. The
code is reported in Appendix B.
We have defined the Hamiltonian:

H =
∑
ij

JSi · Sj + Dij · (Si × Sj) (3.6)
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Figure 3.14: Intensity map of the RIXS spectra for single crystal Tb2+xIr2-xO7-y x ∼ 0.4.
The intensity of the elastic peak and of the C feature have been subtracted. The black dots
on top of the intensity map are the magnetic excitations, whose position is extracted from
the fit. The error bars are obtained from the fit.

It is made up of the contributions of the Heisenberg interaction and of the Dzyaloshin-
skii–Moriya interaction. The same Hamiltonian has been used by Donnerer et al. [54] for
Sm2Ir2O7.
Fig. 3.15 shows the simulated magnetic structure of the iridium sublattice obtained with
SpinW. The blue arrows represent the spins. The red segments between the ions represent
the Heisenberg exchange and the red arrows the Dzyaloshinskii–Moriya interaction.
From the fit of the entire experimental map we have estimated the values of J and D =
|Dij|. The values found are: J = 18.09 meV and D = 6.6 meV.
The simulated intensity map obtained with SpinW considering the parameters from the
fit is shown in Fig. 3.16.
Fig. 3.17 shows the simulated dispersion relation with the experimental data on top of

the experimental intensity map.
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Figure 3.15: Crystal structure of pyrochlore iridate single crystal simulated by SpinW.
Only the iridium sublattice is shown. The blue arrows represent the AIAO magnetic struc-
ture at iridium sites. The red segments between the iridium ions represent the Heisenberg
exchange. The red arrows represent the Dzyaloshinskii–Moriya interaction.

Figure 3.16: Simulated intensity map for Tb2Ir2O7 with J = 18.09 meV and D = 6.6
meV.
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Figure 3.17: Simulated dispersion relation of magnetic excitation for Tb2Ir2O7 with J =
18.09 meV and D = 6.6 meV (continuous curves) and experimental data (black dots) on
top of the experimental intensity map.

3.4.4. Discussion

Important considerations can be deduced from the analysis of the experimental data.
From the dd excitations we have calculated the values of the SOC constant and of the
trigonal crystal field λ = 0.399 eV and ∆ = 0.516 eV. The results are in agreement with
values found in literature for other pyrochlore iridates [82]. For Y2Ir2O7 the values found
are λ = 0.43 eV and ∆ = 0.56 eV and for Eu2Ir2O7 λ = 0.46 eV and ∆ = 0.46 eV. The
lower value of λ we found is probably due to the abundance of terbium which is charac-
terized by a smaller SOC with respect to iridium.
From Fig. 3.14 one can observe that the magnon intensity clearly decreases when moving
away from the Γ point. Moreover, the magnon width has been analyzed. An increase of
the latter would be indicative of a damping of the magnetic excitation as it is expected
in an itinerant picture due to the interaction with the Stoner continuum. However, the
magnon width is resolution-limited throughout almost the whole Brillouin zone (widths
smaller than 25 meV cannot be probed) as can be observed from Fig. 3.13. The magnon
width seems to be larger in the WL direction with respect to the other directions, but
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the error bars are too large to safely affirm it. Indeed, the entanglement with the other
features (especially the broad C feature) makes the fitting challenging. Thus, further
analysis on the width of magnetic excitations should be addressed.
The values of the magnetic interactions can be compared with what is found in the lit-
erature: Pesin et al. [84] predicted a ratio between D and J of D/J ∼ 0.63 for an ideal
Jeff = 1/2 state. We find J = 18.09 meV and D = 6.6 meV resulting in a smaller value
of D/J ∼ 0.36. Donnerer et al. [54] found for Sm2Ir2O7 single crystal: J = 27.3 meV, D
= 4.9 meV and D/J ∼ 0.18.
Other significant information can be extrapolated from the comparison with numerical
simulations. Fig. 3.16, which reports the simulated intensity map, shows a larger intensity
of the higher modes with respect to the lower. The experimental data shown in Fig. 3.17
follow the higher energy modes along ΓL and ΓK. Also along XW and WL the highest
energy modes seem to be probed even though many points fall in between the branches
and the error bars are large. Along ΓX, the experimental magnon positions follow instead
the lower dispersion branches. Experimental data for Sm2Ir2O7 (see Fig. 1.21b) follow
the highest modes of the simulated dispersion in the whole Brillouin zone.
These results can be compared to what obtained from RPA calculations. Fig. 1.22 shows
that for small correlations the magnetic modes are damped especially along the crystal-
lographic direction WL (see Fig. 1.22 with U = 5). This would be compatible with a
large magnon width along this direction that may be suggested by the experimental data.
Moreover, the highest energy modes along ΓX disappear and only the low ones can be
probed, as the experimental data seem to prove.
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We have studied a single crystal of Tb2Ir2O7. We have characterized it at the Nèel Insti-
tute and we have performed RIXS experiments to study its low-energy dynamics on ID20
at the ESRF.
The sample under study shows a finite degree of stuffing and the real stoichiometry is
Tb2+xIr2-xO7-y with x ∼ 0.4. The sample is much more metallic than powder samples
which retain the ideal composition. Magnetic measurements show a magnetic transition
around 50 K, which has been attributed to the arising of the AIAO magnetic structure on
the iridium sublattice. An experimental confirmation should be addressed, for example
using resonant elastic X-ray scattering.
A trigonal distortion is found from RIXS spectra showing two peaks as intra-t2g dd exci-
tations. The trigonal crystal field and the SOC are estimated. The value of the SOC is
smaller than what is found in the literature for other pyrochlore iridates: this has been
associated to the abundance of terbium which is characterized by a lower SOC than irid-
ium.
The magnetic interactions are quantified through the comparison of the RIXS data with
numerical simulations taking into account the Heisenberg exchange and the Dzyaloshinskii-
Moriya interaction. The experimental data show discrepancies with the simulations, which
are based on a local-spin description. In the ΓX direction the experimental magnon posi-
tions do not follow the high energy modes as expected from simulations. Along the other
directions the higher energy modes are probed but not as clearly as for Sm2Ir2O7.
The low resistivity together with the differences between the experimental data and sim-
ulations may suggest that a local description is not suitable to describe the physics of the
system. A more itinerant description might be more accurate as also suggested from the
comparison with RPA calculations.
This conclusion is compatible with the realization of the Weyl semimetallic phase: the
AIAO magnetic structure breaks the time reversal symmetry and the electronic correla-
tions might be weak enough.
A further analysis on the magnon width could give more information about the damping
and consequently on the correlations. This requires an improvement in energy resolution
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to disentangle the features in the spectra. The research for a better energy resolution is
still evolving, for example analyzer crystals of different materials, such as quartz, have
been produced successfully for the first time [67]. Also, other spectrometer designs have
been proposed and built [85].
Another solution could be the polarization analysis which would remove the non-magnetic
contributions in the spectra. While the elastic contribution would be removed, the nature
of the C feature is still unclear and the latter could still be present. Additionally, this has
still not been realized for hard X-ray RIXS.
In conclusions, the results obtain may suggest the presence of a semimetallic phase and
the stuffing could offer a route to realize topological phases by reducing the electronic
correlations.
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A| Fitting the spectra

Fig.A.1 shows the fits of the RIXS spectra at T = 10 K.

Figure A.1: RIXS spectra at 10 K for different momentum trasfer and their fitting curves.
The orange peak is a Pearson VII function representing the elastic feature, the green peak
is a damped harmonic oscillator function representing the magnon and the red one is a
damped harmonic oscillator function and it fits the C feature.
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The fits have been performed in Python Scipy with the function scipy.optimize.curvefit().
The latter uses a least-squares method to find the best parameter to fit the data.
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Figure B.1: Matlab code using SpinW library

Fig.B.1 shows the Matlab code using the SpinW library.
The crystal structure from the cif file is defined and plotted. Just the iridium crystal
structure is taken into account since in our experiments we are resonant to an iridium
edge.
The Hamiltonian is defined introducing the interactions. The Heisenberg and Dzyaloshin-
skii–Moriya interactions between nearest neighbours are considered.
The magnetic structure is then defined by the definition of a spin vector assigning the
components of the spin to the sixteen iridium ions in the cubic cell. The spin vector for
the AIAO structure has been found in literature. The structure is shown in Fig.3.15.
Subsequently, the spin wave dispersion is calculated and plotted. The intensity map is
shown in Fig.3.16.
The fit of the experimental data is performed with J and the components of the anisotropic
tensor JA

ij as parameters. The latter is related to the Dzyaloshinskii Moriya vector D.
The Dzyaloshinskii Moriya interaction between two spins (labelled by i and j) can be
written as:

HDMI
ij = Si

T · JA
ij · Sj = D · (Si × Sj) (B.1)
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The relation between the tensor JA
ij and the Dzyaloshinskii Moriya vector is:

JA
ij =

 0 Dz −Dy

−Dz 0 Dx

Dy −Dx 0

 (B.2)

An approximation is considered: the average of the components of the anisotropic tensor
found from the fit is performed and the vector D is considered with all equal components.
Finally, the four non-degenerate modes of the dispersion of spin waves with the fitted
parameters is exported in a txt file.
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