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Abstract

In the last decades PCs, smartphones and wearable and in-
terconnected electronic gadgets are gaining more and more
momentum. Due to this large success, the semiconductor
market experienced an enormous growth, especially in the
memory sector, as new devices require large amount of solid-
state memory with high performance, both in terms of inte-
gration density and throughput. Since they are both needed
in the aforementioned devices, such noticeable growth has
affected both volatile and non volatile memories. In order
to keep up with the non-volatile memories market requests,
Flash memory technologies have been the object of an unin-
terrupted scaling process which led to increase their storage
density, and let them become the most successful solution in
the non-volatile memory landscape; the smallest feasible fea-
ture size, equal to 14nm, was conceived around the middle
of the 2010’s decade. After hitting this limit, the scaling ap-
proach switched to an equivalent one, consisting in stacking
memory one on top of the other exploiting the third dimen-
sion. Although this switch determined a general improve-
ment in terms of reliability, the novel architecture of the mem-
ories brought along some new issues. In the volatile memory
landscape the DRAM technology as well underwent an inten-
sive scaling process to reduce the cost for stored bit, and en-
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countered similar reliability issues. Such issues do not con-
stitute the only obstacle to memory technologies. Another
major challenge has to be dealt with: the so-called von Neu-
mann bottleneck. In the last forty years, the performance gap
between the central processing unit (CPU) and the working
memory (DRAM) has never stopped growing. This gap re-
sults in a memory bottleneck that reduce the overall perfor-
mance of a computing system.

The aforementioned issues fueled the research on novel
memory technologies, both volatile and non-volatile, differ-
ent from the ones that dominate the market. Among them we
find: resistive RAM (RRAM), phase change memory (PCM),
magnetoresistive random access memory (MRAM), and a wide
variety of ferroelectric memories. This thesis focuses on Fer-
roelectric Tunnel Junction (FTJ), one of the most promising
candidates of the novel foerroeletric memory technologies. In
particular, an experimental characterization on FTJ samples
has been carried out exploring the main features of the de-
vice: resistive window, retention, I-V characteristics. Exper-
imental activities are followed by the development of a one-
dimensional in-house MATLAB code for the device simula-
tion, capable of reproducing the I-V characteristics and ex-
plaining some of the physical phenomena involved. During
the last year of the Ph.D. efforts have been directed toward
the analysis of the switching process, in an attempt to develop
a two-dimensional switching simulator to be integrated with
the 1-D one. The first two chapters of this thesis are introduc-
tory, and are intended to give all the background information
needed to go through the remaining part of the Ph.D. thesis.

Chapter 1 provides a general introduction to memory tech-
nologies. The Flash and DRAM technologies are presented
with a description of the issues related to their scaling pro-
cess and some pursued solutions. At the end of the chapter
the von Neumann bottleneck is briefly explained and some of
the new memory technologies that could tackle the problem
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are presented.

In Chapter 2 an introduction on the concept of polariza-
tion is given, followed by some non-exhaustive information
about ferroelectricity and ferroelectric materials. Later in the
chapter the most promising ferroelectric memories are pre-
sented: FeRAM, FeFET and FT]J. The last one is then illus-
trated in detail together with the meaningful equations and
its performances.

Since it focuses on the experimental characterization and
one-dimensional modeling, chapter 3 is the most dense sec-
tion of this thesis. The experimental setup and the samples
are presented, followed by all the measures and the setup
changes needed. The following subsection is devoted to a
full detailed explanation of the developed 1-D model, pre-
senting the equations and following their implementation. In
the last section of the chapter, measurements and simulations
are compared, and physical phenomena analysed.

In Chapter 4 an introduction on ferroelectric switching is
given, followed by some of the numerous analytical approaches
employed to study it and by the presentation of the Landau-
Devonshire-Ginzburg theory employed in the developed two-
dimensional simulator. Such simulator is presented both from
the analytical point of view and its MATLAB implementation.
Finally, early results are presented together with the issues
encountered and assumptions on how to overcome them.
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Chapter 1

Memory devices

This chapter provides a general introduction to memory devices,
dividing them in two categories, that is to say non-volatile and
volatile memories, depending on their ability of retaining written
data. The former operates at higher biases and is slower at writing
and reading data but can retain them up to ten years even in the
absence of power supply, where the latter is much quicker in writ-
ing and reading the data but cannot keep them if lacking power
supply. An overview on the memory market will be given, briefly
discussing their limitations and reasons to research new emerging
technologies. Among them we find ferroelectric memories, which
have witnessed a renewed interest in recent years due to the dis-
covery of ferroelectric hafnium-oxide, a CMOS compatible ma-
terial. The main ferroelectric memories structures are: FeRAM,
FeFET and FT]. They will be presented with their advantages and
disadvantages related to the specific application they target. FT]s
will be only briefly discussed here, as their working principles will
be the main topic of the next chapter.
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Chapter 1. Memory devices

North America semiconductor memory market size,
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Figure 1.1: (a) Non-Volatile Semiconductor Memories (NVSM) ubiquity in
electronic systems (adapted from [1]) and (b) increase in memory market
size for both volatile and non-volatile memories [2].
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1.1 Memories growth and classification

The semiconductor market experienced an enormous growth
in the last decades due to the extensive mass success of mod-
ern electronic equipment. PCs, smartphones and wearable
and interconnected electronic gadgets are gaining more and
more momentum in the last years. The fact that these devices
require large amount of solid-state memories with high per-
formance both in terms of integration density and through-
put, made the memory market share of the semiconductor in-
dustry fairly relevant, with a revenue of about 128 billions,
for more than 30% of its total revenues in 2017 [3]. Memory
devices can be divided into two main categories depending
on their ability to retain data for a long period of time when
the power supply is switched off. These two categories are:

* Non-Volatile Memories: if, independently of the state
of the power supply, information is stored for extremely
long times (~ 10 years) .

* Volatile Memories: if, once the power is switched off,
information is completely lost (although it can be stored
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1.2. Non-volatile memories
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Figure 1.2: Schematic representation of a memory transistor adopting (a)
a polysilicon floating gate (FG) and (b) the physical principle at the basis
of the storing of information in a memory transistor: the Vp-shift expe-
rienced by the memory transistor is proportional to the amount of stored
charge (with negative sign), determining two different states of the device
(bit).

for short or long times when the system is on, like in the
case of DRAM and SRAM memories, respectively).

The increasing diffusion of portable equipment for work and
leisure time came together with the need of low cost and low
power Non-Volatile Semiconductor Memories (NVSM), that
enable the power down of such devices during idle periods
without any loss of information. The number of electronic
systems requiring some kind of NVSM skyrocketed in the last
decades as shown in Fig. 1.1(a). This fact fueled the research
to develop high-performance and reliable memories.

On the other hand, the volatile memories also experienced
a dramatic growth, as pointed out in 1.1(b), and the research
has been propelled in the same way toward higher performa-
ces and new technologies and solutions.
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Chapter 1. Memory devices

1.2 Non-volatile memories

Non-volatile memories are a fundamental part of almost any
electronic system. Compared to the volatile ones, non-volatile
require higher powers and biases and have longer operation
times. In the last decade, the Flash NAND technology emerged
as the best solution for non-volatile solid-state memory. From
its market introduction in 1987, this technology has tremen-
dously grown to the point that nowadays the market share is
about 49 billions USD worldwide and its annual growth rate
is 52%. Due to the increasing demands from Big Data, IA and
Iot, further growth is expected in the next years.

1.2.1 Memory transistor

The fundamental element at the basis of Flash memories is
the so called memory transistor, which was invented in 1984
[4]. The main idea is to change the threshold-voltage (V) of a
MOS structure, which is easily detected by varying the fixed
charge stored in its gate insulator. The Vi depends not only
on the magnitude of the stored charge but also on its spatial
distribution. To better control this distribution in between
the gate (usually referred to as Control Gate, CG, in this con-
text) and the channel of a MOS transistor (usually n-type),
a further layer is introduced so that the stored charge is con-
fined at a fixed distance between substrate and gate. The most
widespread solution is to employ a highly-doped polysilicon
layer (see Fig. 1.2(a)) called floating gate (FG). In Fig. 1.2(a),
we can see two different oxide layers, the top one being called
blocking oxide and the lower one tunneling oxide. From sim-
ple electrostatics considerations [5], it can be shown that:

Qs

pp

AVp=Vyp—Vpg=-— (1.1)

where Vr is the neutral Vr, i.e. when no net charge is
present in the storage layer, and C,, is the CG-to-FG capac-
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1.2. Non-volatile memories

itance. We can clearly see from Eq. 1.1 that the sign of AV
is opposite to the sign of the net charge Q; such that when
Q; is positive AV7 is negative and viceversa. Consequently,
a proper discretization of Q; can be binary-encoded, making
the memory transistor store 1 bit of information. To read the
stored information the exponential relation between (Vg —
Vr) and the drain-to-source current (Ipg) is exploited, as can
be seen from Fig. 1.2(b). To discriminate between the two
states is sufficient to measure Ipg at Vg intermediate be-
tween the two Vp levels. Conventionally, the high-V7 cell
state is indicated as programmed, whereas the low-V7p one is
indicated as erased.

1.2.2 Cell operations

Any non-volatile memory storage must give the possibility
to modify the stored information. In the case of the afore-
mentioned Flash memory technology this means being able to
change the stored charge Q,. Many different physical mecha-
nisms have been proposed and tested in order to modify Q;.
By far the most exploited are: Fowler-Nordheim (FN) tunnel-
ing and Channel Hot Electron Injection (CHEI). Both mecha-
nisms produce an electron current across the bottom oxide,
the difference between them is in the travelling electrons en-
ergy. In the case of FN tunneling, the charge exchange be-
tween storage layer and substrate is accomplished by quantum-
mechanical tunneling of low-energy electrons through the po-
tential barrier between the silicon channel and the bottom-
oxide [6]. In the case of CHEI, electrons must have much
higher kinetic energies because they have to surpass the same
potential barrier. To do this, they are accelerated in the direc-
tion of the channel (hence they become hot) and have a finite
probability to be swept toward the storage layer as a conse-
quence of a scattering event with the lattice (this process, of
course, benefits from vertical electric field in the direction of
the CG, see [7] for a quantitative discussion).
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Chapter 1. Memory devices
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Figure 1.3: Voltages schemes adopted in a FG Flash memory cell to pro-
gram (exploiting (a) FN tunneling or (b) CHEI) and to erase (exploiting (c)
FN tunneling).



1.2. Non-volatile memories

Fig. 1.3 shows the voltages schemes required to exploit both
physical mechanisms to program or erase a Flash memory
cell. To achieve FN tunneling, a large enough vertical field
must be developed in the tunneling oxide. Source and drain
contacts are left floating or at the same potential of the sub-
strate to avoid the breakdown of the body-to-source and body-
to-drain junctions, Vi is either positive or negative with re-
spect to the body potential (to perform a program or erase op-
eration, as shown in Fig. 1.3(a) and 1.3(c), respectively). On
the other hand, a combination of horizontal and vertical elec-
tric fields to accelerate the electrons and redirect them toward
the FG is needed for CHEI, therefore the source and body
contacts are kept to ground, while V5 and Vj are moved
to positive (but different) voltages (see Fig. 1.3(b)). In Fig.1.3
the erase operation is shown, which must be necessarily per-
formed by FN tunneling (that is because it is impossibile to
accelerate electrons stored in FG).

The two different mechanisms have preferred target appli-
cation in which they perform better than the other. One of the
main differences is that FN tunneling requires much higher
voltages than CHEI to obtain the same AV} over a compara-
ble time scale [8]. On the other hand, during CHEI only a
small fraction of the charge flowing from drain to source is
redirected toward the FG contributing to the AV, while dur-
ing a FN program operation almost all the current flowing
is injected. If we define the injection efficiency as the ratio
between the current injected into the storage layer and that
flowing through the remaining contacts, it is very close to 1
for FN while it drops to 107% = 10~7 for CHEI [5, 9].

1.2.3 Memory arrays

The device introduced in the previous section can be orga-
nized and operated in different ways depending on the target
application of the resulting memory technology. The NVSM
market is dominated by the NAND and NOR Flash technolo-
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Figure 1.4: Schematic of the FG memory transistors arranged according
to the (b) NOR Flash and (a) NAND Flash memory architecture.

gies. They are both based on the aforementioned memory
transistor but they differ in the design of the single memory
cell, in their array structure and operating conditions. How-
ever, as will be explained in the following section, the main
feature they share is the erase operation being performed si-
multaneously on a large number of memory cells (called re-
spectively sector or block for NOR and NAND Flash arrays),
in a Flash (hence their name).

The architectures of both a NOR Flash and NAND Flash
array are shown in Fig. 1.4. NAND Flash architecture is de-
signed to minimize the chip cost per bit (the ratio between
the capacity of the chip and its area), while maximizing, at
the same time, the operating data throughput, as the tech-
nology is meant to store large amount of data. To follow
these requirements, the number of contacts and service el-
ements to address each memory cells of the array and the
segmentation of the array have been constantly reduced over
the years. Therefore, as shown in Fig. 1.4(a), in a NAND
Flash array the memory transistors (up to 128 in state-of-
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1.3. Scaling, reliability and novel design

the-art technologies) are connected in series into strings that
share the same horizontal word-lines (WLs), without requir-
ing any area-consuming contacts at the drain or source side of
the memory. To connect the strings end to the bit-lines (BLs,
running vertically parallel to each string) and the source-line
(SL, in common to all the strings) two select transistors at the
top and the bottom of each string (connected to the corre-
sponding source-select-line, SSL, and drain-select-line, DSL)
are employed. The main drawback is that long times are needed
to access randomly selected bits in the array. NOR Flash tech-
nologies are designed to meet the specifications of code-storage
application, and they aim to provide fast access to smaller
packets of data. A stronger array segmentation is employed
to reduce the time delays coming from long signal lines and,
within each array section, as shown in Fig. 1.4(b), the mem-
ory cells are connected in parallel. The result of such par-
allel connection is that both the gate and drain contacts of
each cell are available, enabling a fast and single-cell selec-
tive program operation by adopting CHEIL. The NOR Flash ar-
chitecture drawback is the larger number of contacts needed
(with respect to NAND Flash), that increasese the cell foot-
print (~ 10F?, twice the size of a NAND Flash [8]).

1.3 Scaling, reliability and novel design

50 years ago Moore predicted a reduction of devices feature
size by a V2 factor every 2 years [8,10], the so-called Moore’s
law. Flash technologies have been following the rule, bring-
ing several advantages: the scaling process allowed to oper-
ate Flash arrays with lower voltages and reduced power con-
sumption together with an increase of the bit storage den-
sity and a consequent reduction of cost. However, the pur-
sue of this aggresive scaling has been stopped due to some
fundamental problems related not only to the practical fab-
rication process but also inherent limitations of the physical

9



Chapter 1. Memory devices

100: LA @ Planar technologies
= s % 3-D technologies
<
>
S
o
o
©
s 'OF Transition 7
g [ to 3-D
3]

Qo
L
S
3%
1 | P 1
100 10

Feature Size [nm]

Figure 1.5: Number of electrons needed to achieve a Vp-shift equal to
100mV for different NAND Flash technology nodes (from [10]). The
red arrow describes the evolution toward 3-D NAND Flash architectures,
which will be presented in § 1.3.2.

mechanisms involved in the device operation. The process
related problems are connected to the commonly adopted ar-
gon/fluorine immersion lithography [11] that could not achieve
feature sizes smaller than 40 nm. In order to surpass this limi-
tation and reach half the feature size, double-patterning tech-
niques were introduced [11] and, in principle, more advanced
quadruple-patterning allows to reach the 10nm technology
node [11]. At any rate, due to the high cost and process com-
plexity, the smallest (NAND Flash) commercialized memory
has a feature size of 14nm [12].

1.3.1 Reliability issues

As mentioned above, together with process limitations, also
known physical limitation become more and more relevant
with the shrinking of the device dimensions: Program Noise
(PN) and Random Telegraph Noise (RTN).

PN is related to the variability of the programmed V1, Eq. 1.1

10



1.3. Scaling, reliability and novel design
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Figure 1.6: Plot illustrating the telegraphic behaviour of the Ipg fluctua-
tions in time due to single-trap RTN in a Flash cell.
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surements in time on a NOR Flash array (adapted from [13]).
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Chapter 1. Memory devices

shows that the AV of a memory cell is related to Qg through
Cpp. Therefore for small C,, even small amounts of charge
stored in the FG determine a non-negligible AVr, i.e. if Cp),
become as low as a few tens of aF, even a few electrons gen-
erate a non-negligible AVy. The fact that the number of elec-
trons injected to the FG from the substrate is non-deterministic
and subject to uncertainity by nature, combined with the fact
that even a few of them impact the Vp, give rise to fluctu-
actions of Vp [14,15], which in turn give rise to uncertainty
on the stored data.

RTN is a reliability issue that depends on traps localized
in the tunnel oxide and at the interface between silicon and
oxide. The presence of these traps can give rise to trapping
and detrapping events which can result in abrupt variation
of the cell Vr. This effect can be observed by measuring Ipg
at constant bias voltages. Fig. 1.6 shows an example of such
current fluctuactions between a low and high well defined
current levels, along with the charateristic times of capture
and emission, respectively 7. and 7,. This shows us that only
one RTN trap is involved and that the current is high when
the trap is filled and low when it is empty. Since the cap-
ture/release process is inherently random and the AV con-
tribution from each trap is different from the others, the V1
instabilities in a Flash array due to RTN are described statisti-
cally [13]. The statistical distribution F of AVt together with
its complementary distribution 1-F, measured on the cells of
a Flash array, are shown in Fig. 1.7. The strong signature of
RTN fluctuactions can be seen in the low probability expo-
nential tails [13]: the slope of these tails, A (mV/dec) is the
main parameter that defines RTN; the larger A the more se-
vere the impact of RTN, since larger V oscillations can be
found in the memory arrays with higher probability. The
deep scaling of modern memory cells bring an increase of A
and this increase is related to the average AV due to a sin-
gle RTN trap [13]. Finally, together with the shrinking of

12



1.3. Scaling, reliability and novel design

the cells dimension, also the WL and BL pitches are reduced
during the scaling process, making the packing of Flash cells
tighter and tighter. The capacitive coupling between consec-
utive cells is enhanched by the reduction of the distance be-
tween them, leading to reliability issues related to cell-to-cell
interference. As a result, the injection of charge into the FG
of one cell can induce an unwanted V7 shift also in the neigh-
bouring ones, thus compromising the information stored in
them [16].

1.3.2 Transition to 3D architectures

Although in principle device scaling represents the most straight-
forward path to improve Flash memory performances and re-
duce their cost, from what has been put forward above it be-
comes evident that some unwanted drawbacks are unavoid-
able. Since NAND Flash memories aim to high integration
density, their improvement has been the real driving force
behind the efforts to push the technology scaling to its physi-
cal limits, and NAND Flash memory cells have reached the
smallest feasible feature size equal to 14nm in the middle
of 2010’s decade [10]. To overcome such physical limits the
elected solution was the exploitation of the third dimension,
consisting in stacking many memory cells in the vertical di-
rection, thus relaxing the requirement on the dimension of a
single cell, while increasing, at the same time, the array in-
tegration density. Also the geometry of the memory transis-
tor has been adapted to this change by adopting a cylindrical
gate-all-around structure [10]. The result of this process is the
birth of three dimensional (3-D) NAND Flash memory arrays,
which have allowed to prolong the performance improving
and cost reduction of non-volatile semiconductor memories
for the storage of large amount of data.

The trend of the feature size of planar NAND technology
and the number of stacked WL layers for 3-D NAND arrays
during the last years are shown in Fig. 1.8(a). It can be seen
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Figure 1.8: (a) Trend of the feature size of planar NAND technology and
the number of stacked WL layers for 3-D NAND arrays during the last
years [17]. (b) Relative impact of the variability issues discussed in § 1.3.1
on the total Vr distribution width for a 20nm planar NAND and 3-D
NAND Flash technologies [18]; moving from the former to the latter re-
sults in more than 50 % improvement.

that from 2001 to 2015 the industry pursued the increase of
storage density by reducing the single cell dimension, result-
ing in halving the device area every two years according to
Moore’s law, while, starting from 2014, the trade-off between
cell area and integration density has been broken by the in-
troduction of 3-D NAND Flash technology, since cell minia-
turization is now replaced by stacking many memory layers in
the vertical direction. Thanks to the possibility of keeping the
memory cell dimension larger and thanks to its geometrical
structure, the transition from planar to 3-D technologies has
relieved the reliability issues mentioned in § 1.3.1 (program
noise, RTN, detrapping and cell-to-cell interference). The rel-
ative impact of these issues on the width of the V distribu-
tion is reduced by more than 50 % as shown in Fig. 1.8(b).

1.4 Volatile memories

As already mentioned in § 1.1, volatile memories cannot re-
tain data when power is switched off, but they are much quicker
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1.4. Volatile memories

in writing and reading data compared to non-volatile memo-
ries. The most widespread general purpose volatile memory
is the so called random-access memory (RAM).

There are two different kinds of RAM:

* Dynamic RAM: as shown in Fig. 1.1(b) is the most widely
used RAM due to its cost-effectiveness. It is commonly
called DRAM and employs one capacitor and one tran-
sistor to store one bit. It will be described in more detail
in§1.4.1.

e Static RAM: usually called SRAM, is much faster than
DRAM but needs six transistors to store one bit and this
is reflected in the very high costs that relegate it to niche
uses.

1.4.1 DRAM cell operations

As shown in Fig. 1.9, the DRAM cell is composed by one tran-
sistor connected in series to one capacitor. The data are stored
via the charge on the capacitor’s plates, which is therefore
called storage capacitor, while the MOSFET is called access
transistor because it is used to select the capacitor on which
the read/write operation has to be performed [19].

We define the supply voltage Vpp as the logic level 1" and
ground the logic level "0’. During the write operation the bit-
line is biased at the required level (1 or 0) and once the access
transistor is powered-up the bias is transferred to the storage
capacitor. During the read operation the bit-line is first bi-
ased at Vpp/2, and as soon as the MOSFET is powered up the
stored charge is shared between the capacitor and the bit-line
capacity. The bit-line bias will increase or decrease depending
on the presence or absence of charge stored in the capacitor,
the resulting signal being written as:

1 Cstorage
Vsigmzl = B : Vstomge : C

(1.2)
storage T Chitline
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Figure 1.9: DRAM cell scheme.

where Vitoraqe 1s the bias difference between 0 and 1 on the
storage capacitor and Cy;y iy, is the parasitic capacitance of
the bit-line which includes the input capacitance of the sense
amplifier that is employed to actually read the bias. It is
worth saying that the read operation is destructive, i.e. the
data has to be rewritten again (refresh) because the charge on
the capacitor is lost once transferred. From a physical point
of view, the implementation of the storage capacitor is one
major challenge: as can be seen from Eq. 1.2 the storage ca-
pacitance must be as high as possible. The classical solution
employs a polysilicon layer that must be deposited with the
substrate. This solution has the major benefit of not requiring
any additional steps with respect to the plain CMOS process
but also the disadvantage of being very area consuming.

1.4.2 DRAM scaling

Since their first appearance, as the Flash memory cell, DRAM
cells has been subjected to an intensive scaling process with
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1.4. Volatile memories

(a) (b)

Figure 1.10: SEM images of 22nm DRAM cell with (a) deep-trench [20]
and (b) stacked [21] storage capacitor.

the same aim of increasing the integration density to reduce
the cost per stored bit. During the scaling process from 20 nm
to 10 nm in the storage capacitor implementation, new prob-
lems and challenges arose. The value of Cg;oy46, is the most
critical parameter that strongly impacts the V;,,, that has
to be amplified, the speed of the DRAM cell and the data
retention time. It is usually accepted that the capacitance
value has to be at least 25 fF [22]. Maintaining this value with
the aggressive cell scaling posed serious challenges that have
been answered with new geometric structures and new mate-
rials. In particular, it has been possible to maintain such ca-
pacitance values employing three dimensional structures de-
posited above the silicon surface (stacked capacitors) or within
the silicon substrate (trench capacitor) as shown in Fig. 1.10
[20] [21]. The trench capacitor is implemented by the etch-
ing of holes in the substrate filled with a layer of oxide sand-
wiched between two polysilicon layers that acts as contacts.
The stacked capacitor is implemented above the access tran-
sistor by stacking a few layers of polysilicon. The aspect ra-
tio of these structural solutions has nowadays reached values
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higher than 50. Alongside the implementation of a three di-
mensional structure, in order to enhance the capacitor area,
while mantaining the same planar area consumption, research
efforts have been directed toward new materials with high
values of dielectric constant (high-k) to be placed inside the
capacitor. In order to satisfy the roadmap targets [23], i.e.
equivalent oxide thickness values less than 0.5nm and leak-
age currents in the order of 10~8 A/cm? when biased at 1V,
it is needed an oxide with k> 50. Nevertheless, because they
usually have a narrow bandgap and thus high leakage cur-
rent, these high-k materials present a trade off. Another scal-
ing related issue is poor retention of written data due to the
increasing leakage currents that discharges the storage capac-
itor. To enhance the transistor performances, the reduction of
the channel length has been compensated by an higher sub-
strate doping and a lower oxide thickness. These two counter
measures actually worsen the leakage currents: the former
allows bigger currents through the capacitor junction, while
the latter allows higher tunneling currents toward the gate.
To avoid data loss, a periodic refresh of the DRAM cell is
needed, which usually takes place every 64 ms [24]. Reducing
this period might be a viable solution, but it comes with the
cost of higher power consumption. All the aforementioned
issues related to the sub-20 nm, directed the research toward
novel structures to implement DRAM cells. Since the 3D ca-
pacitor aspect ratio reached extreme levels (>50), a viable so-
lution was manufacturing a DRAM cell without the storage
capacitor, the so-called capacitorless DRAM [25]. One of the
most common versions of this type of cell simply uses a tran-
sistor with an isolated and floating substrate, in which holes
accumulations are created by means of appropriate bias con-
ditions at the contacts of the device. These holes build-ups
alter the threshold voltage (V7 ) of the transistor, storing the
data. At any rate, this cell shows relevant reliability issues:
Vr instabilities, short channel effects, high leakage currents in
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1.5. Von Neumann-bottleneck

the off state and non-uniform doping effects. In order to over-
come these issues, new schemes and structures have been for-
mulated in the last years, such as: ultra-thin SOI MOSFET, Z-
RAM and vertical double-gate single-transistor cell [26]. So-
lutions that exploit different physical mechanisms have also
been explored, like the thyristor cell [27]. However, none
of these solutions has proved sufficiently advantageous to re-
place the basic structure of the 1T-1C cell.

1.5 Von Neumann-bottleneck

The previous chapters presented the volatile and non-volatile
memories dominating nowadays the market, together with
the main issues the scaling of these technologies has faced,
and innovations that have partially allowed to follow the pre-
vious scaling trend. In addition to the scaling issues men-
tioned above, today’s information technology has to face an-
other major challenge, the so-called von Neumann bottleck.
The great majority of computer systems is based on the von
Neumann architecture, which is characterized by a rigid sep-
aration of logic and memory circuits [28], i.e. the processing
unit (CPU) and the working memory (typically a DRAM) are
physically separated.

Fig. 1.11(a) shows the performance exponential growth of
both central processing unit (CPU) and DRAM [19] [30]. From
the graph, it is clearly visible the presence of a performance
gap in term of cycle time that is getting bigger and bigger
since forty years ago [29]. This slower improvement in cy-
cle time has produced a memory bottleneck that could re-
duce a computing system overall performance and it is called
memory wall or [23] von Neumann bottleneck [31]. To miti-
gate such gap, a caching layer of SRAM has been introduced
between the CPU and the DRAM employed for the working
memory [32] [33]. Since both the DRAM and SRAM are volatile
memory technologies, a non-volatile memory, such as the afore-
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Figure 1.11: a) Relative performance evolution for CPU and DRAM. Even
though they share the exponential growth dictated by Moore’s Law, an
increasing performance gap formed over the years. Adapted from [29]. b)
Schematic representantion of performace hierarchy.

mentioned NAND Flash, must be introduced to ensure the
data retain. A schematic representation of the memory hier-
archy in a computer system is shown in Fig. 1.11(b) [34]. It is
worth noting that there is another performance gap between
the DRAM layer and the NAND Flash one.

1.5.1 Emerging memory technologies

One of the proposed solutions to mitigate the von Neumann
bottleneck employing an improved storage is the Storage Class
Memory by IBM. The idea is to fill the performance gap be-
tween the working memory (RAM) and the storage memory
(usually NAND Flash). In order to fill this gap, new technolo-
gies should have high read/write speeds, below 100 ns like
DRAM, low cost per bit, high density and non-volatility like
Flash memory. There are many promising candidates for SCM
implementation [35] and more in general to overcome some
of the issues presented throughout this chapter, among them
we find (non-exhaustive list):

* Resistive RAM (RRAM): consists of a metal-insulator-
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1.5. Von Neumann-bottleneck

metal (MIM) structure where a dielectric layer is sand-
wiched between two metal contacts. A localized defect-
rich path, called conductive filament (CF), can be induced
and destroyed, in the dielectric layer, through suitable
voltage pulses and the presence or absence of such CF
can change the resistance of the dielectric up to 5 orders
of magnitude. They are very fast and can work with cur-
rents as low as 15uA but they show high variability that
result in reliability issues.

Phase change memory (PCM): also consist of MIM struc-
ture where the insulator material is a chalcogenide phase-
change material, i.e. a material that exists in two differ-
ent solid states: amorphous and crystalline. The switch
between the two phases is triggered by temperature, but
exploiting the Joule heating can be induced with suitable
voltage pulses. Despite the bulk-type switching, as op-
posed to filamentary switching in RRAM, the PCM also
suffers from variability effects, which are critical in hin-
dering memory applications. Nevertheless PCM are con-
sidered promising due to their sub-100 ns switching time
and more than 10° cycling endurance [36].

Magnetoresistive random access memory (MRAM): the
fundamental building block of an MRAM is the mag-
netic tunnel junction (MT]), which consists of an MIM
stack where the conductive electrodes are made of a fer-
romagnetic material and the insulator has a thickness of
1 nm. The magnetic polarization is fixed on one of the
two contacts while can be switched on the other. The
magnetic polarization of the two electrodes can be par-
allel or antiparallel and thanks to the magnetoresistive
effect [37] the tunneling probability and thus the resis-
tance of the junction can changed by such magnetic po-
larization switching. The magnetic polarization can be
switched by applying a magnetic field such in Toggle-
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MRAM [38] or by the spin-trasnfer torque (STT) effect.
[39] STT-MRAM is attracting a strong interest due to its
fast switching [40], high endurance [41], CMOS compat-
ibility and low current operations [42].

* Ferroelectric memories: are a class of memory technolo-
gies which will be presented in the next chapter, with
particular focus on ferroelectric tunnel junctions (FTJ),
which is the main topic of this thesis. Ferroelectric mem-
ories exploit the ferroelectricity of a material, i.e. the
ability to have a stable electric polarization even in the
absence of an external polarizing electric field. The in-
terest in this type of memory technologies has increased
abruptly with the discovery of the ferroelectricity of hafnium
oxide (HfO,) which is a CMOS compaible material.
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Ferroelectric memories

This chapter begins with a brief introduction on ferroelectricity,
explaining its origin and its relevance as an exploitable phenomenon
in memory technology. A non-exhaustive list of ferroelectric ma-
terials is also provided. Subsequently, an overview on the so far
most successful ferroeletric memories shall be presented: ferro-
electric RAM (FeRAM), ferroelectric transistor (FeFET) and fer-
roelectric tunnel junction (FT]). FeRAM is a modified DRAM cell
in which the capacitor oxide is substituted with a ferroelectric ma-
terial. FeFET, similarly, is a memory transistor in which the gate
oxide has been replaced with a ferroelectric material. FT] struc-
tures shall be described in more detail: from the concept proposal
in 1971 to the MIM structure and metal-insulator-semiconductor
(MIS) structure to more advanced concept employing buffer lay-
ers to create crested barriers. A detailed mathematical physical
description of FT]s shall also be given. At the end of the chapter
an overview on the recent FT] concepts present in literature shall
be presented.
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Chapter 2. Ferroelectric memories

2.1 Polarization

When an insulator material is embedded in an electric field
E [V/m] the positive and negative charges inside the material
are separated creating dipols. This phenomenon is called po-
larization and it results in a superficial macroscopical charge,
described through the polarization vector P [C/m?]. The rela-
tion between E and P is described by the following equation:

P =¢egxE (2.1)

Where € is the vacuum electric permittivity and yx is the
electric susceptability of the material, which is related to the
relative permittivity €, through the relation:

x=€6-1 (2.2)

2.1.1 P-E relations

As shown in Fig. 2.1, there are four different relations be-
tween P and E that characterize insulator materials:

* a) dielectric: x is constant and the relation is linear. Al-
though it is not an accurate definition, insulators are of-
ten called dielectrics, due to the fact that this relation is
the most common one.

* b) paraelectric: x is not constant but it is field-dependent.
And, usually, the relation becomes linear again at high
fields.

* ¢) ferroelectric: not only the relation between field and
X is non-linear but the P-E relation presents a hysteretic
behavior, i.e. the value of the vector P depends not only
on the current value of the electric field but also on its
history. As a resulting effect, one can clearly see the pres-
ence of two states with polarization different from 0 in
the absence of an external polarizing electric field. A
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2.1. Polarization

Figure 2.1: Polarization-electric field relation for a) dielectric, b) paraelec-
tric, ¢) ferroelectric and d) antiferroelectric.

more detailed mathematical description will be given in
§2.1.2.

* d) antiferroelectric: hysteresis is again present but only
with sufficiently high absolute value of the electric field.
As aresulting effect the stable non-zero polarization states
are absent.

Thus, a ferroelectric material can expose a permanent elec-
trical polarization even in the absence of an external polariz-
ing electric field. There are two stable non-zero polarization
states and the polarization vector can be switched between
the two states by means of an high enough electric field. This
phenomenon will be better described in the next section.

2.1.2 Ferroelectricity

Ferroelectricity was first discovered in 1920 by the PhD stu-
dent Joseph Valasek (1897-1993), who was working under
the supervision of William Swann at the University of Min-
nesota, Minneapolis, US. From a reticular point of view, only
non-centrosymmetric structures can lead to ferroelectricity,
where centrosymmetric structures are the ones that possess
an inversion center. Furthermore, all ferroelectric materials
are themselves pyroelectric and piezoelectric. The former is
a phenomenon in which polarization is related to the temper-
ature of the material, while the latter is a relation between
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Chapter 2. Ferroelectric memories

(a) (b)

Figure 2.2: (a) Ferroeletric material at T > T recover a centrosymmetric
structure and loses ferroelectric properties and (b) ferroelectric material
for T < T¢.

polarization and mechanical stress; non-centrosymmetry is a
prerequisite also for this two phenomena.

All ferroelectric materials present a characteristic temper-
ature named Curie temperature, along the lines of the char-
acteristic temperature of ferromagnets, above which the cen-
trosymmetric structure is recovered and all the ferroelectric
properties are lost (Fig. 2.2(a)). Below this temperature the
centrosymmetric structure becomes unstable, while the two
different deformed cells shown in Fig. 2.2(b) do not. A math-
ematical description within the framework of Landau phase
transition theory [43] will be given in § 4. The presence of
piezoelectric and pyroelectric effect in ferroelectric materials
means that temperature and mechanical stress strongly affect
the polarization of the material and thus obtaining stable po-
larization in a nanometric memory device such as FT] is not
an easy task. To describe the hysteresis cycle a few significant
biases and polarization are defined, as indicated in Fig. 2.3:

* Saturation polarization P;: is defined as the maximum
polarization of the hysteresis cycle. All electric fields
above this point will produce a linear, dielectric-like po-
larization.

* Remanent polarization P,: is defined as the absolute value
of the polarization when the electric field is 0. Note that
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Figure 2.3: Hysteresis cycle diagram in which significant biases and po-
larization values are highlighted.

the two stable states have equal and opposite polariza-
tion.

* Coercive field E: is defined as the absolute value of the
field that is able to switch the polarization to the other
direction, i.e. if we are at the point in which P is equal
to +P, and we apply —E. we will end with a polarization
vector of —P,, even if we switch off the electric field.

2.1.3 Ferroelectric materials

Perovskite crystals are the most investigated and widespread
ferroelectrics. They have the general formula ABO3, in which
the cation A has valence number between +1 and +3, whereas
the cation B has it between +3 and +6. The most employed
materials in this group are lead-zirconate titanate (PZT) and
barium titanate (BTO). Fig. 2.4 shows a perovskite unit cell
in the ferroelectric state, i.e. a non-centrosymmetric struc-
ture. The ferroelectricity of the material derives from the
possibility of certain atoms in the unit cell to reside in two
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Figure 2.4: Schematic illustration of a perovskite unit cell with ABO;
structure. For PZT we have A=Pb (blue), B=Zr or Ti (red) and the oxy-
gen atoms O3 (yellow).

different stable energy positions. This causes a shift in the
charge centre of the cell and thus results in a permanent po-
larization of the material, even in the absence of an external
electric field. However, by applying a sufficiently high elec-
tric field, the aforementioned coercive field, it is possible to
switch from one to the other stable condition. Ferroelectric
materials based on perovskites have been intensively studied
for memory applications, but their non-compatibility with
the CMOS process has limited their adoption. Ferroelectric
properties in oxides with crystallographic structure like fluo-
rite, as hafnium oxide HfO, and zirconium oxide ZrO,, have
been reported for the first time in 2011 [44] and generated
a lot of interest toward ferroelectric memories since hafnium
oxide has been employed as high-k material (see §1.4.1) in
advanced CMOS processes. In literature it is reported that,
in order to achieve ferroelectric behavior in HfO,, it must be
doped with 3 — 10 mol% of Si,Y,Al,Gd or Sr [45] and have
it crystallize in films of thicknesses in the order of 10 nm.
The discovery of a CMOS-compatible ferroelectric material
opened the possibility of overcoming the limits of the known
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ferroelectrics in their application to memory technologies.

2.2 Ferroelectric memories

As shown in Fig. 2.5, there are three main types of ferro-
electric memories: FeRAM is based on the DRAM 1T-1C cell
where the oxide material is a ferroelectric one, FeFET exploits
the same idea and the ferroelectric material replaces the gate
stack, FT] presents a nanometric layer of ferroelectric mate-
rial sandwiched between two conductive electrodes. Every
technology has been studied with different target applications
in mind: FeRAM and FTJ are considered promising solutions
for the post-DRAM scenario, while FeFET has the aim of re-
placing NAND Flash cells.

2.2.1 FeRAM

FeRAM is an evolution of a DRAM 1T-1C cell where the ca-
pacitor insulator is replaced by a ferroelectric material. In a
standard DRAM cell, information is kept through the charge
stored in the capacitor, while in a FeRAM is kept through
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Figure 2.6: (a) TEM imaging and (b) P-E relation of a 3-D capacitor
TiN/HfO?/TiN. A and B are the dimensions of the projected area which
can be computed as A-B [46].

the remanent polarization P, of the ferroelectric material. In
this way it is possible to overcome the issues related to the
leakage currents that discharge the capacitor and force a con-
tinuous refresh of the stored data; in a FeRAM the data is
retained even without external supply. During the writing
operation the access transistor is powered up and the bitline
bias allows to force a certain polarization status in the fer-
roelectric layer and thus to store the data. The read opera-
tion is destructive also in this case since it is performed by
applying a field greater than the coercive one and by sens-
ing the magnitude of the current to understand if the polar-
ization vector switched direction and thus the initial state of
the cell. Memory matrices based on perovskite materials have
been developed and commercialized without a great success,
since their costs and performances could not rival the other
technologies. Since to ensure a robust enough ferroelectric-
ity a thickness of 70 nm is needed and the capacitors cannot
be built with a 3-D design as in the standard DRAM case,
continuous scaling of the device is impossible to obtain. In
the planar case of perovskite-based FeRAMs, such as PZT or
SBT, the main problem for scaling is the limited amount of
charge for proper cell operation. According to Maruyama et
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al. [47], a 90 nm technology node FeRAM cell requires 2P, >
84 uC/cm? but for thin layer of crystalline PZT, 2P, is limited
to < 80 uC/cm? and other materials have even lower values.
Fabricating a nanometric 3-D ferroelectric capacitor might be
a likely solution to these issues; yet, depositing perovskite
structure with high aspect-ratio through atomic layer deposi-
tion could be rather challenging. Due to these difficulties,
traditional ferroelectrics cannot be employed for technology
node smaller than 130 nm. Ferroelectric layers based on HfO,
may be a turning point for the implementation of 3-D capac-
itors. Polakowski et al. [48] report ferroelectric properties in
the 3-D TiN/Al:HfO,/TiN capacitor with a P, per projected
area of 152uC/cm?. In Fig. 2.6(a) a TEM image of a deep-
trench capacitor with AI:HfO, and the respective P-E curve
are shown. Although the P, value for the planar capacitor was
only 15uC/cm?, the 1.6-um-deep-trench capacitor with 13:1
aspect ratio capacitor can increase the P, per projected area by
an order of magnitude, which is very similar to the increase
in the capacitor area.

2.2.2 FeFET

The second type of ferroelectric memory is the FeFET. The
idea behind the FeFET memory cell is to exploit the charges
induced by the polarization of the ferroelectric layer to mod-
ulate the conductivity of a transistor channel. To achieve this,
a ferroelectric material is inserted in place of the gate oxide
of the transistor itself. Once data have been stored, they can
be read non-destructively by measuring the drain current as
a function of the gate voltage, i.e. via the trans-characteristic.
Several FeFET structures have been considered. The first is
the MFS (metal-ferroelectric-silicon) and consists of replac-
ing the gate oxide of a standard MOSFET with a ferroelectric.
Although being the simplest structure, it bears several disad-
vantages. Classical ferroelectrics such as PZT or SBT are un-
stable when deposited on a silicon substrate, due to the diffu-
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Figure 2.7: a) TEM image of a MFIS-FET with 10 nm of Si:HfO, and a
SiON bulffer layer of 1.2 nm. b) Physical gate length of FETs and FeFETs in
literature [46].

sion of elements such as bismuth or lead in the substrate. Fur-
thermore, the density of interfacial traps between perovskite
and substrate is high enough to accelerate the degradation of
the ferroelectric. The second structure, shown in Fig. 2.7(a), is
the MFIS (metal-ferroelectric-insulator-silicon) structure, in
which a buffer layer is inserted between the ferroelectric and
the silicon. While counterbalancing the disadvantages of the
MES structure, this solution however brings new issues. Due
to the low dielectric constant of the buffer layer, a strong de-
polarization field is created, which limits the retention of the
device. Various solutions to solve this problem have been pro-
posed, such as the insertion of a high-k buffer layer below the
ferroelectric layer. The best retention properties for FeFETs
with conventional ferroelectrics have been reported for cells
formed by Pt/SBT/HfO,/Si. As shown in Fig. 2.7(b), the tech-
nology gap of about two orders of magnitude that existed be-
tween logical FETs and conventional ferroelectrics before the
adoption of ferroelectrics such as doped HfO, is now elim-
inated. In fact, to date, the smallest technological node re-
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Figure 2.8: Relation between the year and the ON/OFF ratio achieved
by various FTJ structures. The inset is citation times for FT] devices per
year, analyzed by Web of Science using the keyword “ferroelectric tunnel
junctions", from [49].

ported for FeFET is 22nm. In addition, the lower dielectric
constant of doped HfO, compared to that of perovskites leads
to lower depolarization fields and thus to an improvement
in retention. Although the recent developments in the last
decade, FeFET devices based on HfO, have retention charac-
teristics comparable to or even better than those reported for
the best perovskite-based cells. The high scalability and bet-
ter retention have made doped HfO, the best oxide layer for
non-volatile FeFET memories.

2.2.3 FTJ

The ferroelectric tunnel junction idea is having a ferrolectric
barrier through which the current can pass by quantum tun-
neling effect and that the transparency of this barrier can be
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varied through the direction of the polarization vector. De-
pending on the direction of the polarization vector, the device
has two states: one characterized by low resistance ad high
current called ON state or LRS and its opposite, with high re-
sistance and low current, called OFF state or HRS. This con-
cept was put forward for the first time 50 years ago, in 1971,
by Esaki [50], but was then quickly disregarded, since it was
believed that ferroelectricity could not be stable at nanomet-
ric thicknesses that are needed for quantum tunneling to take
place. As shown in the inset of Fig. 2.8, the number of citation
time for the keyword "FTJ" has been steadily increasing in the
last decade and skyrocketed since the discovery of the ferro-
electricity of the doped hafnium oxide. Fig. 2.8 shows the evo-
lution of the technology in the last decade. The ON/OFF ratio
is the figure of merit of the device and has been improved by
nine orders of magnitudes in the last decade. It is defined
as: ON/OFF ratio= I;ps/Igrs. However, this type of mem-
ory has a number of critical problems that cannot be easily
overcome. During the manufacturing process, it is very chal-
lenging to achieve uniform thickness over the entire area of
the device. Since the FT] bases conduction on the tunnelling
mechanism, even a small inhomogeneity on the atomic scale
can have a significant impact on its operation. In addition,
precise control of the interface between ferroelectric and elec-
trode is required for optimum performance. To simplify the
device design and relax the requirements on the ferroelectric
layer, an alternative structure has been proposed with the ad-
dition of a thin dielectric layer [51]. In this structure, polar-
ization switching takes place in the ferroelectric layer, but the
tunneling current is limited by the dielectric layer. Although
this device type and the proposed solutions are encouraging,
many experimental and theoretical studies are still needed to
bring the technology to the appropriate maturity level. In
addition to this structure with added dielectric (often called
crested barrier FTJ]), as can be seen from Fig. 2.8, the basic
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FT] structure composed by a ferroelectric layer between two
metal contacts has been modified during its development into
Metal-Ferroelectric-Semiconductor structures (MFS). The ad-
vantages of such a structure will be explained in § 2.3.

2.3 FT]J: equations and performances

In the previous section the FTJ figure of merit was defined as
the ratio between the tunneling current passing through the
device in the low resistance state and the high resistance one.
The tunneling current depends exponentially on the mean
barrier height between the two contacts [52]. Therefore, to
enhance the performances of an FT] device we want to max-
imize the change in barrier height when the direction of the
polarization vector is switched.

2.3.1 MFM structure

To understand the working principle of the device, an elec-
trostatic analysis of the junction is needed. Since the ferro-
electric material can expose a permanent polarization even in
the absence of a polarizing field, a non-zero voltage drop in
the ferroelectric can be present without any bias applied on
the contacts. Such voltage drop is present also in the metal
contacts if they are not considered as ideal metals. Follow-
ing Thomas-Fermi theory [53], the potential profile inside a
metal is defined as:

d(x) = ZAe (2.3)

€r

where o is the charge per unit area, €, is the relative dielec-
tric constant of the metal and A is the screening length of the
metal. If we combine this equation with the Gauss law:

o=—eF+ P (2.4)
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Figure 2.9: Schematic explanation of the working principle of an FTJ. On
the left: polarization vector pointing toward the less ideal metal and lower
mean barrier height, on the right is depicted the opposite case in which
the mean barrier height is higher and thus the current is lower.

where F is the electric field in the ferroelectric layer, we can
write the equation of the mean barrier height:

€1 €2

€ €

N l(O’/\l O'/\z): 1(/\2 /\1) Pd—eF(Pbi (25)

" e el dre )

where the pedices 1 and 2 refers to the two metal contacts,
¢p; is the built-in potential of the junction, P is the magni-
tude of the polarization vector, d and e are respectively the
thickness and the dielectric constant of the ferroelectric layer.
Finally, we can write the variation of the mean barrier height
following polarization reversal:

. PA(2-2)
M e (Eh) (26

From Eq.2.6 it is evident that two different metal contacts
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Figure 2.10: A resistive window of two decades in a MFM FTJ, from [54].

are needed to have a change in the mean barrier height upon
polarization reversal and thus the existance of the LRS and
HRS. Rearranging the same equations we can write the ex-
pression for the electric field in the ferroeletric layer as:

(Gui+ V)+P(2+2L)
F= P (2.7)
d+€p(5 + a)

where V is the bias applied to the junction. Note that even
in the absence of built-in field and applied bias, the field in
the ferroelectric layer is not zero. This field is called depo-
larization field since it works against the polarization vector,
i.e. it tends to neutralize it. As can be seen from Eq. 2.7,
the depolarization field is higher when the dielectric thick-
ness d is lower and thus it plays a relevant role in FTJs, which
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need nanometric ferroelectric layer by design. The described
working principle is shown in Fig. 2.9: on the left we have
the ON state, achieved when the polarization vector is point-
ing toward the less ideal metal (i.e. it shares the bigger part
of the metal voltage drop); on the right, when the polariza-
tion vector is switched to the other side we have the OFF state
characterized by a greater mean barrier height. As shown in
Fig. 2.10, the tunneling current depends so strongly on the
mean barrier height that even a change in the order of some
tens of meV can result in dramatic changes in the current pro-
file, here, the ON/OFF ratio, also called resistive window is of
two orders of magnitude. As we will see in the next subsec-
tion, it is worth noting from Eq. 2.6 that the mean barrier
height variation with the switching of polarization P is big-
ger if the screening length of the two metal are very different
from each other. Considering that an ideal metal is modelled
with a screening length equal to zero, it is almost straight-
forward to substitute the less ideal metal of the two, the one
with the bigger A, with an heavily doped semiconductor that
can act almost as a metal contact while having a surely bigger
screening length with respect to a real metal.

2.3.2 MEFS structure

In the previous section we mentioned that the variation of the
. . . . -—(P
mean barrier height following polarization reversal, A({)B( ),

is greater if the difference in the screening lengths of the con-
tacts is higher. The screening length of a seminconductor is
undoubtedly bigger than a metal one, but employing a heav-
ily doped semiconductor as contact has another major advan-
tage. As can be seen from Fig. 2.11, the working principle is
similar to the one depicted in Fig. 2.9: when the polarization
vector is pointing toward the semiconductor and exposes its
positive charges at that interface, the mean barrier height is
lower; in the opposite case, not only the mean barrier heigth
is greater, but the presence of the negative charges of the fer-
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Figure 2.11: Schematic explanation of the working principle of an MFS
FTJ. On the left: polarization vector pointing toward the less ideal contact
(the semiconductor) and lower mean barrier height, on the right it is de-
picted the opposite case in which the mean barrier height is higher and
its thickness is enhanced by the depletion layer of the semiconductor, and
thus the current is lower.

roelectric remanent polarization at that interface makes the
semiconductor depleted of their electrons and thus the re-
sulting barrier is not only higher but also thicker. This effect
strongly enhances the FT] performances in terms of ON/OFF
ratio. As can be seen from Fig. 2.12, the resistive window for
an Pt/BTO/Nb:STO FT]J is doubled (four decades) with re-
spect to the MFM structure. From Fig. 2.8 we can desume
that the MFS structure has much better performances in term
of ON/OFF ratio, even if it introduces other issues that are
less severe with metal electrodes, such as the role of the oxy-
gen vacancies migration across the interface [56] or the chance
of Metal-Insulator phase transition to take place [57] or even
the increased complexity of writing an analytical model that
takes into account the semiconductor electrostatics and trans-
port equations.
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Figure 2.12: A resistive window of four decades in a MFS FTJ, from [55].

2.3.3 Purpose of the Ph.D. research

Even though MFS junctions have been extensively studied in
the last decades, there are various issues that still need to
be addressed. The research activities carried out during the
Ph.D. attempt to contribute to fully understand FT]s working
principles and how to improve their performance. The activi-
ties can be divided into two parts. During the first one, an ex-
perimental characterization of various Pt/BTO/Nb:STO FT]Js
has been performed, which confirmed the chance of achiev-
ing a large resistive window in such a device. Moreover, by
measuring the current-voltage curve of the devices quickly
after the set/reset pulses used for polarization reversal, the
importance of taking into account the detrimental effects of
the large depolarization fields in the ferroelectric layer when
assessing the device memory window is demonstrated. The
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collected experimental data are then reproduced with an in-
house 1-D simulator written in MATLAB, which provided us
with much more freedom with respect to commercial TCAD
softwares; such as the chance of taking into account the tun-
neling current not only at the interface but also through the
same conduction band of the depleted semiconductor (i.e. dis-
tributed tunneling). The model accounts also for drift/diffusion
in the semiconductor and allows to catch a comprehensive
physical picture of device operation. It represents a power-
ful tool for the design and optimization of ferroelectric tunnel
junctions with semiconductor electrodes.

The second part focuses on modeling the switching pro-
cess of the FT] device. By coupling the aforementioned 1-D
simulator with a novel in-house 2-D simulator describing the
ferroelectric area in the Ginzburg-Landau-Devonshire theory
framework, a self-consistent simulation of the device switch-
ing process can be obtained. Although being just preliminar
ones, the results are pretty encouraging, and can be improved
by means of further physical and electric characterization to
guide the tuning of the custom model.
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Chapter 3

Experimental
characterization and 1-D
modeling of current
transport

This chapter presents the experimental and modeling activities
on FTJ] current transport. Throughout § 3.1 the experimental
setup employed and the FT] samples are presented. In § 3.2 the
types of measurements, the relative schemes and the results are
shown. The following subsections (from § 3.3) describes the 1-D
model employed in the custom simulator and its implementation
in Mathworks MATLAB. To conclude, the results are analyzed
in § 3.3.4 comparing measurements and simulations and giving
physical explanations on the observed phenomena.
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3.1 Samples and setup

As discussed in the previous sections, the interest toward FT]Js
has grown larger and larger in the last decade and many dif-
ferent structures have been proposed. Although the barium
titanate oxide (BTO) is not CMOS compatible and it is thus
less interesting from a commercial point of view, it is widely
studied due to its strong ferroelectricity down to few nanome-
ters [58], and due to the good quality of its interfaces with
metallic and semiconducting electrodes. The studied samples
will be presented in the next subsection.

3.1.1 FT]J samples

All the samples investigated during this research have been
fabricated at Polifab [59], the micro and nano technology cen-
ter of the Politecnico di Milano, by the research group of pro-
fessor Riccardo Bertacco. The chosen substrate is a commer-
cial strontium titanate substrate (SrTiO3), 100 surface, doped
with Niobium (Nb) (0.5% wt.) making it electrically conduc-
tive with an electron density in the order of ~ 10?° cm™3 [60].
It is an excellent substrate to epitaxially grow high-T super-
conductor and thin layers of many oxides [61]; at room tem-
perature it is a centrosymmetric paraelectric material with
the perovskite typical structure. Moreover, the feasibility of
the growth of epitaxial layers of STO on silicon substrate through
suitable buffer layers has been demonstrated [62], making STO
also CMOS-compatible. The BTO epitaxial films were there-
fore grown by pulsed laser deposition with Nd:YAG laser with
fourth-harmonic-generated wavelength of 266 nm. Other de-
position conditions can be found elsewhere [63] [64]. The
deposition was preceded by in-situ annealing (T= 680°C, fi-
nal pressure P=40 mTorr) of the substrate template, to pro-
mote surface reconstruction, remove carbonate residuals, and
provide a smooth template for optimal deposition dynam-
ics. After the growth, BTO films, of 2 and 3 nm, were an-
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Figure 3.1: Schematic illustration of three FTJ cells on the common sub-
strate.

nealed in situ at 600°C for 30 minutes in an oxygen pres-
sure of 500 mbar to promote crystallization and reduce the
amount of oxygen vacancies. The platinum contacts (5nm)
have been deposited ex-situ by magnetron sputtering (power
= 20W, Ar pressure = 5mTorr). After growth, 100 nm thick
Ti pillars with an area of 38 x 38 um? were deposited by e-
beam evaporation through a shadow mask on the sample. These
pillars serve both as a hard mask for the subsequent etching
step by Ion Beam Etchin needed to define the FTJs and as a
thick metal pad for the electrical characterization. In order to
be able to probe the bottom electrode, the sample was pasted
on a copper sheet with silver paste. A schematic illustration of
the samples is shown in Fig. 3.1, note the common substrate.
To divide the various FT]J cells, Ti columns were used as rigid
masks for the Ion Beam Etching process. Other details are
reported elsewhere [65].
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Figure 3.2: Schematic illustration of the experimental setup employed.
The relays matrix allows to switch between two different setups for fast
and slow measurements.

3.1.2 Experimental setup

Since the experimental investigation of these FTJ cells includes
both slow and fast measurements, two different types of setup
will be used. In order to switch from one to the other, with-
out physically touching the samples and the connected ca-
bles, with the risk of altering the conditions between mea-
surements, a in-house relays matrix is employed, controlled
via an Agilent 34970A Switch Unit [66] as schematically de-
picted in Fig. 3.2. The two different setups are:

* Slow or DC: employing a Picoameter [67] that has been
used for quasi-static current-voltage characteristics. It is
capable of reading down to 107> A.

* Fast or AC: employing a TGA 12104 Arbitrary Waveform
Generator [68] and a Tektronix TDS 200-Series Digital
Real-Time Oscilloscope [69]. The AWG features four sep-
arate and independent channels, a sampling frequency
of up to 100 MHz and a 12-bit resolution, while the oscil-
loscope features two channels plus one for external trig-
gers, the channels can be set with input impedences of
IM Q or 50 Q. They have been used for the writing oper-
ations and to characterize time-dependent processes like
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Figure 3.3: (a) The probe-station structure with the micro-manipulators
and the microscope. The white cables are the BNC cables for electrical
connections. (b) A tungsten tip on the titanium mask of one FTJ cell, each
square is the area of an FTJ 38 x 38 ym?.

retention as will be described in the next sections.

The upper and the common bottom electrodes of the sam-
ples can be contacted with Tungsten tips carefully placed over
the wafer surface with a couple of precision micro-manipulators
and the aid of an optical microscope, as can be seen from
Fig. 3.3(b). The samples and probe tips are enclosed inside a
conductive structure, i.e. the probe station (Fig. 3.3(a)) which
is acting as a Faraday cup for the reduction of the external
electromagnetic interferences. All instrumentation was pro-
grammed using Mathworks MATLAB and connected to the
computer via GPIB interfaces.
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Figure 3.4: (a) Electrical model for the AC experimental setup. (b) Elec-
trical model for the DC experimental setup.

3.2 Measurements for 1-D modeling

In the previous section the samples and the experimental setup
have been presented. This section will show the results of
the experimental characterization. In particular, static cur-
rent voltage relation, resistive window and retention mea-
surements will be presented with detailed explanations of the
measurements procedures.

3.2.1 StaticI-V

This measure employs both the AC and DC setups discussed
in the previous section. The former is necessary to send the
fast pulses needed to set or reset the cell under measurement
(i.e. the write operation), while the latter is used for the quasi-
static current measurement. In Fig. 3.4(a), the electrical model
for the AC setup is shown. Pulses of positive bias will be
called set pulses because they make the polarization vector
turn toward the STO realizing the ON state or LRS. Vicev-
ersa, pulses of negative amplitude make the polarization vec-
tor point toward the metal realizing the OFF state or HRS.
As reported in literature [70] [71], FTJs can be programmed
into intermediate states between the most conductive state,
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Figure 3.5: Schematic illustration of the train of pulses needed to com-
pletely reset and set the FTJ followed by I-V sensing by the pAmeter, in
red for the LRS and blue for the HRS. Note that the switching matrix ac-
tion is not in time scale and that the two measures (LRS and HRS) are
shown together but are not necessarily performed one after the other.

called full LRS in the following sections, and the least con-
ductive one, called full HRS. The coming I-V measures are al-
ways taken after a full set or full reset pulse. In order to do
so, a preliminary analysis has been performed to discover the
magnitude and duration of the pulses needed to completely
set or reset the device, regardless of its initial state. The width
chosen for the writing pulses is of 100 us while the biases
are V,,s.; = —6 V for the full reset pulse and V,; = +6 V for
the full set, the pause between the two pulses is 100 us. Us-
ing the setup shown in Fig. 3.4(a), it was possible to moni-
tor the voltage drop between the top and bottom electrode on
the oscilloscope, after which the switching matrix changes the
setup to the DC one, shown in Fig. 3.4(b), for the direct mea-
surement of the I-V curve duringa 0 V— +0.5 V— -0.5 V—
0 V voltage sweep. The measurement results are shown in
Fig. 3.6, where the red curve corresponds to the LRS (also
in red in Fig. 3.5) while the blue curve corresponds to the
HRS. The I-V curve presents 3 decades of resistive window
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Figure 3.6: Result of the I-V measurement on the 3 nm sample. LRS in red
and HRS in blue. The 3 decades of resistive window evaluated at V; = 200

mV are highlighted.

evaluated at V; = 200 mV. The curves are labelled as slow in
contrast with the fast measurements that will be presented in
the following sections. Considering all this, it is worth not-
ing that those curves are defined as slow because the switch-
ing matrix takes some seconds to switch from the AC to the
DC setup causing thus a relevant delay (on the FTJ switch-
ing time scale) between the programming and reading oper-
ations. As previously mentioned, note that the reading op-
eration is non-destructive since the magnitude of the electric
field reached in the ferroelectric is much lower than the coer-

cive field needed to overwrite the programmed state.
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Figure 3.7: Schematic illustration of the train of pulses adopted in the
hysteresis window measurement. The train of pulses starts at 0 V and the
progression follow the integer numbers till V,,;,, = —6 V, then the pulses
start to increase in amplitude till V,,,, = 6 V. Each pulse has a width of
100 ps and between each pulse and the following one the switching matrix
connect the pAmeter for the +100 mV sweep and current sensing.

3.2.2 Resistive window hysteresis

To check the possibility of obtaining stable intermediate states
as mentioned in § 3.2.1, the sample has been investigated with
the so-called hysteresis window measurements, i.e. applying a
train of pulses of increasing and decreasing amplitude, sens-
ing the current at £100 mV after each pulse. The measure-
ment scheme is shown in Fig. 3.7. The result of the measure-
ment for the 3nm sample is depicted in Fig. 3.8. The points
are obtained by averaging the current measured at +100 mV
and thus represent the low field current. As expected, the ra-
tio between the lowest and highest current obtained with this
measure is in agreement with the measure shown in Fig. 3.6,
confirming that the chosen width and amplitude of the pulses
is suitable for the full set and full reset operation. Moreover,
it is worth noting that the pulsesat V,,;, and V,,,, are sent two
times but the change in the current is absent at V,,,, and al-
most negligible at V,,;,,, giving further confirmation that the
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Figure 3.8: Result of the hysteresis window measurement for a 3 nm cell.
As expected the ratio between the lowest and highest current obtained
with this measure is in agreement with the measure shown in Fig. 3.6. It is
worth noting that sending twice the pulses at V,,;;,, and V,,,,, has negligible

impact on the measured current after the pulse.

chosen intensity and duration are appropriate for achieving
the so-called full set and reset. The presence of intermediate
states as shown in Fig. 3.8 could have at least two different ex-
planations [72]. The most widespread interpretation, which
will be discussed in the next chapter, is that the ferroelectric
is divided into domains, i.e. zones of the material with the
same polarization. Adjacent domains can have opposite po-
larizations and thus the resulting total polarization average
between domains in the LRS and domains into the HRS. The
second option is that the polarization vector can change con-
tinuously between the UP and DOWN state, even though it
is very unlikely that an area big as 38 x 38 yum? will all be in
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the same polarization state. Lastly, it is worth commenting
on the slopes of the switching part of Fig. 3.8. The transition
between HRS and LRS takes place at V; = 3 V and it is much
steeper than the transition between LRS and HRS which starts
at V; = =3 V. This is due to the effect of the semiconductive
electrode. As shown in Fig. 2.11, the positive pulses that turn
the device toward the LRS change the STO conduction band
in an accumulation state and thus the major part of the ap-
plied bias falls on the ferroelectric material inducing a faster
switching process (that is because in the accumulation state
only a small voltage drop in the semiconductor is needed to
expose a huge amount of charge). Viceversa, when the nega-
tive pulses turn the LRS into the HRS the semiconductor is in
the depletion state and thus a bigger part of the applied bias
drops on the depleted region of the semiconductor making
the switching process slower and the curve flatter.

3.2.3 Time-resolved measurements: retention

As discussed in § 1 and § 2, the ability of a memory device
to retain written data plays a key role in obtaining a reliable
memory device. The measure investigating this characteris-
tic is called retention measurement. In the case of FTJ, in lit-
erature, retention characteristics are usually investigated on
the time scale of seconds as shown in Fig. 3.9 and Fig. 3.10.
Measurement results reveal that a correct assessment of the
achievable memory window in these devices cannot overlook
the short-time retention loss arising from the large depolar-
ization field [75] [76] typically present in the ferroelectric ma-
terial (see § 2.3.1 and Eq. 2.7). With the aim of investigat-
ing shorter time scales we had to develop a novel, dedicated
setup. The fast setup is not enough because the oscilloscope
cannot read the nanometric currents of the HRS. The easiest
solution is to add an amplifier in series to the device under
test, but the currents generated by the programming pulses
would be too high and would saturate such amplifier the mo-
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Figure 3.9: Retention measurements for a Pt/BTO/Nb:STO FT]J with two

different substrate dopings, from [58].

ment immediately before the amplifier should be used to mea-
sure the read pulse currents. To overcome this issue a cus-
tom made switch board has been designed, realized and em-
ployed. Such switch (scheme in Fig. 3.12), as schematically
shown in Fig. 3.11, is placed after the device under test and
keeps the amplifier floating, while the programming pulses
are being sent, discharging the currents into the 2"¢ channel
of the oscilloscope. As soon as the programming currents are
over the switch connects the amplifier to the DUT to measure

the low currents of the reading pulses.

The train of pulses employed for the retention measure-
ments is depicted in Fig. 3.13. The switch action is illustrated
in light blue, just after the set operation. For the reading op-
eration a train of logaritmically spaced pulses of amplitude
V; =100 mV is employed, sensing of I is performed by con-
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Figure 3.10: Retention measurement for a Pt/BTO/Nb:STO FTJ with 0.7
wt% substrate doping, from [56].

necting the substrate of the DUT to the TIA, whose voltage
output is read by the oscilloscope and then converted back
into an Ir value, the result is shown in Fig. 3.14. Note that
the train of reading pulses starts 200 us after the second pro-
gramming pulse. A more detailed explanation and a physical
interpretation of the phenomenon will be given in § 3.3.4. At
the moment, we can just note that the LRS loses a decade of
current in 100 seconds while the HRS is much more stable.
Considering that the switching matrix employed to change
between the fast and slow setups take some seconds to operate
it is straightforward to think that such time delay may have
an impact on the slow I-V characteristic shown in Fig. 3.6. To
check such hypotesis the new updtated setup ha been used
to measure the I-V characteristic of the LRS shortly after the
programming pulse as illustrated in the next section.
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Figure 3.11: Electrical scheme of the updated fast measurement setup.
The switch allows to discharge I into the 50 ) of the oscilloscope to avoid

the saturation of the trans-impedence-amplifier (TIA).

3.2.4 FastI-V

The measurement scheme for the fast I-V characteristics is
shown in Fig. 3.15. The reading voltage sweep 0 V — +0.5V—
—0.5V— 0 Vissent 100 us after the set voltage pulse. The cur-
rent is measured by converting the bias measured on the 1%
channel of the scope back to the Iy by dividing for the gain
of the TIA. The resulting curve is shown in green in Fig. 3.16.
As expected, the I-V characteristics measured just after the
programming pulse is higher than the one sensed with the
picoAmeter. This is due to the retention losses acting during
the relays matrix action to switch between the two setups. A
further confirmation of this effect can be seen by looking at
Figs. 3.17 and 3.18. From the former we can desume that the
retention losses for the 2 nm sample are greater with respect
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Figure 3.12: Scheme of the custom made switch board, datasheet of the
devices can be found elsewhere [73] [74].

to the 3nm sample (see Fig. 3.14) and infact the increase in
the fast LRS current is bigger for the 2 nm case.

This effect is in agreement with Eq. 2.7, from which fol-
lows that a reduced thickness d brings an higher depolariza-
tion field and therefore higher losses. Moreover, this analysis
also shows that, for a correct assessment of the FT] memory
window, a fast acquisition of the I-V curve of the devices is
mandatory.

3.3 1-D modeling

In order to better investigate the physics behind the measure-
ments shown in § 3.2, a custom 1-D model for electrostatics

and current transport through a metal/ferroelectric/semiconductor
FTJ has been devoleped in Mathworks MATLAB.
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Figure 3.13: Schematic representation of the measurement scheme for the

retention measurement.

3.3.1 Overview

The model solves the Poisson equation all over the device ac-
counting for the impact of P in the ferroelectric layer by in-
troducing two sheets of fixed charge with opposite sign at the
interfaces of the material with the metal and the semiconduc-
tor, as schematically shown in Fig. 3.19. In so doing, P rep-
resents an effective 1-D polarization, averaging all the possi-
ble nonuniformities over device area. The Poisson equation
is coupled with the stationary continuity equation for elec-
trons, which includes carrier drift/diffusion and distributed
tunneling in the semiconductor. Distributed tunneling is the
possibility for the tunneling process of taking place not only
at the interface but also through the conduction band if the

region to be crossed is narrow enough [77].

3.3.2 Equations

The equations solved in the model are written explicitly in
the following section. Starting with the coupled Poisson and
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Figure 3.14: Result of the rention measurement for a 3nm cell.

continuity equations, where the former is solved in the whole
device, while the latter only in the semiconductor:

a” —V JO — Vv J])D J un — 1‘7 ' lz .
_t . Ltot . LDDtun = ‘JDD —

where g is the elementary charge, € is the dielectric constant,
p is the charge density and Jpp and J;,, are, respectively,
the electron drift/diffusion current density in the conduction
band and the tunneling current density in the bandgap of
the semiconductor (see Fig. 3.20). p is defined as usual in
the semiconductor, while, in order to model the polarization
charges, at the oxide interfaces it takes a user defined fixed
value p=P (defined in C/cm? consistent with the charge den-
sity in the semiconductor). Looking at Eq. 3.1, it can be seen
that the divergence of the tunneling current has been written
as a recombination term following [77] [78] [79]. Knowing
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Figure 3.15: Schematic illustration of the measurement scheme for the

fast I-V measurement.

that in stationary conditions the left-hand-side of the conti-
nuity equation in Eq. 3.1 is equal to 0 and that the definition

of the drift and diffusion current in 1-D is:

I

Jpp = qrpn— == (3.2)

the system can be rewritten in 1-D as:

ax( aﬁ)__p(d’f)
()—ax(n,u,1 ¢f) R

(3.3)

where n is the electron density, p, is the electron mobility,
¢ 7 is the Fermi potential in the semiconductor and R cor-
responds to the number of electrons (per unit time and vol-
ume) appearing/disappearing in the semiconductor conduc-
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Figure 3.16: Result of the fast [-V measurement for a 3 nm cell. The fast I-
V curve, i.e. the green one, is a decade higher than the slow one, achieving
a total resistive window of four decades.

tion band due to tunneling at each position x and can be di-
rectly calculated as:

A*T 1 4 elEc()=Eps(x)//kT
R(x) = —F(x)I'(x)In EE, VT

(3.4)
1+e[

where A” is the Richardson constant modified to account for
the effective mass of the semiconductor, k;, is the Boltzmann’s
constant, E. is the conduction band edge, I' is the tunneling
transparency evaluated at Ec, F is the electric field, and E
and Ep,, are the Fermi levels in the semiconductor and in
the metal, respectively. I' was calculated under the Wentzel-
Kramer-Brillouin (WKB) approximation:

I'(E) = e_% ()Xi 2tmyyun(Ec—E)dx (3.5)
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Figure 3.17: Result of the retention measurement for a 2nm cell. The
decrease of the retention current in the LRS is faster than the 3nm case
represented in Fig. 3.14, in agreement with Eq. 2.7 where it can be seen
that the depolarization field increases with decreasing thickness.

whose reasonable accuracy for thin insulators was proved in
[80]. The approach used is original because it applies dis-
tributed tunnelling to a junction with an oxide layer and not
to a metal-semiconductor junction. Since the oxide is very
thin and its energetic barrier is not too high (AE- =180 meV
between STO and BTO), the impact of the distributed tun-
neling is not negligible at all as will be shown in the fitting
section.

3.3.3 Implementation

The equations shown in the previous section are solved only
for the direction perpendicular to the junction, following the
finite difference approach [81]. The simulator is written in
Mathworks MATLAB. The meshing strategy is depicted in Fig. 3.21,
all the quantities are defined on the mesh nodes, except for
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Figure 3.18: Result of the fast I-V measurement for a 2nm cell. The in-
crease of the LRS current with respect to the slow case is greater than the
3 nm case represented in Fig. 3.16, in agreement with Figs. 3.17 and 3.14.

the dielectric constant € and the mesh step h. The Poisson
equation is discretized by applying backward difference for
the outer derivative:

a(P 1 a(Pl (Pz
T

€j—— —€j_1
ox hiy\Pox !

) + Qi (q)f
(3.6)
following by forward difference on the inner derivatives:

1 i+1 — Wi i
hi_y (eicp ;zi . _ei—1¢ hlﬁ )+Pz bri) = (3.7)

where p; depends on ¢ for all the semiconductor mesh points
but it is fixed in the first and last oxide mesh points p,, ; =P=-
Pox.end- EQ. 3.7 is solved in the whole device, but in the first
and last mesh point, representing respectively the top and
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Figure 3.19: Schematic illustration of the FTJ junction in which the polar-
ization vector is represented by two sheets of fixed charge with opposite
sign at the interfaces between the ferroelectric and the metal and the fer-
roelectric and the semiconductor. The arrows on the side of the depleted
region of the substrate represent the distributed tunneling, i.e. the pos-
sibility for the tunneling process of taking place not only at the interface
but also through the conduction band, if the region to be crossed is nar-

row enough.

bottom electrode, where the bias is externally applied. This
fact is modelled by Dirichelet boundary conditions, meaning
that the potential in the first and last mesh points are not un-
knowns of the problem and thus do not need being computed.

The continuity equation is discretized by applying forward

difference for the outer derivative:

d s Hn IPriv1 Iy,
g(ﬂ[lng)—R—OHh—i(niﬁ_l ax —n; ax —Ri—O
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BTO STO

Figure 3.21: Schematic representation of the one-dimensional mesh. All
the quantities are defined on the mesh nodes, except for the dielectric
constant € and the mesh step h.

following by backward difference on the inner derivatives:

Han Privi =Pri  Pri=Pria)

ni n
b\ h; ki

R;=0 (3.9)

This equation is solved for all the substrate mesh points, but
the last one. Such point represents the bottom electrode, where
the Fermi level is imposed by the doping condition (while
the bias is kept at 0 V) and thus it is modelled by a Dirich-
let boundary condition and the equation is not solved for that
point. A special attention must be given to the solution of the
continuity equation for the first mesh node of the substrate,
writing Eq. 3.9 for the first mesh point assigning i = 1 for
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semplicity of notation:

o, Pr2=Pr1  Pr1=Pro

— = 1
hl hl 1 n Ry =0 (3.10)

but ¢ o is not defined since the index 0 corresponds to a point
in the ferroelectric material. This issue is solved by the ghost
mesh node approach. At the boundary between substrate and
oxide the definition of the drift and diffusion current: Jpp =

qnpy g; = qm ﬂn¢fl 9r0 _ = Jpp,1 must be valid. Solving for
br,0: .
Jop,1ho

= - . 3.11

bro=bra qny py ( )

and substituting it back into Eq. 3.10 and reducing:

&(nquf,z—(]bfl ¢f1 ((P ,1—]DD’1h0))—R1:

— +_
hy hy " ho ho qnipn
(3.12)
nll Ipp,
_(/” 2(¢f2 <i)f1) 1;;;11):0 (3.13)

that is the continuity equation for the first semiconductor node.

Calling PP the column vector, in which each element PP,
is the Poisson equation for the i;; element, CC the vertical
vector, in which each element CC; is the continuity equa-
tion for the j;;, element, n;,, the total number of device mesh
points, n,,;, the total number of substrate mesh points and
1, = Nt —2+ng,,— 1 the number of unknowns, we can rewrite
the system 3.3 as:

PP
l C Cl =0 (3.14)
PP . : .
where = 0 is a vector of dimsensions #n, x 1. For the

ccC

sake of semplicity of code writing and bug analysis the New-
ton method [82] has been chosen as root-finding algorithm.
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Therefore, starting with guess solutions for both Poisson and
continuity equations, at each iteration it can be written:

JPP

pp ¢ ¢ APP
lccl aCcC aCC lACCl 0 (3.15)
0p  Ipyp
where aap 4>P ggp , %C—qf %gc are matrices of derivatives whose el-

APP|.
ements [, m are: oPp - _ OPR and the column vector l

9 L O [ACC '
the vector of the unknown updates that will be computed at
each iteration as:

[ l (3.16)

PP aPP

APP| |94

ACC|~ | 2¢cc 8CC
dp  dps

The iterative loop runs till the difference between the last it-

eration and the previous one is under a certain tolerance for

both ¢ and ¢y, i.e.:

4T - i< tol 317)

where the default tolerance is tol = 107k, T/q. The running
time of the simulation is under 2 seconds for 20 biases be-
tween V; =-1Vand V; =1V with ng,;, = 300. As mentioned
before, even though the programming activity was very time-
consuming, the custom simulator grants extreme freedom in
the implementaton of physical phenomena, such as the dis-
tributed tunneling that is not always present in commercial
simulation softwares.

{nq)k“ d¥|I< tol

3.3.4 Results and analysis

Figs. 3.22 and 3.23 show that the proposed model is able to
successfully reproduce all the [p-V; curves measured on the
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Table 3.1: List of parameters resulting from the calibration of the model
on the measures shown in Figs. 3.16 and 3.18.

3nm 2nm
tgro 3.1nm 2.4nm
metal work function 6.1eV 6.1eV
Nb:SrTiO3 doping concentration | 1.6-10%° cm™3 || 1.6-10%° cm™3
BaTiOj electron affinity 3.9eV 3.9eV
Nb:SrTiOj electron affinity 4.08eV 4.08eV
BaTiOj relative dielect. const 35 35
Nb:SrTiOj; relative dielect. const 9 9
BaTiO; tunneling mass 0.29m, 0.55m
Nb:SrTiO3 tunneling mass 15my 15my
P for LRS fast 20 uC/cm? 24.5 uC/cm?
P for LRS slow 18 uC/cm? 21 pC/cm?
P for HRS 13 uC/cm? 18.5 uC/cm?

devices with different BaTiO5 thicknesses. The list of pa-
rameters needed to match modeling and experimental results
is reported in Table 3.1. The thickness of the ferroelectric
layers resulting from the fit is in a nice agreement with its
nominal fabrication value and the only parameters changing
when moving from one device to the other are the electron
tunneling mass in the BaTiOj3 layer and the remanent polar-
ization P for the different device states. In this regard, it is
worth noting that the values of P needed to reproduce the
available data have always the same sign, corresponding to
a vector pointing toward the semiconductor substrate. The
origin of this may be twofold. First of all, the electric po-
larization of the ferroelectric layer may not be uniform over
the device area, due to the partial switching of the ferroelec-
tric domains. In a 1-D model, this makes P just an effective
polarization value describing the average contribution to the
tunneling current of domains with opposite polarization. Do-
mains with upward polarization (HRS) have a much smaller
weight than those with downward polarization (LRS), thus
leading to an effective average polarization whose sign is al-
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Figure 3.22: Fitting of the measure shown in Fig. 3.16 using the param-
eters listed in Table 3.1. Note that the limitation of V; to 0.5 V during
the voltage sweeps used to monitor I makes the hysteresis between the
forward and reverse curves negligible.

ways determined by domains with inward P. Besides, the val-
ues of P may reveal the presence of some spurious positive
charge trapped close to the Nb:SrTiO3/BaTiO3 interface and
not switched by the set/reset pulses. These points will be
the subject of future further investigation. The change of the
electron tunneling mass for the BaTiO3 layer in the devices
with different tgro values, on the other hand, may be a con-
sequence of the change of the microscopic properties of the
material with its thickness, similar to what typically reported
for nanoscale SiO2 layers [83] [84]. Fig. 3.24 shows the cal-
culated conduction-band profile of the device for the 3nm
sample in the case of V; = 0 V, under LRS-fast [Fig. 3.24(a)]
and HRS conditions [Fig. 3.24(b)]. Results reveal, first of all,
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Figure 3.23: Fitting of the measure shown in Fig. 3.18 using the param-
eters listed in Table 3.1. Note that the limitation of V; to 0.5 V during
the voltage sweeps used to monitor Ir makes the hysteresis between the

forward and reverse curves negligible.

that the reduction of P when moving from the LRS to the
HRS creates a depletion layer, and hence strongly reduces
the electron concentration, at the substrate surface. This is
in agreement with and validates through careful quantita-
tive modeling, the physical picture proposed in [55] and [58]
that metal/ferroelectric/semiconductor FTJs may exploit the
modulation of the band bending and the electron concen-
tration at the substrate surface to achieve memory windows
wider than those of metal/ferroelectric/metal FTJs. In addi-
tion to that, the band diagrams of Fig. 3.24(a) and (b) high-
light that the change of P moving from the LRS to the HRS
does not allow to change the direction of the electric field and
reverse the band bending in the BaTiOj layer. This is due to a
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Figure 3.25: Calculated Ip-V; curves of the 3nm FTJ when considering
and when neglecting the distributed tunneling through the semiconduc-

tor.

relatively large built-in electric field in this layer coming from
the mismatch between the work function of the electrodes,
which is not overwhelmed by the electric field contribution
arising from the polarization charge. The direction of the
band bending in the ferroelectric layer, besides, is expected
to make P rather stable in the HRS. This is in agreement with
the stability of Ir in the HRS curves of Figs. 3.14 and 3.17.
On the other hand, when the device is in the LRS, the direc-
tion of the band bending in the BaTiOj layer is unfavorable
to the stability of P. Considering that the polarization charge
in that state increases the electric field and the band bend-
ing in the ferroelectric layer, as clearly evident when com-
paring Fig. 3.24(a) and (b), this should result in a strong ten-
dency of P to reduce its value over time. This is in agreement
with the relevant drift of Iy in the LRS curve in Figs. 3.14
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Figure 3.26: Calculated Ip-V; curves of the 2nm FT] when considering
and when neglecting the distributed tunneling through the semiconduc-
tor.

and 3.17. Within this picture, the even faster decrease of I
in the LRS exhibited by the device from the 2nm sample in
Fig. 3.17 can be explained by considering that the band di-
agrams for this device predict a stronger electric field and
band bending in the BaTiOj3 layer with respect to the case of
the 3nm sample, as appearing when comparing Fig. 3.24(a)
and (c). To conclude this discussion, it is worth mention-
ing that the previous results suggest that the improvement
of the time stability of the HRS and LRS of an FTJ requires
a careful design of the electric field that is present in the fer-
roelectric layer during data retention. In this regard, engi-
neering the built-in field originating from the work-function
difference of the electrodes is mandatory, as recently pointed
out in [85]. Adopting a ferroelectric material with a high
coercive electric field may also help. From this standpoint,
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Figure 3.27: Calculated Ip-V; curve of an FT] with tgrp=0.7 nm, substrate

doping concentration equal to 5-10'8cm™3, P=13.5 yC/cm?, and metal
work function equal to 5.4eV, in the case of electron mobility equal to
10 cm?/V-s and 0.1 cm?/V-s. All the other parameters are the same as

reported in Table 3.1.

ferroelectric-HfO, represents a promising solution for future
high-performance and highly reliable FTJs due to its higher
coercive electric field and lower dielectric constant with re-
spect to perovskite ferroelectrics [86]. In addition, the high
quality of HfO, may also help improving data retention at
long times when charge trapping in the material is expected
to play a relevant role [85] [87]. The good agreement be-
tween modeling and experimental results in Figs. 3.22 and
3.23 allows to exploit the proposed model for current trans-
port through metal/ferroelectric/semiconductor FTJs to in-
vestigate specific points related to the physical processes in-
volved in the electron flow. The first of these points is the
impact of distributed tunneling through the semiconductor
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on the total Ir. In this regard, it is worth noting that the cre-
ation of a depletion layer, and its consequent band bending,
at the semiconductor surface in the HRS allows to strongly
reduce the tunneling electron flow between the metal and the
semiconductor interfaces. This is what allows FTJs with a
semiconductor electrode to achieve I windows that are much
wider than those achievable by FTJs with both electrodes made
of a metal. However, the adoption of a high doping con-
centration in the semiconductor to reduce its parasitic resis-
tance limits the width of the depletion layer so much that
distributed tunneling through it introduces a relevant con-
tribution to the total Ir flowing between the FTJ electrodes.
This, in turn, constrains the achievable memory window of
the device. Such reduction of memory window is clearly ob-
servable in Figs. 3.26 and 3.25, where the IF—V]- curves for
the LRS-fast and HRS conditions of the device from the 3 and
2 nm samples, calculated with and without distributed tun-
neling in the semiconductor are reported (in the latter case
Gy, was set to 0 for all the positions except for the interface).
Results reveal that when the device is in the HRS, neglect-
ing distributed tunneling in the semiconductor determines a
reduction of I between one and two orders of magnitude de-
pending on V; and, in turn, the width of the depletion layer.
A weaker change of Ir appears, instead, when the device is
in the LRS, since in that case, the semiconductor surface is
not significantly depleted of carriers (see the band diagrams
of Fig. 3.24) and the tunneling process is mainly an interfa-
cial phenomenon. A second point related to current transport
that can be addressed by the proposed model for FT] opera-
tion is the constraint to I coming from the drift/diffusion of
charge carriers along the semiconductor. In this regard, it is
worth mentioning that the drift/diffusion process may con-
strain the electron flow in the device mainly depending on
the value of the following parameters: 1) electron mobility
in the semiconductor; 2) doping concentration of the semi-
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conductor; and 3) tunneling transparency of the ferroelectric
layer (due to current continuity). In the case of the samples
investigated here, a Nb:SrTiO3 substrate with a high doping
concentration close to 102 cm™3 and an electron mobility
close to 10 cm?/V-s was used. This fact, in the presence of
a BaTiOj3 layer with thickness of a few nanometers (and with
the parameters reported in Table 3.1), made drift/diffusion
along the substrate a negligible constraint to the current flow
through the devices. This means that the Ip-V; curves cal-
culated considering Iy as a pure tunneling current between
the edge of the quasi-neutral region of the substrate and the
metal are identical to those reported in Figs. 3.23 and 3.22
(no constraint from in-band transport in the semiconductor).
At any rate, this may not be true if a different device design
or different materials were adopted. For instance, the reduc-
tion of the doping concentration of the semiconductor with
respect to our samples was shown to enhance the memory
window of the devices due to stronger depletion effects in the
HRS [58]. Besides, very thin dielectric layers may be used to
give rise to crested tunneling barriers allowing to optimize
device performance [51]. These solutions may create condi-
tions under which the role played by drift/diffusion of car-
riers in the semiconductor cannot be neglected, especially if
materials with very low electron mobilities are used for the
substrate [88]. This is shown in Fig. 3.27, where the simu-
lation results for I with tg7p=0.7 nm, substrate doping con-
centration equal to 5-10'® cm™3, P=13.5 yC/cm?, and metal
work function equal to 5.4eV are shown, in the case of elec-
tron mobility equal to 10 cm?/V-s and 0.1 cm?/V-s. The de-
crease in Ip following the mobility reduction reveals a non-
negligible constraint from carrier drift/diffusion in the semi-
conductor electrode. This shows that the proposed model
offers the most comprehensive description of current trans-
port in a metal/ferroelectric/semiconductor FTJ presented so
far, including not only the effects of the modulation of the
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tunneling transparency of the ferroelectric layer (as done in
many previous works( [89] [75] [90] and [91]) but also of dis-
tributed tunneling (similar to what done in [92] and [93])
and of carrier drift/diffusion in the semiconductor electrode
(never accounted for before). To conclude, it is worth men-
tioning that the model presented and validated here for a
Pt/BaTiO3/Nb:SrTiO3; metal/ferroelectric/semiconductor FT]
can readily be applied to device structures more compatible
with the CMOS process flow. For instance, moving to the
widely investigated metal/HfO,/SiO,/silicon structure requires
just to add the interfacial SiO, dielectric in-between the semi-
conductor electrode and the ferroelectric layer in the simu-
lation domain and to modify the properties of the materials
reported in Table 3.1. Nothing changes, instead, in the simu-
lation flow used to come to the self-consistent solution of the
Poisson equation and of the continuity equation for electrons
and allowing to come to If.

3.3.5 Conclusions

In this chapter, the experimental characterization and 1-D
modeling of current transport in FT] devices have been pre-
sented. First, the experimental setup and the description of
the FT] samples are exposed, followed by the presentation of
the measurements schemes and the relative results. In par-
ticular device behavior at short times from the set/reset op-
erations using a fast measurement setup is presented for the
first time. Secondly, the developed model, the simulation al-
gorithm and the detailed equations, are shown and the dis-
tributed tunneling feature is explained. In the next sections,
the measures are fitted with the developed simulator, show-
ing that the distributed tunneling is an essential feature for
this kind of devices. The huge polarization loss at short time
in the LRS is explained with the aid of the simulator, showing
the electronic band profiles of the LRS and HRS and show-
ing how the electric field is almost always negative inside the
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ferroelectric layer during retention. Moreover, the impact of
very low mobility materials is investigated through simula-
tions, showing the potential of the proposed model.

The developed model has the advantage of being farly sim-
ple and thus the simulator code could be easily adapted to
other kind of structure (e.g. crested barrier FTJs), but, as re-
cently pointed out, the actual physical picture may be much
more complex for such structures [94] [95]. Another impor-
tant fact to point out is that this thesis focuses on direct and
distributed tunneling as transport mechanisms in order to
highlight the possible impact of the latter, neglecting other
contributions that may be important, especially for thicker
ferroelectric layers, such as trap or defect assisted tunnel-
ing [96] [97] or Poole-Frenkel transport [98] [99]. Neverthe-
less, this simulator may represent an useful tool both for de-
vice physics investigation and FTJ parameters optimization.
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Chapter 4:

Ferroelectric switching
modeling

This chapter presents modeling activities on FT] ferroelectric switch-
ing. In § 4.1 a brief introduction to the phenomenon of ferro-
electric switching with a historical overview of the models used is
found. Throughout § 4.2 the additions to Landau’s theory needed
for our model are presented: the interactions between adjacent do-
mains and the time evolution description in the diffusive limit, i.e.
the Landau-Khalatnikov equation. In § 4.3, stemming from a re-
cent work on ferroelectric capacitors, the developed model for the
switching simulation is described in detail. In the end the early
results are presented in § 4.3.2 comparing measurements and sim-
ulations and giving possible interpretations on the results, along
with possible future development.
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4.1 Introduction

The switching in a ferroelectric material is the process by which
the polarization vector P changes direction. The theory of
switching has its roots in the study of phase transitions in the
1930s [100] [101] [43]. One of the fundamental ideas of the
switching theory is the concept of the ferroelectric domain. A
ferroelectric domain is an area of oriented spontaneous po-
larization, i.e. an area in which all the dipols contributing
to the macroscopical polarization are parallel to one another.
There are many reasons for the existence of domains, includ-
ing nonuniform strain and microscopic defects, but even in
an ideal crystal, domains are to be expected for energetic rea-
sons. In a bulk material we can have many domains with
different polarization directions, the macroscopic polariza-
tion is the weighted sum of all the domains polarizations (see
Fig. 4.1). In principle, P may assume any direction in a bulk
material, but this may not be the case for an epitaxial thin
film where it has been shown that the out of plan direction
is enhanced [102] [103]. Many mathematical models to de-
scribe ferroelectric switching have been proposed: the tra-
ditional one, often called the Kolmogorov-Avrami-Ishibashi
(KAI) model, is based on the classical statistical theory of nu-
cleation and unrestricted domain growth, whereas the time
dependent change in polarization is given as:

AP(t) = 2P,[1 — e~ (/10)"] (4.1)

where n and t; are respectively the effective dimension and
characteristic switching time for the domain growth. This
model has been improved by adding a Lorentian distribu-
tion of the characteristic switching time [104], but it is not al-
ways accurate [105]. Other models have been proposed, such
as the nucleation-limited-switching (NLS) [106], in which, in
contrast to Kolmogorov-Avrami-Ishibashi approach, it is as-
sumed that the film consists of many areas, which have in-
dependent switching dynamics. The switching in an area is
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Figure 4.1: Schematic illustration of domains in a ferroelectric material.
On the left the domains polarization do not give rise to any net polariza-
tion, viceversa, on the right, they are parallel to one another and give rise
to a net polarization pointing to the right.

considered to be triggered by an act of the reverse domain nu-
cleation and the switching kinetics is described in terms of the
distribution function of the nucleation probabilities in these
areas. These models describe the switching process within a
statistical framework of areas and switching time; throughout
this chapter another approach, based on the Landau equation,
will be presented.

4.2 Landau-Devonshire-Ginzburg

Landau theory is based only on simmetry considerations and
can provide a reliable description of a system’s equilibrium
near a phase transition. Since the theory assumes spatial av-
eraging of all local fluctuactions, it is particularly suitable for
ferroelectrics due to their long range interactions. The transi-
tion is characterized in terms of an order parameter, which is
the polarization P for a ferroelectric system. The free energy
Fp in the vicinity of the transition is expanded as a power se-
ries of the order parameter where only simmetry-compatible
terms are retained. To find the state of the system the free en-
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Figure 4.2: Plot of Eq. 4.2 for various Landau parameters and E = 0. The
two wells are the stable polarization configurations.

ergy is then minimized leading to the stable spontaneus po-
larization. The expression for the free energy can be written
as:

1 1 1 1
Fp=2a(T - Tc)P? + pr‘* + ch6 + gdp8 ~EP (4.2)

where a,b,c,d are the Landau coefficients that can either be
measured or computed with first principle calculations, T
is the Curie temperature and E is the electric field inside the
ferroelectric. A plot of the equation with E=0 is shown in
Fig. 4.2, where the two wells represent the opposite polariza-
tion values of the stable configuration. Once an electric field
is applied one of the two configurations is preferred with re-
spect to the other one, i.e. its energy is lower as shown in
Fig. 4.3. If the electric field is lower than the coercive field,
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Figure 4.3: Effect of the electric field on the plot shown in Fig. 4.2.

one direction is favoured but if the system is already in the
other state it will keep its state (e.g. the positive local mini-
mum of the red dashed curve in Fig. 4.3). Viceversa, if E < —E,
or E > E_ the system will be forced into the only minimum left
(e.g. the positive well of the solid blue curve in Fig. 4.3).

In order to take into account the spatial variations of P, and
thus the domain wall contributions, the so-called Ginzburg
term is added:

1 1 1 1
Fp=a(T - Tc)P? + pr‘* + gcpﬁ + gdP8 —EP+k|VP)* (4.3)

where k is the domain coupling constant.

4.2.1 Landau-Khalatnikov equation

In the previous section the Landau-Devonshire-Ginzburg has
been presented. With the aim of describing the temporal evo-
lution of the system we must introduce the Landau-Khalatnikov
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equation [107]:

JdFp  dP

FAFT
where p is a damping parameter of unit [(Qm], which is a
measure of the loss in the material. It is worth noting that
Eq. 4.4 cannot describe the intrinsic dynamics during ferro-
electric switching but is only a diffusive limit approximation.
In this framework, the dynamics of the system is described by
the domain wall velocity, which depends on the parameter p.
To overcome the diffusive limit molecular dynamics simula-
tions would have to be carried out.

The coupling of Eqs. 4.3 and 4.4 takes to the same formula-
tion of the time-dependent Ginzburg-Landau equation which
is known from the theory of superconductivity [108], linking
the time evolution of the polarization to the derivative of the
free energy with respect to the polarization itself.

(4.4)

4.3 2D modeling

In the previous sections a very brief introduction of the Lan-
dau description of the ferroelectric switching has been given.
By coupling Egs. 4.3 and 4.4 the time evolution of the po-
larization vector of a ferroelectric domain is described along
with the impact of the adjacent domains. In order to describe
the switching of the ferroelectric layer in an FTJ device the
approach used here follows that of Hoffman’s work [109]. In
that paper, about ferroelectric capacitors, the inhomogeinity
of P on the device surface was modelled by a scattering of
the Landau parameters over the area and the depolarization
effects were neglected due to the thickness of the considered
sample, along with the leakage (tunneling) current. These as-
sumptions were made to simplify the analytical description
of the device electrostatics and to be able to compute every
quantity through equations simple enough. Such assump-
tions are clearly inapplicable to the FT] sample, since the de-
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polarization effects are stronger when the ferroelectric layer
is thinner and since the tunneling current is the main feature
of the device.

The assumption of perpendicular polarization will be main-
tained, while the one-dimensional model presented in § 3.3,
being selfconsistent, can overcome the limits of the Hoffman
approach, being able to compute the field inside the ferro-
electric material and the current flowing through the device
in any condition, given that the analyzed state is a steady one
and not a transient. It should be noted that the resulting ap-
proach can be called quasi2-D, since, as will be presented in
the next subsection, the sole bidimensional equation is Eq. 4.3
while current and electrostatics are computed only in the per-
pendicular direction.

The aim is running a simulation of the measure shown in
§ 3.2.2. In that measure, a train of pulses of 100 us with
increasing amplitude were sent in order to program the de-
vice and the mean current at £100 mV was measured after
each pulse followed by a brief pause needed to commute the
switching matrix (see the measurement scheme in Fig. 3.7).
The current will be therefore simulated only after the switch-
ing process has been completed with the application of the
high amplitude writing pulses. The area will be discretized
with a two-dimensional mesh and also the time will be dis-
cretized. In the following subsections the model implemen-
tation will be described in detail.

4.3.1 2D implementation

As briefly discussed in the previous subsection, the starting
point is the discretization of the area into a 2-D mesh where
each element is a square with a side of 380 nm, resulting in
a 100 x 100 grid. Then, to each element of this grid is as-
signed a set of Landau parameters. Each parameter is ran-
domly chosen from a Gaussian with fixed mean and standard
deviation. It is worth underlining that these elements are not
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ferroelectric domains but an artifical discretization to model
the non-uniformity of the ferroelectric layer. The next step is
to combine and discretize Eqgs. 4.3 and 4.4:

{FP_%a(T Tc)P2+ 1bP4+ 1cp6 4+ Lap8 — EP 1 K|V

dFp _ 9P
~p =P
(4.5)
obtaining:
Jo°P
=n = —(a(T = Tc)P + bP3 + cP> +dP” —E - 2kV?P)  (4.6)
Following the forward Euler scheme for the time discretiza-
tion we know: 9p b b
P P (47)

where P, and P, are the values of P at the time instants f + 1
and t respectively. We can write the polarization at the next
time step, knowing the one at the previous time step:

At
P, =P - ?(a(T —T¢)P +bP3 +cP°+dP” —E - 2kV?P) (4.8)

This equation must be solved for each square of the mesh grid,
for each time step. By defining the matrix P on the mesh grid
with elements P; ; we can write explicitly the discretization of
the second derivative on the area for each element P, ;:

Py i+P iy +P i +P | —4P .
Vzpij _ i+1,j i,j+1 i-1,j i,j—1 i,j (4'9)
' Ax-Ay
thus reducing the gradient interaction only to the nearest neigh-
bours of each square of the mesh. In the boundary points the
contributes from the point exceeding the mesh are neglected,

e.g.:

Py9,100 + P100,99 —4P100,100
V2Pio0,100 = Ax-Ay (4.10)
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Figure 4.4: Simulation scheme.

since PlOl,lOO and P100’101 do not exist.

With Eq 4.8 the polarization at the next time step for each
mesh point can be computed knowing the polarization in that
point and its four nearest neighbours at the previous time
step. The other needed parameter is the electric field in the
considered mesh point, that is a function of P and it is com-
puted through the 1-D simulator presented in § 3.3. The com-
putation of E and P,,; must be performed 100-100 = 10* times
for each time step. If the time discretization At is small with
respect to the total time of the switching simulation the com-
putation can become very time consuming, not to mention
the fact that the above described operations are needed for
the switching simulation for a single writing pulse, while in
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Figure 4.5: Simulated resistive window using parameters listed in Ta-
ble 4.1.

Fig. 3.8 there are 24 points corresponding to as many writing
pulses.

It is worth noting that to reduce the simulation time the
electric field does not depend on the Landau parameters set
that are different for each mesh point. The electric field E is
a function of all the 1-D parameters listed in Table 3.1, that
are equal for all the mesh points, the polarization P and the
applied bias V;. Since the applied biases and the amplitude
of the writing pulses are fixed, and since the values P can
take are limited within a certain range (see Fig. 4.2 no value
above 80 uC/cm? is permitted) the computation of the elec-
tric field E for each mesh point and each time step can be
avoided. Such computation can be done in advance for each
V; and each P and the resulting electric field can be stored in
a matrix. The matrix will have a row for each V; and a column
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1| [A]

Figure 4.6: Comparison between simulated and measured resistive win-
dows.

for each P value, once the electric field is needed the value can
be retrieved with an interpolation operation on the row of the
matrix that corresponds to the applied V;; the result will be
more precise the more P values are simulated and saved in
the matrix. A summarization of the simulation flow is shown
in Fig. 4.4.

4.3.2 Early results

As we can see from the analysis carried out about ultrathin
ferroelectric BTO layers [110], the Landau parameters needed
for Eq. 4.3 depends on other physical characteristic related to
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Table 4.1: List of parameters used in the switching simulation, mean val-
ues taken from [110].

U o
a[m/F] 4.124(T-115)-10° /]
b[m5/C?F] -2.097-108 /!
a[m/F] -1.42-10° 3.5-108
b[m?>/C?F] 1.20-108 3.5-108
c[m®/C*F] 1.294-10° 2.5-10°
d[m!3/CSF] 3.863-101° 1-1010
Q;,[m*/C?] -0.043 //
s11[m?/N] 8.3-10712 /]
s12[m?/N] -2.7-10712 /1
u [Am/m] -0.09 /!
p [Om] 20-200 /]
k [m3/F] 1.44.107° /!

the lattice of the particular ferroelectric material, such that:

_ = Q12
a=a u511+512
(4.11)
h=b+ 2
- S11t+s12

where s1; and sy, are elastic compliances at constant polar-
ization, Qq, is the electroresistive constant and u is the mis-
fit strain. The investigation of such characteristics could not
be performed during the Ph.D. and was beyond the scope of
this thesis, therefore the values were taken from the cited pa-
per [110]. The values that could not be retrieved from that
work were chosen as fitting parameters. The misfit strain u
is constant, p is chosen from a uniform distribution and k is
a constant as in [109]. Standard deviations were chosen to
be as high as possible without affecting the stability of the
simulation. The reason for this choice is two-fold: the first
one is to test the limits of the simulation approach against a
higly non-uniform condition. The second is that such condi-
tion was more interesting in order to investigate how zones of
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Figure 4.7: Electric fields in the ferroelectric layer as a function of polar-
ization and applied bias.

the material with different polarization directions influenced
one another.

Fig. 4.5 shows the simulated current at £100 mV after the
application of programming pulses and a pause with no bias
applied both of 100 us. The pause was much longer during
the measurement, in the order of one second, but during the
simulation there was no net effect after a few tens of microsec-
onds and therefore it was chosen to limit the pause to reduce
the simulation time. The total simulation time, for 22 writing
pulses, with a time step At=40ns, was 1.98 hours. From this
picture we can pinpoint some relevant elements. First of all
the magnitude of the ON/OFF ratio, about three decades, is
in agreement with the one shown in Fig. 3.8, along with the
presence of intermediate states reflecting the presence of dif-
ferent domains with different or opposite polarization on the
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device area. Looking at the shape of the hysteresis it can be
noted that the high current branch (full LRS) is much more
shorter that the low current one, as soon as a negative bias is
applied (V;=-1V) the current drops by a decade, while on the
specular situation (full HRS) the current starts rising when
V;=3 V. This difference is mainly due to the high negative
built-in field, the difference between the metal work func-
tion and the STO electron affinity is about —2 V, and of course
it depends strongly on the chosen 1-D parameters. Another
major issue is that all the curve is about two orders of magni-
tude higher with respect to the experimental one, as shown in
Fig. 4.6. This latter incongruence may be solved by tweaking
the Landau parameters in order to have stable polarization
values of lower absolute values (e.g. rising the parameters b
or c, see Fig. 4.2); but the former difference is rooted in the
choice of the 1-D parameters and the absence of simmetry of
the junction, looking at Fig. 3.24 one can see that the electric
field remains strongly negative for both LRS and HRS. In or-
der to take a closer look into this aspect Fig. 4.7 shows the
electric fields in the ferroelectric material depending on the
polarization and on the applied bias V;. The electric fields
when P=0 are always negative regardless of the applied bias,
till V;=3 V.

4.3.3 Conclusions

In this chapter, a two-dimensional ferroelectric switching sim-
ulator has been presented. First, the notion of domain and
a few theories about ferroelectric switching are illustrated,
in particular the Landau-Ginzburg-Devonshire theory which
is exploited by the simulator. Secondly, the simulator algo-
rithm and equations are illustrated together with simulation
workarounds to reduce the simulation time. At the end of the
chapter the simulation results are shown: the simulated re-
sistive window present an ON/OFF ratio in agreement with
the experimental one but the curve is two orders of magni-
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tude higher and loses the LRS much faster than the measured
one. The reasons for such discrepancies are probably rooted
in the chosen 1-D parameters. Such values may be correct
for a 1-D description of the device but are probably not suit-
able for a complete description that takes into account the
probability of having zones with different polarization values
on the device area; one could say that they are mean or ef-
fective 1-D values. Therefore, the simulator was not able to
reproduce the experimental measures. The elevated number
of parameters needed for both simulators, combined with the
impossibility, during this research, to directly measure such
parameters, set obstacles that were not overcome. In order
to surpass such issues verifications with 2-D measures on the
area such PFM may be useful, together with a reduction of
the degrees of freedom for the 1-D simulator with the direct
measurements of some of the needed parameters. Despite the
problems listed above the results are very promising: the sim-
ulation times are satisfying and may be improved again, the
simulator is simple enough to lend itself easily to additions
and changes and it can be a powerful tool to further study the
switching dynamics in FTJ devices.
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Summary of results

The research activity carried out during the Ph.D. program
focused on the investigation and modeling of Ferroelectric
Tunnel Junctions, with emphasis on the 1-D current transport
and 2-D ferroelectric switching. For this reason, the thesis
has been divided into two main parts, collecting the results
achieved about one-dimensional characterization and model-
ing in Chapter 3 and those about two-dimensional ferroelec-
tric switching in Chapter 4.

In Chapter 3, a comprehensive investigation of the phys-
ical phenomena involved in the 1-D current transport was
performed with the help of an in-house simulator written in
Mathworks MATLAB. The reaserch started with the experi-
mental characterization of different FT] samples fabricated
at Polifab. The measurement setup has been designed to be
able to better control the devices in different situations. Two
different setups has been used for: slow measures where rel-
atively long time passes between the programming and the
reading operation and fast measures where a much shorter
time, in the order of 200 us, passes between the two opera-
tions. This latter setup allowed us to characterize for the first
time the retention behavior at short times after the set/reset
pulses. The quick polarization loss after the set pulse is a very
important feature of this device, reducing the ON/OFF ratio

95



Summary of results

by one order of magnitude. The experimental characteriza-
tion was followed by a modeling activity during which a 1-D
simulator for both electrostatics and current trasport has been
written in MATLAB. This simulator successfully fit the afore-
mentioned experimental measures and allowed us to study
the impact of distributed tunneling, another essential feature
of the device, which greatly reduces the ON/OFF ratio due to
the chance for electrons to tunnel not only through the metal
but also through the semiconductor electronic bands. With
the aid of the simulator we explained the reason of the poor
LRS retention, due to the strong negative electric field almost
always present in the ferroelectric layer of the device. More-
over, such simulator can be easily extended to other device
design (e.g. crested barrier FTJ) and has already been used
to study the chance for very low mobility semiconductors to
become bottleneck for current conduction.

In the second part, presented in Chapter 4, efforts were
directed toward the development of a two-dimensional sim-
ulator for ferroelectric switching which could benefit of the
1-D simulator already written. Starting from literature re-
sults, the limitations of that approach were overcome thanks
to the 1-D MATLAB code. By its exploitation, it has been
possible to know the electrostatics of the device at any mo-
ment in time and therefore avoid relying on analytical esti-
mates of certain quantities necessary for the operation of the
two-dimensional simulator. The development of the switch-
ing simulator has been completed, but the results obtained
were not up to the standard of the ones of 1-D simulator. An
attempt has been made to reproduce the resistive hysteresis
measurement, but even if the simulated ON/OFF ratio is in
fairly good agreement with experiments, the simulated curve
is not as symmetrical as the experimental one and it is two or-
ders of magnitude higher than expected. The results are nev-
ertheless promising and this simulator can undoubtedly be of
help in better understanding physical phenomena involved
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during ferroelectric switching in FTJs. The reason why the
experimental measure could not be reproduced probably lies
in the chosen 1-D and 2-D parameters, an obstacle that can
be overcome with specific experimental investigations on the
Landau parameters or some of the critical measurable quan-
tities needed for the 1-D simulator.

In conclusion, the research activity carried out during the
Ph.D. program contributed to the understanding and model-
ing of the physical phenomena involved during the FTJ cur-
rent transport and retention. The developed simulators can
form a basis for further analysis, especially with regard to fer-
roelectric switching, for which only preliminary results have
been achieved.
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