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1. Introduction
Dementia is a category of neurodegenerative dis-
ease that entails a long-term and usually grad-
ual decrease in cognitive functioning. It is
characterized by a set of symptoms including
memory loss, thought difficulties, poor execu-
tive functions (e.g. problem-solving, decision-
making), language impairment, motor problems,
and emotional distress. Current diagnostic pro-
cedures require a thorough examination by med-
ical specialists, which are too cost- and time-
consuming to be provided on a large scale.
Since speech and language capacity is a well-
established early indicator of cognitive deficits,
including dementia, speech processing methods
offer great potential to automatically screen for
prototypical indicators in real-time. In recent
years, voice has been one of the most studied dig-
ital biomarkers [1]. It is widely employed since it
allows an ecological and rapid assessment of sev-
eral aspects linked to the health status of a sub-
ject, such as the respiratory system, cognitive
decline, emotions, and heart dysfunctions that
would usually be assessed in presence of clini-
cians, thus allowing these trials to be carried out
during everyday activities [1]. Concerning the
cognitive functions, several acoustic parameters

have been proposed in the literature as potential
indicators of decline. The most popular ones are
those described by:
• the extended Geneva Minimalistic Acoustic

Parameter Set (eGeMAPS)
• the emobase feature set
• the ComParE feature set

These feature sets comprise several Low-Level
Descriptors (LLD), e.g. pitch, MFCC, Loud-
ness, jitter, and several related statistics, ex-
tracted via the openSmile toolbox. Feature ex-
traction is usually carried out via processing
of audio recordings of vocal signals obtained
through the accomplishment of several tasks,
such as interviews, movie recalls, and day de-
scriptions, the most common one being the Pic-
ture description task, because of its great test-
retest reliability. Moreover, it overcomes some
difficulties arousing from memory, enabling even
the subjects with severe memory loss to effec-
tively carry out the task.
There exists a variety of pictures to be admin-
istered, the most employed being the "Cookie
Theft" of the Boston Diagnostic Aphasia Exam-
ination test.
The use of voice to detect mental disease and
cognitive decline from the analysis of acoustic
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features has been eased by the advent of artificial
intelligence. Indeed, on recognition of cognitive
decline from spontaneous speech, several works
have been reported in literature. In [2], Au-
thors analysed the temporal parameters of read-
ing fluency to discriminate between Spanish-
speaking asymptomatic subjects and those with
Alzheimer’s Disease (AD). The algorithms ap-
plied to the recordings were capable of differen-
tiating between AD patients and controls with
an accuracy of 80% (specificity 74.2%, sensitiv-
ity 77.1%) based on speech rate.
Moreover, in [3] it has been demonstrated that
it is possible to differentiate between several
kinds of dementia and Mild Cognitive Impair-
ment both in binary and multiclass scenarios,
through free speech tasks with high classifica-
tion accuracy. In [4], it was showed that acous-
tic parameters such as speech rate, hesitation ra-
tio, number of pauses and articulation rate yield
significant results in the discrimination between
MCI and healthy subjects in the movie recall
task, obtaining an F1-score of 78.8%. Moreover,
in [5] Authors were able to discriminate between
controls and MCI subjects with Random For-
est and Support Vector with a high F1-score of
around 75% with the nested-leave-one-subject-
out cross-validation.
The current work focuses on the analysis of
acoustic features of speech by means of machine
learning techniques to support the early identi-
fication of decline of cognitive functions. The
long-term goal is to develop a mobile app for
large-scale remote monitoring, hence there is the
need to automatically extract the acoustic fea-
tures. For this reason, features must be com-
puted on smaller time-lengths, i.e. at most on
15s, to reduce computational cost, and hence
avoiding storage of recordings. Therefore, the
same features have been computed in Matlab at
different time scales of 5-10-15 seconds. The cur-
rent approach has been tested on two datasets
of Latin languages, Italian and Spanish, which
come from a previous European project to mon-
itor and contrast decline and social exclusion in
elderly people.
Therefore, the main contribution of this work
can be summarized in:

• Optimization of feature extraction algo-
rithm with the addition of new features

• Evaluation of optimal duration of speech

segments for feature extraction
• Models evaluation via nested 10-fold cross-

validation

2. Methods
To classify cognitive decline, the feature extrac-
tion code was optimized from a previous work [6]
with the introduction of new features. More-
over, while in the aforementioned work, features
were computed on the whole length of the au-
dio recordings, in the current work different time
segments (5-10-15s) have been taken into ac-
count to analyze the dependence of features with
time and to find the optimal duration length for
features extraction.

2.1. Dataset
Prediction of cognitive decline was carried out
on two already existing datasets of Latin-
derived-language speaking subjects (Italian and
Spanish). The two datasets are composed of 153
Italian and 150 Spanish-speaking subjects, re-
spectively. Participants have been divided into
three groups based on the Mini-Mental State Ex-
amination (MMSE), a test which is extensively
used in clinical and research settings to evaluate
cognitive impairment, according to the achieved
score:
• Group 1: healthy subjects (MMSE> 26)
• Group 2: mild cognitive impairment (20 ≤

MMSE ≤ 26)
• Group 3: severe cognitive impairment

(MMSE< 20)
Each participant carried out the following tasks,
for a total of 4 recordings:
• 3 story-telling tasks
• Picture description task

For the first 3 tasks, subjects were asked to tell
three short stories in an interrupted way for ap-
proximately two minutes each: a positive and a
negative story, and an episodic one, in neutral
tone. To avoid the inclusion of depressed sub-
jects, those from Group 1 filled out the Geriatric
Depression Test (GDS) which is a self-report as-
sessment used to identify depression in the el-
derly population. Those with a GDS score over 9
are considered mildly depressed and a score over
20 corresponds to severe depression. Therefore,
only the subjects with scores below the thresh-
old of mild depression have been included. A
summary of the composition of the two datasets
is shown in Table 1.
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Table 1: Dataset Composition

Dataset Group 1 Group 2 Group 3

ITALY

Numerosity 45 44 44

Age(years)* 76,6 (4,9) 82,8 (4,6) 86 (5,7)

Men/Female 6/39 11/33 7/37

Years of education* 12,4 (3,6) 8,7 (4,3) 7,4 (4,5)

MMSE* 29 (1) 24 (2) 16 (3)

SPAIN

Numerosity 43 45 45

Age(years)* 79,7 (7,5) 82,4 (6,9) 85,5 (6,6)

Men/Female 22/21 9/36 17/28

Years of education* 6 (4,2) 5 (3,2) 6,3 (3,9)

MMSE* 28 (1) 23 (2) 7 (2)

*. Mean (standard deviation)

2.2. Optimization of Matlab algo-
rithms for features extraction

Changes in machine learning performances when
extracting features at different time scales were
analyzed, to find the optimal time interval. in-
deed, the former code [6] has been optimized
by allowing segmentation of audio recordings in
smaller chunks. Therefore, features were com-
puted on segments of pre-defined length, 5, 10
and 15s. Moreover, further analysis has been
carried out, by considering datasets in which the
features computed at different scales were con-
sidered altogether (5-10-15s). Finally, the new
Matlab Audio Toolbox allowed to add the fol-
lowing features to the original set:
- Pauses: The number of pauses and their mean
duration inside each segment has been computed
with the function detectSpeech. The function
uses a thresholding algorithm based on energy
and spectral spread on each frame to highlight
the indices corresponding to the boundaries of
speech signals.
- Spectral centroid: it represents the center of
‘gravity’ of the spectrum
- Mel-Frequency Cepstral Coefficients
(MFCC): they are a type of cepstral represen-
tation of the signal, where the frequency bands
are distributed according to the mel-scale, in-
stead of the linearly spaced approach. They are
the coefficients making up a Mel-Frequency Cep-
strum (MFC), a representation of a short-term
power spectrum of a sound [7].
- Speech temporal regularity: it is com-
puted from the first 16 coefficients of the Mel-
Frequency Spectrum (MFCC), capturing the
temporal structure of speech.
The final set of acoustic features computed by
the Matlab algorithm is shown in Table 2, with

their trends in subjects with dementia with re-
spect to the healthy values.

Table 2: Summary table of extracted features

Type Feature Description Trend with de-
mentia

Voice
periodicity

Unvoiced percentage Percentage of aperiodic parts in the audio
segment Increasing

Voiced and unvoiced
parts

Mean, median, 15 and 85 percentile of the
parts of the signal with and without peri-
odic nature

Decreasing voiced
and Increasing
unvoiced

Pitch Contour of fundamental frequency F0 Decreasing

Shimmer
Random cycle-to-cycle temporal changes
of the amplitude of the vocal fold vibra-
tion

Decreasing

Glottal pulses Total voice breaks Percentage of distances between consecu-
tive glottal periods Increasing

Formants Standard deviation of
the 3rd formant degree of tonal modulation of the voice Increasing

Syllables

Speech Rate Number of syllables per second Decreasing

Phonation Percentage Percentage of syllables throughout the
speech signal Decreasing

Articulation Rate Number of syllables over the phonation
time Decreasing

Intersyllabic time Duration between syllables Increasing
Intrasyllabic time Duration of syllables Increasing

Pauses
Pauses Number of pauses for each audio segment Increasing

Duration of pauses Mean duration of pauses for each audio
segments Increasing

Spectral
features

MFCC First 16 Mel-Frequency Cepstral Coeffi-
cients Decreasing

Speech Temporal Reg-
ularity Temporal structure of speech segments Decreasing

Centroid Location of the center of mass of the spec-
tral signal Increasing

2.3. Data Pre-processing
To reduce noise among the segments, for each
feature computed on the specified segment mean
and standard deviation or median and interquar-
tile range have been computed over the record-
ings, depending on whether the distribution was
normal or not. In this way, each subject was rep-
resented by a single entry in the final dataset.
Therefore, a normality distribution check for
each feature was carried out through Matlab by
performing the Anderson-Darling test (adtest).
Finally, to reduce computational cost and im-
prove models’ performances, data normalization
was performed in Python, by rescaling each fea-
ture in the range [0,1].

2.4. Classification
Classification was evaluated with the following
two strategies: binary and multiclass classifi-
cation. Binary classification was performed to
distinguish between Group 1 (no cognitive de-
cline) and Group 2 (Mild cognitive decline), to
evaluate the capability of the models to detect
early stages of dementia. Multiclass classifica-
tion was implemented to discriminate between
the 3 groups.
To perform classification, the following standard
Machine Learning classifiers were applied:
• Logistic regression (LR)
• Support Vector Machines (SVM)
• CatBoostClassifier (CATBOOST)
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Each classifier was implemented in Python using
the Scikit-learn libraries and catboost library.
The performances of the different classifiers were
compared in terms of F1-score, since it summa-
rizes the contribution of precision and recall, as:

F1-score = 2× Precision× Recall

Precision + Recall
(1)

Moreover, accuracy, recall, and precision were
measured on the test set. To analyze the contri-
bution of the features, SHAP, a method based
on cooperative game theory, was employed at
the end of each classification task, through sum-
mary plots, which combine feature importance
with feature effects. Indeed, each point of the
plot corresponds to a SHAP value for a feature
and an instance, whereas the color represents
the value of the feature from low (blue) to high
(red). Moreover, features are ordered based on
their importance on the y-axis in descending or-
der. Finally, the position along the x-axis gives
indications of the impact on the prediction.
Due to the relatively small number of subjects,
to obtain more robust testing, both classification
and regression algorithms were validated with
nested 10-fold cross-validation procedure.

3. Results
3.1. Binary Classification
F1-scores obtained by the models in binary clas-
sification when dividing subjects between group
1 (MMSE> 26) and group 2 (20 ≤MMSE≤ 26)
are shown in Table 3, respectively for the Ital-
ian and Spanish datasets. For the best mod-
els, accuracy, precision, recall, and F1-score on
the test set are shown in Table 4. Moreover,
feature rankings with SHAP are shown in Fig-
ures 1 and 2.

Table 3: F1-score (± standard deviation) on
Validation Set of Italian and Spanish Datasets

Time Scale (s) CATBOOST SVM LR

ITALY

5 0,76 (±0, 03) 0,71 (±0, 03 0,71 (±0, 04)

10 0,76 (±0, 03) 0,67 (±0, 04) 0,69 (±0, 04)

15 0,77 (±0, 03) 0,63 (±0, 05) 0,68 (±0, 04)

5-10-15 0,74 (±0, 03) 0,68 (±0, 05) 0,69 (±0, 03)

SPAIN

5 0,74 (±0, 03 0,62 (±0, 04 0,66 (±0, 04)

10 0,74 (±0, 03) 0,62 (±0, 04) 0,62 (±0, 03)

15 0,76 (±0, 03) 0,55 (±0, 06) 0,60 (±0, 05)

5-10-15 0,72 (±0, 03) 0,60 (±0, 05) 0,61 (±0, 05)

Table 4: Performance metrics on test sets of Ital-
ian and Spanish Dataset CatBoost, best model

Time Scale (s) Accuracy Precision Recall F1-score

ITALY 15 0,71 0,74 0,63 0,66

SPAIN 15 0,69 0,72 0,70 0,69

Figure 1: Feature ranking of binary classification
- Italy

3.2. Multiclass Classification
F1-score for multiclass classification models is
shown in Table 5 for the Italian and Spanish
datasets. For the best models, accuracy, pre-
cision, recall, and F1-score on the test set are
shown in Table 6. Moreover, to have a better
view of how predictions are distributed among
the 3 classes, the confusion matrices on the test
sets are shown in Figures 3 and 4, respectively
for the Italian and Spanish datasets.

Table 5: F1-score (± standard deviation) for
multiclass classification on the validation set of
Italian and Spanish datasets

Time Scale (s) CATBOOST SVM LR

ITALY

5 0,63 (±0, 02 0,50 (±0, 03 0,51 (±0, 03)

10 0,63 (±0, 02) 0,49 (±0, 04) 0,51 (±0, 03)

15 0,62 (±0, 02) 0,48 (±0, 02) 0,51 (±0, 02)

5-10-15 0,64 (±0, 03) 0,50 (±0, 05) 0,52 (±0, 04)

SPAIN

5 0,62 (±0, 02 0,50 (±0, 03 0,54 (±0, 02)

10 0,61 (±0, 03) 0,50 (±0, 03) 0,51 (±0, 02)

15 0,63 (±0, 03) 0,49 (±0, 03) 0,50 (±0, 02)

5-10-15 0,62 (±0, 03) 0,49 (±0, 05) 0,50 (±0, 05)
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Figure 2: Feature ranking of binary classification
- Spain

Table 6: Performance metrics for multiclass clas-
sification on test sets of Italian and Spanish
Dataset with best model - CatBoost

Time Scale (s) Accuracy Precision Recall F1-score

ITALY 5-10-15 0,66 0,68 0,66 0,63

SPAIN 15 0,55 0,56 0,54 0,53

4. Discussion
Similar results were achieved regardless of the
time scale used for the computation of features.
This result demonstrates that there is no need
for long audio recordings and it allows to speed
up computational time. Results from SHAP in
Figure 1 and 2 highlighted that different sets of
features are relevant depending on the consid-
ered language. Overall, an increase in speech
rate is noticed in healthy subjects in the two
datasets. The addition of new features such as
speech temporal regularity, mainly for the Italian
dataset, and mean duration of pauses, for the
Spanish dataset, highly contribute to the detec-
tion of cognitive impairment. Indeed, as stated
in literature, regarding speech temporal regular-
ity, in normal voices, the duration of the contigu-
ous speech segments tends to be longer and more
“regular”, resulting in higher values of the first 16
MFCCs. Conversely, for AD cases, the duration
of the contiguous speech segments tends to be
shorter and less “regular”, which usually results
in lower average values of the 16 MFCCs [8].
For the Italian dataset, the most discriminative
features are the standard deviation of the 3rd

Figure 3: Confusion matrix of multiclass classi-
fication on test set - Italy

Figure 4: Confusion matrix of multiclass classi-
fication on test set - Spain

formant (the tonal modulation of the voice), the
number of voiced parts, temporal regularity, and
the speech and articulation rates. In particular,
lower values of F3 and articulation rate suggest
that a subject has no cognitive impairment. On
the contrary, low values of speech temporal regu-
larity suggest that the subject has mild cognitive
impairment, which is in line with the literature.
For the Spanish dataset, the most informant fea-
tures are the variation of the length of pauses,
the duration between syllables, and the varia-
tion of shimmer (changes of the amplitude of
vibration of the vocal fold). Low values of these
features suggest a preserved cognitive function,
whereas higher values are noticed in subjects
with mild cognitive impairment. For all the clas-
sification tasks, both for the Italian and Spanish
datasets, CatBoostClassifier is the one that per-
forms better in terms of F1-score on the valida-
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tion sets. In particular, in binary classification,
for the Italian dataset it achieves an F1-score of
77% (66% on the test set), while on the Spanish
dataset, CatBoost yields an F1-score of 76% on
the validation set (69% on the test set). From
these results, the algorithm seems to overfit since
there is a worsening of the metrics from valida-
tion to test set. In multiclass classification, the
models mainly struggle to clearly detect subjects
with mild cognitive impairment. As a matter of
fact, in the Italian case the difficulty arises when
discriminating between mild and severe cogni-
tive decline, whereas for the Spanish dataset, the
struggle is between the healthy and the mildly
impaired subjects.
Results for the Italian dataset by considering
only smaller segments for feature extraction
have obtained comparable performances to those
in [6] that evaluated instead the whole record-
ings of more than two minutes. Moreover, in
this work, with nested 10-Fold CV, it was pos-
sible have an estimate on how the model per-
forms on unseen data, whereas in the aforemen-
tioned work the Authors have only validated
results with standard 5-fold Cross-Validation,
without estimating the model performance on
unseen data. With respect to [5], F1-score in bi-
nary classification was lower, but, in the case of
the current work it was obtained without con-
sidering demographic features such as age and
years of education, important indicators of cog-
nitive decline, to evaluate the possibility to em-
ploy acoustic features for longitudinal monitor-
ing. Regarding the Spanish dataset, classifica-
tion was performed on a larger dataset than the
one in [2], obtaining slightly worse performances
on the binary classification. Still, SHAP analy-
sis in Figure 2 confirmed that fluency is an im-
portant aspect of the evaluation of cognitive de-
cline from spontaneous speech. The good perfor-
mances obtained are promising for the develop-
ment of an application for longitudinal monitor-
ing of cognitive decline. Still, the models seem
to overfit since performances on test set worsen.
The problem may be the lack of generalization
power of the model due to the high number of
features, therefore it would be useful to imple-
ment a feature selection algorithm to keep only
the most significant ones. For example, it would
be interesting to implement a recursive feature
elimination algorithm based on SHAP feature

ranking.
In conclusion, the results of this work show
that the extracted acoustic features from spon-
taneous speech provide a good discrimination
power between healthy subjects and those with
signs of cognitive decline, regardless of the spo-
ken language. Furthermore, the analysis on the
duration of segments suggests that it is feasi-
ble to design a mobile app for the extraction of
acoustic features in real-time. Indeed, the use of
small-time segments allows to compute the fea-
tures in a faster way, thus this work represents
a first step towards the implementation of ap-
plications for monitoring cognitive impairment
in everyday activities, without directly involv-
ing clinical assessments and visits.
Further improvements would be to evaluate and
predict the emotional state of the subjects since
previous studies have widely shown the influence
of emotion on acoustic features and the employ-
ment of deep learning methods for feature ex-
traction.
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