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1. Introduction
This thesis explores the security of a circuit im-
plementation of a cryptographic system, in par-
ticular how it holds up to an adversary able to
see the value of each wire with a given probabil-
ity. Among the possible properties, we focus on
the Random Probing Security (RPS) of a circuit
and the Random Probing Composability (RPC)
of a gadget.
For the Random Probing Security (RPS), we
rewrite two definitions and an approximation
present in the literature using the correlation
matrix, and we use it to compare their accuracy
and structure. Of particular relevance is that
[2] introduced their definition without compar-
ing it to [1]’s definition, and so we compare the
two and prove that the former can be seen as
an approximation of the latter. We also provide
other four approximations at different levels of
the accuracy and execution time trade-off, com-
pare their accuracy and structure, as explained
in Section 2.
For RPC, we note that its definition in [1] is
more specific than it’s required to prove the rel-
evant theorems, and so we propose a class of
RPC-like definitions, all with the three neces-
sary properties to ensure they’re equivalent to
the existing definition of RPC. This class will

allow to search for tighter properties. To this
end we provide two new definitions and three
approximations, and write them using the corre-
lation matrix to compare them in accuracy and
structure, as explained in Section 3.
Lastly, we have written a software tool that im-
plements those functions using the correlation
matrix, and provide the graphs of the compari-
son among a few of the functions described. We
also report an example that indicates how the
IronMask tool of [2] doesn’t provide correct re-
sults, and we compare our tool with the only
other tool (VRAPS of [1]) that provides numer-
ical results as explained in Section 4.
Both from the results of the tool and from the
theoretical analysis of the accuracy and asymp-
totic execution time, we highlighted the presence
of a trade-off between those two characteristics,
both for RPS and for RPC-like properties. We
have also shown how the correlation matrix is
a useful tool to compare those definitions and
approximations, even when they were originally
created using a different abstraction, like prob-
abilistic experiments.

2. Remodelling RPS
As done in [3] and [1], given a circuit it’s possible
to create a masked version by substituting (or
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encoding) each wire with d wires called shares
so that the sum of the shares has the same value
as the original wire. Each gate is substituted
with a sub-circuit or gadget and both the inputs
and the outputs are encoded too. This transfor-
mation is used to create a circuit that computes
the same function, but that respects the security
properties of a given model.
In this thesis, we initially provide a definition of
RPS that is equivalent to the RPS of [1]: given a
masked circuit with I underlying inputs, W in-
ternal wires and with a probabilistic function g
that from the masked inputs returns the value of
the internal wires, given p that is the probability
that a single wire leaks, given ε ∈ [0, 1] that is
the probability that the secret leaks, given enc
the probabilistic function that encodes the un-
derlying input and using |w| as the number of
1s in w, we say that the circuit is (p,ε)-RPS
(Random Probing Secure) if there exists a prob-
abilistic simulator Sim such that ∀x ∈ FI

2, ε is
greater or equal than:∑
w∈FW

2

p|w|(1−p)W−|w|SD [Sim(w); g(enc(x)) ∩ w]

We then analyze which components of the cor-
relation matrix of g are used by this definition
and provide an upper bound of

1− 2−I (1)

on the SD (statistical distance) of the definition
that can be obtained by choosing the Sim care-
fully.
The six approximations we analyze can be seen
in Figure 1 ordered by accuracy. Of those, four
originate from our thesis (those colored in green
in Figure 1), while for the other two we provide
a new, and equivalent, definition in terms of the
correlation matrix.
Regarding the existing ones, RPS_VRAPS is
equivalent to the approximation [1] gives im-
mediately after the definition of RPS. Similarly,
RPS_IRONMASK is equivalent to [2]’s defini-
tion of RPS. As [2] doesn’t compare its definition
with [1]’s, we do it in our thesis, and we report
that RPS_IRONMASK implies RPS_VRAPS
but not vice versa, which makes the former less
tight and a valid approximation of the latter.
This can also be seen in the components of the
correlation matrix used by RPS_IRONMASK:

that expression depends upon additional compo-
nents that we have shown to be ignored by [1]’s
definition.
Yet while RPS_VRAPS is tighter than
RPS_IRONMASK, there is no indication about
its own tightness. This happens because [1]
introduces it immediately after the definition
of RPS, and then proceeds to always use the
approximation. To partially correct this, we
provide RPS_COR1, which is more accurate
than RPS_VRAPS. This new approximation is
equivalent to the definition of RPS when we
use the same simulator of Expression (1). Due
to RPS_COR1’s elevated asymptotic execution
time, we provide further approximations called
RPS_COR2 and RPS_COR3, which are pro-
gressively less accurate and faster.
This last approximation (RPS_COR3) hap-
pens to be RPS_VRAPS multiplied by Expres-
sion (1). This means that with negligible addi-
tional execution time, it’s possible to halve the
leakage of the secret (the ε) in all copy gadgets,
while the 2-inputs gadgets receive a 25% reduc-
tion.

Figure 1: Accuracy, arrows toward the higher
accuracy. Light green for the newly introduced
approximations.

Lastly, from RPS_COR3 we provide an
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even faster (and less accurate) approximation
RPS_L. This one is the only one not directly
expressed in terms of the correlation matrix, but
instead it uses a matrix derived from it, and this
allows RPS_L to have a significantly lower the
asymptotic execution time in case one calculates
all the coefficients of the expression.
Overall, this highlights the presence of a trade-
off between accuracy and execution time, with
the accuracy shown in Figure 1. All the relation-
ships presented there have been proven during
our research. Formally, we say that an approxi-
mation A is more accurate than an approxima-
tion B if both that in all gadgets

∀p ∈ [0, 1], εA(p) ≤ εB(p)

and if there is a gadget for which:

∀p ∈ (0, 1), εA(p) < εB(p)

3. Remodelling RPC
As per the RPC, we report how an RPC-like
definition K such that a gadget can be said to
be (p, ε, S)-K need only to satisfy the following
properties:
• for any gadget (p, ε, S)-K implies (p, ε)-

RPS
• given two gadgets respectively (p, ε1, S)-K

and (p, ε2, S)-K, their parallel is (p, ε1+ε2,
S)-K
• given two gadgets respectively (p, ε1, S)-K

and (p, ε2, S)-K, their series (when mean-
ingful) is (p, ε1 + ε2, S)-K

From those properties it’s easy to see how any
RPC-like definition guarantees that the compo-
sition of arbitrary gadgets is RPS with that p the
sums of the ε. We can then define the accuracy
of an RPC-like definition by the accuracy of the
implied RPS, and we can see the comparison of
the RPC-like properties in Figure 2.

We report three definitions. The first uses
simulations with failure and is the original one of
[1] which we call RPC_VRAPS from the name
of their tool. Yet those simulations with failure
are akin to those of RPS_VRAPS, and so we
introduce a definition called RPC_SD that uses
the Statistical Distance like the RPS definition,
with the aim to improve the accuracy. Lastly,
we go in the opposite direction and improve the
asymptotic execution speed. As the tool is based

on the correlation matrix, we provide a defini-
tion RPC_C defined directly in terms of the cor-
relation matrix. This definition also happens to
be hard to translate in terms of probability dis-
tributions and simulations, which reveals that
there are many more avenues of research than
those usually considered in the literature.
In addition to those definitions, we provide
three approximations, which all have a corre-
sponding approximation in the RPS. The first
is RPC_C_L, which is an approximation of
RPC_C using the same matrix as RPS_L, and
it has the same asymptotic execution time. The
other two are both approximations of RPC_SD
using the real circuit as simulator and ran-
doms for the missing input bits. This leads
us to RPC_SD_COR1 which is similar to
RPS_COR1, and to RPC_SD_COR2 which
mimics RPS_COR3. Similar to what happens
in the RPS, RPC_SD_COR2 is the same as
RPC_VRAPS multiplied by a constant, which
is the upper bound on RPC_SD.

Figure 2: Accuracy, arrows toward the higher
accuracy. Light green for the newly introduced
definitions/approximations.

In Figure 2 we can see the accuracy relationships
between those definitions and approximations as
proven in our research.

4. Tool and Graphs
After describing the tools we found in the lit-
erature (VRAPS, STRAPS and IronMask) that
calculate the RPS and RPC we explain why we
only used VRAPS: STRAPS tool only outputs
graphs, making it impossible to use it to com-
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pare the accuracy without altering it.
As per IronMask, we then report a simple exam-
ple of a wider phenomenon we found while using
it: it regularly returns coefficients that are lower
to what our tool calculates as minimum, and we
couldn’t find any error in the tool or in the proof
of the expression used by our tool. To search
for a solution to this contradiction, we calcu-
lated the RPC_VRAPS of a few simple gadgets
compared it with the result of IronMask, and
we saw a discrepancy. For example, the wires
W1 = I1+R,W2 = I2+R can be simulated per-
fectly without any input if taken by themselves
(due to the random), but if taken together the
input is needed, as xoring the two wires gives
W1 +W2 = I1 + I2 which depends on both. In
the example we report, IronMask ignores 9 com-
binations with this kind of dependency, which
unduly lowers the f it calculates.
For the RPS we report in Figure 3 a lim-
ited example of the results for the ISW mul-
tiplication introduced in [3]. It’s an accuracy
and execution time graph with two logarithmic
scales, and it contains the results of VRAPS
with our tool’s RPS_COR1, RPS_COR2 and
RPS_COR3. The accuracy is measured as the
maximum p for which the gadget provides a leak-
age of the secret that is lower than that of the
wires.

Figure 3: Plot of the RPS in logarithmic scales
of execution time and accuracy of [3]’s multipli-
cation with 3 shares and coefficients up to c8.

For RPC we instead show Figure 4, with
a similar graph (always for the ISW multi-
plication) that covers the result of VRAPS,
RPC_SD_COR1 and RPC_SD_COR2.

Figure 4: Plot of the RPC in logarithmic scales
of execution time and accuracy of [3]’s multipli-
cation with 3 shares and coefficients up to c5.

5. Conclusions
This thesis shows how RPC is not a settled con-
cept as various alternative definitions are indeed
possible, many with execution time or accuracy
advantages, and some even defined in ways that
aren’t easily re-written with the usual tools of
simulatabilty, standard deviation and random
experiment, opening the field to many more pos-
sibilities.
Both in RPS and RPC, the best of the explored
alternatives seem to create an accuracy and ex-
ecution time trade-off, and the exponential na-
ture of the problem means that this trade-off
can span entire order of magnitudes. At the
same time, a slower execution that rises the ac-
curacy could also be rewarding, as a lower ac-
curacy may cause an increased production cost
due to the need to artificially increase the noise
in the microchip to at least reach the required
maxp : f(p) ≤ p, or the gadget will only make
the secret leak faster.
This thesis has also shown that the correlation
matrix is effective at expressing in compact ways
a multitude of definitions and approximations.
This effectiveness is present both in how our tool
compares to the existing tools, and in how each
part of the expression refers to a specific char-
acteristic of the definition/approximation, with
similar parts appearing even across RPS and
RPC. It’s also effective in showing what kind
of information is used by a given approxima-
tion, for example the effects of going from an
SD-based definition to an all-or-nothing simula-
tion with failure.
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