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Abstract

The simulation of helicopter rotor flows and the prediction of rotor impulse noise are
practically very challenging tasks from a computational perspective as the flight envi-
ronment of a helicopter rotor contributes to extremely complex flow phenomena and
noise generation mechanisms, For instance, such rotor systems often experience the
Blade-Vortex Interaction (BVI) phenomenon in low-speed descending flight, where the
rotating blades interact with tip vortices shed from previous blades, resulting in obtru-
sive noise levels; and/or operate in high-speed flight conditions, where shock waves
appear in the blade tip region, resulting in highly impulsive transonic noise. While
analytical, semi-empirical, and low-fidelity numerical approaches can quickly provide
results suitable for performance analysis, they are poorly predictive as these models
are insufficient to fully resolve the complicated flow phenomenon described above.
With this in mind, the present work combines Computational Fluid Dynamics (CFD)
methods with the Ffowcs-Williams and Hawking (FW-H) acoustic analogy to accu-
rately calculate the aerodynamics and aeroacoustics of helicopter rotors. The core of
this dissertation is divided into three main parts; (i) construct and validate a simulation
framework for helicopter rotor wake modeling and rotor noise prediction; (ii) imple-
ment the two vortex feature-based second vorticity confinement (VC2) models into the
CFD solver ROSITA and assess the capabilities of these two models in three-dominated
flows; (ii1) develop a three-dimensional r-refinement method that effectively concen-
trates mesh points into regions of interest without mesh tangling for improving the
vorticity preservation in helicopter rotor flows.

The first part of this thesis is dedicated to the construction and validation of the
simulation framework for helicopter rotor aerodynamics and aeroacoustics. In this
simulation framework, the CFD solver ROSITA is used for the simulation of heli-
copter rotor flows; a novel acoustic solver ROCAAP that employs the Retarded-Time
based Permeable Surface FW-H (PS-FWH) equation for subsonic noise source and
the Marching-Cube Emission-Surface (MCES) based PS-FWH equation for transon-
ic/supersonic noise source is developed for noise prediction; a high-efficient rotor trim
algorithm that combines the original delta trim algorithm with multiple levels of the
grid and temporal resolutions is proposed for obtaining the trimmed rotor in forward-
ing flight. The validation work is then performed through a sequence of numerical
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test cases. Firstly, the acoustic solver is validated by comparing with analytical spher-
ical monopole source solutions and the well-established WOPWOP solutions; three
well-documented forwarding flight rotors are then employed to validate the rotor trim
method; finally, the performance of the integrated simulation framework is demon-
strated via the prediction of the transonic rotor noise and the BVI rotor noise.

In the second part, two locally normalized vortex feature detection techniques (non-
dimensional () and A, criteria) are combined with the original VC2 model, resulting in
the FVC2-L2 and the FVC2-Q models, respectively. These two vortex feature-based
VC2 models have been implemented into the CFD solver ROSITA and compared with
the results of the standard CFD solver and those of the original VC2 model in two
benchmark test cases (NACAOO015 wing in steady state and Caradonna-Tung rotor in
hover condition). The result shows that the performances of the feature-based VC2
models in terms of computational stability, aerodynamics prediction, vorticity preserva-
tion, and computational efficiency are significantly improved. In particular, the FVC2-
L2 model allows using higher confinement parameter values to achieve better solutions
than the FVC2-Q model. On this basis, the FVC2-L2 model is then adopted for the
HART-II rotor descending flight case to enhance the prediction of the helicopter rotor
BVI phenomenon. Afterward, the non-lifting UH-1H hovering rotor case and the AH-
1/OLS forwarding flight case are employed to demonstrate the ability of the FVC2-L2
model to provide more reliable noise predictions than the non-VC models, even if there
are no tip vortices shed from the blade tip.

The third part of this thesis describes an effective three-dimensional r-refinement
method to improve the vorticity preservation in helicopter rotor flows. This approach
relies on the Jacobian-weighted elliptic grid generation method, which derives from the
combination of the variational principle and the least-square fitting of the inverse Jaco-
bian matrix to the weight matrix. In this part, the original Jacobian-weighted elliptic
method is extended from two dimensions to three, and the derivation of the weight ma-
trix in three dimensions is presented for the first time. Several practical test examples
are used to preliminary validate this three-dimensional method. The results show that
this method is effective and reliable in generating grids without mesh tangling after the
redistribution procedure. Furthermore, the potential of this method in the application
of helicopter rotor flows is also demonstrated.
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CHAPTER

Introduction

1.1 Background and Motivation

HELICOPTERS are versatile flying vehicles that can achieve missions that regular
fixed-wing aircraft are incapable of due to their uniqueness in vertical take-off,
landing, hovering, and flying maneuvering. However, these versatile characteristics
come at a price. The flight environment of a helicopter rotor contributes to both ex-
tremely complex flow phenomena and obtrusive noise levels, which will limit the scope
of helicopter operation, as shown in Figure.1.1. For instance, on the advancing blade
side, where the relative blade velocity is in the relative freestream direction, the de-
localized shock waves appear near the blade tip region and generate the High-Speed
Impulsive (HSI) noise with in-plane directivity. While on the retreating blade side,
where the blade moves opposite the flight direction, the dynamic stall may occur due to
the necessity of moment balance. Particularly, the interaction of shed blade tip vortices
with the following rotor blades severely impacts the blade local airloads and results in
the annoying and loud Blade-Vortex Interaction (BVI) noise. In addition, the highly un-
steady airloads may cause aeroelastic behavior. Therefore, having a more penetrating
understanding of these complex aerodynamic phenomena and noise generation mecha-
nisms can potentially expand the flight envelope of helicopters.

1.1.1 Nature of Rotor Wake

The rotor vortical wake is among the most complex fluid dynamic structures in the
aforementioned helicopter unsteady flow field. The shed blade vortices in the rotor
wake intersected with the rotor blade causing the BVI phenomenon, which signifi-
cantly affects the blade airloads and results in the annoying and impulsive noise. The
rotor-induced wake that interacts with the surrounding obstacles can typically degrade
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Figure 1.1: Complex flow phenomena over the helicopter and aerodynamically generated noise emitted
by the helicopter rotor, adapted from [1]
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BVI Noise

the helicopter performance and creates a hazardous environment. The interference of
the main/tail rotor/fuselage negatively influences the vehicle dynamics. For these rea-
sons, a better understanding of the physics of rotor wake development is essential for
improving the prediction of helicopter rotor aerodynamics and aeroacoustics.
Naturally, the vortical wake from the rotating blade consists of a shed vortex sheet
and a concentrated blade tip vortex, as illustrated in Figure.1.2. Owing to the conser-
vation of circulation, the vorticity generated by the circulation variations is shed and
trailed into the wake, producing the vortex sheet. In particular, a high-strength trailing
vortex sheet is created on the blade tip and rolls up quickly into a concentrated vortex
due to the rapid changes of circulation over the spanwise orientation near the blade

tip [2].

Bound circulation

.

Tip shed
P \ vortex sheet

Rotor blade

Rotor Hub

s

Inboard shed
vortex sheet  ~u

Concentrated
tip vortex

o

Figure 1.2: Schematic showing the shed wake and concentrated tip vortex, adapted from [3].

The geometry and strength of the rotor wake are highly dependent on the operating
state of the helicopter. For example, in hover flight, see Figure 1.3a, the vortices form
a radially axisymmetric helical wake and convect axially downward below the rotor
disk. During this procedure, the tip vortices progressively contract radially and reach
an asymptotic value of approximately /R = 0.78. Meanwhile, the tip vortices descend
axially with a relatively slow velocity and abruptly increase after the first blade pas-
sage due to the downwash passing the blade. In forward flight, see Figure 1.3b, the
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1.1. Background and Motivation

rotor wake structures become more distorted and complicated due to the freestream
component of the velocity at the rotor plane. The vortices trailed from the blade tips
initially form as a series of interlocking epicycloids and convect below and behind the
rotor. With the mutual interaction between the shedding filaments, some distortion of
vortices appears mainly in the perpendicular plane of the rotor. At the same time, the
tip vortices along the lateral edges of the wake gradually roll up into concentrated vor-
tex bundles. In particular, the tip vortices that trail off the blades may interact with the
following blades, resulting in the BVI phenomena, which is one of the distinguishing
features of rotor wake in forward flight. It becomes more intense when the rotor is in
low-speed descending flight where the vortices are convected downstream at relatively
slower rates.

(a) Wake visualization of a two-bladed rotor (b) Wake visualization of a three-bladed rotor in forward
flight

Figure 1.3: Rotor wake visualization for helicopter rotor in hover and forward flight [4].

1.1.2 Physics of Rotor Aerodynamically Generated Noise Source

The complex aeromechanical environment contributes to tonal and broadband aerody-
namically noise through several distinct noise mechanisms [1]. Figure 1.4 presents a
typical rotor far-field noise spectrum. The tonal noise, also known as the harmonic or
discrete frequency noise, consists of the deterministic noise sources, usually divided
into thickness and loading noise, blade-vortex interaction noise, and high-speed im-
pulsive noise. The broadband noise is the continuous component of the spectrum and
contains the non-deterministic and non-periodic loading noise source caused by the tur-
bulence flow over the blades, such as turbulence ingestion noise, blade-self noise, and
blade-wake interaction noise.

In the broadband component, the interaction of the blades with the turbulence in
the upcoming flow (atmosphere and rotor wake) is typically recognized as the most
relevant mechanisms of turbulence ingestion noise and blade-wake interaction noise,
respectively. Blade-self noise is related to the random pressure fluctuations on the blade
surface result from turbulence within the attached and seperated boundary layer [6].

In terms of the tonal part, thickness noise arises from the fluid passing over the
blade, while loading noise is generated by the unsteady aerodynamics act on the moving
blade surface. Blade-vortex interaction noise is associated with the high-frequency
pressure fluctuations on the blade surface produced by a shed tip vortex subsequently
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Figure 1.4: Example of the typical spectrum of a rotor far-field noise, adapted from [5]

impinging on the following blades. High-speed impulsive noise is engendered by the
shock delocalization on the rotor advancing blade side when the blade is moving at
high tip speeds. Generally, thickness noise and loading noise are classified as rotational
noise, while blade-vortex interaction noise and high-speed impulsive noise are known
together as impulsive noise. In both civilian and military operations of helicopters,
the impulsive noise sources are the most annoying component and thus receive much
attention from the helicopter community.

1.2 Literature Review

This section performs a literature survey to assess the current research status in rotor
aerodynamics simulation and aeroacoustics prediction. In this effort, the present work
overviews recent progress in modeling rotor wake with an emphasis on computational
fluid dynamics (CFD) based techniques and in predicting rotor noise with an emphasis
on integral methods.

1.2.1 Rotor Wake Modeling Techniques

Over the last decades, various techniques have been developed to model the rotor wake
of helicopters. These approaches could be mainly divided into two categories: vortex
wake methods based on vortex theory and CFD-based techniques. In the next, I will
briefly overview the vortex wake methods and emphasize on the research with CFD
approaches.

1.2.1.1 Vortex Wake Methods

The vortex wake methods include rigid wake models [7], prescribed wake models [8,9],
and free-vortex wake models [10-13]. In rigid wake models, the trailed vortices are
modeled as skewed helical filaments with the assumptions of no wake contraction, in-
viscid, and uniform flow field. This method is able to reasonably model the primary
effects of wake skewness in forward flight with high efficiency, but the predicted wake
geometries differ significantly from the experiment in edgewise flow due to the as-
sumption of no wake contraction. For this reason, the prescribed wake models were de-
veloped using empirical expressions derived from experimental observations. In these
methods, the locations of trailed vortices are modeled as a function of wake ages, con-
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sidering the wake contraction effect. However, they do not offer much flexibility on
rotor geometry, and the influence of actual induced flow velocities of the wakes and
blade surfaces is not taken into account. In contrast, free-vortex wake models based on
the potential flow assumption provide this sought-after flexibility because the formu-
lation process does not require experimental data. Furthermore, the induced velocities
are calculated through the Biot-Savart law. Nevertheless, the results of free-vortex wake
models are generally sensitive to the empirical models of the tip vortex core structure
and the viscous growth of the vortex core [11, 13]. Therefore, the free-vortex wake
models cannot accurately model the true physics of the problem.

1.2.1.2 CFD-based Techniques

The numerical modeling of helicopter rotor wake garnered new development through
CFD techniques which are capable of providing a complete description of a viscous,
turbulent, compressible trailing vortex. In the later 1980s, the Euler and Navier-Stokes
equations were start to introduced to simulate the helicopter rotor flow field [14-17].
However, initially, the Euler/Navier-Stokes equations were only used in the near-field
around the rotor blades, the wake effects were still calculated using an external wake
models. Thanks to the enormous advances of scientific computing capabilities in the
1990s, efforts were emerged to capture the rotor wake as a part of overall numerical
solution without relaying on any external wake models [18, 19].

Over the last three decades, the application of CFD-based methods in helicopter
rotor wake modeling has progressed tremendously. In recent years, primary research
on rotor wake modeling has focused on obtaining high resolved vortex wake through
different numerical approaches. Currently, there are four major ways of improving the
vorticity preservation on helicopter rotor flowfield simulation: scale-resolving simula-
tion (SRS), grid refinement, high-order scheme and vorticity confinement techniques.
Each of these methods will be described briefly.

Scale-Resolving Simulation (SRS) Methods The scale-resolving simulation (SRS) methods
are a class of models that could resolve at least a portion of the turbulence spectrum
in at least a portion of the numerical domain [20]. Large Eddy Simulation (LES),
developed for nearly six decades, is the first SRS method. In LES, the large energetic
scales are resolved by implementing low-pass filtering on Navier-Stokes equations; the
effect of unresolved small scales is usually accounted for using a subgrid-scale (SGS)
model. From the principle idea of LES, it is very suitable for simulating helicopter
rotor flow field, which highly depends on the vortices trailing from blade tips. However,
when the wall-bounded flow is involved, the computational cost becomes prohibitively
expensive, especially for high Re number situations, since a high resolution in both
space and time is required near the wall. This makes LES impractical for most of
the engineering flows. Table 1.1 outlines an estimation of the required computational
power in Reynolds-Averaged Navier-Stokes (RANS) equations and LES simulations
for a single turbomachinery blade with end-walls (Re = 10°). It can be seen that the
workload for LES is at least 5 orders of magnitude that of the RANS simulation even
for such low Re number.

To eliminate the severe limitations of LES, a large variety of hybrid RANS-LES
approaches emerged, where large scales are only resolved away from walls and the wall
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Table 1.1: Estimation of CPU resources required in RANS and LES simulations for a single turboma-
chinery blade with end walls [20]

Method Mesh number Real time step Pseudo time step Workload ratio to RANS
RANS ~ 108 ~ 102 1 1
LES ~ 108 —10° ~10* —10° 10 ~10% — 107

boundary layers are computed by a RANS method, such as Scale-Adaptive Simulation
(SAS), Detached Eddy Simulation (DES), Wall Modeled LES (WMLES), .. .).

In the last decade, some of the hybrid RANS-LES models have been applied to
the simulation of helicopter rotor flowfield for accurately resolving the vortical wake
[21-24]. For example, Chaderjian and Ahmad [21] used DES model to study the wake
of a UH-60 rotor. Meanwhile, the Automatic Mesh Refinement (AMR) technique was
employed to reduce error from numerical diffusion. In this study, the vortical worms
produced through a process of wake shear-layer entrainment into the tip vortices and
vortex stretching were well resolved. Dehaeze et al. [23] explored the DES for the
flowfields of the HART-II rotor in BVI condition. A grid size of 34.8 million nodes for
the entire solution domain was created to compare the Spalart-Allmaras (SA) and DES
turbulence models. The study found that DES results showed limited improvements
in BVI predictions due to the unsatisfactory grid resolution. It suggested that further
spatial and temporal refinement was required to access the fully potential of the DES
method for rotor flows.

More recently, the Lattice-Boltzmann Method (LBM), an another branch of CFD
method that solves the Boltzmann equation instead of the Euler or Navier-Stokes equa-
tions for numerical simulations of unsteady turbulent flows, has been used for heli-
copter rotor flows. For example, Romani et al. [25,26] used PowerFLOW (a Lattice-
Boltzmann/Very-Large-Eddy-Simulation (LB/VLES) based CFD solver) to calculate
the flowfield of HART-II baseline configuration and full-scaled S-76 rotor. As shown
in Figure 1.5, the scale-resolving characteristics of the LB/VLES method were demon-
strated since many turbulence scales were well resolved in the advancing rotor side
and downstream of the hub, and the amplitudes and phases of blade-vortex interaction
behavior were well captured.

(a) Wake structures of HART-1I rotor baseline configuration (b) Wake structures of S-76 rotor in low speed forward flight
[25] condition [26]

Figure 1.5: Rotor wake visualization for helicopter rotor calculated by LBM/VLES method.
Despite the fact that such approaches can yield very detailed rotor wake structures
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and representative blade-vortex interactions, computational consumption increased sig-
nificantly due to a large number of cells in the solution domain required for the simula-
tion. This is a major constraint for practical engineering applications.

Grid Refinement Techniques In general, grid refinement is a class of techniques to reduce
the error in solving partial differential equations (PDEs) by increasing the computa-
tional grid density in the region of interest. Depending on the way of refinement, these
techniques fall into two categories: h-refinement and r-refinement. Furthermore, if
these methods run automatically with the solution process, they result in the h-adaptive
and r-adaptive.

The most extensively developed and widely used of these are h-refinement ap-
proaches, such as the AMR techniques, which locally refine the initially mesh by adding
new grid points. The strategy for doing so is usually driven by a priori defined regions
(shock positions, wake regions [27], ...) or a posteriori computed solutions (physical
criteria [28, 29], error estimates of solutions [28], ...). So far, promising results were
obtained through using some of the h-refinement approaches to capture the wake vor-
tices in the simulation of helicopter rotor flows [21,22,30]. Despite a good track record
in computation, there are some issues in the implementation and application of such
methods. For instance, the additional grid points created during the refinement process
constantly change the sparsity structure of the various matrices used in the calcula-
tion. For this reason, complex and evolving data structures are required to describe the
mesh and its connectivity. In addition, the inclusion of newly generated grids leads to
a decrease in computational efficiency.

r-refinement, also known as grid redistribution method, is an alternative procedure
that maintains a fixed mesh topology and number of grid points in a constant connec-
tivity structure and concentrates them in the desired area. A distinct advantage of this
method is that the fixed grid points and topology retain the initial mesh decomposition
operations, which is advantageous for parallel processes and computational efficiency.
Additionally, the unchanged sparsity structures of matrices simplified the r-refinement
approaches as there is no need to keep track of the node points with any form of nested
data structure. However, the r-refinement method also gives rise to some new prob-
lems. For example, the refinement procedure is less robust than A-refinement due to the
additional consideration of the orthogonality and smoothness of the grid. Moreover,
although various methods of r-refinement have been proposed, almost all of them con-
sider at most a two-dimensional (2D) refinement [31]. For these reasons, only a few
r-refinement studies have been used for the simulation of helicopter rotor flows [32].

High-Order Schemes Practically, a numerical scheme could be considered as "high-
order" if the solution error e in the functional approximation is proportional to the n-th
(n > 3) power of mesh size h since most practically used CFD solvers in the aerospace
community are second-order spatial accuracy [33,34]. High-order schemes allow ap-
proximating the PDEs more accurately and possess superior wave propagation proper-
ties than lower-order schemes. When it comes to helicopter rotor flows, this could be
translated to their capability of preserving blade tip vortices over long wake ages with
less numerical dissipation. In addition, high-order schemes are less expensive than
lower-order ones to achieve the same level of accuracy even though more complicated
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operations are required for each degree of freedom (DOF). Over the last decades, so
numerous and diverse efforts have been contributed to developing high-order schemes
that a detailed survey on this topic is far beyond the scope of the present work. Instead,
this section aims to provide a brief review of the application of modern high-order spa-
tial schemes for the problems of helicopter rotor flow. More comprehensive surveys
about high-order methods can be found in Ref [34-36].

The complex flow phenomena of helicopter rotor flow, such as dynamic stall, blade-
vortex interaction, and shock-wave/boundary layer interaction, remain a major chal-
lenge for numerical approaches, especially the spatial discretization of convective terms,
which is demonstrated to have a direct impact on vorticity preservation capability due
to their dissipative nature. In general, high-order spatial schemes result in less nu-
merical diffusion and therefore help to improve the spatial resolution to resolve the
complex flow details. So far, two major classes of such schemes, including high-order
Monotonic Upstream-centered Scheme for Conservative Law (MUSCL), high-order
Essentially Non-Oscillatory (ENO)/ weighted ENO (WENO) schemes, become rep-
resentative in numerical simulations of helicopter rotor flows. Table 1.2 outlines the
high-order spatial schemes used by some well-known CFD codes for helicopter rotor
analysis.

The MUSCL was initially constructed by B. Van Leer [53] for uniform grids within
the framework of Finite-Volume (FV) Godunov-type schemes. The basic idea is to
replace the piecewise uniform approximation of Godunov’s method with a linear one
to obtain the flow variables on the left and right sides of the cell face used to calculate
the fluxes. For one-dimensional problems, the flow variables on the both sides of the
cell interface can be written in the standard MUSCL form as

k
Fiiipo=Fj+ [5 (Fjar —F)) + (1 k) VE, - ?f]]
(1.1)

k
o= B+ [§ BB+ (1= 0 VB 7

where T 1, represents the vector from cell center j to face center j + 1/2; F is the flow
variables at the cell center or face center. This expression forms a one-parameter fam-
ily known as the "k-schemes". By setting & = 1/3, a third-order MUSCL scheme is
achieved, which becomes a popular choice for helicopter rotor flows [38, 40, 54, 55].
Such schemes were further extended to fourth-order spatial accuracy on the unstruc-
tured CFD method by adding a high-order correction obtained through successive dif-
ferentiation to the right side of equation 1.1 in Ref [56]. Later, this fourth-order
MUSCL scheme was implemented in the structured CFD method and demonstrated
its capabilities in helicopter rotor flows [33].

The ENO/ WENO schemes are a class of high-order accurate Finite-Difference (FD)
or FV numerical methods that preserve the non-oscillatory behavior in the vicinity of
the discontinuity by using an adaptive local stencil to improve the resolution in the
smooth region. The ENO schemes adaptively choose the smoothest stencil for approxi-
mation and reconstruction. In contrast, the WENO schemes extended the ENO schemes
by replacing the stencil selection with a weighted combination associated with each
candidate stencil, resulting in a smoother solution with better convergence properties.
Since the first WENO scheme with three-order spatial accuracy was proposed by X.
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Liu et al. [57], numerous studies have emerged for developing the WENO schemes.
For example, G.S. Jiang and C.W. Shu [58] improved the WENO scheme to fifth-order
accuracy by introducing a novel approach to smoothness measurement, resulting in the
WENO-JS scheme. R. Borges et al. [59] proposed a new high-order smoothness indi-
cator that further extended the WENO-JS scheme, providing the WENO-Z scheme, a
new fifth-order WENO scheme with less dissipation and higher resolution. D. Ghosh et
al. [43] used a solution-dependent combination of lower-order compact schemes to con-
struct a fifth-order Compact-Reconstruction WENO (CRWENO) scheme with lower
absolute errors and higher spectral resolution than the same order WENO schemes.

Vorticity Confinement Methods An alternative to the previously reviewed approaches
based on CFD techniques is the vorticity confinement (VC) method proposed by Stein-
hoff and co-workers [60—63]. The VC is a concept that allows preventing a vortex from
being inordinate diffusion by adding a particular designed anti-diffusion term into the
standard Euler/Navier-Stokes equations. It has proved effective in simulating vortex-
dominated flows, especially for cases without satisfactory mesh sizes. Currently, two
formulations of VC methods have been developed and briefly referred to as VCI1 [61]
and VC2 [63].

In the first vorticity confinement (VCI1) scheme, the VC term is derived from the
first derivative of velocity. It transports vorticity in the direction of increasing vorticity
magnitude gradient, counteracting the spreading effect due to the numerical dissipa-
tion. Over the past decades, the VC1 formulation became attractive in the simulation
of vortex-dominated flows due to its algorithm simplicity and efficiency, especially
for helicopter rotor flows. For instance, Steinhoff er al. [60] first applied the VCI
to a hovering HELIX I rotor flows and received a promising result. M. Biava and L.
Vigevano [64] investigated the variations of confinement parameter on thrust coefficient
for Onera 7A four-bladed rotor flows in both hover and forward flight. Even though the
VC1 model was widely adopted, it suffers from two disadvantages. The first is related
to a difficulty in the theoretical analysis of its properties, the singularity of VC1 term
at the vortex center. The second concerns the conservation of the governing equations
while using the VC1 term.

In order to correct the drawback of the VC1, the second vorticity confinement (VC2)
formulation was later introduced [63]. The VC2 formulation is derived from the second
derivative of velocity with no singular at the vortex core and with an exact conservative
expression, which allows more detailed analytical investigations on its properties [65,
66], and makes it much easy to extend to higher-order schemes [67—69]. In recent
years, the capabilities of VC2 formulation and its higher-order schemes on vorticity
preservation and computational efficiency were well demonstrated from some studies
[70-72] carried out in helicopter rotor flows.

Initially, the VC1 method was developed for incompressible flows. After several
attempts [73,74], G. Hu et al. [75] presented a more stable VC correction for com-
pressible simulations by interpreting Steinhoff’s VC1 formulation as a body force term
and adding to both the momentum and energy equations. However, additional stud-
ies [65,76] found that far better results could be obtained when the VC term was re-
moved from the energy conservation equation. For this reason, M. Costes [65] sug-
gested that the contributions of the VC term would only be treated as purely numerical
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corrections to the momentum conservation equation rather than physical source terms.
On this basis, the compressible VC1 and VC2 formulations were successfully applied
to a wide range of cases.

Besides the compressible extensions of the VC formulations, another primary chal-
lenge is the determination of the confinement parameter ¢, which controls the magni-
tude of the negative diffusion in the vorticity confinement, since a mistake in the choice
of ¢ would result in the non-physical solutions and affect the stability of numerical
simulation. To maintain dimensional consistency with the other conservation equation
terms, three potential scale confinement parameters has been derived by R. Lohner et
al. [77] through the dimensional analysis to ensure its dimension of velocity. M. Robin-
son [78] proposed a scaling expression based on the helicity by extending the Lohner’s
work. N. Butsuntorn and A. Jameson [79] further extended the helicity formulation of
Robinson by including a non-dimensional scaling parameter based on the local mesh
size. In most studies, the € value comes from a trial and error procedure, which is less
efficient. Several attempts have been put forward to remove the empiricism of con-
finement parameter selection. M. Costes and G. Kowani [65, 80] derived a dynamic
confinement parameter related to the local vorticity. S. Hahn and G. Iaccarino [81]
introduced a new adaptive VC parameter related to the difference between central and
upwind discretisation of the convection terms. Nonetheless, this problem is still not
completely resolved due to non-conservation of the VC2 scheme introduced by the ¢
value varying in space.

In spite of the number of researches employing VC to balance the excessive diffu-
sion of vortical flows, there still remains an intrinsic issue. In most of these studies, the
non-zero vorticity magnitude was used as the factor for vortex identification. It means
that the vorticity confinement term was computed at each point in solution domain
where the vorticity magnitude was not equal to zero. However, using vorticity magni-
tude to define a vortex structure is not adequate. It will not provide the correct results
in the areas where the vorticity magnitude is non-zero but there is no vortex, like in the
boundary layer, for instance. To alleviate this problem, R. Boisard and co-workers [71]
used the () criteria to avoid the application of over-confinement inside the boundary
layer. Feder et al. [82] employed the A, criterion as a limiter to restrict the vortices
region in tracking the tip vortex of NACAO0O012 wing. M. Mohseni [83] introduced a
class of hybrid methods that combine four different vortex feature detection approaches
with the VC1 method and evaluated the performance of the hybrid techniques on the
computational precision and efficiency with a 2D stationary single vortex.

1.2.2 Rotor Noise Prediction Approaches

Computational Aeroacoustics (CAA) is a multidisciplinary field that aims to analyze
aerodynamically generated noise through a combination of numerical methods and
aeroacoustics. In general, CAA can be classified into two categories: direct and hy-
brid methods [84]. Direct aeroacoustic methods solve the sound field directly from
the governing equation of CFD. However, the underlying physics of the complex flow
environment caused by helicopter rotors prevents direct aeroacoustic approaches from
predicting the noise generated by helicopter rotors due to the dramatic computational
expenses. In contrast, hybrid methods that separate the noise source computation and
noise propagation have been able to effectively predict the rotor noise and gained pop-
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ularity in helicopter rotor noise prediction.

In the hybrid method, the noise source is calculated by the CFD method described
above, while noise propagation is solved by the acoustic method. There are two typical
acoustic propagation methods: the differential methods and the integral methods. Dit-
ferential methods, also known as linearized equations, include two widespread formula-
tions, Linearized Euler Equations (LEE) [85-87] and Acoustic Perturbation Equations
(APE) [88]. In principle, both LEE and APE methods are still time-dependent PDE
systems. Furthermore, particular treatment should be considered for the discretization
schemes to avoid dispersion and dissipation issues. Therefore, it is less preferred than
integral methods due to their much higher computational time and resource demand for
helicopter rotor noise prediction.

In integral methods, the Kirchhoff method [89,90], the Impermeable Surface Ffowcs
Williams-Hawkings (IS-FWH) equation [91-93], and the Penetrable Surface Ffowcs
Williams-Hawkings (PS-FWH) equation [25, 94] are the three most representative ap-
proaches. The IS-FWH equation is based on Lighthill’s acoustic analogy [95]. It allows
calculating the acoustic pressure signal at a far-field observer from the knowledge of
the flow quantities on the blade surface and in the volume surrounding it. In this for-
mulation, the noise may be interpreted as the sum of the thickness and loading source
distributions over the control surface and a quadrupole nonlinear source distribution
over the volume outside the control surface [1]. The IS-FWH equation is particularly
suitable for predicting the subsonic rotor noise; however, when it comes to the transonic
rotor noise prediction, the IS-FWH equation presents low-efficiency as the volume in-
tegration is time consuming and challenging to implement. The Kirchhoff method,
which involves integration over a closed control surface around the source in the linear
flow region, is more attractive in predicting transonic noise since no volume integration
is required, but it is computationally demanding for the flow simulation, as the con-
trol surface must be placed sufficiently far from the source to ensure the linear wave
propagation outside the control surface [96]. Furthermore, this approach does not pro-
vide any information about the noise generation mechanism. For these reasons, P.di
Francescantonio [97] derived the PS-FWH equation and employed the Formulation 1A
of Farassat [1], enabling the use of the FW-H equation on a penetrable control surface
not required to be in the linear flow region. So far, the PS-FWH equation has proved
to be successful in the prediction of helicopter impulsive noise, especially for the tran-
sonic rotor noise, because the nonlinear effects inside the control surface could be take
into consideration.

In terms of the integral formulation, both the Retarded-Time and the Emission-
Surface algorithms of the PS-FWH equation have been employed to rotor noise pre-
diction. However, the Doppler singularity in the integral kernel prevents the Retarded-
Time algorithm from obtaining a reliable prediction for transonic rotor noise. This
problem may be bypassed via the adoption of the Emission-Surface algorithm, in which
the Doppler term singularity no longer appears. Over the past decades, the Retarded-
time algorithm has widely used for subsonic rotor noise prediction, while only few
researches related to the Emission-Surface algorithm have been carried out for tran-
sonic rotor noise prediction, as the construction of the emission surface is a central
difficulty. Only three emission surface construction methods are available in the litera-
ture: the Marching-Cube algorithm proposed by Brentner [98], the K-Algorithm devel-
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oped by Ianniello [99-101] and the novel Emission Porous Surface (EPS) algorithm of
Loiodice [102, 103].

The Marching-Cube algorithm is based on an iso-surface construction method, usu-
ally applied in computer graphics. By transforming the control surface discretiza-
tion at each source time into a three-dimensional array, the emission surface mod-
elling becomes equivalent to an iso-surface generation problem. L. Vendemini and L.
Vigevano [104] described a detailed procedure of the Marching-Cube algorithm imple-
mentation. F. Farassat and K.S. Brentner [105] carried out the far-field approximation
and the Marching-Cube algorithm into the IS-FWH equation to calculate the super-
sonic quadrupole noise. lanniello instead proposed a different algorithm, known as the
K-Algorithm, to construct the emission surface. Through a particular classification of
the retarded spanwise stations and a data-adaptive procedure, the K-Algorithm is able to
achieve an accurate emission surface reconstruction. Ref [106] gives a detailed descrip-
tion of the K-Algorithm and proposes the Emission-Surface based PS-FWH algorithm,
which combines the K-Algorithm based Emission-Surface formulation with PS-FWH
equation, to predict the UH-1H rotor HSI noise. Another recent Emission-Surface con-
struction approach, which employs bifurcation analysis and an improved Retarded-
Time algorithm, is developed by Loiodice et al. [102] and validated in Ref [103].

1.3 Research Objective

Accurate modeling of helicopter rotor aerodynamics and aeroacoustics remains chal-
lenging, as such rotors typically operate in highly unsteady flows, with rotating blades
interacting with strongly non-uniform and turbulent flows. On the one hand, since the
rotor vortical wake is among the most complex fluid dynamic structures in the heli-
copter unsteady flow field, the simulation of phenomena related to rotor wake, such as
blade-vortex interaction, represents a major challenge. On the other hand, due to the
distinct noise propagation mechanism, modeling impulsive rotor noise, such as blade-
vortex interaction noise and high-speed impulsive noise, contributes to an additional
challenge. For these reasons, developing a practical simulation framework that can
effectively resolve most of the interested flow phenomena and accurately predict the
annoying impulsive noise are essential for supporting the design process of the heli-
copter rotor.

Regarding to helicopter rotor aerodynamics, although the analytical, semi-empirical,
and low-fidelity numerical approaches can quickly provide results suitable for perfor-
mance analysis, they are poorly predictive as these models are insufficient to fully ac-
count for the complex flow phenomena described above. In contrast, the high-fidelity
CFD simulations have gained popularity due to their capability of resolving most phe-
nomena of interest. However, there is an inherent problem that those vortex features
can be prematurely deformed and dissipated due to excessive numerical diffusion in the
solution algorithm. This makes the employment of such techniques unsatisfactory.

From previous research works, it is learnt that four major classes of numerical meth-
ods, including SRS, high-order spatial schemes, vorticity confinement method, and grid
refinement techniques, have emerged to help improve the capability of preserving vor-
tices in CFD. However, even though these methods have shown significant improve-
ments in vorticity preservation, some of them are often prohibitive for industrial ap-
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plications due to the substantial computational time and resources. For example, SRS
methods can provide a more detailed description of vortices but require large grid sys-
tems to exploit the full potential of this technique. Although the high-order spatial
schemes are capable of avoiding excessive dissipation of the vortical structure with ap-
propriate grid densities, the computation of high-order derivatives or the construction
of stencils may result in additional computational costs. Regarding the grid refinement
techniques, AMR, the most representative method for grid refinement, is also compu-
tationally expensive because of the additional grid points created in the refined region.
On the contrary, the vorticity confinement and r-refinement methods present potentially
advantageous computational efficiency for vorticity preservation since the grid system
could be maintained at a moderate level without increasing the number of grid points in
the region of interest. Therefore, this thesis pays special attention to these two efficient
vorticity preservation techniques.

In the vorticity confinement method, previous studies suggest that the VC2 formu-
lation performs better than the VC1 formulation, as the main shortcomings of the orig-
inal VCI have been corrected. Current research in VC2 formulation has focused on
the extension of higher-order schemes. Although these studies applied the Q-criterion
to avoid the application of confinement inside the boundary, further investigations are
required to present the benefits of such treatment explicitly. Furthermore, it is neces-
sary to systematically evaluate the performance of the VC2 formulation coupled with
different vortex feature detection methods in three-dimensional (3D) vortex-dominated
flows, particularly in helicopter rotor flows.

In previous studies, only some works on r-refinement techniques have been car-
ried out for helicopter rotor flows due to their poor robustness and high complexity.
Moreover, most of the r-refinement methods were proposed for 2D problems. For this
reason, exploiting the 3D r-refinement method for helicopter rotor flows is meaningful.

In terms of helicopter rotor aeroacoustics, the subsonic rotor noise can be well pre-
dicted using the Retarded-Time-based IS-FWH equation. However, when it comes to
transonic rotor noise, although the introduction of the PS-FWH equation is able to im-
prove the predicted results, the inherent issue of Doppler term singularity of Retarded-
Time algorithm leads to an unreliable solution, particularly when blade tip Mach num-
ber My > 0.90. In contrast, the Emission-Surface-based PS-FWH is ideal for predict-
ing transonic rotor noise as the Doppler term singularity no longer appears. For this
reason, applying the Emission-Surface-based PS-FWH equation is required to obtain
reliable results for transonic rotor noise.

In light of these, the first objective of the present thesis is to construct a practical
simulation framework for helicopter rotor aerodynamics and aeroacoustics that is able
to simulate the complex flow phenomena around the rotor blades, such as blade-vortex
interaction, and predict the rotor impulsive noise, including BVI noise and HSI noise.
Specifically, the CFD solver ROSITA is coupled to a novel acoustic code capable of
predicting BVI and HSI noise. The second objective is to assess the vortex feature-
based second vorticity confinement model in 3D vortex-dominated flows, particularly
helicopter rotor flows. The third objective is to develop a 3D r-refinement method and
to explore its application to helicopter rotor flow.

14



1.4. Thesis Organization

1.4 Thesis Organization

In order to guide the reader through the remainder of this thesis, the organization of the
subsequent chapters is briefly described below:

* Chapter 2: Introduces a computational framework primarily based on the cou-
pling between the Navier-Stokes equations and the FW-H acoustic analogy for
helicopter aerodynamic and aeroacoustic investigations. Firstly, a short descrip-
tion of CFD solver ROSITA is given. Then, mathematical and numerical for-
mulations for both subsonic and transonic/supersonic rotor noise prediction are
briefly derived. To numerically implement the transonic/supersonic formulations,
the key procedure of emission surface construction is realized by the Marching-
Cube algorithm. On this basis, the whole process of implementing the acoustic
formulations is programmed as a numerical acoustic solver, which is able to han-
dle both subsonic and transonic/supersonic rotor noise prediction. Afterward the
details of the connection between CFD solver and acoustic solver are outlined.
Finally, an improved high-efficiency rotor trim method is detailed.

* Chapter 3: Validates the simulation framework in Chapter 2. The validation
work starts from each component of the simulation framework. An assessment of
the Marching-Cube algorithm in emission surface construction is first performed.
The Retarded-Time and Emission-Surface integral formulations are then verified
by comparison with the analytical solutions. Next, the capability of the newly
developed acoustic solver is validated by comparing to well-established acoustic
solver solutions. Afterward, three well-documented rotor cases are used to vali-
date the proposed rotor trim method. Finally, the integrated simulation framework
is evaluated with HSI and BVI noise predictions.

* Chapter 4: Introduces a locally normalized vortex feature-based second vorticity
confinement (VC2) model to improve the vortex resolution in aerodynamic wakes
with a moderate computational cost. Systematically assessing such methods in 3D
vortex-dominated flows reveals the necessity of coupling the vortex feature detec-
tion methods with the original VC2 formulation. In addition, the performances
of these methods in helicopter rotor aerodynamics and aeroacoustic prediction are
well demonstrated.

* Chapter 5: Explores the application of 3D r-refinement to helicopter rotor flows.
First, Knupp’s Jacobian-weighted elliptic mesh generation method is presented,
and then, its extension to 3D problems is derived. Afterward, the preliminary
validations for both 2D and 3D Jacobian-weighted elliptic methods are performed
via some practical test examples.

* Chapter 6: Presents the conclusions and recommendations for future research.

15






CHAPTER

Helicopter Rotor Aerodynamic and Aeroacoustic
Simulation Framework

This chapter describes a computational framework primarily based on the coupling
between the Navier-Stokes equations and the FW-H acoustic analogy for helicopter
aerodynamic and aeroacoustic investigations in this study. Firstly, a multi-block struc-
tured RANS solver ROSITA (Rotorcraft Software Italy), which is adopted to compute
the near-field flow data for aerodynamic and aeroacoustic predictions, is briefly illus-
trated in Section 2.1. Secondly, in Section 2.2, the FW-H acoustic analogy, a common
approach used to calculate far-field noise propagation for the flow solution provided by
the Navier-Stokes equations, is detailed. Its integral formulations for both subsonic and
trans/supersonic noise sources are presented, along with a description of the numerical
implementations in the newly developed in-house acoustic code ROCAAP (Rotorcraft
Code for AeroAcoustic Prediction). Afterwards a strategy to connect the CFD and
acoustic approaches is proposed in Section 2.3. Finally, Section 2.4 elaborates a high-
efficiency trim approach adopted to assess the performance of the helicopter main rotor
in forwarding flight accurately.

2.1 ROSITA CFD Solver

All flow simulations in this thesis are performed using the ROSITA solver, an in-house,
multi-block, structured RANS solver [107]. It solves the Euler/Navier-Stokes equations
in overset grid systems of moving multi-block grids. The one-equation SA turbulence
model is coupled with RANS equations to model the turbulent behavior of the flow.
Furthermore, the governing equations are formulated in terms of the absolute velocity,
expressed in a relative frame of reference frame linked to each component grid to sim-
plify the flow field solution in the overset grid system. The finite-volume formulations
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could be written as:

0
—]{ de+/ (Fc-n—v-nW)dS—/ Fd-ndszf FdV 2.1
ot Vijk Sijk Sijk Vi

ijk
with W = [p, pu, pv, pw, pe']T denotes the vector of conservative variables inside the
flow domain, n is the outward normal unit vector, v is the entrainment velocity vector.
The expressions, F. and Fy, represent the convective flux tensor and diffusive flux ten-
sor, respectively. V' is the cell volume and S is the cell surface, F stands for the source
term due to the movement of the relative reference frame.

In ROSITA, the space discretization leads to a system of ordinary differential equa-
tions for the rate of change of the conservative flow variables associated with the centers
of the cell volumes, the equation (2.1) then reads:

d
a(vw)ijk +Rijr =0 (2.2)

where R;;;; stands for the flux balance across surface S, of the hexahedral cell (4, j, k).
The flux balance can be written as:

Riji = (Qc)ijk — (Qa)ijr — (Fs)iji (2.3)
where (Q,);;x is the convective flux balance (convective and pressure effects), (Qq);jx is
the diffusive flux balance (viscous effects), (Fs);ji is the source terms. The convective
flux is approximated by the use of Roe-MUSCL 2nd-order discretization with a modi-
fied version of Van Albada limiter introduced by Venkatakrishnan [108]. The diffusive
flux is calculated by a standard second-order central discretization; the components of
stress tensor are discretized by the application of the Gauss theorem.

The time advancement is performed with a implicit dual-time method; the equation
(2.2) can be replaced by an implicit 2nd-order backward differential formula:

(VW) — 4(VW), 4+ (VW) LR 24
2At o '
where the state vector WZ*,;I is solved by sub-iterations in pseudo-time at each physical
time step At, In sub-iteration step, a Generalized Conjugate Gradient (GCG) method,
in conjunction with a Block Incomplete Lower-Upper (BILU) preconditioner, is imple-
mented.

The moving Chimera technique based on the modified Chesshire and Henshaw al-
gorithm [109] is used to compute the connectivity between the component grids. The
domain boundaries with solid wall conditions are firstly identified, and all points in
overlapping grids that fall close to these boundaries are marked as holes (seed points).
Then, an iterative algorithm identifies the donor and fringe points and lets hole points
grow from the seeds until they fill the regions outside the computational domain en-
tirely. In addition, the Oct-tree and alternating digital tree data structure are adopted to
speed up the donor searching process.

2.2 Aeroacoustic Approaches

This section describes the FW-H acoustic analogy used throughout this thesis to model
the aerodynamically generated sound of rotors, with the flow solution on the control
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surface provided by CFD computations. Two different integral formulations of the FW-
H equation are adopted in this thesis. The first is the Retarded-time formulation, which
18 robust and efficient for subsonic conditions, and the second is the Emission-Surface
formulation, which is perfectly suitable for transonic and supersonic noise source cases.
In this section, a brief derivation of the FW-H equation and its two different integral
formulations are presented first. Then, the numerical implementations are described,
including the Marching-Cube (MC) algorithm to construct the retarded domain.

2.2.1 The Ffowcs Williams-Hawkings (FW-H) Equation

The Ffowcs Williams-Hawkings [95] (FW-H) equation is the most appropriate theo-
retical support for understanding the mechanisms of aerodynamically sound genera-
tion from bodies in complex motion [110], see Figure 2.1. Since the aeroacoustic and
aerodynamic problems are built upon the same fundamental equations of mass and mo-
mentum conservation of a compressible fluid, the FW-H equation may be derived from
the Navier-Stokes equations by assuming that the fluid inside the moving surfaces has
the same states as the undisturbed medium. However, this assumption makes the flow
parameters across the moving surfaces discontinuity. In 1969, Ffowcs Williams and
Hawkings [95] firstly introduced the generalized function theory to address the deriva-
tives of discontinuous functions in Navier-Stokes equations. After making use of the
generalized functions, the continuity and momentum equations could be expressed as

0 0

o 55 (#13) = potnd(£) + (p = po) n = en)3() (2.52)
0 0

a(ﬂuz) + a_%(Pij + puiuy) = Pim;o(f) + pui(un — va)d(f) (2.5b)

where /0t and 0/ Ox; represent generalized derivatives; p is the fluid density and py
is the density of the undisturbed medium; the function f=0 stands for an integration
control surface that encloses the noise generation region, see Figure 2.1; u; and v;
are the local fluid and surface velocity components, respectively; n; = Jf/0x; is the
component of the unit normal outwards to the control surface; §(f) is the Dirac delta
function; P;; = (p—po)dij — Tij is the compressive stress tensor with 7;; is viscous stress
tensor, Pj; = (Pj; — Fy)di; is the pertubation stress tensor in each direction, d;; is the
kronecker’s delta.

Equations (2.5a) and (2.5b) can be rearranged into an inhomogeneous wave equation
with two surface source terms and a volume source term by substracting the generalized
partial derivative of (2.5b) with respect to the space variable z; from the generalized
time partial derivative of (2.5a), then give

T = 2 {lpown + plun — )50
aiz{[P’ n; + pu;(un, — vn)|6(f)} (2.6)
52
89518:16] Bz, L)
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-

Noise source

Integration control surface: S, f(x, t)=0 Observer

Figure 2.1: Problem description of the FW-H acoustic analogy.

which is the PS-FWH equation, where the generalized wave operator is represented by

= (1/2)(8°/0t2) — V3 p' = p — py is the acoustic pressure; T;; = puju; + Py —
c(p — po) is the Lighthill’s equivalent stress tensor; H(f) is the Heaviside function.
The three terms on the right-hand side stand for monopole thickness, dipole loading,
and quadrupole contributions, respectively.

In this equation, an artificial penetrable control surface is required to enclose the
noise source, as well as all non-negligible quadrupole contributions inside the surface.
In such a way, the quadrupole source term in equation (2.6) can be omitted. Practically,
the computational efficiency would be significantly increased as no volume integration
is needed.

For the control surface S coinciding with a solid surface, the non-penetration condi-
tion (u,, = v,) is required, the equation (2.6) can be rewritten as the IS-FWH equation
T8 = S lpounl8()) — e ([P }a()}

— ' 2.7)

0
+ g, T ()

In this case all three source terms at the right-hand side have a explicit physical mean-
ing. The monopole or thickness term models the noise due to the fluid passes over the
body, the dipole or loading term represents the noise generated by the unsteady forces
on the body surface, the quadrupole term includes all the non-linearities (e.g. shocks,
vorticity, turbulence, etc.) in the volume outside the control surface (f>0). In practice,
the quadrupole term is always neglected if the non-linear effects are not significant.

Through the use of the free-space Green’s function ( §(g)/4mr withg =t —7—1/cg
and r = |x — y| ) with the generalized inhomogeneous wave equation (2.6), an integral
representation of the FW-H equation can be obtained:

A7 d(x / / Qy, 1) )(f)dydT (2.8)

with the generic variable is expressed by ®(x,t), the generic source strength is rep-
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resented by Q(y, 7), the observer and source space-time variables are denoted respec-
tively by (x,¢) and (y, 7). The limits of the integral are given below:

t
/~--dyd7':/ /---dydT
—00 RB
t oo [e'e] [e'e]
:/ / / / - dydyadysdT

Afterward, three different integral formulations (Retarded-Time, Collapsing-Sphere,
and Emission-Surface) can be derived in terms of the way to integrate the two Dirac
delta functions d(g) and d(f). This thesis discusses Retarded-Time and Emission-
Surface formulations due to their excellent behavior in predicting the solutions for
subsonic and transonic/supersonic noise sources, respectively.

(2.9)

2.2.2 Subsonic Noise Source Formulation

The Retarded-Time formulation performs well for a body surface moving in subsonic
regime. By employing the variable transformations (y3,7) — (f, g) on equation (2.8),
the generic form of Retarded-Time formulation can be expressed as [1]

Qy,7) }
47 d = _— ds 2.10
Td(x,t) /f:o LH vl ( )

where |1 — M, | is known as the Doppler factor, d.S is an element area of the control
surface f = 0, the subscript ret stands for the retarded time. Therefore, the Retarded-
Time integral formulation for the PS-FWH equation may be derived along the line of
Farassat’s 1 formulation as [111]

dmp'(x, t) = dmpip(X, 1) + 47py (X, 1)

, d potin + (p — po) (tn — vn)
4 t) = — d
it = g7 [ [P L
, 10 P+ pu,(u, — vy)
4 t) = —— nr ds 2.11
ﬂ-pL(Xa ) o 8t/§ |: ’f’|1 . Mr’ ot ( )
P+ pu,(u, — vy)
nr d
+/S|: r2|1_MT| ret S

where P, = P/;n;r;, M, = M;7; is the local Mach number of the control surface ele-
ments in the radiation direction at retarded time instants 7. 7; = 7;/r is the components
of the unit distance r from source to observer. Subscripts 7" and L represent the thick-
ness and loading noise sources, respectively.

Furthermore, taking the observer time derivative inside the first integral of equation
(2.11), a more efficient and accurate formulation named Farassat’s Formulation 1A for
the PS-FWH equation may be obtained [111]:
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po(Un—f-Uh)
Ampi(x,t) = _ d
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+/ pOUn(TMT—i_CO(MT_MiQ)) ds
S r?|1 — M,[?
ret

1 L
sl t) = = [ |—E | as (2.12)
TP, (X, 1) Co/s [TH_MT‘Q]M

L'T'_LM
—r M | 48
*fs [rm - MTPL
L1 LT<TMT2—|-CO(MT—M,-2)) s
S 7’|1—Mr’3 .

Co

where

Ui = u; + [(p/po — 1)](u; — v;)
Li = ‘Pz,jﬁ] + pui(un — vn)

All other variables have been introduced previously.

Although the Farassat Formulation 1 and 1A have been widely used in the predic-
tion of rotor noise, the Doppler singularity in the integral kernel prevents them from
obtaining a reliable noise prediction for transonic/supersonic moving sources, their ap-
plications are restricted to body surfaces moving in subsonic regime. In practice, it
is necessary to switch to the formulation that is able to deal with the problems of the
high-speed noise source without suffering from the Doppler singularity.

2.2.3 Trans/Supersonic Noise Source Formulation

Since Farassat’s Formulation 1 and 1A can only be used in subsonic noise sources
due to the intrinsic limitation (Doppler Singularity) of the Retarded-Time formulation,
the Emission-Surface formulation becomes a perfect alternative method that is able to
avoid the effects of Doppler singularity by introducing a much less restrictive condition
in the Doppler factor. Therefore, the Emission-Surface formulation is the appropriate
method for solving the problems of trans/supersonic noise sources.

The Emission-Surface algorithm can be derived by using the variable transforma-
tions (ys,7) — (F,g) with F(y;x,t) = f(y,t — r/c), the generic form of Emission-
Surface algorithm can be written as [1]

Ard(x,t) = /F . {%} s (2.13)

where A = /1 — 2M,,cos6 + M2, M,, = M -n and 6§ = arccos(n - r) is the Doppler
term; 3 stands for the emission surface, a collection of points in space-time that emit
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signals reach the observer at the same observer time. Hence, the Emission-Surface
integral formulaion for the PS-FWH equation is expressed as

dmpp(x,t) = 2/ [’Oou" + (p = po) (un — vn)] .
. ret

ot rA
10 P+ pu,(u, — vy)
Amp) t) = —— T dx 2.14
7TpL(X7 ) o ﬁt /E |: TA ot ( )
/ R
+ / Pm“ + pu?“(un UTL) dE
by TQA ret

2.2.4 Numerical Implementations

Based on the approaches discussed above, an in-house acoustic code ROCAAP (ROtor-
craft Code for AeroAcoustic Prediction) is developed with the FORTRAN 90/95 code
for helicopter aeroacoustic problems. It is capable of running parallel on clusters based
on Message Passing Interface (MPI). ROCAAP numerically solves the PS-FWH equa-
tion with the Retarded-Time and Emission-Surface algorithm for noise sources moving
in subsonic, transonic, and supersonic regimes.

2.2.4.1 Retarded-Time Algorithm

In the Retarded-Time algorithm, the observer time ¢ is selected in advance. Then the
emission times 7 at all source panels are readily obtained by solving the retarded time
equation 7 — ¢t + r/co = 0 with the bisection method since there will be only one 7
for every observer time ¢ when the noise sources move at subsonic speed. Afterwards
the integrands for each source panel are integrated at relevant emission times with the
Midpoint quadrature integration method (equation (2.15)) and summed to yield the
acoustic pressure for a given observer location x and time .

Amp' (x,t) =

Nguad
10 < [@ilyst —1ifco)
C_OE Zl |: r1|1_M7”|Z retASZ
= (2.15)

Nquad
+ Z |:Q2(yi7t_rl/co>:| ASl
=1 ret

7“3‘1 — Mr’Z

2.2.4.2 Emission-Surface Algorithm

For the Emission-Surface algorithm, the MC algorithm, which could find the multiple
roots for retarded time equation and connect several disjoint pieces, is first applied with
the PS-FWH equation to construct the emission surface > and perform the integration
in equation (2.14).

The MC algorithm was initially developed in computer graphics to construct high-
resolution isosurfaces from scalar volume datasets. Brentner [98] first adopted this
method to construct the emission surface in the IS-FWH equation. The implementation
of the MC algorithm in PS-FWH equation is displayed in Figure 2.2 and subsequently
outlined as follows:
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* Step 1: Discretize the control surface to a set of 3D cubes in the space-time do-
main, in which the surface is spatially parameterized in ¢ and j direction, and the
source time array is assigned to k direction.

» Step 2: Compute the observer time of each cube vertex via the Retarded-Time
equation, t = 7 + 7(X,y, 7)/co and mark each vertex as 0 or 1 through the com-
parison with respect to the given observer time. Result in a binary format for each
cube by combining these labels in sequence from v1 to v8.

» Step 3: Convert the binary data to the decimal for identifying the intersected
edges and the number of triangles at each cube from the modified look-up tables
suggested by Montani [112].

* Step 4: Assemble the triangles in each cube by calculating the intersections in
each edge with the linearly interpolation method.

This procedure is repeated for each observer time; a set of triangles constructs the
emission surface. With the MC algorithm and the Midpoint quadrature integration
method, the equation (2.14) can be rewritten as:

Nt'lz
, i —T;/C
(% 0) = 61&2 {Ql(y A /0)} AL
oo ret (2.16)
Etm: QQ yw T’L/CO>
" [ tAEi

where the time derivative is calculated by a second-order finite difference over the ob-
server time.
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Figure 2.2: The steps of the MC algorithm for the emission surface construction

2.3 Connection of CFD Method and Acoustic Approach

Unlike other CFD/PS-FWH hybrid methods, the grid indices in an overset, multi-block
grid system are disorderly distributed within each block, so that it is difficult to specify
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a particular layer of the grid system as the control surface. To overcome this feature, a
cylindrical permeable control surface, which should enclose most of the noise source,
is automatically generated with minimal choices from the user, who needs to specify
only simple geometrical parameters (radius, height, and grid dimensions). In order to
quantify the dimension of the cylindrical control surface, an ordered pair S.s, which
evaluates how far the permeable control surface is from the blade surface, is considered
as:

Ses = (|Ay,| /e, | Azl fe) (2.17)

where |Ay, | represents the maximum radial extension at the blade section center, |Ax;|
represents the spanwise extension outward to the blade tip section, and c is the blade
section chord, as sketched in Figure 2.3. It is defined that the circle collapses to the
airfoil surface when |Ay,|/c = 0.5: in this case, the noise prediction is provided by the
IS-FWH equation.

Figure 2.3: Control surface arrangement from different views. a) isometric view; b) top view; c) side
view

An algorithm of extracting the control surface from the CFD overset, multi-block,
structured grid system is presented, in which the Oct-tree search algorithm and a mod-
ified Chesshire and Henshaw algorithm [109] are used to detect the donor cells in the
grid system and to interpolate the flow variables on the control surface.

The implementation of the control surface extraction algorithm within ROSITA is
described by referring to a simple two-dimensional example (see Figure 2.4), consist
of a cartesian CFD mesh (in red) and a circular control surface grid (in black).

The algorithm proceeds automatically, for a given number N, of control surfaces,
via four main steps. After completion, each of the /N, control surfaces cell contains
the conservative flow variables required by noise prediction. An identification array
ICHIM_CS is used to label each of the N, CFD grid cell centroids. The algorithm is
summarized as follows::

* Step 1: Initialization: The first step is to initialize the identification array TCHIM_CS.

Considering all points P of the n—th CFD grid (1 <n < N,.), ICHIM_CS (P, n)
is set to 0.
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Figure 2.4: A simple 2D grid system with control surface

* Step 2: Find parents: Step 2 identifies the parent grids for s — th control surface
grid point (); a parent grid is a CFD grid from which point Q may be interpolated.
During the Step 2 a list of valid cells is produced for subsequent use by donor
finding. At the end of this step, the entries in the identification array will be:

ICHIM_CS(P,n) =
{O, if point P is a normal point

—s, if point P is a valid point for the control surface s

* Step 3: Find donors: Step 3 is finding the base donor point from the parent
grids for the control surface grid interpolation. The valid points marked from the
previous step are examined in sequence: for the "target’ points () (see Figure 2.5),
a test is made to check if a hexahedral cell of valid donor points exists so that the
solution can be interpolated. In this step, the Oct-tree fast searching algorithm is
implemented to speed up the process. At the end of this step, the entries in the
identification array change to:

ICHIM_CS(P,n) =
0, if point P is a normal point
—s, if point P is a valid point

S, if point P is a base donor point due to control surface s

* Step 4: Promote points: Step 4 promotes the left valid points to normal points.
The final entries of the identification array is :

ICHIM_CS(P,n) =
{O, if point P is a normal point

s, if point P is a base donor point due to control surface s
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» Step S: Interpolation: Step 5 is to interpolate the flow variables on the control
surface with the base donor points marked from the previous steps. A trilinear
interpolation is carried out to obtain the CFD data on the acoustic control surfaces
for the PS-FWH equation.

Figure 2.6 presents a control surface extraction test for the two-bladed rotor in hover,
the donor cells of the cylindrical control surfaces are shown.

@/g// ° : °
KN o
ST R
/ /]ése déﬂ\/( | Virtu\a/ld§| T E ot

Figure 2.5: Search donor points

Figure 2.6: The extraction algorithm applied to the two-bladed rotor (donor cells in red)

2.4 High-Efficiency Helicopter Main Rotor Trim method

In the numerical simulations of helicopter rotor forward flight cases, since the nature
of asymmetrical air-loads of the main rotor leads to undesired moments with respect
to the rotor hub, the trimming process is required to correlate the predicted thrust and
moments better with the target data. However, the simulation with the rotor control
settings obtained from flight experiments or wind-tunnel tests always lead to an incom-
pletely trimmed state. It is necessary to employ a trimming method to improve the
accuracy of helicoptor rotor aerodynamics prediction.
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In helicopter rotor analysis, the blade pitching, flapping and lead-lag motions are
commonly described by the following Fourier series as a function of the azimuth angle
(I

0(v)) = Oy + 010 cos(v)) + b15sin(Y) + ...
B(¥) = Bo + Precos(¥) + Bissin(y) + ... (2.18)
d(1)) = 0 + 01c cos(¥) + 015 sin(y) + ...

where the 6, is the collective pitch angle, 3, is the blade coning angle. In the present
study, only the first harmonic term is considered. In general, the blades are assumed to
move ’rigidly’, and the blade flapping and lead-lag motions are ignored. Therefore, the
rotor trimming state is affected by three independent control settings: collective pitch
angle 6, lateral cyclic pitch angle 6., and longitudinal cyclic pitch angle 6;; and the
trim equations can be expressed as:

CT<007 9107 915) = C;arget
Cwmz (6o, O1c,015) = 0.0 (2.19)
CMy(007 0107 913) =0.0

Recently, two methods have been employed for the rotor trim computation. The first
approach is called the CFD based trim method, which applies the CFD method and the
Newton-Raphson iteration method to calculate the trim variables. Although this method
is proved to be effective and is commonly used in many studies [25,51,94,113], it shows
the low efficiency as the high-fidelity solver has to be run three additional revolutions
to compute the Jacobi matrix for each trim cycle. The second approach, which known
as the delta trim method [114, 115], offers more efficiency way because the CFD solver
used for computing the Jacobi matrix is replaced by a simplified aerodynamic model.

In this work, a multi-dimensional delta trim method is introduced to model the
trimmed rotor in forwarding flight conditions. As illustrated in Figure.2.7, the trim-
ming process consists of two stages. In the preliminary stage, the coarse grid system
with coarse temporal resolution is used to calculate the low precision control settings.
Subsequently, the accurate control angles of the fine grid with satisfactory temporal
resolution can be determined at the accurate stage by using the low precision pitch an-
gles as input. The delta trim method is composed of the ROSITA solver and the Blade
Element Theory (BET) code. The full descriptions are given subsequently.

Coarse simulation Fine simulation
(Preliminary stage) (Accurate stage)
Initial control settings Initial control settings
(90 90 90 ) (9Low QLOV\/‘ QLOW)
0’ 71c’ “1s 0 * P 1lc 7 T1s
Delta trim model Delta trim model
Low precision control settings _ _ . _ -

p(GLow gLow gLow) 9 CT— CTmm7 CMx_ CMxmmﬁ CMy_ CMymm

0 ’71lc ' Tls

Figure 2.7: The overview of the multi-dimensional trimming process
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2.4.1 Blade Element Theory

As known, the BET is a simplified aerodynamic model in helicopter rotor analysis. It
is assumed that the sectional airloads at each blade element are produced by a two-
dimensional airfoil. Rotor aerodynamic forces and moments can be obtained by inte-
grating the airloads of each blade section over the spanwise direction and averaging the
results over a rotor revolution. To account for the mutual interaction between adjacent
blade elements, an induced inflow model is introduced to correct the angle of attack of
each airfoil section. With these treatments, the BET code is able to evaluate the aerody-
namic performance of rotor with a certain precision and high efficiency, which makes
it favourable for calculating the Jacobian matrix in the trimming process. To illustrate
this, a sketch of the BET model is presented in Figure 2.8, and a brief introduction
follows.

Zrotor *

Reference plane

s-s plane

c— Xairfoil

Reference plane -

Figure 2.8: Illustration of the blade element theory
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The elementary contributions to the blade lift dL and drag dD are written as

1
dL = —pCL(Up2 + UT2)CdT
21 (2.20)
dD = 5pCD(Up2 + Ur?)edr
where the lift and drag coefficients of the airfoil section, C;, and Cp, can be obtained
through interpolation from a pre-prepared airfoil .C81 table or steady linearized aero-
dynamic theory. The inflow velocity components Up and Uy are expressed by

Up = Qr + pQQRsin

d
Ur = X)R + r—ﬁ + pfRsin 5 cos

dy
Here, 2 represents the angular velocity, y is the advanced ratio, R is the rotor radius,
1 is the azimuth angle, (3 is the flap angle, A stands for the inflow ratio, which can be
expressed as the sum of induced inflow ratio A; and climbing inflow ratio ..

2.21)

In this work, the Drees linear inflow model [116] is employed to calculate the in-
duced inflow ratio

Ai = Xo (1 + km% cos Y + ky% sind;)
(2.22)
M= O
0= ———
2/ 2 + N2
where the inflow coefficients £, and k, are defined by
4 AN
H a (2.23)

The incremental thrust d1" of each narrow blade element can be expressed as func-
tion of induced inflow angle ¢ by projecting the d and dD to the direction perpendic-
ular to the rotor disk plane.

dT" = dLcos¢ —dDsin ¢

%
Ur

(2.24)
¢ = tan"!(

)

By integrating dT' over the rotor disk, the thrust 7", the rolling moment M, and the
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pitching moment M, will be

(
Ny on
T=_"0
27 0

M, =22 [57 [y rsiny dTdy (2.25)
™

Jitdrdy

Ny
2T

\ M, = — 0% fORTC081/J dTdy

where N, refers to the number of blades. The non-dimensional results follow the rules

1
* Thrust coefficient C: multiply for m

. 1 1
* Moment coefficient C,,: multiply for m

2.4.2 Delta Trim Method

The delta trim method is an incremental coupling algorithm that couples the CFD and
BET approaches to calculate the sensitivity derivatives. In summary, in an iterative
fashion, the approach completely substitutes the CFD computed airloads with BET
solutions in the Jacobian matrix computation, resulting in a high-efficiency trimming
procedure. The implementation details are outlined in Figure 2.9 and summarized in 6
steps.

* Step 1: Initialize the control settings: the initial control angles (6y, 1., 015)
could be set with the test data or estimated using the following equations given by
Steijl et al [37].

¢

6CH9 [ 1+ 3u?/4 3 1— 2
bo = ao 9 N 5/\ 9
1 — 2 28 1 — 2 28
W=+ 4N we 4PJ (2.26)

)\:_\/\/ﬂ4+CT2_N2
2
\

where ¢ is the rotor solidity, a is the lift-curve slope equal to 5.7, j is the advance
ratio, and A denotes the inflow ratio. With this formula, both the initial cyclic pitch
angles (6., 015) are set to be zero.

 Step 2: Initial calculation with CFD solver: Two or three revolutions are per-
formed by the unsteady CFD simulation to obtain the initial values of thrust and
moment coefficients: CTOCF b szg ED and CmygF P where the superscript CFD
represents the CFD solver in the outer loop and the subscript 0 indicates that the

trim cycle number is equal to zero.

* Step 3: Inner loop with BET solver: Computing the Jacobian matrix using
the BET solver. A small increment ¢ is added to each control setting, and then
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Initialization

Set initial control settings

0 0 0
(90 ’ 910’ 915)

CFD Aero

For 3 revolutions

p : . CCFD
iteration 0: CF/MO

CFD Aero

‘ Compute Jacobi Matrix I‘

i l 1

‘ Compute increments ’<:]'

of control settings

Target P)

— CCFD _ CBET
ACF/M_CF/Mi CF/Ml

—_ BET
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Figure 2.9: Delta trimming procedure

- <
j+1 " VE/M | =< &r/m

Update control settings

j resetto1

the forward difference scheme is adopted to calculate the partial derivatives in the
Jacobian matrix (the derivatives of ¢, are taken as an example).

(2.27)

(0Cr; _ CoPPT (00 + 6,610, 610) — CrP " (B0, bie, B1)
0 5
OCwmzj CfoET(eo + 6, 01c, 015) — CM:;:}BET(QO, O1c, 015)
90, 5
OC wy, N CMnyT(Qo + 0, 01¢,015) — CMnyT(‘go, O1c, 015)
L 96, 5

where the superscript BET represents the BET solver in the inner loop and the
subscript j denotes the inner loop number.

* Step 4: Update control settings: the control angles are calculated by the New-
ton’s iteration method, and the increment of control settings at each inner loop
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becomes:
_Mo_ T 9Cy 90y  9Cr 17
060 00, 0015
0Crz O0Cuyz O0Cua
A‘910 =

00, 001. 001
80My 60My 8CMy

Aels L 890 8015 8915 i
Orfpmget — (ACr + OTfET(Ho, O1c, 015))
_(AC]Wx + CM:):J‘BET<907 9107 915))
—(ACyy + OMijET(QOa O1c, b1s))

(2.28)

ACT - CTiCFD(GOJ 9107 018) - CT{BET(Q()v 8107 915)
AC]\/[I = CMxiCFD(em 6107 915) - C]V[a:lBET<007 9107 815) (229)
AOM?J = CM?MCFD(H[M Qlca 015) - CMleET(H[)y elca 015)

* Step 5: Update thrust and moment coefficients with BET solver: Perform
a BET computation with the updated control angles. The inner loop is about to
the end and the inner loop number j will be reset to 1 if the discrepancy between
the computed results and the target values is less than the pre-defined convergence
criteria, otherwise return to Step 3 with the updated trim variables: 0, 61, 014

0y = 0y + Ab,
810 = 910 + Aelc (230)
615 = (915 + A915

* Step 6: Update thrust and moment coefficients with CFD solver: Run the
CFD solver for one revolution with the updated control settings obtained in Step

5 and compare the calculate thrust and moment coefficients CpoFP, mefF b

(2

and CmyioF D with the target values. The trim procedure stops if the convergence
criteria are satisfied, otherwise repeats Step 3 to Step 5. In the present work, the
convergence criteria are given as follows:

|CT o C;arget| S 001 . C;a’/‘get
|Orre — CHP9 <1 x 1070 (2.31)

|Cary — Ch 2" < 1x 1078
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CHAPTER

Numerical Validation

The partial content of this chapter is published in Jinbin Fu, Luigi Vigevano. Aeroa-
coustic modelling of helicopter transonic rotor noise. Aerospace Science and Tech-
nology. (122)2022, 107430. DOI: 10.1016/j.ast.2022.107430.

It is mandatory for any newly developed computational tool to go through the valida-
tion procedure. The current chapter focuses on the numerical validation of the acoustic
methods, trim algorithm, and simulation framework introduced in the previous chapter.

The validation work starts from each component of the simulation framework. An
evaluation of the MC algorithm in emission surface construction is performed first.
Numerical calculations are then carried out using the ROCAAP code to validate the
ability to produce good acoustic predictions. Afterward, three well-documented rotors,
the AH-1G, AH-1/OLS and HART-II, are adopted to validate the rotor trim method.
Finally, the assessment work for the integrated simulation framework is exploited with
transonic and BVI noise predictions.

3.1 Validation of the Aeroacoustic Approaches

This section validates the ROCAAP code for aeroacoustic predictions. In the Retarded-
Time algorithm, the control surface can be naturally applied for integrating the FW-H
equation without additional transformations. However, in the Emission-Surface algo-
rithm, the numerical construction of the emission surface might be difficult due to the
appearance of unconnected patches caused by the multiple emission times when the
sources are moving supersonically. Therefore, firstly, a scaled UH-1H rotor planform
that rotates both in subsonic and transonic-supersonic regimes and a supersonic rotating
cylindrical strip are employed to demonstrate the validity of the MC algorithm in con-
structing emission surfaces. A static 3D monopole source case is then considered for
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testing the implemented approaches by comparing the calculated results to analytical
solutions. At last, the preliminary validation is carried out using the two-blade UH-1H
rotor with a simpified aerodynamic model [117].

3.1.1 Rotational Blade Planform

A rotational blade planform is used as a validation case for the emission surface con-
struction. As shown in Figure 3.1 The blade planform is the 1/7-scale UH-1H rotor
model with a radius of 1.045m and the aspect ratio of AR = 13.71. It is operated from
a subsonic region, M ~ 0.2 at the blade root up to a supersonic regime, M ~ 1.5 at the
blade tip. Far-field observer lies at the rotor disc plane at 3.09 rotor radii away from the
rotor hub. The blade mesh is composed of upper and lower surfaces with a dimension
of 10 x 20 ( number of nodes at each section x number of sections).

Observer
(3.09R, 0, 0)

(0,0,0)

Figure 3.1: The test configuration for a rotational blade planform.

The emission surface shapes at two subsequent observer time steps (t = 0.02572s
and 0.02586s) are illustrated in Figure 3.2, where the surface is rendered with the value
of the emission time 7. In Figure 3.2a, emission surface consists of two branches,
which are moving towards the sonic circle of M, = 1; afterward, the two components
are merged together and form a "wing-like" shape ( Figure 3.2b ), which is the union
of all retarded position of the blade planform grid points. A qualitative comparison on
the construction of the emission surface is carried out with a similar case calculated
by Loiodice [102]. The emission surface predictions from Ref [102] at two similar
observer time instants are presented in Figure 3.2¢ and 3.2d. Itis clear that the predicted
emission surfaces have the similar transformation shapes as in past study [102], which
means that the emission surfaces are constructed correctly with the use of the MC
algorithm.

3.1.2 The A Singularity

The singular behavior of the A term of equation (3.1) is an issue of interest for transonic
noise predictions. It is recognized as the primary source for the infinite pulses in the
predicted noise signals. From the mathematical point of view, A = 0 occurs when the
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(a) X surface at t = 0.02572s (b) X surface at t = 0.02586s

© (d)

Figure 3.2: Emission surface of rotating blade planform at My = 1.5 for two subsequent observer
instants. (a), (b) results calculated by present method. (c), (d) results calculated by Loiodice [102].

control surface grid geometric and kinematic data satisfied the following conditions:

(3.1

M-n=+1; n-r=+41 = A=0,
M-n=-1; nr=-1 =A=0

which is less restrictive than the condition of Doppler singularity in Retarded-Time
formulation, M - r = 1.

In this section, a rotational cylindrical strip is used to clarify different behavior of the
Doppler singularity between the Emission-Surface formulation and the Retarded-Time
formulation. The strip is rotating along the z axis with a Mach number of M = 1.1 at
the center of the strip. The cylindrical strip geometry is displayed in Figure 3.3a, the
rotational radius Ry = 1.1¢¢ /€2 (co = 340 m/s, Q2 = 340 rad/s), the strip radius and width
are d.,; = 0.44 m and w,,; = d.,/5, respectively. Figure 3.3b depicts the test configu-
ration, in which the observer is located at X, = (5,0,0) m, line pl and p2 represent the
tangents to the circular trajectory passing through the observer, t1 and t2 are the critical
lines in radial direction perpendicular to lines p1 and p2. By approaching the line t2, a
critical configuration of emission surface can appear due to A being close to zero at the
leading or trailing edge of the strip (see Figure 3.4, the contour on the emission surface
refer to the [1/A] value). Whereas, no critical emission surface configuration can occur
when approaching line t1, since M - n and n - r always have opposite signs.
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(a) Geometry (b) Test configuration with observer position

Figure 3.3: Cylindrical strip configuration.

The time history of the [1/A],,4. term is presented in Figure 3.5a to show the A
singularity behavior within the period of revolution. The two peak values, which are
the undesirable solutions due to the absolute value of A being close to zero, simulta-
neously corresponding to the critical configurations as illustrated in Figure 3.4 and the
conditions given in equation (3.1). To compare with the Doppler singularity, Figure
3.5b shows the [1/|1 — M, |],nq time history, exhibiting multiple pulse points with the
magnitude of 10° times of [1/A],,42, the maximum value appears at almost the same
time instant of the first cusp point in Figure 3.5a. The comparison of the [1/A]4z
and [1/|1 — M,||;mqe time histories indicates that the Emission-Surface algorithm is
much more robust than the Retarded-Time formulation and does not need to resort to a
de-singularization procedure.

Figure 3.6 shows the time evolution of the computed emission surface, correspond-
ing to the "U" shape variation of [1/A},,., from time steps (a to (f in Figure 3.5a. The
first frame (Figure 3.6a) and the last frame (Figure 3.6f) depict the critical stages in
which the A is approaching singularity. It can be seen from Figure 3.6, the two emis-
sion surface branches are travelling towards each other. After few instants, the two
branches come in contact (Figure 3.6b), then merge to a single large cylindrical strip
(Figure 3.6¢). In Figure 3.6d and Figure 3.6e, the larger cylindrical strip is divided into
two branches again, and the [1/A],,.. gradually reaches to the peak value (Figure 3.6f).

Loiodice [102] and Ianniello [101] also calculated a similar cylindrical strip. A
quantitative comparisons of the emission surface maximum [1/A] time evolution are
shown in Figure 3.5a. The agreement between calculated data and the results reported
by Loiodice [102] and Ianniello [101] is reasonably good.

3.1.3 Comparison with Analytical Solutions

A stationary permeable spherical control surface with unit radius and a centered monopole
noise source is used to test the Retarded-Time and Emission-Surface algorithms by
comparing it with the analytical solution. In this study, the spherical control surface is
uniformly discretised in the spherical coordinates using variables © and ¥ with four
different grid resolutions (Ng X Ny =9 X 18, 12 x 24, 18 x 36 and 36 x 72); the
period of noise source is discretized with NRT = 60, 120, 240 time steps. The observer
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(a) High 1/ A value at the leading-edge

(b) High 1/ A value at the trailing-edge

Figure 3.4: Two critical regions of the cylindrical strip (the emission surface colored by the 1/ A value).
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Figure 3.5: Time history of the integral kernel term.

is located at x, = [5, 0, 0]. A schematic of the test configuration is shown in Figure 3.7.
The monopole noise source, which located at the center of the defined spherical
control surface, is represented by a simple harmonic velocity potential function:
A (- r
P(x,t) = e (%)

wr

(3.2)

with the velocity potential amplitude A = 1 m?/s™!, angular velocity w = 1007 rad/s
, distance of observer position and monopole source point r = 5 m.

With the equation (3.2), the analytical induced solution of acoustic pressure p’, den-
sity p’ and velocity u are expressed as

e oy 09
Px 1) = —poo,

N (3.3)
p(x,1) o

u(x,t) = Vo(x,t)

In order to measure the difference between numerical and analytical solutions to
assess the implementation of the Retarded-Time and Emission-Surface algorithms, a
generic parameter, ¢, is defined as follows.

N N
— Zz’:l Zj:l ’PN(xjati) - PA(%'?E')‘
- Ny Ny
>t Zj:l |Pa(z;,t:)]

where Py (x;,t;) and Pa(x;,t;) are the computed and exact solutions at the observer
position x; and at the observer time instant ¢,. /V; and /N, are the number of observer
times and positions, respectively. In addition, since the spherical control surface is
uniformly discretized, the grid cell size values h corresponding to the above-defined
grid space discretization are in order: h = 7 /9, 7 /12, 7/18, 7/36.

In the Retarded-Time algorithm, the defined spherical control surface can directly
apply to the noise calculation without any transformation. However, the Emission-
Surface algorithm predicts the noise by transforming the original control surface into

(3.4)
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Figure 3.6: X surface of rotating cylindrical strip for six subsequent observer instants.
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Observer|

Control surface % \

Figure 3.7: The test configuration for a spherical surface.

the emission surface using the MC algorithm. In this case, the ratio, n = Syc/SE,
is employed as an evaluation criterion to evaluate the precision of emission surface
reconstruction with Sy, marching cube emission surface area and Sp exact emission
surface area. The exact area of the sphere is Sp = 471 = 12.5664.

Since the spherical control surface is steady, the emission surface coincides with the
permeable control surface. Figure 3.8 presents the emission surface corresponding to
the sphere at three subsequent observer time instants in the absolute reference frame
and the MC domain. The surface is rendered with the value of the emission time 7.
Observing Figure 3.8a, the emission surface Y is only a part of the sphere and then
gradually grows to the entire sphere over time; see Figure 3.8c and Figure 3.8e. This
is because the radius of the collapse sphere, r = ¢o(t — 7) (Where —c0 < 7 < 1),
increases with the observer time. Figure 3.8b, 3.8d and 3.8f correspond to the emission
surface evolution in the MC domain. It can be seen that the emission surface grows
from two disjoint patches to a continuous surface with observer time increases. Based
on above, the calculated emission surface areas for the sphere with four different grid
resolutions at three circumstances of time discretization are presented in Table 3.1. It is
evident that the MC algorithm correctly constructs the emission surface of a stationary
spherical permeable surface.

Table 3.1: 7 value of four different grid resolution spherical permeable surfaces under three temporal
discretisations.

Grid resolution

NRT
9 x 18 12 x 24 18 x 36 36 x 72
60 0.9286 0.9579 0.9806 0.9949
120 0.9316 0.9614 0.9819 0.9952
240 0.9360 0.9640 0.9832 0.9955

Figure 3.9a compares the acoustic results of the Emission-Surface algorithm with
the four different grid resolution permeable control surfaces and the exact solution. A
reasonably good agreement with minor discrepancies close to the peaks of the signal is
observed. The slight inaccuracy is progressively eliminated as the finer resolution grid
is employed. In Figure 3.9b, the numerical errors for four grid levels with three spatial
discretizations are plotted on a logarithmic scale to understand the order of accuracy of
both Retarded-Time and Emission-Surface algorithms. The errors are shown to drop
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Figure 3.8: X surface of a stationary permeable spherical surface for different observer time instants in
AF and MC domains.

43



Chapter 3. Numerical Validation

in a similar second-order manner as the spatial discretization is refined, which is con-
sistent with the accuracy of the Midpoint quadrature integration method used in both
two integral algorithms. It demonstrates that the theoretical precision of the integration
method is preserved.

6.2 —— ES, NRT =60
0f ¢ —ES, NRT = 120
sk 56 — ES, NRT = 240
g; ) ‘ ---- RT, NRT = 60

, 10 0037 0038 0039 004 0041 0042 01k -~ R, NRTi120
---- RT, NRT = 240

order =1

Acoustic pressure ,pa
a o (5,
€

10 g i 0.01
— Analytical 56

15 F 9x 18 5.8
—12x24 -6

20fF —18x36 62 : ' 7 . S der =
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25 L 1 1 1 1 1 0.001 = 1

0.025 003 0035 0.04 0.045 0.05 0.055 0.06 0.01 0.1 1
Time, s h
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Figure 3.9: Numerical results of the monopole source with 4 different grid resolution control surfaces.

3.1.4 Comparison with WOPWOP Solutions

A 1/4-scale UH-1 main rotor in forwarding flight, used by Brentner [117] for the val-
idation of the WOPWOP code, is now taken into account to preliminary validate the
implemented acoustic methods in ROCAAP. The geometric parameters are outlined in
Table 3.2. In this case, the aerodynamic pressure is assigned on the blade surface by
combining the airfoil aerodynamic look-up table and analytic airfoil theory; the blade
kinematics are prescribed by a truncated Fourier series up to the second harmonics.
Therefore, with the non-penetration condition (u,, = v,,) imposed on the blade surface,
equation (2.11) and (2.14) lead to the impermeable formulations, as follows:

Table 3.2: Geometric properties of the 1/4-scale UH-1 main rotor [117].

Nb 2

Blade planform Rectangular
Blade section NACAO0012

R 1.829 m

c 0.1334 m

Ot Linear, —10.9°
R, 0.155R

10 n+ P
4rp’ (x, 1) = /[pOCOU + Loy
S

o Ot r[1— M, Ltds

P
+/S |:’I"2‘1 - MT’:|ret
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Ay’ (x,t) = —
mp' (X, 1) oot ).
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The operation conditions are listed in Table 3.3. Two examples are considered for
the validation. The first example uses a forwarding flight UH-1 rotor with a medium
advance ratio, the overall noise is dominated by the thickness noise since the observer
is located in the tip path plane (TPP) of the rotor. In the second case, the forwarding
flight UH-1 rotor with a lower advance ratio is employed, the loading noise dominates
the overall noise as the mircophone is located below the rotor just outside the right side
of the rotor.

/
1 2 |:,0()C()Un + Pmdj| a5
TA ret
(3.6)

Table 3.3: Operation conditions of the 1/4-scale UH-1 main rotor [117].

Case Name Example 1 Example 2

I 0.205 0.123

Qg 8.85° 8.00°

Q 1296 RPM 1296 RPM
Co 340m/s 340 m/s

P0 1.234 kg/m? 1.234 kg/m?
0o 13.82° 13.53°

01c 2.20° 1.61°

015 —1.47° —1.44°

Bo 2.75° 2.75°

Pre —1.50° 0.27°

B1s 1.18° 0.01°

Xobs [3.21, —2.16, —0.30] [0.41, —0.68, —0.72]

Numerical results of ROCAAP code with both Retarded-Time and Emission-Surface
algorithms are compared with the experimental dataand WOPWOP solutions, as shown
in Figure 3.10. As expected, the thickness and loading noise dominate the acoustic sig-
nals for Example 1 and 2 cases, respectively. Moreover, solutions of Retarded-Time
and Emission-Surface algorithms are almost overlapped for both example cases, except
for some discrepancies in the peaks of Example 1. As plotted in Figure 3.11, these dif-
ferences could be attributed to the large deformed emission surface > generated by the
advancing blade surface when the observer position is located at the rotor TPP plane.
To sum up, the capabilities of the ROCAAP code to predict the noise generated by the
helicopter rotor are preliminarily validated through good correlation with experimental
data and WOPWORP results.
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Figure 3.10: Acoustic pressure of UH-1 rotor, numerical results are compared with experimental and
WOPWOP data.
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Figure 3.11: Emission Surface for Example 1 case at three observer time instants, corresponding to the
tag (a to (c in Figure 3.10a.
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3.2 Evaluation of the Rotor Trim Method

This section aims to validate the trim method for the helicopter main rotor in forwarding
flight conditions. Three representative forwarding flight helicopter rotors are simulated
in this regard: AH-1G, AH-1/OLS and HART-II main rotors. At first, a mid-fidelity
Panel/Viscous Vortex Particle Method (VVPM) solver [118] is adopted to fast simulate
the AH-1G rotor to preliminary validate the original delta trim method. After that, the
CFD solver ROSITA, together with the multi-dimensional delta trim methods, are per-
formed to simulate the AH-1/OLS and HART-II rotor cases to assess the effectiveness
and efficiency of the presented trim method.

3.2.1 AH-1G Main Rotor

In Ref. [119], a fight test referring to an AH-1G cobra helicopter was conducted by
NASA Ames Research Center to investigate helicopter rotor tip aerodynamics and
acoustics. The AH-1G main rotor has two untapered, rectangular linear twisted blades
with a symmetric the Operational Load Survey/Tip Aerodynamics and Acoustics Test
(OLS/TAAT) airfoil. The geometric properties of the AH-1G main rotor are shown in
Table 3.4. In the aerodynamic phase of testing, several thrust coefficients are speci-
fied with adjusted blade control angles. Therefore, it is well suited to evaluate the trim
methods.

Table 3.4: Geometric properties of the full-scale AH-1G main rotor [119].

Ny 2

Blade planform Rectangular
Blade section OLS/TAAT

R 6.7 m

c 0.7283 m

Ot Linear, —10.0°
R, 0.154R

The low-speed case which correlated to test point 2157 is employed. The rotor
operated at an advance ratio of 0.19 and blade tip Mach number of 0.65. The mea-
sured time-averaged rotor thrust coefficient C7 equals 0.00464. This work uses a pan-
el/VVPM solver developed by Zhu [118] for preliminarily validating the original delta
trim method. Each blade is modeled with a dimension of 41 x 17 (number of nodes at
each section X number of sections), the azimuthal angle increment is 3°. During the
computation, the precone and shaft angles were set to (.00, the flight test control angles
were used as an initial estimation for the rotor trim.

Figure 3.12 illustrates the trimming convergence history of the original delta trim
method. It can be seen that the trim method has reached the convergence value after
four cycles. It is evident that the original delta trim method is more efficient than the
traditional Newton-Raphson iterative trim method [51] because the aerodynamic solver
only needs to run once per trimming cycle in the delta trim method; in contrast, this
solver has to be run at least five times for each trimming cycle in traditional Newton’s
iterative trim method.
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Figure 3.12: Convergence history of trimming process.

Table 3.5 reports the trimmed results. Figure 3.13 presents the variation of blade
normal force coefficients at four radial positions over one revolution. The results cal-
culated with trimmed control settings are compared with flight test data [119] and the
untrimmed solution (the results computed using the flight test control parameters). The
plot shows that the trimmed solution achieves a good correlation with the test data.
Based on the above, the effectiveness and efficiency of the original delta trim method
are well demonstrated.

Table 3.5: Blade harmonics for the AH-1G rotor.

Case Name Counter 2157 Original delta trim method
) 6.00° 5.68°

b1c 1.70° 0.98°

016 —5.50° —2.72°

Bo 0.0° 0.0°

Bic 2.13° 2.13°

Bis —0.15° —0.15°

3.2.2 AH-1/OLS Main Rotor

The OLS/TAAT [120] in the German-Dutch Wind Tunnel (DNW) is considered to val-
idate the multi-dimensional trim method. The experiment involved a 1/7-scaled AH-1
helicopter main rotor. More descriptions about the rotor geometry and test conditions
are reported in Table 3.6. The blade motion given by the experiment is expressed as
follows:

0(¢) = 6.14 4+ 0.9 cos(v)) — 1.39sin())
B(¢) = 0.5 — 1.0 cos(v))
For the CFD simulations, a moving embedded grid system was designed for the

present study to simulate the motion of rotor blades in forwarding flight. It consisted
of a far-field background grid (FG), a near-field background grid (NG), a wake grid

(3.7)
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Figure 3.13: Sectional normal force coefficients variation for AH-1G main rotor.
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Table 3.6: Geometric properties and test conditions of the AH-1/OLS main rotor [120].

Ny 2

Blade planform Rectangular
Blade section BTH-540

R 0.958 m

c 0.1039 m

Ot Linear, —8.2°
R, 0.182R

Test point 10014

1 0.164

Qg 0°

w 235.7 rad/sec (M7 = 0.664)
Cheroet 0.0054
Chgraet 0.00

Chre! 0.00

(WG), and two identical body-fitted blade grids (BG), as illustrated in Figure 3.14. The
far-field grid was generated to represent the flow domain far from the rotor, where outer
boundaries were located 2R (above), 4R (below), and 5R (radial) away from the blade
hub. The near-field grid was created to model the flow region close to the blades. The
wake grid was built to capture the rotor wake. The body-fitted grid was modeled with
a C-H topology with a non-slip boundary condition on the blade surface. The wall
distance of the first layer of body surfaces was set to 1 x 10~°¢ so that the i value was
less than 1.

Far-field grid z

B Near-field grid X
M Wake grid Y

Blade grid

Chimera boundary

9

‘*‘

Figure 3.14: Computational domain and detailed view of AH-1/OLS rotor blade grid.

Two Chimera grid systems with the same geometry and topology, increasing the
mesh size from 6.9 to 9.5 million, are employed to validate the multi-dimensional delta
trim method, and labeled coarse, medium, respectively. The medium grid system uses
the same blade grid as the coarse grid system but finer background and wake grids.
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In detail, the blade grid has the grid cells of 292 (chordwise) x 132 (spanwise) X
60 (normal). The different background and wake grid spatial resolution details are
summarized in Table 3.7 and Table 3.8, respectively.

Table 3.7: Details of the background grids (t: circumferential, r: radial, z: normal, minimum spacing is
outlined in terms of the airfoil section chord c).

Mesh Niot Ny N, N, At Ar Az Label
FG1 1520640 288 63 66 0.11 0.5 0.5 Coarse
FG2 2585088 288 84 88 0.11 0.25 0.25 Medium
NGl1 336960 360 36 16 0.09 04 04 Coarse
NG2 1020600 360 72 30 0.09 0.2 0.2 Medium

Table 3.8: Details of the wake grids (minimum spacing is outlined in terms of the airfoil section chord

c).
Mesh Niot Nx Ny Ny AX AY AZ Label
WGl 314184 114 106 26 0.3 0.3 0.3 Coarse
WG2 1113600 174 160 40 0.2 0.2 0.2 Medium

In this case, the original and the multi-dimensional delta trim methods are inves-
tigated. The difference between them, as listed in Table 3.9, lies on whether the ad-
ditional coarse simulation is employed or not. The detailed iteration process results
of the multi-dimensional method are reported in Table 3.10. The trimming process
converges after four preliminary stages and two accurate stages. In contrast, four accu-
rate stages are required for the original delta trimming procedure, as shown in Figure
3.15. The comparison of the CPU time cost for two trim methods are given in Table.
3.11. All simulations were performed on 80 cores of the high performance cluster of
Politecnico di Milano, CFDHUB, made up of Intel Xeon Gold 6248 CPU with speed
of 2.50GHz. Although the multi-dimensional trimming calculation requires more trim
cycles to achieve convergence than the original trim method, it presents a higher compu-
tational efficiency due to the additional coarse simulation employed in the preliminary
stage.

Table 3.9: Test matrix for trim method investigation.

T 1
Delta trim method Grid system empo.ra Simulation type
resolution
Original FG2 + NG2 + WG2 + BG 1° /step Fine simulation
L . FG1 + NG1 + WGI1 + BG 4° /step Coarse simulation
Multi-dimensional L .
FG2 + NG2 + WG2 + BG 1° /step Fine simulation

The C, distributions over the radial position of /R = 0.955 at 0°, 90°, 135° and
180° azimuths are displayed in Figure 3.16, where the results with the untrimmed and
trimmed control settings are compared against the measured data [121]. An evident im-
provement for the C), predictions is observed in the results calculated using the trimmed
control settings, particularly for the data on the leading edge of the blade upper surface,
indicating that the proposed multi-dimensional delta trim method is effective.
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Table 3.10: Detailed iteration process of the multi-dimensional delta trim method.

. . Control settings Aerodynamic coefficients
Trim stage Trim cycle
0o O1c 014 Cr Cuma Chury
0 6.14 0.9 -1.39 5.66E-03 1.95E-05 3.15E-04
1 5.84 1.58 -1.31 5.44E-03 2.44E-06 8.41E-05
Preliminary 2 5.79 1.76 -1.29 5.49E-03 2.46E-05 -1.74E-06
3 5.68 1.73 -1.31 5.42E-03 1.31E-05 -1.75E-05
4 5.67 1.68 -1.34 5.40E-03 8.75E-06 -9.97E-06
0 5.67 1.68 -1.34 5.30E-03 7.14E-06 -1.31E-05
Accurate 1 5.82 1.67 -1.42 5.47E-03 6.36E-06 -8.52E-06
5.72 1.63 -1.40 5.40E-03 -1.62E-06 6.64E-06
Trimmed results 5.72 1.63 -1.40 5.40E-03 -1.62E-06 6.64E-06
8 0.008
Coarse simulation Fine simulation Coarse simulation Fine simulation
0.006
X - Windtunnel Collective pitch é ''''' T : c. == [
E,, 4t Ihon:g:nﬂr‘:gzzza‘ method “?g 0.004 | ivgvit?ﬁjlr:rgzsr:zzalmethod
é | Lateral cyclic pitch -é 0002 L
3 £ __________ 4./____f____‘_-_ ___________ g Cuy
0 0 ——a—
Longitudinal cyclic pitch Cw
20 1 2 3 4(0) 1 2 3 4 0002 5 1 2 3 4(0) 1 2 3 4
Number of trim cycle Number of trim cycle
(a) Control settings, 0o, 01¢, 015 (b) Thrust and moment coefficients, Ct, Cprz, Chry
Figure 3.15: Convergence history of trimming variables.
Table 3.11: CPU run-time of two trim methods for AH-1/OLS rotor.
Delta trim method Total CPU time, [h] Relative CPU time
Original 11062 (4 trim cycles) 1.00
Multi-dimensional 9758 (6 trim cycles) 0.88 (-12 %)
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Figure 3.16: Pressure coefficient comparisons on different blade cross-section at r/R = 0.955 for various
azimuth angles.
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3.2.3 HART-II Main Rotor

Within the framework of the second Higher Harmonic Control Acoustic Rotor Test
(HART-II), a highly instrumented 40% Mach scaled Bo-105 rotor test was conducted
in the open 8 m x 6 m test section of the German-Dutch Wind tunnel (DNW) [122]. The
aim of the HART-II program was to study the rotor wake and its development within
the entire rotor disk. The baseline (BL) case of the HART-II experiment is employed
as it is a descending flight dominated by BVI phenomena. More descriptions about the
rotor geometry and test conditions are reported in Table 3.12.

Table 3.12: Geometric properties and test conditions of the HART-1I main rotor [122].

Ny 4

Blade planform Rectangular
Blade section NACA23012mod
R 2.0m

c 0.121 m

Ot Linear, —8.0°

R, 0.22R

Test point Baseline (BL)

W 0.15

Qg 4.5°

w 109 rad/sec (M7 = 0.64)
Ttarget 3300 N

Miarget 20N-m

Mé‘“”get -20N- m

Far-field grid
B Near-field grid
Blade grid

70‘?

Figure 3.17: Computational domain and detailed view of the HART-II rotor grid.

The grid discretization is achieved using a multi-block overset grid system with
Chimera technology. The grid system includes a far-field background grid, a near-field
background grid, and four identical body-fitted blade grids, as depicted in Figure 3.17.
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The far-field background grid is created to represent the flow domain far from the rotor.
A uniform Cartesian grid is built as the near-field background grid to model the flow
region close to the blades, as well as to capture the rotor wake. The body-fitted grid
is created with a C-H topology type with a non-slip boundary condition on the blade
surface. The wall distance ™ value of the first layer of blade surfaces is set to less than
1.

The multi-block structured grid system for the HART-II rotor has a total of 12.6
million cells with 0.9 million cells for the far-field background grid, 6.7 million cells
for the near-field background grid, and 1.2 million cells for each of the body-fitted
blade grid. Meanwhile, a coarse grid system with 7.5 million cells is created for the
trim process, where the far-field background grid of 0.6 million cells and the near-field
background grid of 2.0 million cells. In detail, the blade grid has the grid cells of
173 (chordwise) x 125 (spanwise) x 50 (normal). The detailed grid information for
background grids is summarized in Table 3.13.

Table 3.13: Details of the background grids (t: circumferential, r: radial, z: normal, minimum spacing
is outlined in terms of the airfoil section chord c).

Mesh Niot Nx Ny Ny AX AY AZ Label
FG1 573056 88 88 74 0.3 03 03 Coarse
FG2 925552 102 102 88 0.2 0.2 0.2 Medium
NG1 1992000 250 166 48 0.248 0.248 0.248 Coarse
NG2 6732000 374 250 72 0.165 0.165 0.165 Medium

For this example, all simulations were performed on 80 cores of the high perfor-
mance cluster of Politecnico di Milano, CFDHUB, made up of Intel Xeon Gold 6248
CPU with speed of 2.50GHz. Table 3.14 reports the test matrix of trim method investi-
gation for the HART-II example. Table 3.15 compares the experimental control settings
and those obtained by the trim procedure. It is observed that the trimmed lateral (6;.)
and longitudinal (6,,) pitch cyclic angles show good agreement with the experimental
data [122], but the collective pitch angle () is underpredicted. This may be related to
the blade elastics that are not taken into account. As the trim process is managed by the
BET code, the trim results are post-processed and calculated by the CFD code at each
trim cycle. It should be mentioned that the BET trimmed values exactly match the trim
target values at the end of trimming.

The convergence history of trim process is plotted in Figure 3.18. Table 3.16 out-
lines the CPU time cost for two trim methods. Although the current multi-dimensional
delta trim method takes more trim cycles to achieve convergence than the original delta
method, it saves approximately 31% of CPU hours as the coarse simulation is em-
ployed.

Figure 3.19 shows the trimmed behavior of CFD computations on Mach-scaled,
sectional normal force C,, M? obtained at 87% radial station (r/R=0.87) with respect
to the measurements reported in [122] and the untrimmed results computed using the
experimental trim angles. As expected, the general shape of the trimmed solution is
correlated much better with the experimental data than the untrimmed results, although
some details of the measurements [122] are still not well reproduced due to the coarse-
ness of the employed grid system and the neglected blade elastics. Overall the trimmed
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Table 3.14: Test matrix for trim method investigation.

T 1
Delta trim method Grid system empo’ra Simulation type
resolution
Original FG2 + NG2 + BG 1° /step Fine simulation
Multi-dimensional FGI1 + NG1 + BG 4° /step Cf)ars§ simu?ation
FG2 + NG2 + BG 1° /step Fine simulation

Table 3.15: Blade harmonics for the HART-II rotor:

Case name Baseline (BL) Present calculation
0o 3.8° 2.24°

01c 1.92° 2.03°

015 —1.34° —1.28°

T 3300 N 3315.6 N

M, 20 N-m 26.8 N-m

M, -20 N-m -21.5N‘m

4500

Coarse simulation

SEETAEE

--- Wind-tunnel data

Control settings / ©

— Original method

A --A--A--A--

<~0--6--0--0--6--6--

1 | — Multi-dimensional method

Fine simulation

A --A--A--A--A--A--4

3500

Aerodynamic loads / N

L L -500

7001 2 3

Number of trim cycle

(a) Control settings, 0p, 01¢, 015

(b) Thrust and moments, T\, My, M,

Figure 3.18: Convergence history of trimming variables.
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Table 3.16: CPU run-time of two trim methods for HART-II rotor.

Delta trim method Total CPU time, [h] Relative CPU time
Original 20846 (7 trim cycles) 1.00
Multi-dimensional 14305 (9 trim cycles) 0.69 (-31 %)
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control settings could provide a satisfactory result for the simulation of the HART-II
rotor in BL condition and thus can be used for further investigations.

0.23
------- Experiment
— Trimmed
— Untrimmed
0.18 |

= 013
o

0.08 [

0.03 1 1 1 1 1
0 60 120 180 240 300 360

Azimuth angle g / ©

Figure 3.19: Comparison of C,, M? variations with experiment for trimmed and untrimmed solutions.
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3.3 Validation of the Helicopter Rotor Simulation Framework

The previous sections validated every component of the helicopter rotor aerodynamic
and aeroacoustic simulation framework. In this section, the objective is to evaluate the
ability of the integrated framework to predict the two most representative noise sources
(HSI, BVI) in helicopter rotor aeroacoustics.

3.3.1 Transonic Rotor Noise Prediction

HSI noise is the primary source for helicopter rotor noise generation in transonic con-
ditions. It is characterized by the quadrupole volume term in the FW-H equation. The
intensity of HSI noise is closely related to the size and extension of the supersonic flow
pocket, which appears at the blade tip region when the tip Mach number M7 is greater
than the airfoil critical Mach number M. The supersonic pocket extends to the far-field
beyond the sonic cylinder and connects the blade to the supersonic region when shock
delocalization occurs. In such situations, the integration control surface should extend
as far as possible from the blade tip and enclose all the quadrupole sources in the super-
sonic region. The Retarded-Time formulation ( Equation (2.11) ) of PS-FWH equation
is well suitable for weak shock delocalization cases (see Ref [123]) but it becomes
unusable for strong shock delocalization cases due to the acoustic integral singularity.
As previously mentioned, the Emission-Surface formulation ( Equation (2.14) ) can
avoid the effects of Doppler singularity by introducing a much less restrictive condition
in the Doppler factor and give more accurate results for the cases with strong shock
delocalization.

In Ref [124], an experimental set-up from the NASA Anechoic rotor hover test
chamber was conducted to investigate the HSI phenomenon. The experiment refers to
a UH-1H rotor in hover condition, where the blade tip Mach number is similar to the
My values on the advancing side achieved in high-speed forward flight. The UH-1H
rotor has two straight, untwisted blades with NACAO0O12 airfoil section. The blade span
is 1.045 m and the airfoil chord is 0.07623 m. Five test conditions with blade tip Mach
number ranging from 0.85 to 0.95 were employed in the experiment. The acoustic
signals were measured in the rotor disc plane. This experiment is characterized by
shock delocalization phenomena and can thus be considered a very suitable dataset for
transonic rotor noise prediction. In the present work, three test conditions with My
= 0.85, 0.88, and 0.95, which respectively corresponds to no delocalized shock, weak
delocalized shock, and strong delocalized shock phenomena (Figure 3.20), are used
for the transonic rotor noise prediction. The noise prediction is carried out with the
observer is located at 3.09 radii away from the rotor hub, laying in the rotor disc plane.

3.3.1.1 CFD Grid Sensitivity Study

The acoustic prediction is much dependent on the aerodynamic results in any CFD/FW-
H hybrid method. Hence, the grid sensitivity study is performed first to obtain the grid-
independent solutions. Three different blade grid resolutions with My = 0.85, 0.88 and
0.95 are adopted for the grid sensitivity analysis. The details of the blade grids are
summarized in Table 3.17. The results are compared in terms of C'p distributions along
selected blade cross-sections. Figure 3.21 shows that sufficiently converged results
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Figure 3.20: Shock delocalization phenomena.

are obtained with the medium grid, which is therefore used for the transonic noise
prediction to guarantee precision and computational efficiency simultaneously.

Table 3.17: Summary of the blade grids, employed for the UH-1H hovering rotor simulations

Blade elements

Mesh Upper Tower Span Toml Volume cells (106)
Coarse 61 61 59 13942 1.7
Medium 89 89 59 19038 2.6
Fine 100 100 70 23680 3.9

3.3.1.2 Noise Prediction of M1 = 0.85 and 0.88 Cases

Two permeable control surfaces with different sizes are employed for assessing the
sensitivity to the extension of the control surface. Regarding Mp; = 0.85 and 0.88
cases, the control surface may be put not far away from the rotor blade as the shock
delocalization phenomenon is weak. Hence, the two control surfaces employed are
Sles = (1.0,0.5) and S2.; = (1.5,0.75). Figure 3.22 compares the noise predictions
with two permeable control surfaces and experimental data [125]. These two control
surfaces are seen to predict similar results with minor discrepancy. It is demonstrated
that the far-field noise predictions are not very sensitive to the choice of the numerical
integration surface for both blade tip Mach numbers. Overall, the computed results
have good agreement with the experimental noise measurements, although a slightly
underpredicted negative peak pressure appears for the weak delocalized shock case
(M1 =0.88).

3.3.1.3 Noise Prediction of M1 = 0.95 Case

When it comes to the significant shock delocalization case (M = 0.95), the integration
control surface should be placed far away from the blade to enclose all the transonic
flow regions. In order to analyze the sensitivity of the numerical solution provided by
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Figure 3.21: Cp distributions on two blade cross-sections for UH-1H rotor in hover mode.
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the MCES algorithm to the extension of control surface, six noise predictions with dif-
ferent sizes of control surface are carried out, as presented in Figure 3.23. The control
surface S.s = (0.5, 0) corresponds to the blade surface, the noise prediction is exactly
provided by the IS-FWH formulation. Some undesirable impulses appeared on the pre-
dicted waveform as the control surface moves away from the blade. Further increasing
the size of the control surface, these fluctuations are eliminated and the convergence
of the result is reached with the control surface S.; = (7.5,1.25). These undesirable
peaks may be due to the A singularity behavior.
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Figure 3.23: Comparisons of the numerical prediction with respect to the extension of control surface
for strong shock delocalization case, Mt = 0.95.

In Figure 3.24, the predictions are compared with the experimental data [125] and

the solutions of K-Algorithm [101] and EPS method [102]. The results agree over-
all with the measurements and the solutions calculated by the other two formulations.
However, it may be observed that the negative peak pressure and the slope in the first
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pressure drop exhibit a slight difference. These differences may be attributed to the
CFD input data because the CFD grid was not refined in the direction of the delocal-
ized supersonic region. Nevertheless, the predicted noise signals show good agreement
with the experiment in terms of the typical asymmetric waveform and the negative peak
pressure. It is confirmed that the presented helicopter simulation framework is capable
of capturing both good peaks and shapes in the acoustic signal of the transonic rotor
noise when the high shock delocalization occurs.
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Figure 3.24: Noise prediction comparisons of different methods for M = 0.95.

3.3.2 BVI Noise Prediction

This part mainly concentrates on assessing the integrated framework to predict heli-
copter rotor BVI noise. In what follows, the acoustics of the AH-1/OLS rotor at 10014
test point [120] will be presented. This test condition is characterized by a low-speed
descending flight with strong BVI phenomena and can thus be considered very suitable
case for BVI rotor noise prediction.

The microphone locations in the AH-1/OLS acoustic test are shown in Figure 3.25.
Mic #2, #6, and #8 are placed in the rotor disk plane at 3.44 R from the rotor hub
to measure the HSI noise signal; the azimuths are 180°, 150° and 210°, respectively.
Mic #3, #7, and #9 are installed 30° below the rotor disk plane with 3.44 radii away
from the rotor hub for BVI noise measurement; the azimuths are 180°, 150° and 210°,
respectively. The coordinates for each microphone position are reported in Table 3.18.
In this part, we are only interested in the observer positions for BVI noise measurement.

The trimmed control settings for the test point 10014 were calculated on different
grid discretizations in section 3.2.2. The present work applied the medium resolution
grid with the trimmed values to obtain the input data for noise prediction. The ROSITA
CFD solver is run for four revolutions with a small temporal resolution of 0.25° azimuth
increment (1440 steps per rotor revolution) to capture the highly unsteady airloads.

As previously stated, the Retarded-Time formulation is suitable for subsonic noise
source cases. Therefore, this formulation is applied in the present case for BVI noise
prediction. The predicted results are compared with the experimental measurements
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Figure 3.25: Microphone positions in the AH-1/OLS acoustic test [120].

Table 3.18: Coordinates of microphones in the AH-1/0LS acoustic test [120].

Microphone X (m) Y (m) Z (m) Noise type
#2 -3.295 0.0 0.0

#6 -2.854 1.648 0.0 HSI noise

#8 -2.854 -1.648 0.0

#3 -2.854 0.0 -1.648

#7 -2.472 1.427 -1.648 BVI noise

#9 -2.472 -1.427 -1.648
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[120]. Figure 3.26 shows the acoustic predictions with the impermeable data surface
(Ses = (0.5,0.0)) and the permeable data surface (S.s = (1.0,0.5)) at the microphone
positions of #3, #7, #9. In all three positions, the permeable surface results com-
pare slightly better with the experimental data than the impermeable surface results.
Both calculations could predict the general shape of the noise signal but miss the high-
frequency BVI oscillations. The discrepancies may be attributed to the over-diffused
vortices in the rotor wake because the grid resolution is not satisfactory enough.
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Figure 3.26: Predicted acoustic pressure at three microphone positions compared with experiment of the
AH-1/0OLS main rotor [120]. The plots showcase the computed acoustic pressure with impermeable
and permeable control surfaces.

3.4 Summary

This chapter presented the validations of acoustic methods, rotor trim method and inte-
grated simulation framework. The main conculsions can be drawn as follows:

* In the Emission-Surface formulation, the ability of Marching-Cube algorithm on
emission surface construction is well demonstrated through the supersonic rota-
tional blade planform and the transonic cylindrical strip.

* The ROCCAP validation results on the non-realistic stationary spherical surface
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and two-bladed UH-1 forwarding flight case have shown very good agreement
with analytical solution and WOPWOP results, respectively.

* The multi-dimensional delta trim method was first examined. The trim method
is capable of obtaining the control angles with prescribed target thrust and mo-
ments for the helicopter rotor in forwarding flight conditions. With the multi-
dimensional trim method, the efforts required to reach the trimmed state were
significantly reduced with respect to the original trim method. This tool was used
throughout the thesis to assist in simulating the helicopter forwarding flight cases
to validate the BVI noise prediction.

* The simulation framework for helicopter rotor aerodynamics and aeroacoustics
were validated. The PS-FWH equation with MC Emission-Surface formulation
was first developed and was proven well-suited for helicopter transonic rotor noise
prediction. The Retarded-Time formulation was successfully applied to BVI noise
prediction and obtained the general shape of the noise signals. Overall, the pro-
posed CFD/PS-FWH framework has shown good capability for helicopter rotor
HSTI and BVI noise prediction.

66



CHAPTER

Vortex Feature-Based VC2 Model Development
and Applications

The partial content of this chapter is published in Jinbin Fu, Y1 Yuan, Luigi Vigevano.
Numerical investigations of the vortex feature-based vorticity confinement mod-
els for the assessment in three-dimensional vortex-dominated flows. Meccanica.
(57)2022: 1657-1676. DOI:10.1007/s11012-022-01525-5.

This chapter introduces a locally normalized vortex feature-based VC2 model to im-
prove the vortex resolution in aerodynamic wakes with moderate computational cost. In
this method, the VC2 scheme with two well-known vortex feature detection methods
(non-dimensional () criterion, non-dimensional \; criterion) is employed to counter-
balance the truncation error introduced by the numerical discretization of the convec-
tive term. The flow applications of the underlying model to four benchmark cases are
presented in section 4.3. Then, section 4.4 gives the acoustic analysis of the results
obtained with this model. The original VC2 method and the two vortex feature-based
vorticity confinement methods are briefly referred as OVC2, FVC2-Q, and FVC2-L2.

The key results and novelties of this chapter are the detailed assessment of the vortex
feature-based VC2 models for three-dimensional vortex-dominated flows, particularly
helicopter rotor flows, in terms of both aerodynamics and aeroacoustics.

4.1 Description of Original VC2 Model

In the past, Steinhoff proposed two famous vorticity confinement schemes, called VCI
[61] and VC2 [63], respectively. In this work, the VC2 scheme, which has the advan-
tage of making momentum conservative and not singular at the vortex center, is adopted
for the preservation of vorticity in vortex-dominated flows.

The implementation of the VC2 scheme is based on the experience accumulated
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with the VC1 scheme, that is, the confinement term is added to the momentum equation
alone as a body force term Fj. This approach is preferred because far better results are
obtained when the vorticity confinement term is removed from the energy conservation
equation [65]. The expression of F; may be written as:

O=|w|+e

N -1
> (@)
_ Y= (4.1)
Y73 N
Fb =V X ew

where the quantity € is a small positive value to prevent division by O in w. The vector w
can be interpreted as the locally normalized vorticity vector multiplied by the harmonic
mean of vorticity magnitude. The harmonic mean is calculated over a localized stencil
of N cells; for a uniform hexahedral mesh, N = 7, which involves the center cell and
six neighboring cells. ¢ is the confinement parameter which is a positive coefficient.
The ¢ values used in this work come from a trial and error procedure. The vorticity
magnitude is defined as follows:

v o ow ow v o
SOy 02 T, o T b dy

| w = (/w2 + w2 + w? 4.3)

With the expression of Fj, the modified source term F for the compressible con-
finement formulation is modified as:

4.2)

Wy

F,= |F,—p-F, (4.4)

4.2 Feature Detection of Vortical Flow Regions and Cut-Off

In this section, two well-known vortex feature detection methods are introduced: @)-
criterion, and A,-criterion methods. Both methods are presented in non-dimensional
forms by imposing a normalization with the local shear-strain rate. The vortex fea-
ture detection approaches establish a threshold function, fij csnoq, for identifying the
vortex. This function is evaluated at each grid cell, and a vortex is recognized if the
finreshola Value overtakes a predetermined value.

4.2.1 Non-Dimensional ()

Ref [126] identified the vortex structure in flow regions with a positive second Galilean
invariant (@) of velocity gradient tensor Vu. () is expressed as the difference of Frobe-
nius norm between the asymmetric tensor {2 and symmetric tensor S with the following
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expression:
1
Q=50 -1ISIE) (4.5)

where S and €2 can be respectively written as
1 T 1 T
- : =~ |\Vu— (V 4.6
S Q[Vu—l—(Vu)}, Q 2[” ( u)} (4.6)

As the @ value is still dependent on the local characteristic length and velocity, a
suitable non-dimensional form is obtained by dividing the equation (4.5) by || S ||%.
The resulting threshold function becomes

el
fhreshold =3 ( —1 (47)
: 2\ S II%

According to the criterion, vortices are identified where the value of the threshold
function fi,csnoiq 18 greater than zero.

4.2.2 Non-Dimensional )\,

The )\, criterion for the identification of vortex was first proposed by Ref [127]. By
neglecting the viscosity and transient terms, the incompressible Navier-Stokes equation
turned into an eigenvector-eigenvalue problem as

The )\, criterion evaluates the second largest eigenvalue of the symmetric tensor
S? 4+ 02, namely \o. A vortex is then detected with the condition of Ay < 0. Similar to
the non-dimensional () criterion, || S ||% is used to normalize the non-dimensional ),
criterion. The threshold function can be written as

A2
fthreshold = T a2 (49)
1S 1%
where a vortex is obtained with a positive threshold value (fipresnoiq > 0). In this work,
since the S? + Q2 is real and symmetric, the eigenvalues can be readily calculated by

the non-iterative algorithm, presented in Ref [128].

4.2.3 Application of the Cut-Off

In original VC2 model, the non-zero vorticity magnitude is used as the factor for vortex
identification. It means that the VC term is computed at each point in solution domain
where the vorticity magnitude is not equal to zero. However, using vorticity magnitude
to define a vortex structure is not adequate. It will not provide the correct results in
the areas where the vorticity magnitude is non-zero but there is no vortex, like in the
boundary layer, for instance. To eliminate this problem, the aforementioned vortices
identification criteria are employed to avoid the application of confinement inside the
boundary layer.

The activation of the VC2 model is managed by flagging cells in which the fi1,,csnota
overtakes a predefined cut-off value f,. That can be expressed as:

17 fthreshold > fl)
Bijk -

(4.10)
0, otherwise

69



Chapter 4. Vortex Feature-Based VC2 Model Development and Applications

Afterward the VC2 source term with application of the cut-off may be rewritten as

[Fb]ijk = Bijr [V x €W]ijk “4.11)

For all computations in this paper, the dimensional cut-off value is set to fy = 0.5.

4.3 Flow Applications

This section considers three practical test cases to analyze the VC2 model with different
vortex feature detection formulations in detail. In the first two cases of the NACA0015
wing and the Caradonna-Tung hovering rotor, the performance of the original and the
vortex feature-based VC2 models are evaluated in terms of aerodynamic prediction,
vorticity preservation, computational stability, and computational efficiency. The last
part contains the solutions of the HART-II rotor flow in low-speed descending flight.

4.3.1 Three-Dimensional NACA0015 Wing

The flow around the NACAQO15 wing with square tips is now considered to demon-
strate the performance of the implemented VC models with the Navier-Stokes equa-
tions. Numerical simulations without any VC models are also undertaken for compari-
son.

The determination of the value of the confinement parameter ¢ is the critical issue in
applying the VC models for a given discretization, a too large constant € value may lead
to some robustness problems in the simulation. On the other side, a small value may
have an insignificant effect on the vorticity confinement. In this work, the £ values were
carefully determined by a trial and error procedure, seeking, for the given discretization,
the largest value which allows to obtain a reduction of the residuals of at least three
orders of magnitude. The values so obtained were considered as reference values.

In Ref [129], an experimental campaign was conducted in the 7 x 10-Foot subsonic
wind tunnel at NASA Ames to measure the NACAOO15 wing pressure and trailing
vortex. The experiment refers to a NACA0015 wing with aspect ratio of AR = 6.6 and
chord length of ¢ = 0.52m at different operation conditions. In this work, the selected
test case is operated under the condition of a = 12°, M = 0.1235, and Re = 1.5 X 106,

The computational domain for the study of the NACAOO1S5 wing case is shown in
Figure 4.1. In stream-wise direction, the inflow section was located at 12¢ from the
leading edge of the wing, the outflow section was placed at a distance of 19¢ from
the trailing edge of the wing. The far-field boundary was extended up to 9c from the
wingtip in the spanwise direction and to 7c¢ from the wing surface in the normal direc-
tion. The overset grid system using the Chimera technology was adopted to discrete the
computational domian. It consists of a background grid, a vortex grid and a near-body
wing grid (see Figure 4.2). The background grid was discretised with an H topology.
An intermediate vortex grid was extended up to 6¢ from the trailing edge to maintain
the integrity of the stream-wise vortex. The near-body wing grid was built with a C-H
topology. The wall distance of the first layer of body surfaces was set to 1 x 10~°c so
that the y* value was less than 1. A non-slip boundary condition was applied on the
NACAO0015 wing surface. The zipped-grid technique [130] was employed on overlap-
ping surface grids to deal with the wing root configuration with no gap between the
wing root section and the wind tunnel wall.
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The computational grid of the NACAOO15 wing case.

Figure 4.2

To account for the grid spatial resolution effects on aerodynamic loads prediction,
different wing meshes on the same geometry and topology were employed with cell
densities increasing from 1.33 to 5.96 million. Details of grid discretization information
are reported in Table 4.1 for background and vortex meshes and in Table 4.2 for wing

mesh.

A grid sensitivity study was conducted first for the wing mesh with three different grid

4.3.1.1 Grid Sensitivity Study

spatial resolutions, namely coarse, medium and fine (see Table 4.2). The simulations
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Table 4.1: Details of the background and vortex grids (Minimum spacing is outlined in terms of airfoil
section chord c).

Mesh Niot Nx Ny Nz AX(x1073) AY(x1073) AZ(x1073)
Background 1545480 159 108 90 50 50 52
Vortex 2528800 160 145 109 37.5 7.5 7.5

Table 4.2: Details of the wing grid (§: chord-wise, (: span-wise, 1: normal, minimum spacing is
outlined in terms of airfoil section chord c.)

Mesh Niot N¢ N¢ N, AE(x1073) AC(x1073) An(x10~3)
Coarse 1333504 220 124 40 1.8 0.15 0.01
Medium 3556000 300 165 60 1.02 0.1 0.01
Fine 5957951 358 181 75 0.6 0.05 0.01

were performed at two test conditions with & = 8° and 12° to assess the accuracy of
the predicted aerodynamic loads. A quantitative analysis of the grid sensitivity of the
solutions is reported in Figure 4.3. In this figure, C';, and C'p values are compared with
the data measured from wind tunnel [129]. The comparisons show that all computed
('L, values are slightly lower than the experimental data, small differences between CFD
results can be appreciated for the C, values. However, the C'p value computed by the
coarse grid is significantly different from the results of the medium and fine grids. A
weak sensitivity on the grid resolution can be observed for the computed C', and Cp
values, especially for the medium and fine grids. Therefore, the spatial discretization
of the medium grid can be considered for further analysis to guarantee precision and
computational efficiency simultaneously.
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Figure 4.3: Grid sensitivity study.

4.3.1.2 Effect on Computational Stability

Regarding the stability of each VC model, Figure 4.4 shows the convergence histories
of flow solution residual at ¢ = 0.002, 0.005 and 0.02, as well as the lift coefficient at &
= 0.02. The data of the non-VC model case is used for comparison. All flow solutions
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were simulated using the RANS equations, coupled with the Spalart-Allmaras turbu-
lence model. The governing equations were integrated with the implicit dual-time step-
ping method of ROSITA, using a pseudo-time Courant-Friedrichs-Lewy (CFL) number
equal to 3.0. From Figure 4.4a to 4.4c, it is observed that the residuals of the OVC2
model go up as the value of the confinement parameter ¢ increases. It indicates that
the stability of the OVC2 model case gradually worsens as the € value is increasing.
In contrast, the stability of the calculations carried out with two vortex feature-based
VC2 (FVC2-Q and FVC2-L2) models could be better preserved for all tested ¢ values,
although there are minor differences between them when € = 0.02. More detailed sta-
bility behavior of VC models on the C', characteristic is plotted in Figure 4.4d. In this
example, an irregular oscillation can be observed with the OVC2 model, whereas the
cases with the two vortex feature-based VC models provide periodic solutions. This
discrepancy of the convergence history expresses a potential advantage of the vortex
feature-based VC models in maintaining the robustness of the original ROSITA solver.
From above analysis, the reference value of the confinement parameter € could be deter-
mined: ¢, = 0.002 for the OVC2 model, ¢, = 0.02 for both the FVC2-Q and FVC2-L2
models.
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Figure 4.4: Convergence history of the NACA0O15 wing for the cases with and without VC models.
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4.3.1.3 Influence on Aerodynamic Loads Prediction

Different VC models have been tested to check the consistency of the aerodynamic
loads (C}, Cp, and C);), when the reference ¢ parameters were applied. Due to the
slightly oscillation behavior of the solutions, an average procedure was activated over
250 pseudo time steps at the end of the calculations.

In Figure 4.5, the computed sectional distribution of the aerodynamic loads along the
wing span are compared against the measured wind-tunnel data [129]. It appears that,
for the reference ¢ value, although a good prediction of the sectional C';, distribution
is obtained by the OVC2 model case, the C'p distribution is overestimated and the C',
distribution is underestimated due to the application of confinement inside the boundary
layer. Nevertheless, two vortex feature-based VC2 models provide more acceptable and
robust results with minor discrepancies between them and with the simulation without
VC. These improvements may be explained as the over-confinement in the boundary
layer region is avoided by introducing the vortex feature-detection methods.
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Figure 4.5: Effect of different VC models on wing span aerodynamic loads.

4.3.1.4 Effect on Vorticity Preservation

The contours of vorticity are plotted at five chordwise stations (x/c = 0.05, 0.25, 0.45,
0.65, 0.85), as illustrated in Figure 4.6. Figure 4.7 presents the formation procedure of
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Figure 4.6: Vorticity contour plots at five chordwise stations.

wing-tip vortex structures at the onset phase calculated by different VC models with the
reference € value and non-VC model with € = 0.0. Two strong vortex systems, one from
the suction side of the wing-tip and the other associated with the pressure side of the
wing-tip, are shown. The improvement of vorticity for both two vortex systems could
be seen from the solutions of the OVC2, FVC2-Q, and FVC2-L2 models. Meanwhile,
compared with the OVC2 model case, the vortex feature-based VC2 models present
better behavior of vorticity preservation.

Figure 4.8 shows iso-surface of Q criterion at Q = 0.8 with the reference ¢ used. It is
clear that the stream-wise vortex shedding from the wing-tip is preserved much better
by the vortex feature-based VC2 models. In addition, the FVC2-L2 model provides an
almost identical distance of the downstream tip vortices with the FVC2-Q model. As
for the OVC2 model case, although the downstream tip vortices are preserved better
than the non-VC model, the vortices diffused much faster than the vortex feature-based
VC2 models.

The normalized z-velocity through the wingtip vortex core is one of the indices to
evaluate the performance of the VC models. The velocity profile is extracted by a line
passing through the vortex core parallel to the span-wise direction, as indicated by Fig-
ure 4.9. Figure 4.10 further quantify the improvement of the VC models on vorticity
preservation by comparing the swirl velocity profile recorded at two- and four-chord
lengths downstream of the trailing edge with measurements. As state previously, the
OVC2 model presents the improved velocity profile but a fast diffusion downstream.
In contrast, the vortex feature-based VC2 models are able to offer more desirable val-
ues. In addition, the improvement in the predicted maximum z-velocity for the vortex
feature-based VC2 models are apparent with respect to the non-VC model. For exam-
ple, at two chords downstream, the solutions of the FVC2-Q and FVC2-L2 models have
increased the maximum z-velocity value by 43.9% and 44.3%, respectively, compared
with the non-VC model. At location of four chords downstream, the increase becomes
32.4% and 33.1%, respectively. It can be said that the vortex feature-based VC2 models
have somehow more robust values than the OVC2 model. Furthermore, these results
demonstrate that the vortex feature-based VC2 approaches have better performance on
vorticity preservation than the OVC2 model.
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Figure 4.7: Formation process of wing-tip vortex.
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Figure 4.8: Wake flow field for the NACAOO15 wing using Q-criterion (Q=0.8) obtained with different
VC models.
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Figure 4.9: Swirl velocity profile (z-velocity data normalized by freestream) is predicted at two dimen-
sional locations by extracting a span-wise line, which passes through the vortex core.
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4.3.2 Caradonna-Tung Rotor in Hovering Flight

The flow around the Caradonna-Tung rotor blades, in hover, is used to demonstrate
the performance of the implemented VC models on the rotor flow. Due to the public
availability of the experimental datasets, this rotor represents a benchmark to validate
the VC models for hovering helicopter rotors.

The 2-bladed Caradonna-Tung model rotor has untwisted planform of 1.143 m ra-
dius. The blades are comprised of symmetric NACAO0012 airfoil of 0.1905 m chord
length. Experiments were carried out in the Army Aeromechanics Laboratory’s hover
test facility, where a large chamber with special ducting was designated to eliminate
room recirculation [131]. The hover conditions considered here employ a blade collec-
tive pitch angle of 8°, blade-tip Mach number of 0.877, and precone angle of 0.5°.

A moving embedded grid system is designed for the present study, composed of
background grid, and two identical body-fitted blade meshes. The grid system is pre-
sented in Figure 4.11. The background mesh consists of two different cylindrical grids.
A coarse grid (far-field grid) is generated to represent the flow domain far from the ro-
tor, where outer boundaries are located 4R (above), 8R (below), and 8R (radial) away
from the blade hub. A finer grid (near-field grid) is created to model the flow region
close to the blades. The body-fitted blade grid is modelled with a C-H topology. The
wall distance of the first layer of blade surfaces is set to 1 x 10~5¢ so that the y* value
is less than 1. A non-slip boundary condition is applied on the blade surface.

Far-field grid 1 Tip
B Near-field grid

M Blade grid

Chimera boundary

=

RIS
NI
R
RIS

(a) Overset grid system (b) Detailed view of blade grid

Figure 4.11: The computational grid of the Caradonna-Tung rotor case.

To account for the grid sensitivity effect for the solutions around the blade, three
structured blade grid, increasing the mesh size from 0.8 to 2.4 million cells, are gener-
ated to perform the grid sensitivity analysis. Furthermore, three near-field meshes are
considered for the assessment of VC models on vorticity preservation and computa-
tional efficiency. The summary of the far- and near-field grids is shown in Table 4.3.
The blade grid details are reported in Table 4.4
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Table 4.3: Details of the background grids (t: tangential, r: radial, z: normal, minimum spacing is
outlined in terms of rotor radius R).

Mesh Niot N, N, N. At(x1073)  Ar(x1073)  Az(x1079%)
Far-field 1805400 360 20 118 31.1 30.6 31.1
Near-field NG1) 3402900 360 77 95 0.14 13.1 13.1
Near-field NG2) 4454460 360 87 115 0.14 10.5 10.5
Near-field NG3) 5452200 360 94 130  0.14 8.7 8.7

Table 4.4: Details of the blade grid (&: chord-wise, (: span-wise, 1: normal, minimum spacing is
outlined in terms of blade chord c)

Mesh Niot N¢ N¢ N,  A&x107%)  AUx107%)  Ap(x1073)
Coarse 872500 190 100 45 1.6 0.05 0.01
Medium 1722500 305 100 50 1.6 0.05 0.01
Fine 2409066 305 138 50 1.6 0.05 0.01

4.3.2.1 Grid Sensitivity Study

A grid sensitivity study is carried out first to obtain the grid convergence solutions when
no VC models are enabled. Computations are performed by employing the NG1 near-
field mesh and three different blade meshes with coarse, medium and fine grid densities.
Figure 4.12 shows the comparison of the calculated C'p distributions with experimental
data [131] at three radial positions, /R = 0.5, 0.68, 0.80, 0.89 and 0.96. At inboard
station (/R = 0.5 and 0.68), the sectional C), distributions are almost identical for
three grid density cases. At three outboard positions (r/R = 0.80, 0.89 and 0.96 ),
the grid resolution effect becomes more notable on the prediction of transonic shock
wave. A more smeared shock is observed for the coarsest grid case. However, the
results of the medium and fine grid cases are in good agreement with the measurements
with negligible difference between them. Therefore, it is reasonable to believe that
sufficiently converged results are obtained with the medium blade grid, which can be
used for further study.

4.3.2.2 Effect on Computational Stability

In terms of the computational stability of the implemented VC models, Figure 4.13
shows the flow solution residuals of the Caradonna-Tung rotor blade (NG1 near-field
mesh for all the test approaches) under seven confinement parameter values, where € =
0.0 stands for the solution without any VC models. All flow solutions were simulated
by solving the RANS equations, coupled with the Spalart-Allmaras turbulence model.
The governing equations were integrated with the implicit dual-time stepping method of
ROSITA, using a pseudo-time CFL number equal to 3.0. Typically, 4000 iterations are
required to reduce the residuals by four levels of flow solutions in most cases. However,
it is observed that, for the OVC2 solution with € = 0.02 , some robustness problems
occur after about 500 pseudo-time steps; therefore values greater than € = 0.02 were
not tested for the OVC2 model. The result for the FVC2-Q model with £ = 0.05 starts
diverging after 6000 pseudo-time steps. The FVC2-L2 model is able to maintain the
stability of the entire calculation process until € = 0.07. This supports the idea that with
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Figure 4.12: Blade surface pressure distribution at specified cross-section positions. Predictions com-
pared against measurements.

the introduction of vortex feature-detection method, the robustness of the standard VC2
model is maintained with higher confinement parameters, especially for the FVC2-L2
model. Therefore, the reference confinement parameter value can be roughly obtained:
€, = 0.01 for OVC2 model, ¢, = 0.04 for FVC2-Q model, and ¢, = 0.06 for FVC2-L2
model.

4.3.2.3 Influence on Aerodynamic Loads Prediction

In this part, the medium blade mesh and NGI near-field mesh are employed for all
tested approaches. Furthermore, the € parameter is set at its reference value for each
VC model. The sectional lift coefficient C';, are employed to investigate the effect of
different VC models on aerodynamic loads prediction. An averaging process is acti-
vated over 500 pseudo-time steps at the end of each simulation. Figure 4.14 shows the
variation of sectional C';, along the rotor radial direction. It is observed that the FVC2-
L2 model case provides notable improvements, although over-predictions are obtained
for all calculations. As previously stated, this improved result could be attributed to the
use of the vortex feature detection methods, which avoid the over-confinement in the
boundary layer.

4.3.2.4 Effect on Vorticity Preservation

As shown in Figure 4.15, the contour plots of vorticity magnitude are extracted from
five chordwise sections (y/c = 0.5, 0.25, 0.45, 0.65, 0.85). The development of the tip
vortex system over the Caradonna-Tung rotor blade is presented in Figure 4.16, where
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Figure 4.13: Residual flow solution history of the Caradonna-Tung rotor case.

the results with three different VC models are compared against the non-VC model
solution. From the section y = 0.25¢, it can be seen that the application of VC models
has improved the coherent vortex structures. However, the improvements in the vortex
formation region are not so evident.

Visualization of the Caradonna-Tung rotor wake using the iso-surface of Q-criteria
(Q=0.15) is shown in Figure 4.17, in which the blade-tip vortex sections at five selected
wake ages are extracted to better assess the downstream vorticity preservation capabil-
ity of employed VC models. It should be reminded that, the VC models are employed
with the reference ¢ values; the non-VC model is used for comparison on the same near-
field mesh. It is observed that the helical vortex filaments shed from the blade-tip are
better preserved with the use of the implemented VC models when compared with the
solution of non-VC model case. Furthermore, the capacities of the vortex feature-based
VC models to preserve downstream vorticity are well demonstrated through the com-
parison with the solution of the OVC2 model. Quantitatively, Figure 4.18 illustrated
the vorticity magnitude of blade-tip vortex core as function of the wake age in degrees
for the solutions with and without VC models on NG1 mesh. Although a dissipation of
vorticity at the vortex core is observed along with the wake ages, the simulations per-
formed with the VC models result in an improved vorticity preservation if compared
with the solution without VC model. In detail, at wake ages of 7 /6, an improvement
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Figure 4.14: Effect of different VC models on blade span loading.
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Figure 4.15: Vorticity contour plots at plotted at five chordwise stations.

of vorticity by 16%, 20.8% and 25.1%, with respect to the non-VC case, is reported for
the OVC2 model, FVC2-Q model and FVC2-L2 model, respectively. As the wake age
increases, a more notable discrepancy of vorticity is witnessed for the solutions of three
VC models. After 57/3, the improvement of the core vorticity shown by the FVC2-L2
model is about twice as large as found for the FVC2-Q model if compared with the
OVC2 model. These studies confirm that the introduction of vortex feature-detection
methods can help to effectively enhance the capability of vorticity preservation of the
OVC2 model. Moreover, the \y-based VC2 model shows lower dissipation than the
(Q-based VC2 model.

The wake structures of the non-VC model case performed over two finer near-field
meshes (NG2 and NG3) are also shown in Figure 4.19. It is observed that, with the
use of finer near-field meshes, the blade-tip vortex of the case without VC model can
be traced up to about 117 /6 and 27, respectively. However, the coherent structures are
better preserved up to further distance by introducing the FVC2-Q and FVC2-L2 model
on NG1 mesh, as previously illustrated in Figure 4.17c and 4.17d.

This conclusion is further confirmed looking at the variations of the blade-tip vortex
strength in Figure 4.20. The vortex strength captured by the two finer near-field meshes
without VC model has a faster decay rate than those of the FVC2-Q and FVC2-L.2
solutions. At the onset phase (¢ = 7/6), the core vorticity of the non-VC model with
NG?2 and NG3 meshes is greater than the results of the vortex feature-based VC2 mod-
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Figure 4.16: Formation process of blade-tip vortex.
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Figure 4.17: Wake flow field for the Caradonna-Tung rotor using Q-criterion (Q = 0.15) obtained with
different VC models.
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Figure 4.18: Vorticity of the blade-tip vortex core, obtained with and without VC models on the NG1
mesh.
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els with NG1 mesh. At the wake age of ¢ = 7/3, the core vorticity value of the NG2
case turns to be lower than those of the NG1 cases. When it is close to the wake age of
Y = 27/3, the calculated vorticity at the vortex core center for the NG3 case starts to
become smaller than the vorticity value of the NG1 cases. In other words, it indicates
that the vortex feature-based VC2 models express an excellent vorticity preservation
capability.
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Figure 4.19: Wake flow field for the Caradonna-Tung rotor using Q-criterion (Q = 0.15).
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Figure 4.20: Vorticity of the blade-tip vortex core, obtained with vortex feature-based VC models over
NG 1 mesh as well as the non-VC model over NG2 and NG3 meshes.

4.3.2.5 Effect on Computational Efficiency

Table 4.5 reports the computational time cost for the Caradonna-Tung rotor blade simu-
lations with the FVC2-Q and FVC2-L2 models on the NG1 mesh as well as the non-VC
model on the NG1, NG2, and NG3 meshes. Solutions were computed on 64 cores of
the high-performance cluster Galileo100 of CINECA, comprised of Intel CascadeLake
8260 2.4 GHz processors, nodes interconnected by a Mellanox Infiniband HDR100
high-performance network. As can be observed, cases with the vortex feature-based
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VC2 models on the coarse near-field mesh present a much higher computational effi-
ciency than the non-VC model case performed on the finer near-field meshes.

Table 4.5: CPU run-time for the Caradonna-Tung rotor simulations.

Case Near-field mesh VC model Mesh number Simulatio.n ti.me .
(x109) (work units/iteration)

1 — 1.0

2 FVC2-Q 8.65 1.02 2%)

3 FVC2-L2 1.04 (4%)

4 NG2 — 9.70 1.21 21%)

5 NG3 — 10.70 1.48 (48%)

4.3.3 HART-II Rotor in Descending Flight

This work simulates the HART-II rotor in BL. configuration using the FVC2-L2 model
to investigate the influence of vorticity confinement in BVI effect capturing due to its
better performance in computational stability and vorticity preservation, as stated in the
previous sections. The same computational setup used in section 3.2.3, including the
medium grid system, trimmed angles and temporal resolution, were employed. When
applying the vorticity confinement, the trimmed computation without confinement was
carried out for four revolutions first, and then two more revolutions with the FVC2-L.2
models were performed.

The determination of ¢, in steady simulations is impacted by monitoring the resid-
ual magnitude of the flow variables, but in unsteady flows, it is a more complex issue.
It is not sufficient to use the same methodologies to define the ¢, in unsteady flows
as in steady simulations. For numerical solution of flows, vorticity is generated not
only by physical reasons but also by artificial viscosity [132]. Applying large confine-
ment values to artificial vorticity regions can lead to non-physical, spurious vortical
structures. Therefore, the determination of ¢, should also take into consideration the
reasonableness of the flow vortical structure. In this test example, the reference con-
finement parameter can be roughly determined as ¢, = 0.04 after several trial and error
procedures.

4.3.3.1 Influence on Aerodynamic Loads Prediction

The C,, M? variations at 87% rotor radius over one revolution are plotted in Figure 4.21
where the results predicted with and without VC models are compared to the measure-
ments [122]. Analyzing the azimuthal ranges affected by the FVC2-L2 model, a closer
matching between the computed C), M? variations with and without confinement may
be found in the region of 120° < ¥ < 240°, and a notable improvement in the predic-
tion of load oscillations due to BVI is achieved at the advancing (0° < ¥ < 120°) and
retreating (240° < W < 360°) blade side for the FVC2-L2 solution when compared
to the solution without confinement, although the high-frequency BVI fluctuations are
still not adequately captured.

Figure 4.22 presents the low- and high-frequency components of the C), M/? distri-
butions at 87% rotor radius decomposed by the low- and high-pass filters, respectively.
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Figure 4.21: Comparison of C,, M? variations with experiment for results with and without VC models.

The low frequency of C,, M? mainly represents the effect of aerodynamic modeling
induced by the blade motion, whereas the high frequency of C,, M? is closely related
to the BVI airloads. Therefore, the low-frequency content could be used to exam-
ine the correctness of aerodynamic modeling effects due to the blade movement. The
high-frequency component could be applied to assess the adequacy of the VC model
to predict the BVI-related phenomenon. From Figure 4.22a, the low-frequency con-
tent of C,,M? shows a negligible change between the non-VC and FVC2-L2 results.
In contrast, an evident improvement of amplitude and phase of the C,, M? fluctuations
is observed on the retreating side for the FVC2-L2 results compared to the solution
without VC models in Figure 4.22b. Regarding the advancing side, the improvements
of the C,,M? oscillations in the FVC2-L2 computation are relatively low compared to
those in the non-VC solution. The possible reason is that the vortices interacting on the
advancing blade side dissipate faster than those on the retreating side due to the wake
age being older than that on the retreating side. Although the full amplitude of the
high-frequency peaks is not reached, the simulation results with the FVC2-L2 model
are encouraging and clearly show the potential of the FVC2-L2 model in capturing the
BVI phenomenon.
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Figure 4.22: Frequency filtered C,, M? distributions at v/ R = 0.87; VC model effects.
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4.4. Acoustic Aanlysis

The ability of the presented VC model in BVI capturing could also be interpreted as
the difference of the normal force C,,M/? between the FVC2-L2 results and the non-VC
results on the rotor disk, as shown in Figure 4.23b. From this plot, the predicted BVI
effects can be readily found in the first and fourth quadrants of the rotor disk and the
positions are correlated well with the analytical solutions (Figure 4.23a).

ACM2 00010 -0.0005 D0.0000 0.0005 0.0010 0.0015

(a) Analytical BVI positions on the rotor disk (b) AC,, M?2 distribution on the rotor disk

Figure 4.23: Locations of BVI events on the rotor disk for the HART-II rotor.

4.3.3.2 Effect on Vorticity Preservation

Figure 4.24 shows the instantaneous 3D vortex system of the HART-II rotor BL case by
using the ()-criterion (?=0.03). These images qualitatively illustrate the effectiveness
of the present VC model. It is clear that a lower dissipation vortical structure with co-
herent characters over a large number of wake spirals in all four quadrants of the rotor
disk is observed for the solution with the FVC2-L2 model. This represents an impor-
tant feature for accurately predicting the BVI phenomenon. In addition, Figure 4.25
presents the detailed view of the vorticity contour at three streamwise slices (x/R=0.5,
1 and 2) of blade 1 (¢ = 0). Solution with the FVC2-L2 model shows more concen-
trated vorticity at two side tip vortex pairs (A and B in Figure 4.25) than the non-VC
results, which highlight the capability of the employed VC model in preserving the
rotor vortical flow structures.

4.4 Acoustic Aanlysis

In the numerical simulation of helicopter rotor flow, the acoustic prediction highly de-
pends on the accurate capturing of rotor vortical flows. This section concerns the ap-
plication of the vortex feature-based VC2 (FVC2-L2) model on the prediction of heli-
copter rotor aeroacoustics. Two practical rotor flows are considered. The first case is
the non-lifting UH-1H hovering rotor, where no tip vortices are shed from the blade tip.
The second case employs the AH-1/OLS rotor in low-speed descending flight where
the BVI phenomena are dominated.
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Figure 4.24: Q-visualization of HART-II rotor wake system, Q = 0.03.
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Figure 4.25: Vorticity contours at three streamwise planes (x/R = 0.5, 1, and 2) of the blade 1 (¥ = 0°).
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4.4. Acoustic Aanlysis

4.4.1 UH-1H Rotor in Hovering Flight

This section deals with the effect of the FVC2-L2 model on noise prediction for a
helicopter rotor operated at non-lifting condition (i.e. #; = 0°), where no tip vortices are
shed from the blade tip. The same non-lifting UH-1H hovering rotor case as used in the
section 3.3.1 was applied to analyze the effect of the vorticity confinement method on
acoustic prediction. Two test conditions with the blade tip Mach number My equal to
0.85 and 0.95 were considered. The same medium-resolution grids were used to obtain
the input data for noise prediction instead of repeating the grid dependency analysis
since it has been carried out in section 3.3.1.
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Figure 4.26: Pressure coefficient comparisons on different blade cross-sections for the UH-1H rotor.

Figure 4.26 shows the blade chordwise C'p profiles at two sectional positions (r/R
= 0.89 and 0.96) computed by using the FVC2-L2 model. The results of the non-
VC model and the standard VC2 (OVC2) model are undertaken for comparison. We
assumed that €, = 0.01 and 0.06 are applied for the case with the OVC2 model and
the FVC2-L2 model, respectively. It is observed that there are significant differences
between the results simulated by the OVC2 model and the non-VC model on the Cp
profiles due to the over-confinement inside the boundary layer. In contrast, the FVC2-
L2 simulation with the Ao-criterion introduced inside the boundary layer gives almost
identical C'p distributions compared to the non-VC results. It implies that the robustness
of the ROSITA solver on rotor blade aerodynamics prediction is maintained when the
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FVC2-L2 model is adopted.

The predicted acoustic time-domain signals at Mp = 0.85 and 0.95 are compared
with the measured data [125] in Figure 4.27, where the acoustic data predicted by the
OVC2 simulation are not taken into account, due to its notable discrepancies in the C'p
profiles compared to the non-VC and FVC2-L2 solutions. Since My, for two test con-
ditions is operated in a transonic regime, the noise predictions are conducted by using
the Emission-Surface formulation of the PS-FWH equation, which has a much less re-
strictive nature in the Doppler factor, instead of using the Retarded-Time formulation.
It is shown that the predicted results are in good agreement with the experimental data
in terms of the peak values and wave shapes. In addition, simulations using the FVC2-
L2 model predict the negative and positive peaks of noise signals more precisely than in
the non-VC model case. It is demonstrated that the FVC2-L2 model is able to improve
the accuracy of the acoustic prediction to a certain extent, even if no tip vortices are
shed from the blade tip.
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Figure 4.27: Predicted and experimental acoustic pressure time history obtained from the non-VC and
FVC2-L2 models for the UH-1H rotor at M = 0.85 and 0.95.

4.4.2 AH-1/OLS Rotor in Forwarding Flight

This work simulates the AH-1/OLS rotor in low-speed descending flight (test point
10014 [120]) using the FVC2-L2 model with ¢, = 0.04 to investigate the influence
of the vorticity confinement on noise prediction. The same computational setup, in-
cluding the grid system, trimmed angles, and temporal resolution, used in section 3.3.2
were chosen to obtain the input data for noise prediction. All six microphone positions
reported in Table 3.18 were considered.

The blade chordwise C), distributions over the radial position of /R = 0.955 at
0°, 90°, 135°, and 180° azimuths are plotted in Figure 4.28, where the results with
the non-VC model and the FVC2-L2 model are compared against the test data [121].
As expected, the C), profiles computed with and without VC models show similar be-
haviors indicating the effectiveness of the CFD solver and no evident effects on the
aerodynamic prediction with the introduction of the FVC2-L2 model.

The variation of C,,M? at two rotor radius stations (r/R=0.75 and 0.91) over one
revolution are given in Figure 4.29. An evident improvement compared to the non-VC
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Figure 4.28: Pressure coefficient comparisons on different blade cross-section at /R = 0.955 for various
azimuth angles.

results is achieved using the FVC2-L2 model. For the FVC2-L2 model computation,
a clear amplification of the BVI fluctuations is observed on the retreating blade side.
some BVI airloads are also captured on the advancing side, although it features a small
interaction. The difference of the normal force C,,M? between the solution of the
FVC2-L2 model and the non-VC model is plotted on the rotor disk to visualize the
BVI effects, as shown in Figure 4.30b. With this plotting style, the improvements of
the BVI airloads prediction for the FVC2-L2 solution can readily be identified in four
quadrants of the rotor disk. In addition, the BVI positions are correlated well with the
analytical positions (Figure 4.30a).

The instantaneous rotor wake system of the AH-1/OLS rotor, captured from the non-
VC and the FVC2-L2 model cases, is depicted using the ()-criterion (()=0.02) in Figure
4.31. As can be seen, the non-VC model and the FVC2-L2 cases express substantial
differences in the wake resolution. The result with the FVC2-L2 model provides a more
sophisticated tip vortex structure than those without VC models. For example, the case
with vorticity confinement could preserve the trajectory of the wake more than two radii
downstream, but the non-VC case only maintains the wake system to less than one and
a half radii downstream. Furthermore, the same postprocessing as used in Figure 4.25
can be performed using slice cuts at three downstream positions (x/R = 0.5, 1 and 2)
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Figure 4.29: C,, M? prediction by the case with and without VC models.
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Figure 4.30: Locations of BVI events on the rotor disk for AH-1/OLS rotor.

to illustrate the difference of vorticity magnitude in the preserved tip vortex centers for
the non-VC and the FVC2-L2 solutions, as shown in Figure 4.32. The FVC2-L2 case
presents a higher extreme of vorticity magnitude than the case without confinement.
These results reveal the low dissipation features and high rotor wake resolution of the
FVC2-L2 model, demonstrating its benefit for capturing the rotor vortical flows and
analyzing the BVI phenomena.

The conservative variables in the permeable data surface S.; = (1.0,0.5) were ex-
tracted from the computed rotor flow field as the input data for noise prediction. The
acoustic signals at six microphone positions are presented in Figure 4.33, where the
results predicted by the non-VC and the FVC2-L2 models are compared with mea-
surements [120]. A significant improvement in the pulse amplitude of the noise signal
is observed for the results with the FVC2-L2 model. In addition, the high-frequency
fluctuation features are well resolved for all six observer positions, which means the

94



4.4. Acoustic Aanlysis

Y

Il W L,

Vorticity, [1/s]:

272 544 816 1088 1360

--- o

-
1 1 1
1 1 1
xR=0.5" x/R=11 x/R=2.
(a) w/o, VC model
Y

Vorticity, [1/s]: 0 272 544 816 1088 1360 }
I X
1
1

X/R=0.5" x/R=1 x/R=2"

(b) w, FVC2-L2 model, €,=0.04

Figure 4.31: Q-visulazation of the AH-1/OLS rotor wake system, Q = 0.02.
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Figure 4.32: Vorticity contours at three downstream slices (x/R = 0.5, 1, and 2) for the AH-1/OLS rotor.

FVC2-L2 model is able to capture the effects of the BVI. Furthermore, by introducing
the FVC2-L2 model, the predicted noise signals correlate well with the experimental
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data in terms of the waveform and pulse peak pressure.
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Figure 4.33: Predicted acoustic pressure at six microphone positions for the AH-1/0OLS rotor test. The
plots showcase the computed acoustic pressure with non-VC and the FVC2-L2 models.
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Figure 4.34: Acoustic signals in frequency domain at six microphone positions.
In Figure 4.34, spectral analysis with Fast Fourier Transformation (FFT) was per-
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formed to understand the source contributions of the vorticity confinement on the pre-
dicted acoustic signatures. The calculated time-domain noise signals at all six mi-
crophone positions were transformed into the frequency domain. In general, high-
frequency noise is related to highly unsteady sources, such as the BVI phenomenon;
low-frequency noise relies on steady and periodic sources. From these plots, it is noted
that the FVC2-L2 model results in an evident increase in high-harmonics noise but a
negligible change in low-frequency noise compared to the non-VC case. It further con-
firmed that the FVC2-L2 model maintains the robustness of the aerodynamic prediction
of the original CFD solver and decreases the numerical diffusion to capture the rotor
vortical flows.

4.5 Summary

In this chapter, the implementation of the vortex feature-based second vorticity confine-
ment (FVC2-Q and FVC2-L2) models was evaluated in terms of the aerodynamics and
aeroacoustics. The investigation of the implemented VC2 models can be summarized
as follows:

* A NACAO0O15 wing in steady flow and the Caradonna-Tung helicopter rotor in
hovering flight were calculated to assess the performance of the FVC2-Q and
FVC2-L2 models. Results were compared to the standard VC2 (OVC2) model
and non-VC model solutions regarding the computational stability, acrodynamic
prediction, vortex resolution, and computational efficiency. It was found that the
vortex feature-based VC2 models express better performance on above aspects.
In particular, the FVC2-L2 model showed a higher resolution of the vortical struc-
ture, more robust computational procedure, and more accurate aerodynamic loads
if compared with the FVC2-Q model. Therefore, the FVC2-L2 was employed in
the following analysis of the forward flight rotor case and aeroacoustic studies.

* The well-documented HART-II rotor BL case was simulated to analyze the per-
formance of the FVC2-L2 model on the prediction of BVI phenomena. Results
showed a better wake and higher resolution of the vortical structures than the CFD
solution without confinement. Additionally, the FVC2-L2 model maintains the ro-
bust aerodynamic prediction of the standard CFD solution and better predicts the
BVI effects on the advancing and retreating blade side.

* The non-lifting UH-1H hovering rotor and the AH-1/OLS rotor in low-speed de-
scending flight were computed to investigate the effects of the FVC2-L2 model
on aeroacoustic prediction. For the non-lifting rotor case, although no vortices
were shed from the blade tip, an improvement in the acoustic pressure negative
peaks was observed using the FVC2-L2 model. When it comes to the BVI-
dominated cases, the case with the FVC2-L2 model significantly increased the
high-frequency harmonics noise but had negligible influence on the low-frequency
noise in the acoustic signatures when compared to the case without VC. It means
that the BVI effects on the acoustic signals at all tested microphone positions were
well captured by the results involving the FVC2-L2 model. The results demon-
strated the positive effects of the FVC2-L2 model on the prediction of helicopter
rotor noise.
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CHAPTER

Grid Redistribution Method Development and
Preliminary Validation

The previous chapter presented a vortex feature-based VC2 method to enhance the res-
olution of vortices in aerodynamic wakes at a modest computational cost. This chapter
introduces the r-refinement technique, an alternative approach for improving the vor-
tex resolution without creating additional mesh points. The r-refinement method, also
known as the grid redistribution method, relies on a three-dimensional implementation
of the Jacobian-weighted elliptic grid generation approach for redistributing the struc-
tured mesh points. The process for implementing the Knupp’s original two-dimensional
Jacobian-weighted elliptic grid generation approach is described in section 5.1, some
examples are employed for validation. Then, section 5.2 details the derivation of the
three-dimensional extension of Knupp’s approach and validates the extended method
by several test examples.

5.1 2D Jacobian-Weighted Elliptic Grid Generation Approach

5.1.1 Derivation of the 2D Jacobian-Weighted Elliptic Equation

The basis of the two-dimensional structured grid generation is to construct a transfor-
mation F that maps a planar grid from a computational domain ()¢ to the physical
domain Qp:

F:Qc— Qp (5.1)

For clarity, an example of mapping the grid from domain €2 to (2p is illustrated in
Figure 5.1, where & = (£, i) represents the computational coordinates in computational
space and x = (z(&, n), z2(&, n)) are the physical coordinates in physical space. Accord-
ingly, the Jacobian matrix of the map and its determinant is given by
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Figure 5.1: An example of a mapping from the computational domain to the physical domain.

8(1‘, Z) [ZL‘& xﬁ]
J €T = = 5 (5.23)
(@) o&n) |z 2
det(J) = /g = wezy — w2 (5.2b)

The Jacobian matrix can be viewed as two column vectors,
J = (ecley) (5.3)
with

ec = (¢, %) (5.4)

where e¢ and e,, represent the local tangent vectors of the curve in the physical domain
at the point (&y,70). Figure 5.2 illustrates the geometrical interpretation of Jacobian
matrix. [; and [, are the lengths of e, and e,, respectively, associated with the grid
spacing. #, and 6, are the angles of the two tangent vectors to the z-axis, respectively,
providing the local alignment of the grid cell. As a result, the Jacobian matrix of the
mapping between two domains can be rewritten as the product of the direction of the
tangent vectors and the local length scale:

7 [cosﬁl 00892] ' [ll O] _ [ll cosb, s 00892] 5.5)

sin 91 sin 02 0 lg ll sin 91 l2 sin ‘92

Furthermore, the difference between 6, and 6; can be used to control the grid orthogo-
nality. It is natural to set 0; = 6, and 0, = 6 + /2 in the case where grid orthogonality
is desired. Therefore, equation 5.5 is changed to

lycosf, —lysinf,
J = (5.6)

lysinf, lscos,
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From above expression and equation 5.2, it is easy to get the relations below
ll = Q/Ig +Z€2 = \/J11
la= /23 + 25 = /922 (5.7
hils = \/Tezy — Tyze = /9

in which g1 and gy, are the elements of metric tensor g;;.

Z A

Figure 5.2: Geometrical interpretation of 2D Jacobian matrix.

In elliptic grid generation, the above transformation can be obtained by solving a
set of Poisson equations with « as the dependent variables and £ as the independent
variables. The general form of the Poisson equations (in two dimensions) can be written
as

{ 922Tee — 2G12%ey + g1y = P(€,1) (5.8)
g22%¢e — 2012%¢y + Guizgy = Q(E, 1)
where the left-hand terms can be abbreviated to the well-known Winslow operator,
Q.x, P(&,n) and Q(&,n) at the right-hand side represent the source terms that used
for controlling grid s.pacing, area, orthogonality, and alignment. x¢e = % (and similar
for other second derivatives).

To determine the source terms, the Jacobian-weighted method performs a least-
squares fit to a prescribed weight matrix S such that the inverse Jacobian matrix J ! is
as close as possible to weight S. The least-square fit is achieved using the variational
principle where the following function is minimised:

1Y = / | §|2da (5.9)
Qp

where || - || represents the Frobenius norm that used to measure the closeness of two
matrices. With this formulation, the weight matrix S is assigned with a clear geometric
interpretation - the target inverse Jacobian matrix J . As a result, the corresponding
Euler-Lagrange equation can be expressed as:

divg, (J7' = 8) =0 (5.10)
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Afterward, the Jacobian-weighted elliptic grid generation equation can be derived in
the following steps with C =, /gJ TandG=J"J:

divgJ ' = divgS,
dived ' C = diveg SC,
dive\/9G ' = [VeS] C,
— /g dive /3G~ = —/9J [VS] C,
9[VeJ|G™ = —\/9J [VeS] C,
Qux = —/gJ [V¢S]C

(5.11)

The two-dimensional form of the Jacobian-weighted equation is explicitly obtained:

{ 922T¢e — 2G12%¢n + G11Tyy = P (5.12)
G22%¢e — 20122y + G112y = Q@ '
with
{ P = —\/g(l’gRl + ZEnRQ) (5 13)
Q = —\/E(Z§R1 + ZWRQ) '
and
{ Ry = (S11)¢ 2 — (S12)¢ @y — (S11),, 26 + (S12),, e (5.14)
Ry = (Sa1)¢ 2y — (S22) Ty — (S21),, 26 + (S22),, e '

From equation 5.6, the weights matrix S is defined as

cosf, sinb,

S=Jg'=| & h (5.15)

sinf, cosf,

lo lo

5.1.2 Numerical Implementation

It is clear that the 2D Jacobian-weighted elliptic equation 5.12 is nonlinear because the
coefficients of the left-hand side terms are functions of the dependent variables = and
z. In general, nonlinear equations are significantly more troublesome to solve analyt-
ically. For this reason, finite-difference schemes are always required to numerically
approximate the nonlinear equations, resulting a system of linear equations.

In this work, a uniform grid with mesh size AE = L¢/(1,,, — 1) and An =L, /(J,, —
1) on the computational domain is employed to discretise the 2D Jacobian-weighted
elliptic equation 5.12 in space. The corresponding mesh points in the physical domain
is denoted by

ZL’iJ :x(£i777j)7 ZiJ' :Z(éi,nj), = 1, ,Im and j: 1, ,Jm (516)
A set of central difference schemes are used to discretise the partial derivatives in equa-
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tion5.12for¢e=2,--- [, —landj=2,---,J,, — 1,

Z; g Ti— J

($$)i,j r JQAf —1 (5.17a)
Lij+1 — Ligj-1

(zy), . = LT T (5.17b)

i 2An

€T; ,'_in,'+xi—,'

(wge), ; & — Afg - (5.17¢)
i — 233'1'7‘ + l'i, i

(agy);; > =2 Ang = (5.17d)
Tit1,41 — Tit1,j-1 — Ti—1541 + Ti—1,5-1

(xfn)i,j ~ ’ ]4A§An ’ ’ (5.17¢)

At the boundaries, solving the equation 5.12 is subject to the following Neumann
boundary condition:

Ti1 = T42, and TiJm = TiJpm—1 for 7= 1, s ,Im (5 18)
ZLj = 2273‘, and Z[m,j = Z[m—l,ja for j = 1, cee ,Jm

The numerically implementation of the 2D Jacobian-weighted elliptic equation fol-
lows the Point Successive Over-Relaxation (PSOR) algorithm, which is divided in three
steps:

* Step 1: Starting from the initial uniform mesh in the physical domain, the Gauss-
Seidel iteration method is adopted to compute the temporary positions for grid

. tmp _tmp
points, denoted as Ty s %4 s

* Step 2: The new positions x}¢", 2" are computed by performing a SOR type

(VRN
relaxation, which is a weighted average of the old position 2¢'¢, 2% and temporary

4,57 ~i,j
tmp _tmp,

positions x z

YTy

5 =w- xﬁ?p + (1 —w) ~xfjl]d (5.19)
where w is the relaxation factor with range of (0,2). Note that the Gauss-Seidel
iteration method is recovered for w = 1. In this work, the PSOR algorithm is
conducted with w=1.2 or 1.5.

» Step 3: The PSOR iteration is stopped by satisfying the following convergence
criterion, otherwise assigning 2%, 2% to z°'¢, 2°!¢, and repeating Step 1 and

Step 2.
old
Z’j

|, [2rew — 20)) < ¢ (5.20)

II:?X(|ZEZ(;U) — T i, i.j >~

for some specified tolerance ¢ chosen to be between 10~ to 107°.

5.1.3 Numerical Examples

This section presents some examples to verify the implementation of the 2D Jacobian-
weighted elliptic equation on various problems. The aim is to show that the method
is able to flexibly attract mesh nodes to specified locations in the physical domain by
devising weights S. In the first example, we consider the attraction of multiple points,
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where the mesh points are clustered towards the predetermined points in the physical
space. The second case we employ is the adaption around a prescribed trajectory, where
the grid points are adapted to a cosine trajectory. The last is a feature-based example in
which the attraction of grid points depends on a predefined "solution" function.

Point Attraction This example supposes the grid nodes are attracted to thirteen prede-
fined distinct points in the physical domain. The control angle for grid orthogonality is
0 = 0, the length-scale function /; and [, are defined as the form

1—a r< Ry
- R r— Ry \?
h=l=<{1_ 39 U L Ri<r<Ry (521
1 2 a+a( R — Ry R — Iy 1 r 2
1 r> R2

where 7 is the minimum distance from the grid point (z, z) to the predetermined points
(2, zn)- The region of » < R1 defines the local refinement, r > R2 represents the re-
gion without attraction, and ; < r < R, denotes the transition region. The parameter
0 < a < 1 controls the strength of the redistribution. The closer the value of a is to 1,
the higher level of refinement that will be imposed. For instance, if a is fixed at 0.8, the
resulting grid spacing in the local refinement region should be 0.2 of the original grid
spacing. However, since the Jacobian-weighted elliptic method is only a least-square fit
of the inverse Jacobian matrix J ! to a weight matrix S, the ratio between the resulting
grid spacing and the original spacing may not be as accurate as the previous analysis.

1

08

08 T

0.7F |

06

z 05 N I

04

03E AR

0.2 .

0.1

0

0O 01 02 03 04 05 06 07 08 09 1
X

Figure 5.3: The mesh attracted to thirteen points (black nodes represent the prescribed points).

In this work, the computational domain 2 = [0, 1]2 is split into a grid of ng X n,,
points, with ng = n,, = 60 (/V = 3600) and is mapped into the physical domain with the
Dirichlet conditions defined in equation 5.18 through the 2D Transfinite Interpolation
(TFI) method. Figure 5.3 shows results for thirteen attraction points (x1, z;) = (0, 0),
(22, 22) = (1/2,0), (23, 23) = (1,0), (x4, 24) = (1/4,1/4), (w5, z5) = (3/4, 1/4), (s, 26)
=(0,1/2), (x7,27) = (1/2,1/2), (w5, 25) = (1,1/2), (w9, 29) = (1/4,3/4), (210, 210) =
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5.1. 2D Jacobian-Weighted Elliptic Grid Generation Approach

(3/4, 3/4), (.]711, 211) = (O, 1), (xlg, 212> = (1/2, 1), (33'13, 213> = (1, 1), where the radii
of the local refinement and transition region were set to Ry = 0.03 and Ry = 0.12,
respectively; the attraction strength was set to a = 0.75; the convergence tolerance of
the mesh was set to € = 1075, It is clear from this plot that the redistributed grid is
following the predefined points closely.

Prescribed Trajectory Adaption In this next example, we define a prescribed trajectory

that localises on a sine-wave form. This example was chosen because it resulted in a

very non-uniform and distorted mesh, and therefore it was a major challenge for the
algorithm. The function of the trajectory is given by
1 sin (272)

2= + 1 (5.22)

The domain is discretised into 60 x 60 grid points. The 2D Jacobian-weighted ellip-
tic equation was applied to the prescribed trajectory attraction problem with the same
formulation of the length-scale function as defined in equation 5.21. The radii of the
local refinement and transition region were R; = 0.01 and Ry = 0.04, respectively. In
this case, the 2D Jacobian-weighted elliptic grid solver will be divergence if a > 0.78.
As the initial grid spacing is much larger than the resultant spacing, it is impossible to
achieve a sufficient grid resolution with only one level of redistribution. For this reason,
multi-level grid refinement by multiple uses of the PSOR algorithm is required. Three
levels of attraction strength was applied with a; = 0.6, a; = 0.7, and a3 = 0.8. The
exponential convergence of the mesh was specified as e = 1079,

The mesh generated by solving the 2D Jacobian-weighted elliptic equation using the
PSOR algorithm is shown in Figure 5.4, where the grid after each redistribution level
is displayed. It is found that the multi-level grid refinement is able to further generate
sufficient grid resolution. Moreover, the results demonstrate the capability of the 2D
Jacobian-weighted elliptic method to adapt the grid to a prescribed trajectory.

Feature-based Adaption The last example is taken directly from [133], where the solu-
tion function is given by

f(z,2) =tanh R [r* — (z — z.)* — (2 — 2)°] (5.23)

This function is defined as a circular "hill" of radius r centered on the position of z = z.,
z = z.. In this example, we define the same values as used in Ref [133], r = 1/4,
. =1/2,and z. = 1/2. R is used to describe the steepness of the hill. The higher the
R value, the steeper the hill. Then the control angle 6, = 0, the length-scale function
[(x), which creates small cells in physical space where |V, f| is large, is given by

B 1

C 1+a|Vaf]

where a is a positive parameter that controls the strength of the attraction; V,f =
[fs fZ]T that can be expressed follows that

fx = (an€ — ngn) (5253)

L =1 (5.24)

f.= (zefr — Ty fe) (5.25b)

SR
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Figure 5.4: The mesh attracted to a prescribed sine-wave trajectory (black curve is the prescribed
trajectory).

In numerical discretisations, a uniform square grid with mesh size A = An=1/(N—1)
is employed on the computational domain such that the equations 5.25 become

( [Zn]i,j[fﬁ]i,j - [Zﬁ]i,j[fﬂ]id for i ] =92...N—-1

s =31 1 VI (5.26)
J [Zn]w [f&]w for i,j=1,N

.  VYij

([weliglfulig — [zaliglfelis for i,j=2,---N—1
flos = Vi (5.27)

[welig[faliy for i,j—1,N
(VY
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The approximation of the first order derivatives of f as follows

( f(xi-l—la Zj)zggf(xi_l, Zj) for Z,j _ 27 oN— 1
s = —3f(z1, 7)) + 4£X€£2; zj) — f(w3, 25) for i—1
f('TN727Zj> _4f(123251,2j)+3f(1’]\/,2j) for i=N
\
(5.28)
r f(l'w Zj+1)2;77f(l'i, Zj71> for Z,] _ 2’ ..N -1
\f(thNQ) _4f(;EZAa;N1)+3f(xlazN) for j — N

(5.29)

and similar for other first derivatives.

The purpose of this example is to validate the effectiveness of the implemented mesh
redistribution method for the feature-based problem. Three grids are solved with the
same parameters in [133], as illustrated in Figure 5.5. A gentle hill is first created on a
coarse grid (20 x 20 cells) with R = 20 and @ = 0.2. Then, a steep hills are achieved
on a finer grid (40 x 40 cells) with R = 100 and a = 0.1. The last case employs a finest
grid (60 x 60 cells) with R = 100 and a = 0.1. It can be see that these results are very
close to those obtained in [133]. The effectiveness of the 2D Jacobian-weighted elliptic
grid solver is well demonstrated.

5.2 3D Jacobian-Weighted Elliptic Grid Generation Approach

5.2.1 3D Extension of the Jacobian-Weighted Elliptic Equation

This section extended the Jacobian-weighted elliptic method from two dimensions to
three dimensions. The extension may be derived along the line of the 2D method de-
scribed in previous section.

In terms of three-dimensional problems, the computational and physical coordinates

become £ = (£,7,¢) and @ = ((&,9,C), y(€, 1. C), 2(€, 7, ). respectively. Then the
Jacobian matrix of the mapping and its determinant are given below.

8(95 y Z) Te Ty X¢

J(x) = L = (5.30a)
(z) dEn O |V W v
Zg Zn ZC

det (J) = Vg = Teynzc + TcYezy + TnYcze — TchnZe — Telezy — ToYezc  (5.30b)

Considering a 3D cell in the physical space, J can be viewed as three unit local
tangent vectors of the curve (eg, e,, e¢) in the physical space at the point (&, 70, (o),
as shown in Figure 5.6. Nine variables of [y, ls, I3, 01, 65, 03, ¢1, @2, ¢3 are adopted
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Figure 5.5: Feature-based 2D grid redistribution case (the mesh was rendered by function value)
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to control the geometry of cell. /; is the length scaling factor used for controlling the
grid spacing. The azimuth angle 6;, lies in the range of [0, 27], represents the angle
between the projection of unit vector onto the z-y plane and x-axis. The polar angle ¢;,
lies in the range of [0, ], defines the angle between the unit vector and the z-axis. As
aresult, J can be interpreted geometrically as the product of the directional matrix and
the length control matrix.

Figure 5.6: Geometrical interpretation of 3D Jacobian matrix.

sin ¢1 cos B sin ¢y cos By sin ¢3 cos O3 i 0 0
J = [sin¢;sinf; singgsinfy singzsinfz| - [0 o 0O (5.31)
cos 1 COS (o oS @3 0 0 I3

Particularly, in order to achieve good grid orthogonality, the unit vectors eg, e,, and e,
satisfy
ec-ey; =0, and ec-e.=0, and e, -e;=0 (5.32)

with - - -
92 = 01 + 5, and 9251 = QZ53 + 5, and qbg = ¢3 + E (533)

Accordingly, we set 6, = 6, J can be rewritten as:

lycosl, —lysinf, O
J=|l;sinf, Ilycosf, O (5.34)
0 0 I3

Following a similar derivation process of the 2D method, the 3D Jacobian-weighted
elliptic equation also gives

Qux = —gJ [VeS| T T (5.35)
with the components of V¢S (S is a tensor) defines
3
(VeS1T™T), = Zl ; %‘Z (T, (5.36)
=1 k=
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The resulting form of the 3D Jacobian-weighted elliptic equation can be written
explicitly as

9" wee + gy + 9w + 29" 0e + 29w + 29wy = P
9" ee + %Y + 9% Ycc + 29" yen + 297 yec + 20%yne = Q (5.37)
9" 2ee + 9% 2y + 9702 + 2920 + 20 2¢c + 29720 = R
with the source terms P, (), and R as follows
P = — (xR + xRy + 2¢R3)
Q= — (ye L1 + yyRo + yc Rs) (5.38)
R = — (2¢Ry + 2Ry + 2 R3)

(Ri = (Su)e€e + (S1n)ne + (S11)cGe + (S12)e€y + (Siz)yy + (S12)cGy
+ (518)¢€z + (S13)nn= + (S13)¢Cs
Ry = (521)¢€a + (S21)ye + (S21)¢Co + (S22)e€y + (S22)nmy + (S22) Gy (5.39)
+ (S23)e€: + (S23)nn= + (S23)cC '
Ry = (S31)¢&e + (S31)n7 + (931)¢Co + (S32)e&y + (S32)ymy + (S32)cCy
L + (S33)e- + (S33)nm= + (S33)¢Ce
where each element of inverse metric tensor g may be represented as
(11

9 = (922933 - 933) /9
(933911 - 933) /9
(911922 - 9%2) /g

= (923913 — g12933) /9

= (912923 — G13922) /9

= (913912 — g23911) /9

Q%bb

with ) ) )
(g1 = T ‘f‘yg + Z¢

922 :33%4'%274‘22

933 :x§+y§+ZE

912 = TeXy + Yeln + 2e2y

G13 = TeX¢ + YelYo + Ze2¢

(923 = Tn@¢ + YnYc + 2n2¢

The transformations between the derivatives of the computational coordinates and phys-
ical coordinates are expressed as

( 1 1 1

fr:ﬁ(ynZC_ZnyC% gy:ﬁ(zna%_xnzc)a fz:ﬁ(xn%_ynx()
1 1 1

e = —= Weze — 2c¥e) s My = —=(2c¢e — xce) s N = —= (TcYe — Yee)
\/E ¢~€ Q73 Y \/g (€33 (<€ \/g ®43 (23
1 1 1

Co = —= (Yern — 2eYn), G = —= (2ewy — Tezy), C = ——= (Teyy — Yeryy)
\/E §<n §9n y \/ﬁ §4n §<n \/§ §9n 3]
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In addition, the weight matrix S corresponding to equation 5.34 takes the form

[ cosf, sind,

noon !
g gl_ _811;00 COZSQO 0 (5.40)
2 2
0 0 1
I I

5.2.2 Numerical Implementation

Supposing that a uniform grid on the computational domain is discretised into 1,,, X
Jm X K, grid nodes such that

L Ly, L¢

£ 1 AT 1 ¢ K 1 (5.41)
The partial derivatives of the interior nodes (: = 2,--- [, — 1,7 =2,---  J,, — 1,
and £k = 2,--- | K,, — 1) in the equation 5.37 may be approximated by using a set of
central difference schemes, as follows:
Litl,5k — Ti—14k
(v6); 0~ =255 (5.42a)
Tij+1,k — Tij—1.k
(@) 50 & = (5.42b)
gk 2An
Ligk+1 — Tijk—
I Y (5.420)
Tit1jk — 2Tijhk T Tiz1jk
v S (5.42d)
Tij1k — 2Tijk + Tij—1k
(xnn)i,j,k r SR A77J2 = (5.42¢)
Tijk+1 — 2Tijk + Tijh—
()0 ™ =255 E— = (5.42f)
Tit1j+1k — Tit1,j—1,k — Ticlj+1k T Tic1 -1k
(xfn)i,j,k ~ ’ : ANEAT ’ ’ (5.42g)
Tig1jk+1 — Titlk—1 — Tic1jk+1 T Tiz1jk—1
R 5.42h
(xEC)w,k: ANENC ( )
T 1kl — L1 k—1 — Tij—1k+1 T Tij—1,k—1 .
(xng)l.%k ~ IADAC (5.421)

The equation 5.37 is then solved numerically using the same PSOR algorithm as em-
ployed in the 2D approach.
5.2.3 Numerical Examples

In this section, three examples are employed to verify the 3D extension of Jacobian-
weighted elliptic method. The first example is a simple case of point attraction where
the mesh is generated by considering the local refinement around two points. This
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helps to show the regularity and alignment of the resulting mesh. The second exam-
ple is a more complicated, but still analytically determined a helical trajectory. This
will demonstrate more clearly the grid redistribution capability of the 3D Jacobian-
weighted elliptic method for a complex three dimensional geometry. The last example
is a feature-based three dimensional spherical shell, which relates to the value of a pre-
scribed "solution" function. This example will further demonstrate the effectiveness of
the approach on grid redistribution based on solution features.

Point Attraction In this example, a three-dimensional mesh of a unit cube was con-
structed using the 3D TFI method and adapted to two predetermined points, (1, y1, 21)
= (1/4,1/2,1/2) and (22, ys, 22) = (3/4,1/2,1/2). The computational domain Q¢ =
[0, 1]3 was discretised into ne X n, X n¢ cells, with ng = n, = ne = 100 (N = 109)
and was mapped into the same physical domain with Dirichlet boundary conditions.

The control angle in the weight matrix of equation 5.40 was defined as ¢ = 0, the
local length scaling factors were explicitly given the same as the equation 5.21 with the
relation [; = I, = 3, where the radii of local refinement and transition regions were
set to Ry = 0.05 and Ry = 0.15, respectively; the multi-level attraction was applied
with the refinement strength of a; = 0.6, ay = 0.7, and a3 = 0.8. Figure 5.7 presents
the finally converged mesh with a tolerance of ¢ = 107, where a detailed view of the
point attraction at slice A is plotted. From this simple test problem, it is clear to see that
there are many more grid points in the region where the local refinement is imposed
than outside of that region.

0.9

0.8 Local Refinement

Region (Equal spacing)

0.7

0.6

Z 05 % ; Source
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Transition Region
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Cell Volume: 1.7E-07 3.4E-07 5.1E-07 6.9E-07 8.6E-07 1.0E-06 1.2E-06 1.4E-06

Figure 5.7: 3D plot of the point attraction case (the mesh was rendered by cell volume).

Prescribed Trajectory Adaption We next consider a prescribed trajectory given by Land-
grebe wake model [8] that describes a complex three dimensional helical blade tip
vortex trajectory. This problem was selected as it results in a very non-uniform and dis-
torted mesh, which is a major challenge for the algorithm. Furthermore, it is commonly
encountered situation in helicopter rotor flow simulations. Taking x = (z,y, 2)7, then
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the Landgrebe prescribed wake model is given by

il B for 0<W, <
(Ztip)\llw:% + ko (‘I’w - M) R for ¥, > N
and
rip = A+ (1 —A) -exp (—A,,) (5.44)

where U, is the wake age, [V, represents the number of blade, R is the rotor radius, k;
and ks, are axial settling rates describing the axial displacement, which can be modeled
by the following equations

C
ky = —0.25 - (—T + o.oowtw)
o
(5.45)
Cr
by = — (1414 0.01410,,) - \[ -
in which C7 is the thrust coefficient, 6,, is the blade twist rate, and o is the rotor
solidity. A and A are empirical coefficients used to depict the radial contraction of the
wake, which can be given by

A=0.78

4
A=0.145+27-Cp (5.46)

In this test, a single blade rotor tip vortex trajectory was constructed with the rotor
parameters of R = 0.25, o = 0.053, 6,, = 0°, and Cr = 0.00464. An unit cube in
computational space Q0 = [0, 1]* was split into ng X n, X n¢ cells with ng = n,, =
ne = 100 (N = 10°) and resulted in a uniform mesh in physical space via the 3D TFI
approach.

The 3D Jacobian-weighted elliptic approach was applied to the helical trajectory
adaption problem with the same formulation of the local length scaling factors as in the
previous example, but with R; = 0.01 and R, = 0.05. A three levels of refinement
strength parameters, a; = 0.6, ay = 0.7 and a3 = 0.8, was used for grid redistribution.
The convergence tolerance was set to ¢ = 1074, For these parameter values, a highly
non-uniform mesh without any mesh tangling was successfully generated, as illustrated
in Figure 5.8, where the refined cells along with the prescribed helical trajectory are
shown in Figure 5.8a. In Figure 5.8b we show two horizontal slices ((; and (5) in the
physical domain corresponding to the horizontal planes in computational domain. Fig-
ure 5.8c and 5.8d present the project view of aforementioned slices in physical space.
These results show that the redistributed grid closely follows the prescribe trajectory,
showing very clearly the fully 3D nature of the problem.

113



Chapter 5. Grid Redistribution Method Development and Preliminary Validation

Cell Volume: 1.0E-07 3.0E-07 5.0E-07 7.0E-07 9.0E-07 1.1E-06 1.3E-06 1.5E-06

(a) 3D plot of the helical trajectory with refined cells in blue (b) 3D view in physical space of a grid with {1 = 66/100

(black line is the trajectory created by Landgrebe wake and (o = 44/100 slices in computational space
model)
1 1
0.9 0.9
0.8 0.8
07 0.7
06 i 0.6
0.5 H 0.5 HHH
y EE' SEEEIEEIEEEIE y ﬁ_' i
04 H 0.4
03 0.3
0.2 0.2
041 041
00 01 02 03 04 05 06 07 08 09 1 00 01 02 03 04 05 06 07 08 09 {1
X X

(¢) Projected view of the slice (1 = 66/100 in physical space (d) Projected view of the slice (2 = 44/100 in physical space

Figure 5.8: Detailed view of the helical trajectory adaption case (the mesh was rendered by cell volume)

Feature-based Adaption This example is motivated by [134], where a density function
f () of a smooth 3D spherical shell is defined. This function is given as follows

for s(z,y,z) <mn

o (02 =)

1
) + = for s(z,y,z) <71+
T2 2

for s(x,y,z) >r +1r9
(5.47)
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with the distance function s

S(w) = S(iL’,y, Z) = \/(1’ - xc)z + (y - yc)2 + (Z - ZC)Z (548)

where r; represent the inner boundary of the spherical shell, r, is the width of the
shell. (x., e, 2.) is the center of the shell. For accurately forming a spherical shell, we
consider generating a mesh with concentrated grid points around the shell boundary.
This is able to achieve by defining a local length scaling factor which is small when the
derivatives of the density function f(x) are large. Therefore, the length scaling factor
used in the 3D Jacobian-weighted elliptic method is expressed as

1
Lh=lb=Il3= (5.49)

1/ 1 + CL2|Va:f|2
where a is a regularisation constant that controls the attraction strength; V. f = [fa, f,. fZ]T
that can be written as

1
fo = 77 [(nze = zqyc) fe + (zeuc — yeze) fo + (Yezn — 2eyn) fo] (5.50a)
fy = % [(zg¢ = wyze) fe + (weze — zexe) fo + (zexy — Tezy) [(] (5.50b)
o = = [ — ) fe + (e — ) o+ (o — e ) (5.500)

S

In this example, the spherical shell is centered at (z., ¥, z.) = (1/2,1/2,1/2)T with
the shell geometric parameters of 7, = 7 = 1/6. The domain is uniformly discretised
into 100 x 100 x 100 mesh cells.

This problem used a 3D Jacobian-weighted elliptic method with ¢ = 0.75 and 6, =
0. The grid redistribution process converged to a tolerance of ¢ = 10~%. As shown
in Figure 5.9, it is clear that many of the grid points are concentrated into the regions
with large derivatives of the density function. Furthermore, the resulting mesh shows
excellent alignment with the boundary of the shell. Figure 5.9a and 5.9b illustrate the
changes between the initial and redistributed grids, where part of the sphere has been
cut away to show the distribution of the density function. Figure 5.9c shows a slice
of ¢ = 33/100 in the physical space that accurately follows the length scaling factor.
Figure 5.9d is a detailed view of slice ( = 51/100 projected onto the x — y plane in the
physical domain. These indicate that the 3D Jacobian-weighted elliptic method is able
to generate good regularity meshes for solution-based problems effectively.

5.3 Summary

This chapter presented the Jacobian-weighted elliptic grid generation method, for con-
centrating grid points into the regions of interest without creating additional points. It
is an 7- refinement technique that combines variational principle with least squares fit-
ting of the inverse Jacobian matrix to a weight matrix to control the mapping from a
uniform computational mesh to a bounded, simply connected mesh in physical domain.
The original two-dimensional Jacobian-weighted elliptic method have been introduced
first to demonstrate the effectiveness of this method. Later the three-dimensional ex-
tension of this method was derived in detail, the construction of the weight matrix for
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Figure 5.9: Feature-based 3D grid redistribution case (the mesh was rendered by density function)

three-dimensional problems was clearly presented. Three different types of numerical
examples were employed for validating both two- and three-dimensional methods. The
investigations are summarized as follows:

* The implementation of the Jacobian-weighted elliptic method in two dimensions
was verified from three numerical examples. It was shown that this method imple-
mented correctly and demonstrated its effectiveness in concentrating mesh points
into the desired region.

* From three numerical test cases, we have demonstrated that the Jacobian-weighted
elliptic method was successfully extended to three dimensions. The performance
of this extended approach in generating good regularity grids without mesh tan-
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gling for three-dimensional meshes was well proved. The tip vortex trajectory
adaption and the solution-based examples also showed its potential in helicopter
rotor flows.
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CHAPTER

Conclusions and Perspectives

6.1 Summary and Conclusions

This doctoral dissertation focused on the development of aerodynamic and aeroacous-
tic methods to better understand the complicated aeromechanical environment of he-
licopter rotors at hovering and forwarding flight conditions. The simulation of heli-
copter rotor flows was accomplished using Computational Fluid Dynamics based on
the RANS equations.

In the first part (Chapter 2 and Chapter 3), an efficient simulation framework for
helicopter aerodynamics and aeroacoustics was developed, in which the ROSITA CFD
solver was integrated with a novel acoustic solver ROCAAP, and an efficient rotor trim-
ming algorithm was introduced and implemented for simulating the helicopter rotor in
forward flight condition. A sequence of numerical examples was employed in the ver-
ification and validation process, where the acoustic solver was validated by comparing
with analytical and well-established solutions; the effectiveness and efficiency of the
developed rotor trimming approach were validated by comparing with experimental
data; the predictions of both transonic rotor noise and BVI noise were conducted with
the aim of validating the integrated simulation framework.

The second part (Chapter 4) of this thesis presents the capability of the vortex
feature-based VC2 (FVC2-Q and FVC2-L2) models to obtain the high-resolution vorti-
cal structures and reliable noise signals for helicopter rotor flows with moderate compu-
tational cost. Two benchmark tests, the NACAOO015 wing in steady flow, the Caradonna-
Tung helicopter rotor in hovering flight, were employed and results were compared with
experimental data to illustrate the performance of the vortex feature-based VC2 mod-
els. It was found that with the introduction of the vortex feature detection techniques,
the performance of the original VC2 model was improved in terms of computational
stability, aerodynamic prediction, and vortex resolution due to the avoidance of over-
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confinement inside the boundary layer. In particular, the \;-based VC2 (FVC2-L2)
schemes expressed a higher resolution of vortical structure, more robust computational
procedure, and more accurate aerodynamic loads if compared with the ()-based VC2
(FVC2-Q) model. In addition, it allows the use of higher confinement parameters on
a coarse grid with a relatively higher computational efficiency to obtain better results
than those of a finer grid. On this basis, the FVC2-L2 model was then applied to the
HART-II baseline case to enhance the prediction of helicopter rotor BVI phenomenon.
In helicopter rotor aeroacoustics, the effect of the FVC2-L2 model on aeroacoustic pre-
dictions was investigated using the UH-1H non-lifting rotor case and the AH-1/OLS
low-speed forwarding flight case. It was observed that simulations with the FVC2-L.2
model were capable of providing more reliable noise predictions than those without VC
models, even when the tip vortices were not shed from the blade tip.

To explore the application of the r-refinement method on helicopter rotor flows,
the last part (Chapter 5) introduced Kunpp’s Jacobian-weighted elliptic method first
for two-dimensional problems, where the variational principle was combined with the
least-square fit to approximate the weight matrix to the inverse Jacobian matrix. The
implementation of this method was verified by three different types of numerical exam-
ples. Afterward, this method was extended from two dimensions to three dimensions,
where the derivation of weight matrix was presented for the first time. Through three
different types of three-dimensional numerical examples, the capability of the three-
dimensional Jacobian-weighted elliptic method in concentrating grid points into the
regions of interest with good regularity was first demonstrated. Furthermore, the vali-
dations also showed its potential in helicopter rotor flows.

6.2 Research Contributions

This following points highlight the contributions of this dissertation to the simulation
of helicopter rotor aerodynamics and aeroaocustics.

* A novel acoustic solver for helicopter rotor subsonic and transonic/supersonic
noise prediction

The permeable surface Ffocws-Williams and Hawkings acoustic pressure formu-
lations for both subsonic and transonic/supersonic noise sources have been numer-
ically implemented as an acoustic solver ROCAAP. Specifically, the Marching-
Cube algorithm, originally conceived for ISO-surface construction, was combined
with permeable surface Emission-Surface formulation for the first time to predict
transonic rotor noise. The effectiveness of this method has been demonstrated in
the UH-1H strong delocalized shock case (M7 = 0.95). The one-way coupling of
the CFD solver ROSITA and the developed acoustic solver was achieved by devel-
oping an acoustic source extraction algorithm capable of automatically extracting
porous control surfaces from a Chimera multi-block, structured grid.

* A high-efficiency rotor trimming algorithm designated for CFD-based heli-
copter rotor simulation

The delta trim algorithm, derived from the coupling of the low-fidelity aerody-
namics solver and the CFD solver, was combined with the multiple levels of grid
and temporal resolutions, resulting in the multi-dimensional delta trim approach.
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It was found to be more efficient than the original delta trim method by 12% in
simulating the AH-1/OLS low-speed forwarding flight and 31% in computing the
HART-II low-speed descent flight.

* Explicitly presenting the benefits in CFD and acoustic results for the combi-
nation of vortex feature detection techniques and the original second vorticity
confinement method

Two locally normalized vortex feature detection techniques (non-dimensional )
and A, criteria) were combined with the original second vorticity confinement
model, resulting in the FVC2-Q and the FVC2-L2 models, respectively. These two
feature-based VC2 models have been implemented into the CFD solver ROSITA
and compared with the results of the standard CFD solver and the original VC2
model. The results showed that the performances of the feature-based VC2 models
on computational stability, aerodynamic loads prediction, and vorticity preserva-
tion were improved significantly, especially for the FVC2-L2 model. Moreover,
it allows using higher confinement parameters on a coarse grid with a relatively
higher computational efficiency to obtain more accurate results than those of a
finer grid. On this basis, the FVC2-L2 model was adopted for the HART-II ro-
tor descending flight case to improve the prediction of the helicopter rotor BVI
phenomenon. In helicopter rotor aeroacoustics, computations with the FVC2-L2
model were shown to provide more reliable noise predictions than those without
the VC model enabled, even if there were no tip vortices shed from the blade tip.

* A three-dimensional r-refinement method for redistributing grid points in the
desired regions without creating additional grid points

The Jacobian-weighted elliptic approach has been extended from two dimensions
to three, and the weight matrix that control the grid movement for three-dimensional
problems was derived for the first time. Three different types of numerical exam-
ples in three dimensions were employed for preliminary validating this method.
The results showing that the presented method was effective and reliable in gen-
erating grids without mesh tangling after redistribution procedure. Furthermore,
the potential of this method in the application of helicopter rotor flows was also
demonstrated.

6.3 Perspectives

Based on the current thesis, some recommendations are proposed for future investiga-
tions in this section.

* Transonic noise prediction for realistic high-speed forward flight helicopter
rotors

In the current work, the investigation of transonic rotor noise prediction was only
performed on the UH-1H hovering rotor case. Further studies for realistic high-
speed forward flight helicopter rotors will provide valuable insight into the capa-
bilities of transonic rotor noise prediction for the developed acoustic solver.

* Developing a method to determine the confinement parameter automatically
Although the feature-based VC2 models allow using a higher value of confine-
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ment parameters to achieve better results than the original VC2 model, the deter-
mination of the confinement parameters is still a very expensive task. A further

investigation that automatically determines the confinement parameters is favor-
able.

 Parallelization of the three-dimensional r-refinement method and testing this
method as an adaptive generator incorporation with the CFD solver ROSITA
for helicopter rotor quasi-steady and unsteady flows

Since the numerical algorithm used in the three-dimensional Jacobian-weighted
elliptic method works serially, the computational time cost is relatively high, es-
pecially for large three-dimensional meshes. It is necessary to employ a parallel
numerical algorithm or high-efficient algorithm to speed up the grid redistribution
process so that the CFD solver can be coupled efficiently. In addition, this thesis
only validates the three-dimensional r-refinement method preliminary. There is
still a long distance to couple it with a CFD solver. For example, an effective and
robust conservative interpolation method should be developed for transferring the
solutions of the original grid to the redistributed grid accurately.
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