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Abstract

In the years, many techniques to clean graffiti from buildings and other structures have
been developed. The most commonly used ones exploit the mechanical action of high
pressure jets (air jets, water jets or particle-laden jets) against the surface to be cleaned.
Cleaning instruments development is based on expertise and simple empirical tests, how-
ever there is still room to optimize these procedures.
The purpose of this thesis is to investigate which is Computational Fluid Dynamics (CFD)
potential in graffiti removal process. To develop this study a multi-physical approach
should have been considered, but in this thesis only the fluid mechanics part has been
elaborated, not the solid mechanics part. The developed CFD framework is a step-by-
step approach with cases of increasing complexity: for each step numerical convergence,
sensitivity analyses and comparison with reference data have been performed. The last
part is a preliminary link between fluid and solid mechanics.

Keywords: water jet, air-water jet, cleaning, free-jet, graffiti, pressure washer, CFD,
impinging-jet, empirical test





Abstract in lingua italiana

Negli anni sono state sviluppate molte tecniche per pulire i graffiti da palazzi e altre strut-
ture. Le procedure più usate sfruttano l’azione meccanica di getti ad alta pressione (getti
di aria, acqua o con particelle) contro la superficie da pulire. Lo sviluppo degli strumenti
di pulitura è basato su competenza e semplici test empirici, ma è ancora possibile ottimiz-
zare queste procedure.
L’obiettivo di questa tesi è quello di investigare qual è il potenziale della fluido-dinamica
computazionale (CFD) nella rimozione di graffiti. Per sviluppare questo studio è stato
considerato un approccio multi-fisico, concentrandosi in particolare sulla meccanica dei
fluidi e non sulla meccanica dei solidi. La struttura CFD sviluppata è basata su un
approccio a più fasi, ognuna con complessità crescente e per ognuna sono state studi-
ate convergenza numerica, analisi di sensitività e confronto con dati di riferimento. Solo
nell’ultima parte è presente un collegamento preliminare tra meccanica dei solidi e dei
fluidi.

Parole chiave: getto ad acqua, getto aria-acqua, pulitura, getto libero, graffiti, idrop-
ulitrice, CFD, getto impattante, test empirici
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1| Introduction

1.1. The importance of graffiti removal

The term "graffiti" is defined as "pictures or words painted or drawn on a wall, building,
etc" by Webster’s New World Dictionary and as "writing or drawing scribbled, scratched
or sprayed illicitly on a wall or other surfaces in a public place" by Oxford Dictionary.
This word is a derivation of the Italian graffiare (to scratch) and of the Greek γρϕϵιν (to
write), as mentioned in [23] and [48].

Graffiti paintings are considered an act of vandalism that spoils buildings facades, shop
windows, monuments, usually done with spray pens or special felt pens. This phenomenon
is typical of almost all the cities in industrialized countries.
This is an economical problem since graffiti removal requires a huge financial outlay by
buildings owners or local governments: many cities spend millions of dollars in graffiti
removal, e.g. San Francisco; others introduced campaign to prevent and remove graffiti
from the historic city centers, that may also be UNESCO sites, e.g. Morelia, [48].
Graffiti also damage architectural heritage materials and have negative social connota-
tions.

Figures 1.1 and 1.2 show graffiti art present in Miami and Prague. In these cases, graffiti
are considered a form of art: in Miami an entire district is made of graffiti walls, while
when walking around Prague it is possible to see graffiti like the one in figure 1.2a in
hidden places.
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(a) (b)

Figure 1.1: Wynwood art district, Miami

(a) Prague street art (b) John Lennon Wall

Figure 1.2: Prague

However, in most cases graffiti are an act of vandalism, as it can be seen in figure 1.3.
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(a) Graffiti on a train (b) Graffiti on a wall

Figure 1.3: Graffiti as an act of vandalism

Nowadays, to avoid graffiti on walls most of the newest facades are covered by anti-
graffiti paintings. However, graffitists usually paint on the historical wall which have no
anti-graffiti protection. To complicate the cleaning process, if graffiti are not washed up
in a short period of time, they will interact with environmental agents and with stone
substrate, generating additional stone damage.
Graffiti sprays are made of mainly three ingredients, namely, pigment, binding medium
and solvent; this is the reason why they are hard to remove. All the details can be found
in [23] and [48].

An overview of the technologies implied to remove graffiti from any kind of support is
presented hereafter, with a focus on stones cleaning.

1.2. Technologies for graffiti removal

To clean and remove graffiti from different kind of supports, facades, shop windows,
street furniture, different methods can be used. These include mechanical and chemical
processes, anti-graffiti varnish applied directly on the surfaces or wall repainting. A more
drastic solution (the easiest for some surfaces and the hardest for others) consists in sub-
stituting the damaged skin. However, this can be done when dealing with a small object,
but clearly not with an entire facade.
Mechanically based technologies are mainly centered on the action of impinging jets
against a target wall. Jet cleaning may become too aggressive and may abrade the mate-
rial, details are reported hereafter, section 1.3.2.
In general terms, the driest graffiti, is the hardest to remove, and this requires appropriate
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jet technologies.
Water jets are widely used to remove various deposits from substrates, figure 1.5. In
other cases, abrasive sandblaster at high pressure can be used, both dry and moist, with
different kind of sand.
Another technique is the cryogenic cleaning that uses particles of dry ice at high pressures,
350− 4000 bar.
More information can be found in [4], [5] and [6]. Detailed information about new adopted
technologies are mentioned in [17], [23] and [48].

JOS method

A smart and widely used technique to remove graffiti, moss, lichen, smog, limestone,
etc... from statues, facades, wood is the so-called JOS-blasting. This technique uses
different nozzles in which a spiral vortex of air, water and neutral inert, typically calcium
carbonate, permits to clean the surfaces homogeneously and without damaging them.
Indeed, whereas in the traditional cleaning, uncontrolled pressure can generate surface
damages and fractures, in JOS cleaning the surface is impinged by the mixture according
to spiral vortexes trajectories which avoids damages to the treated layer.

(a) Traditional jet cleaning (b) JOS cleaning

Figure 1.4: Cleaning methods comparison, from [8], [10] and [11]

According to the kind of stone to clean, to the hardness and thickness of soil, different
nozzles are used: small ones for small surfaces and hard materials, big ones for small
thicknesses. Typically, jet pressures in JOS cleaning are between 0.1− 2 bar.
More information on this technique can be found in [8], [9], [10] and [11].
An example can be seen in figure 1.5, where a woman is using a pressure washer to clean
the inner part of Verona Arena: it is used to remove soiling materials in between stones.
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Figure 1.5: JOS method in action in Verona Arena

A focus on stones

Finally, it is worth mentioning that, although the present thesis is focused on graffiti
removal, some technologies mentioned above can be also used to clean stones covered by
soiling material. The challenge is to remove just the alteration and degradation layers,
not part of stones material, generating irreversible damages. An example can be seen in
figure 1.6, where designed people are cleaning Verona Arena seats: the pink-like parts
have already been cleaned, whereas the black-like parts are still full of filth.
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Figure 1.6: Soiling removal from the seats of Verona Arena

The choice of the most appropriate cleaning method is based on the substance to remove,
on the type of surface and object to be cleaned, on the nature of the stone, on its degree
of alteration.
As for graffiti removal, the main cleaning methods used in stone conservation can be
divided into chemical, mechanical and laser methods, as described in [51]. In the cited
article, cleaning effects on three different materials are compared. Stones are more or
less hard and porous, have different resistance to chemical attack, to weathering and to
abrasion. These stones have been cleaned using three different methods to find out which
one gives the best results, by comparing them to the original state of abrasion: cleaning
only with water, treating with a micro-sandblaster used at constant pressure, 2 bar, but
for different timing, 1 and 2 min.
In the end it was found that there is no best cleaning technique in the absolute sense, but
this depends on the jet impact angle on the sample, on the material and on the abrasion
resistance.

Few cleaning instruments that exploit jets are presented in figure 1.7.
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(a) An abrasive sandblaster (b) A high pressure pressure-washer

Figure 1.7: Cleaning instruments that can be bought in [1]

1.3. Research for process optimization

Paper [51] confirms that there is room to optimize jet cleaning process. In particular,
paper [17] proposes to use water-jets to clean graffiti, since this technique has more ad-
vantages than all the others mentioned in [23]. Indeed, it does not produce chemical
alteration or does not represent a risk to the environment and to the conservator-restorer
health, does not alter the color substrate, is low cost, etc.

1.3.1. Numerical simulation advantages

Papers mentioned above always use only experimental testings, never numerical simula-
tions, even if CFD has many advantages.
An example is directly given by [17]: in this article many samples are used. In this case it
is possible to test under many different conditions, which increases the cost, since a single
sample may be cheap, but a lot of them become expensive. If a sample is damaged, it
becomes unusable and needs to be replaced, so there is a loss of testing material.
While, CFD simulations are less expensive, since a single simulation can be hold for dif-
ferent samples. It is also possible to tune parameters, which may require a lot of samples
when done with experimental testing.
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Furthermore, CFD simulations capture better the physics behind the process in hand. In-
deed, in jet cleaning action, with CFD it is possible to simulate fluid flow, impact zones,
checking which parameters values best fit the problem. Everything is done in order to do
less experimental testing.

1.3.2. Numerical simulation challenges

Numerical simulations of complex physical process are quite challenging. In the case in
hand, a multi-physical process arises: it combines fluid and solid mechanics. Indeed, jet
simulations are part of the first physics sector, while the material removal process belongs
to the second one. Both these branches may have critical points.

Challenges in jet cleaning simulations

Jet cleaning includes different types of substances injected: only air or water, injection of
both of them with or without the addiction of solid particles, as in JOS-blasting, which
may lead to abrasive jets. In particular, it is quite hard to simulate particles, since ma-
terials, dimensions and other physical characteristics should be set. Moreover, it is hard
to simulate particles injection in considered geometries, since they can be introduced ac-
cording to different timing, trajectories, in a regular or random way, etc.

In every jet types, the pressure upstream of the nozzle, or jet pressure (0.1 − 2 bar),
is a key process parameter, as it quantifies the jet strength and the material removal
process effectiveness.
Hereafter the three types are described.

Air free jets
As mentioned in [30], air free jets are used in a variety of applications: drying processes,
air curtains, air conditioning, room heating, etc. This kind of jets does not impact against
solid walls and a boundary layer is developed as a free shear layer, mixing with the ambi-
ent fluid. Mass flow at any cross section increases progressively, while center-line velocity
decreases with distance.
The flow field can be divided into four regions, presented in figure 1.8, related to center-line
velocity:

1. core region: closer to nozzle exit, center-line velocity Um is greater than or equal to
0.95Uinlet and remains constant. This region has a conical shape;

2. transition region: center-line velocity starts to decay at a rate that is almost pro-
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portional to x− 0.5. In this region shear layers from both side merge;

3. profile similarity region: transverse velocity (U) has similar profiles at different x
values, center-line velocity decays at a rate approximately proportional to x − 1.
This region is characterized by a high turbulent flow and can also be called "fully
developed flow region";

4. termination region: a rapid diffusion happens, jet and surrounding air become indis-
tinguishable, velocity decays as x2. Large eddies are formed causing lateral mixing:
fluid in the jet is decelerated, while fluid around the jet is accelerated and entrained
into the jet flow.

Figure 1.8: Development of a free jet, adapted from [30]

Air impingement jets
As mentioned in [21] and [36], impingement air jets are used in many applications. In
this case the fluid impacts against a solid boundary. An important parameter to consider
is the nozzle-to-surface spacing, in addiction to jet velocity.
Even in this case four different regions can be considered, visible in figure 1.9:

1. region I or core: closer to nozzle exit, up to the apex of potential core. Here velocity
remains constant and equal to nozzle exit velocity. A mixing zone originates and
turbulent exchange of heat and mass takes place;

2. region II: beyond the apex of potential core, where center-line velocity is dissipated
and jet spreads in the transversal direction;

3. region III: jet is deflected from axial direction. As flow approaches the impingement
plate, velocity decreases rapidly, while pressure increases: at the stagnation point
velocity is zero and pressure assumes its maximal value;

4. region IV: it is the wall jet region. This part may be divided into two layers: an
inner one where the wall effect is present and an outer one characterized by turbulent
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flows features. In between these two regions velocity assumes its maximal value.

Information about velocity, pressure and turbulence developments and regions lengths are
reported in [21].

Figure 1.9: Development of an impingement jet, from [36]

Water jets
As mentioned in [25], water jets are typically used in cleaning operations: water is diffused
by the jet in the surrounding atmosphere generating a pressure drop. Pressure is an
important CFD variable since it can be assessed in order to optimize the material removal
process. In particular water jets are widely used for removal of various deposits from the
substrates, involving an erosion process.
A water jet can be divided into three regions:

1. potential core region: closer to nozzle exit, air entrainment breaks up continuous
water into droplets. A potential core surrounded by a mixing layer remains;

2. main region: water and air continuous interaction results in a breakup of water
into droplets. The inner region is called water droplet zone and the outer one
water mist zone, main region separates the droplet zone from the atmosphere and
is characterized by very small drops;
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3. diffused droplet region: water is completely disintegrated into very small droplets
with negligible velocity.

Its anatomy is reported in figure 1.10.

Figure 1.10: Anatomy of high speed water jets in air, from [25]

In this case CFD simulations have a weakness: no multi-phase model is able to reproduce
accurately the air entrainment process, so all numerical studies done in the last decays
cannot capture this phenomenon. In [25] a new semi-empirical model was developed to
bypass the problem: it evaluates air-water interaction and it is considered as a forcing
term in Navier-Stokes equations, it still has no physical meaning.

Abrasive water jets (AWJ)
As mentioned in [42], AWJ are widely used in a lot of applications: from cutting to clean-
ing (JOS method is an example).
AWJ process is classified as abrasive water injection jet (three phases: air, water and
abrasive, figure 1.11 left) and abrasive suspension jet (two phases: water and abrasive,
figure 1.11 right). In the first type, abrasives are injected into a high speed water jet
stream through the mixing chamber, while in the second case, both water and abrasives
enter directly into the nozzle.
In AWJ machining, material is removed by erosion process: water jet velocity, where
abrasive particles are suspended, is high, this generates the acceleration of abrasives, with
a consequent kinetic energy increase, that causes material removal when particles impinge
the target surface.
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Figure 1.11: Injection and suspension type AWJ, adapted from [42]

Challenges in material removal process

Another challenge is given by numerical reproduction of material removal process, since
it is quite hard to describe and simulate. Hence the problem is briefly reported.
Water-jet experiments require to tune a series of system parameters, namely the supply
pressure, nozzle traverse rate, standoff distance, orifice diameter, cleaning head geometry,
jet angle and exposure time. When using numerical simulations these parameters can be
tuned for each test, avoiding the risk of losing test samples.
When a jet impinges on a target surface, impact forces are created. However, explaining
the material removal process is really hard. It was proposed by Adler, [14], that erosion
by water jets consists in four damage modes, namely direct deformation, stress wave
propagation, lateral outflow jetting and hydraulic penetration, generally not all these
modes happen in the same process, just one or two exist in the same erosion.
In particular, the impact sequence can be divided into two major phases: the pressure
build-up phase prior to fully-developed lateral outflow jetting and the pressure release
phase as the drop collapses onto the surface, figure 1.12. "During the first phase, the
contact zone will start to expand, with the non-uniform pressure distribution reaching a
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maximum value. This will lead to the generation of dilatational, distortional, and Rayleigh
surface waves in the material. Fracture will typically occur in the regions of high tensile
stresses, which occur at the boundary of the depressed zone (mode 1, 2). Failure can also
occur due to small surface cracks located an extended distance away from the impact zone
(mode 3, 4)", [18].

Figure 1.12: Mechanism of droplets impact, from [18]

Another aspect that may be considered in coating material erosion is the adhesion between
the coating and substrate.
In general, it is quite hard to simulate a process like this one from a numerical point of
view, since these damages modes need to be modeled in an efficient way.

1.4. Objective and thesis structure

The long-term objective of the research project which this thesis belongs to is to develop a
framework for computer simulation of graffiti jet-cleaning. This architecture will become
an engineering-effective tool for an optimized design of cleaning devices and processes,
in place or in addition to physical prototype testing. The frame should overcome the
modeling challenges mentioned before and, to this aim, a step-by-step approach was
adopted, focusing on cases with increasing complexity, namely, single-phase air jets and
two-phase air-water free-jets.
A preliminary experimental study was also performed, in which stone samples cleaned
by free water jets were characterized both qualitatively (that is, by visual inspection of
sample surface after the test) and quantitatively (that is, through the scanning of sample
surface after the test). This was done in order to find a bridge between fluid dynamics
and solid mechanics of cleaning process, seeking for the CFD variables that better explain
cleaning efficiency.
This thesis is made of six chapters, including this introduction, and structured as follow:

2. Mathematical modeling and state of the art: all mathematical models, algo-
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rithms and literature analysis related to numerical simulations are illustrated,

3. Development of CFD model: Single-phase jet: numerical simulations concern-
ing air jets are described. CFD numerical results are compared to both experimental
data taken from the literature and to the semi-analytical solution by Tollmien,

4. Development of CFD model: Two-phase jet: numerical simulation relative to
an air-water free-jet is analyzed and numerical results are compared to (numerical)
data from the literature,

5. Development of CFD model: Cleaning process: experimental testing per-
formed in the laboratory about cleaning efficiency are reported and compared to
numerical results reported in previous chapters,

6. Final conclusions and future developments: final conclusions and future de-
velopments of this work are enunciated.
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state of the art

Simulating processes like the one in exam requires models capable of describing the
key fluid dynamic processes. In this perspective, it is essential to properly account for
turbulence effect, which typifies flows characterized by high Reynolds number (Re >

2500− 3000), generating temporal and spatial instabilities.
It is well known that several modeling approaches have been proposed to simulate turbu-
lent flows numerically. The main ones are summoned below:

• DNS (Direct Numerical Simulation): Navier-Stokes equations are numerically solved
over all temporal and spatial scales of turbulence. In this approach no turbulence
models are needed, thus drawing numerical and physical solutions closer and closer.
However, this method requires too high computational cost for engineering require-
ments;

• LES (Large Eddy Simulation): Navier-Stokes equations are filtered and the sub-grid
tensor is highlighted. The system is closed through sub-grid models, the filtered and
modeled equations are solved numerically. Turbulence effect is solved at the biggest
grid-scales, while it is modeled for the smallest ones;

• RANS (Reynolds-Average Navier-Stokes) and U-RANS (Unsteady-RANS): in this
approach, only the mean flow over a wide time window is solved, turbulence effect
on the mean flow is modeled via turbulence models. In particular, RANS use an
infinite time window and are applied to statistically steady flows. Differently, U-
RANS can simulate a time dependent motion over a large scale. This method has
low computational cost even for complex flows of engineering interest. However, a
lot of uncertainties are generated, since new closure equations are introduced.

In this thesis RANS-based models have been used, matched with different closure equa-
tions and when possible, extended to multi-phase conditions. More information can be
found in [37] and [52].
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2.1. Fluid dynamic models for single-phase flows

As already mentioned above, the fluid dynamic models used to simulate single-phase
flows in this thesis are based on RANS (statistically steady flows) and U-RANS (non
statistically steady flows).
In order to derive these equations, the starting point is Navier-Stokes equations. For
incompressible, isothermal flows in which the only mass force is gravity, Navier-Stokes
equations reduce to:  ∇ · v = 0,

ρ
∂v

∂t
+ ρ(v · ∇)v = −∇p+ µ∆v + ρg.

(2.1)

where:

• v: velocity vector,

• ρ: density,

• p: static pressure,

• µ: dynamic viscosity,

• g: gravitational acceleration vector.

Few notes on RANS and U-RANS derivation from Navier-Stokes equations, 2.1, will be
given in separate subsections.

2.1.1. Reynolds-Averaged Navier-Stokes (RANS)

RANS equations are applied to statistically steady turbulent flows, i.e. mean flow is
independent of time. Reynolds decomposition permits to write any field ϕ(r, t) (either
scalar or vectorial) as the sum of a mean part Φ(r) and of a fluctuating part ϕ′(r, t):

ϕ(r, t) = Φ(r) + ϕ′(r, t), (2.2)

where r is a fixed position and t a certain timing.
The mean value Φ(r), independent of time, but dependent on space, is obtained through
the so-called Reynolds average operator, ⟨..⟩, an average operator over a very large time
window T, namely:

Φ(r) = ⟨ϕ(r, t)⟩ ≡ lim
T−>+∞

1

T

∫ T

0

ϕ(r, t)dt, (2.3)
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while the fluctuating part is obtained as the difference between ϕ(r, t) and its mean part
Φ(r).

In order to obtain RANS equations, Reynolds average operator is applied to Navier-
Stokes equations, after having expressed every instantaneous variable as its Reynolds
decomposition. The final formulation is as follows:{

∇ · V = 0,

ρ(V · ∇)V = −∇P + µ∆V + ρg +∇ ·ΦRe
(2.4)

where
ΦRe = −ρ⟨v′v′⟩ (2.5)

is the Reynolds stress tensor.

2.1.2. Unsteady RANS (U-RANS)

U-RANS consists in the extension of RANS equations to non statistically steady flows.
Two different time scales are considered, namely, TL, that represents a characteristic scale
of the macroscopic flow (e.g. the time of opening of a valve in an industrial system), and,
Tf , that corresponds to the characteristic time scale of turbulence fluctuations. In this
case, a moving average over a time window T is defined:

Φ(r, t) = ⟨ϕ(r, t)⟩ ≡ 1

T

∫ t+T
2

t−T
2

ϕ(r, τ)dτ (2.6)

T : Tf << T << TL. (2.7)

To obtain these equations, the starting point is still given by variable Reynolds decompo-
sition, but this time Φ(r, t) depends on both space and time.
It is important to highlight that Tf << TL, 2.7, since the objective of this approach is to
filter Tf , by keeping TL time scale.
The form of the equations is analogous to RANS case, but the temporal dependence of
averaged variables, which introduces a temporal derivative.

2.1.3. Turbulence models

In order to turn RANS and U-RANS into a closed system of equations, turbulence models,
which provide some specification on the Reynolds stresses, need to be introduced. All
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turbulence models used in this thesis rely on Boussinesq assumption:

ΦRe − 1

3
tr(ΦRe)I = 2µturb⟨D⟩, (2.8)

combining equation 2.8 and introducing the turbulence kinetic energy per unit mass,

k = − 1

2ρ
tr(ΦRe), (2.9)

U-RANS equations become: ∇ · V = 0,

ρ
∂V

∂t
+ ρ(V · ∇)V = ρg −∇P ∗ +∇ · [(µ+ µturb)∇V ] +∇ · [µturb(∇V )T ]

(2.10)

where

• ⟨D⟩ =
∇V + (∇V )T

2
: symmetric part of averaged velocity gradient, called aver-

aged strain rate tensor,

• µturb = ρνturb: turbulent viscosity,

• P ∗ ≡ P +
2

3
ρk.

Clearly, RANS formulation would be the same without the time derivative term.
In both cases (RANS and U-RANS), the unknowns are V = (U, V,W ), P ∗, µturb. Since
there are only two equations (one scalar and one vectorial, corresponding to four scalar
equations), additional equations, which constitute the turbulence model, should be added.
k − ε standard model by Launder and Spalding, [32], is one of the most widely used
turbulence model based on Boussinesq assumption, and reads as follows:

µturb = ρCµ
k2

ε
, (2.11)

where

ε = 2
µ

ρ
⟨D′ : D′⟩ (2.12)

is the rate of dissipation of k per unit mass. In this way also k and ε become additional
unknowns for the problem and they solve two advection-diffusion-reaction equations:

∂ρk

∂t
+∇ · (ρV k) = ∇ ·

[(
µ+

µturb

σk

)
∇k

]
+ 2µturb⟨D⟩ :: ⟨D⟩ − ρε (2.13)
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∂ρε

∂t
+∇ · (ρV ε) = ∇ ·

[(
µ+

µturb

σε

)
∇ε

]
+ C1ε

ε

k
µturb⟨D⟩ :: ⟨D⟩ − C2ερ

ε2

k
, (2.14)

numerical constants values had been obtained by Launder and Spalding through a cali-
bration procedure, and are as follows: Cµ = 0.09, C1ε = 1.44, C2ε = 1.92, σk = 1 and
σε = 1.3. Other k− ε models have been proposed: RNG and Realizable have been inves-
tigated in this thesis, these models maintain the same unknowns, but the equations are
slightly modified in order to predict better particular flows, see appendix B.

Another widely used turbulence model based on Bussinesq assumption is k−ω, in which
a new variable ω, called specific rate of dissipation, is introduced to model eddy viscosity,
in addition to k. Two advection-diffusion-reaction equations are still solved, one for k and
one for ω, in addition to the algebraic formula for eddy viscosity. The final form of its
standard version reads as follows:

νturb =
k

ω
(2.15)

∂ρk

∂t
+∇ · (ρV k) = ∇ · [(µ+ σ∗µturb)∇k] + 2µturb⟨D⟩ :: ⟨D⟩ − β∗ρkω (2.16)

∂ρω

∂t
+∇ · (ρV ω) = ∇ · [(µ+ σµturb)∇ω] + α

ω

k
µturb⟨D⟩ :: ⟨D⟩ − βρω2, (2.17)

numerical constants are still found through a calibration of coefficients procedure: β∗ =
9

100
, σ∗ =

1

2
, α =

13

25
, β =

9

125
and σ =

1

2
.

2.2. Fluid dynamic models for two-phase flows

A considerable part of this thesis simulations concerns the case of turbulent water jets in
air. The existence of two fluids, e.g. water and air, requires mathematical models able
to describe their interactions. In the years several approaches have been proposed, some
information can be found in [46].
According to literature studies on pressure washers (papers [29], [43], [47] and [56]),
Eulerian-Eulerian modeling appears being the most convenient approach to simulate the
process of interest of this thesis. Only a brief description of Eulerian-Eulerian modeling
approach is given here below, referring the reader to [40] for a more extensive treatment.

2.2.1. Fundamental conservation equations

Eulerian-Eulerian approach interprets both phases as continua and models them in the
Eulerian cell-based framework. The instantaneous equations used in this thesis are written
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as:
∂ϕ̃kρk
∂t

+∇ · ϕ̃kρkṽk = 0, (2.18)

∂ϕ̃kρkṽk

∂t
+∇ · ϕ̃kρkṽkṽk = ϕ̃kρkg + m̃k +∇ · σpt,k, (2.19)

where

• k = w, a represents a phase, in this case water and air,

• ϕ̃k(r, t): fractions of sampling volume W centered in r at time t occupied by phase
k,

• ṽk: average velocities over W ,

• σ̃k: average stress tensors over W ,

• m̃k: total force exerted on the current phase k by the other one in the sampling
volume W divided by it.

The instantaneous equations come out from a volume average of the two phases over W ,
as shown in figure 2.1.

Figure 2.1: Volume-average of flow equations over the sampling volume W

Eulerian-Eulerian models are inherently two ways coupled:

• mass coupling: ϕ̃1 + ϕ̃2 = 1,

• momentum coupling: m̃1 = −m̃2.

In order to close the system of governing equations, additional closures are needed. These
typically group into constitutive and transfer laws, which will be presented in the next
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subsections. Finally some notes about the modeling of turbulent two-phase flows in the
Eulerian-Eulerian framework are provided.

2.2.2. Constitutive equations

The constitutive equations are used to model the stresses tensors of the two phases. The
stresses tensors are decomposed into their isotropic and deviatoric parts, as follows:

σ̃k = −p̃kI + τ̃k. (2.20)

In this thesis, both water and air are Newtonian and incompressible fluids, so the stresses
tensor becomes:

σ̃k = −p̃kI + τ̃k = −p̃kI + µk[∇ṽk + (∇ṽk)
T ], (2.21)

in the used model, pressure is shared between the two phases, therefore p̃k = p̃.

2.2.3. Interfacial momentum transfer

The terms m̃k are called interfacial momentum transfer terms and account for the ex-
change of momentum through faces across their interface i.
In the test cases considered in thesis, both phases, water and air, are separated by an in-
terface. Nonetheless, the interfacial momentum transfer terms are evaluated using closure
equations developed for dispersed particle-laden flows, characterized by water droplets in
a primary air flow. Indeed, it is not physically consistent with the problem in hand. How-
ever, even previous studies, [25], use this formulation, since a way to model m̃k for two
non-dispersed fluids has not already been found. This choice forces to set air as primary
phase (continuous) and water as second (discrete), defining in addition a diameter (D)
and several drops (Np) that do not exist. In the dedicated chapter, 4, a sensitivity analysis
on this diameter has been performed, in order to see its effect on numerical solution.
The model can be written as:

m̃w = −m̃a =
Npf̃a→w

W
, (2.22)

f̃a→w is the drag force exerted by air on each water droplet. For its evaluation, the
following formulation for spherical droplets has been used

f̃a→w =
1

2
Cdρṽ

2A, (2.23)
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even if it is not physically correct, but an obliged choice. Here Cd is the drag coefficient,
ρ fluid density, ṽ is the difference between two phases velocities, ṽ = ṽa − ṽw, and A a
reference area, in this case A = π ∗ (D/2)2.

2.2.4. Notes on turbulent flows

When modeling turbulent flows, computational cost must be taken under certain limits,
in general only the largest scales are solved. This was true for single-phase flows, but even
more for two-phase flows, whose computational cost is generally higher.
In the Eulerian-Eulerian modeling of turbulent flows, a double average is often applied,
in which the instantaneous volume-averaged equations are time-averaged. The double-
averaged equations have different forms according to the highlighted output variables.

To all variables appearing in equations 2.18 and 2.19, but velocity, a time average is
applied, namely:

⟨ψ̃k(r, t)⟩ =
∫ t+T

2

t−T
2

ψ̃k(r, τ)dτ, (2.24)

while Favre operator is applied to velocities only, namely:

ṽk(r, t) =
⟨ϕ̃kṽk⟩
⟨ϕ̃k⟩

. (2.25)

The double-averaged equations include a huge number of terms involving fluctuating
components, like Reynolds stresses in the single-phase models. These need to be modeled
by new closures, alike k − ε and k − ω models, that can be applied to different phases
separately or once to the mixture.
The double average applied to m̃k, in particular to drag force, produces an additional
term, called turbulent dispersion force, that needs to be modeled. In the following it has
been modeled with Burns choice, [16], which includes an empirical coefficient.
More information can be found in [38] and [40], in particular the double-averaged equations
are reported.

2.3. Notes on solution algorithms and numerical set-

tings

In ANSYS FLUENT the fluid dynamic equations are solved numerically using the Finite-
Volume Method, [13].
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Finite-Volume Method idea is integrating PDEs on each grid cell, after having manipu-
lated the equations, analytical fluxes are approximated by numerical ones.
In order to use this method, the user has to specify the algorithms to solve flux equations
and the numerical schemes used to discretize advection fluxes and variables gradients. To
do so, FLUENT makes available different options, that are illustrated in the following
subsections for single- and two-phase cases.

2.3.1. Settings for the single-phase cases

The numerical settings employed in the single-phase tests are summarized in table 2.1.

Pressure-Velocity coupling coupled

Gradient least squares cell based

Pressure second order

Momentum second order upwind

Turbulence kinetic energy first order upwind

Turbulence dissipation rate first order upwind

Table 2.1: Numerical settings for the single-phase simulations

All single-phase cases are solved according to pressure-based algorithms, [3], since this
solver is recommended by FLUENT for incompressible and mildly compressible flows, as
the ones in our cases, see section 3.1.3.
Using a coupled algorithm to solve pressure-velocity coupling permits to solve momentum
and continuity equations together, while solvers like SIMPLE or PISO solve them sepa-
rately, section 18.4.3 of [3]. This choice is recommended by FLUENT.
All information about these solvers and discretization schemes can be found in chapter
26 of [2].

2.3.2. Settings for the two-phase cases

The algorithms employed in the two-phase tests are mentioned in table 2.2.
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Pressure-Velocity coupling phase coupled SIMPLE

Gradient least squares cell based

Pressure second order

Momentum first order upwind

Volume fraction first order upwind

Turbulence kinetic energy first order upwind

Turbulence dissipation rate first order upwind

Table 2.2: Numerical settings for the two-phase simulations

All discretization approaches had been left to their default settings. In particular, the
pressure-velocity coupling algorithm is an extension to multi-phase flows of SIMPLE al-
gorithm: velocities are solved coupled by phases.
More information can be found in chapter 24 of [2].

2.4. Reference data to validate fluid dynamic models

As a last step of this thesis, presented in chapter 5, an exploration regarding a possible
correlation between stone samples cleaning and CFD simulation output was done. Refer-
ences to experimental tests performed in the wet direct impact test facility located in the
Hydraulic Laboratory of Politecnico di Milano has been done, whereas the scanning of
tested samples was carried out at the Diagnostic and Investigation on Building Material
Laboratory of Politecnico di Milano. Since no fluid dynamic variables were measured
during the experimental tests (except for the flow rate), referring to data and reference
solution from the literature was necessary to calibrate and validate the fluid dynamic
models. To this aim, a literature review was carried out for cases which were as close
as possible to in-house tests experimental conditions. Finding reference data was quite
easy in the single-phase (air only) case, but it was definitely harder when dealing with
two-phase (water-air) cases, owing to the difficulties in performing the measurements.

2.4.1. Single-phase case: experimental and numerical results

The considered papers, [19], [20], [28], [31] and [53], provide numerical or experimental
results for different jet tests. These flows are all single-phase, as they use air or water as
working fluid; none of them consider particles mixed in the fluid. These jets were either
free (that is, developed in an unconfined environment) or impinging against a solid wall,
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characterized by different nozzle diameters, inlet pressures, and thus nozzle velocities. In

all cases, the flows are characterized by high Reynolds number (Re =
Dn|V |e

ν
) and low

Mach number (Ma =
|V |e
c

), so they can be considered turbulent and incompressible.
The literature examination indicated that Knowles and Myszko paper, [31], is the one
that gives experimental conditions closer to the ones in our test case, [39], so it will be
used to validate the single-phase CFD results in chapter 3. The considered paper provides
experimental data concerning free and wall air jets. A sketch for both cases is reported
in figure 2.2, where also the coordinate system is highlighted.

Figure 2.2: Free and impinging jet flow-field and coordinates system, adapted from [31]

In the free-jet case, radial profiles of mean and turbulence axial and radial velocities
(U, V, u2, v2) and of Reynolds shear stress (uv) are compared at different distances from
nozzle exit, being Hn/Dn = 10 the maximal one, where Dn is the nozzle diameter. All
these profiles are provided referring to dimensionless parameters, namely mean axial and
radial velocities (U, V ) divided by Um, maximal axial velocity over a given distance down-
stream of the nozzle section, turbulence velocities and Reynolds shear stress by U2

m. Con-
versely, the radial coordinate r divided by r1/2, which is the half thickness of free-jet, that
is, the value of r over a considered nozzle section where U/Um = 0.5. In figure 2.3 mean
axial and radial velocities experimental data are reported.
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Figure 2.3: Non-dimensional free-jet profiles for varying probe position, from [31]

In the impinging jet case, the same variables are considered along different lines parallel
to the system axis and located at a certain distance r, see figure 2.2, the maximal one
is r/Dn = 10. However, different reference values are used to create the dimensionless
groups, namely, mean velocities divided by Vm, maximal value of radial velocity over
a considered r-section, turbulence velocities and Reynolds shear stress by V 2

m. Finally,
the axial coordinate Y is divided by Y1/2, half thickness of wall-jet, the value of Y over
a considered section where V/Vm = 0.5. In figure 2.4 mean axial and radial velocities
experimental data are reported.

Figure 2.4: Non-dimensional wall-jet profiles for varying radial position, from [31]
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Referring to the dimensionless parameters presented here above is useful to identify pos-
sible self-similarities of the flow field. In particular, self similar behavior can be observed
for U/Um in the free-jet case when considering profiles at a distance Hp/Dn >= 5 and for
V/Vm in the impinging-jet case when providing for r/Dn >= 2.

In referring to this paper for the validation of the single-phase flow fluid dynamic model
(see chapter 3), always keep in mind that this article was published in 1998, so some
experimental results may be affected by inaccuracies due to the instrumentation available
at that time. But this is only one part of the story. In fact, also numerical results inaccu-
racies were accounted for, mainly because the CFD model is based on certain turbulence
assumptions that may not replicate the actual physical phenomena.

2.4.2. Single-phase case: reference solution

A reference solution to validate the single-phase free-jet has been considered too. This
is the well-known Tollmien’s semi-analytical solution, based on Prandtl’s mixing length
theory and reported, for instance, in [50].
According to this solution, considering x as the axial coordinate starting from the nozzle
outlet, pointing downstream and r as the radial one, the width of jet r1/2(x) scales as x and

the center-line velocity Um =
1

2
U(x, r1/2(x)) scales as x−1. Mean velocities components

final formulas along axial and radial direction are as follows:

U(x, r) =
3

8π

K

ε0x

1

(1 +
1

4
η2)2

(2.26)

V (x, r) =
1

4

√
3

π

√
K

x

η − 1

4
η3

(1 +
1

4
η2)2

(2.27)

where η(x, r) is a dimensional scalar coordinate

η(x, r) =
1

4

√
3

π

√
K

ε0

r

x
, (2.28)

and ε0 and K are two constants, called virtual kinematic viscosity and kinematic momen-
tum, respectively.

Tollmien’s solution streamlines pattern is presented in figure 2.5.
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Figure 2.5: Pattern of streamlines in a circular, turbulent free-jet, as obtained by
Tollmien’s solution, picture from [50]

Tollmien’s solution is self-similar, which means that, if it is rescaled with respect to appro-
priate variables, it will be equal to itself. In particular, axial velocity U(x, r) normalized
with respect its maximal value is bell-shaped centered in the origin, as it can be seen
in figure 2.6. In this figure a comparison between experimental measurements due to
Reichardt (curve 1) and Tollmien’s solution has been performed (curve 2).

Figure 2.6: Velocity distribution in a circular, turbulent jet. Measurements due to Re-
ichardt, from [50]

In order to evaluate the normalization variables, the radial position r1/2(x) where U(x, r)
is half of its maximal value at the same x position needs to be found. This is obtained
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according to the empirical condition

ηm = 1.286, (2.29)

and by rearranging equation 2.28, it is possible to get:

r1/2(x) =

4ηm
ε0√
K√

3

π

x = 5.37
ε0√
K
x. (2.30)

Experimental data by H. Reichardt allowed to estimate the jet opening angle, yielding to

r1/2(x) = 0.0848x (2.31)

and using equations 2.30 and 2.31, it results:

•
ε0√
K

= 0.0161

•
√
K = 0.135Umx

• ε0 = 0.00217Umx.

To simplify, velocity profiles are expressed with respect to Um:

U(η) = CuUmf(η) (2.32)

V (η) = CvUmg(η) (2.33)

where:

• Cu =
3

8π

K

ε0x
≃ 1

• Cv =
1

4

√
3

π

√
K

x
≃ 0.033

• f(η) =
1

(1 +
1

4
η2)2

• g(η) =
η − 1

4
η3

(1 +
1

4
η2)2

.

Owing the self-similarity solution behavior, radial profiles of velocity magnitude at differ-
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ent x position will collapse if they are normalized with respect to Um and r1/2(x). It is
easily found that:

|V |
Um

=

√
U2 + V 2

Um

=
√

(Cuf(η))2 + (Cvg(η))2. (2.34)

Note that this profile is now independent of x coordinate, because of the normalization
by Um, and is presented in figure 2.7.

Figure 2.7: Self-similar profile of velocity magnitude according to Tollmien’s solution

Rescaling variables

Comparing CFD solution with Tollmien’s one requires a relation between dimensional
and dimensionless profiles. Actually, it is quite simple to find r1/2 and Um values per
section from dimensional velocity profiles. However, with non-dimensional profiles only
at disposal, r1/2 sections values can be obtained for any x section, but it is not possible
to obtain Um values.
To find r1/2 at an arbitrary x equation 2.31 can be used. Conversely, finding Um(x)

requires additional information obtained by experimental data. Different options have
been proposed in literature, [30], in particular the one proposed by Tollmien is:

Um(x)

Uinlet

=
0.965
ax

r0

(2.35)
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where r0 is the radius of the finite size nozzle and a is an empirical coefficient. According
to Abramovich, for circular jets recommended values of a are between 0.066 and 0.076,
0.089 for turbulence cases. Another alternative by Cihelka is

a =

tanα

2
3.4

(2.36)

where α is the stream angle of the flow cone starting in the nozzle, see figure 1.8.

2.4.3. Two-phase case: numerical results

Starting from the literature review carried out in a previous M.Sc Thesis [41], three papers,
[33], [34] and [55], have been identified as examples of numerical simulations of air-water
jet as preliminary work to simulations of abrasive jets. For this kind of jets it has not
been possible to find experimental results due to the difficulties that arise in measuring
variables.
In particular, [33] paper has been used to validate the results obtained in the air-water
jet simulation described in chapter 4.

Liu et al. [33] numerical study deals with an axial-symmetric air-water jet with the
geometry and boundary conditions reported in figure 2.8.

Figure 2.8: Geometry and boundary conditions of the CFD computational domain, from
[33]

The water free-jet is released in the atmosphere (pressure inlets in the figure). Water
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enters the domain with two different types of velocity profiles, uniform (U = Uinlet) or

power law (U = Uinlet

(
1− r

R

) 1
7 ), in both cases with maximal value Uinlet = 950 m/s. At

the inlet, water volume fraction is set to one (that is, the nozzle is full of water), while it
is set to zero at pressure inlets, where there is atmosphere.
Volume of Fluid (VOF) model coupled with k − ε standard model has been used to
simulate the flow. For the actual solved equations the reader is referred to the original
paper [33], as these are of limited interest in this thesis, since the Eulerian-Eulerian model
has been used.
Numerical results reported in the paper include velocity magnitude and dynamic pressure

(Pdyn =
1

2
ρv2) profiles in dimensional form. Since the flow is considered as incompressible,

both profiles have the same trend. In particular, the following considerations can be done:

• in the axial direction, along the center-line of the jet, velocity and pressure grow
up initially, then stabilize within the computational domain, nozzle exit at 2 mm
(figure 2.9a),

• in the radial direction, four sections have been considered, namely, x = 2.5, 5, 8, 11

mm. Before 0.5 mm all profiles have the same behavior, then velocity and pressure
decrease following some exponential curve, jet opening increases slowly as x increases
(figure 2.9b).

(a) Velocity magnitude of water jet along the
center-line

(b) Radial profiles of velocity

Figure 2.9: Adapted from [33]

It is noticed that the velocity increase along the axial direction occurs inside the nozzle,
which is believed to be a result of mass conservation in incompressible flows combined
with boundary layer development. Conversely, the almost constant values outside the
nozzle are coherent with inertia, since water density is much higher than air one.
Along the radial direction, for greater radial distances it is possible to notice that water
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velocity laterally decreases due to the interaction with air, which in turn is dragged and
increases its velocity, since with such high water velocities and such small dimensions,
water jet is mainly dominated by inertia.
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single-phase jet

In this chapter numerical set-up and results of the single-phase simulations are presented
for the case studies introduced so far. In particular, two cases have been analyzed, namely,
an air jet in the open environment and an air jet impinging against a wall.
To simulate these cases, ANSYS Workbench 2022 R2 software has been used, which
has a series of specific utilities to handle every single stage of the simulation process. In
particular, DesignModeler has been used to define the domain geometry, ANSYS Meshing
to generate the computational mesh and ANSYS FLUENT to solve the fluid dynamic
problem numerically. CFD results post-processing has been performed with MATLAB.

3.1. Free-jet: Numerical set-up

Referring to the problem described in section 2.4.1 and depicted in figure 2.2, the input
data of the problem are summarized in table 3.1.

Parameter Symbol Value Unit of measurement

Air density ρ 1.225 kg/m3

Dynamic viscosity µ 1.7894e−5 kg/ms

Nozzle diameter Dn 1.27e−2 m

Inlet axial velocity Uinlet 107.4 m/s

Table 3.1: Single-phase data

While domain choices are reported in table 3.2.
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Parameter Symbol Value Unit of measurement

Nozzle length L 0.2413 m

Distance to outlet Hn 0.127 m

Radial height H 0.05 m

Table 3.2: Single-phase domain choices

3.1.1. Domain and boundary conditions

In order to reduce simulations computational cost, the axial-symmetry of the problem
and of the mean flow have been considered by defining a 2D axial-symmetric domain
in cylindrical coordinates (x, y), where x is the axial coordinate and y the radial one,
orthogonal to x.
The domain consists of the nozzle interior modeled as a section of a straight duct, 19
diameters long, to have a fully developed flow, and of a rectangle that simulates the
portion of open space between the nozzle and the hypothetical target wall, where profiles
of different fluid dynamic variables will be analyzed. As shown in figure 3.1, the boundary
of the domain is divided into four partitions that permit to impose the following boundary
conditions:

• INLET: uniform distributions are imposed for mean velocity and turbulent variables,
imposition in FLUENT in figure 3.2,

• OUTLET: pressure is imposed equal to the atmospheric value, imposition in FLU-
ENT in figure 3.3,

• WALL: the no slip condition is imposed, and the "Scalable wall function" option is
chosen to model the near-wall turbulence,

• AXIS: axial symmetry condition is imposed,

as shown in figure 3.1.
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Figure 3.1: Geometry of the domain and boundary conditions generated by DesignModeler

Figure 3.2: Inlet boundary condition
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Figure 3.3: Outlet boundary condition

3.1.2. Mesh

To discretize the domain, a structured mesh made of rectangular cells elongated in the flow
direction has been used. As shown in figure 3.4, inside the nozzle, a coarser discretization
level has been considered, mesh 1 of table 3.3, since the scope of this part is just to
produce a fully developed flow at the nozzle outlet, thus the accurate determination of
the fluid flow within the nozzle was not of particular interest.

Figure 3.4: Mesh 1 produced by ANSYS Meshing
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Four different meshes have been considered to carry out the grid independence study. In
the different grid levels, cells dimension have been modified by progressive refinement, to
keep the aspect ratio substantially constant. The number of elements per each mesh is
reported in table 3.3.

Mesh Cells Faces Nodes

1 1323 2752 1430

2 5292 10796 5505

3 11907 24132 12226

4 21168 42760 21593

Table 3.3: Computational meshes details considered for the grid independence study

3.1.3. CFD models and numerical setting

The low Mach number of this flow, Ma = 0.31, evaluated with respect to nozzle inlet

velocity and c = 343.1 m/s, the speed of sound in air at 20 °C, Ma =
Uinlet

c
, permits

to consider this flow as incompressible. If this number were calculated locally, based on
maximal velocity, it would be computed with respect to the nozzle exit velocity at the
axis, that would be ∼ 20% higher than the inlet value, yielding to Mae < 0.4Ma, so the
flow can be modeled as incompressible.
This flow is characterized by a high Reynolds number, Re = 90000, evaluated with respect
to nozzle exit or inlet velocity, indifferently since due to mass conservation in incompress-

ible flows these values are equal, and its diameter, Re =
DnUinlet

ν
, which indicates the

turbulent nature of the flow.
As already explained in chapter 2.1, Navier-Stokes equations cannot be solved analytically
due to the turbulent nature of the flow, so RANS (stationary case) approach has been
used.
The obtained solutions depend on the turbulence model adopted to close the system as
described in section 2.1.3. In general terms, no model can be considered the best abso-
lutely. However, the software theory guide ([2], section 4.4.3) recommends to use k − ε

Realizable for turbulent axial-symmetric jets. Therefore, to evaluate turbulence model
impact of CFD results, the following models have been considered in this study: k − ε

standard, k− ε RNG, k− ε Realizable and k−ω SST. All these models are two equations
models relying on Bussinesq eddy viscosity assumption.
Reynolds stress model has not been reported in this thesis. Indeed, this model has been
briefly explored, but it gave some convergence issues. In addition, it is more complicate
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than the others since it solves for the values of Reynolds stresses, rather than for k and
ε or ω. This means that it is harder to control because more parameters are involved,
coefficients, sub-models that are quite impossible to decide.
In this preliminary research, just turbulence models based on eddy viscosity assumption
have been considered, with the goal of assessing if even a simpler CFD configuration al-
lows to capture the essential flow features of test cases presented in chapter 2.4.1.
Equations relative to these models are reported in appendix B.
Model settings for k − ε Realizable are reported in figure 3.5, where "Model Constants",
"User-Defined Functions" and "Prandtl Numbers" have been set to their default values,
"Scalable Wall Function" method has been selected for "Near-Wall Treatment", as men-
tioned in section 3.1.1. These settings are almost the same also for the other versions: it
is enough to change the button selection.

Figure 3.5: k − ε Realizable model settings

Experimental data given by [31], section 2.4.1, as well as the Tollmien reference solution,
[50], section 2.4.2, have been considered to identify the turbulence model that best repro-
duces the problem in hand, see section 3.4.
Simulations have been initialized with the "standard" method from inlet boundary, where
mean velocity and turbulent variables are imposed in every inlet cell, figure 3.6.
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Figure 3.6: Initialization of the simulation

Settings relative to the solution algorithms had already been described in section 2.3.1.
Further calculation settings are reported in figure 3.7, where a series of parameters have
been set. In particular the number of iterations has been set equal to 1000 in order to be
sure to reach convergence with all meshes.

Figure 3.7: Calculation settings
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3.2. Free-jet: Physical consistency of the solution

Since just numerical simulations have been performed, their physical consistency had to
be checked by looking at main variables color plots. In particular, velocity magnitude,
velocity components, static pressure and turbulence kinetic energy color plots have been
considered.
The color plots shown in figures 3.8, 3.9, 3.10, 3.11 and 3.12 refer to the finest mesh (mesh
4 in table 3.3) and to k − ε Realizable model. It can be seen, from figure 3.8, that the
nozzle length included in the domain is needed to have a fully developed flow upstream
the nozzle exit, this means having the same profile along the whole height of the nozzle,
in order to inject the right quantities in the open space. However this could have been
considered also shorter, since a fully developed flow is already generated at the beginning
of the duct.

Figure 3.8: Color plot: velocity magnitude
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Figure 3.9: Color plot: axial velocity

Figure 3.10: Color plot: radial velocity
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Figure 3.11: Color plot: static pressure

Figure 3.12: Color plot: turbulence kinetic energy

From figure 3.11 it is possible to see a pressure drop inside the long duct, caused by the
friction exerted by the walls inside of the nozzle. This is still in agreement with theoretical
behavior of pipe flows.
Figure 3.12 shows turbulence kinetic energy development in the flow. It is the typical
one of flows coming from jets and nozzles: a shear layer characterized by high turbulence
values is present. Since this is a single-phase flow, the opening angle is quite wide, because
no interaction between different fluids happens.
Considering the free jets reference solution illustrated in section 2.4.2, and looking at
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figures 3.8, 3.9, 3.10 and 3.12 color plots, a possible auto-similar behavior has been in-
vestigated. It is visible that along different sections outside the nozzle, velocity and tur-
bulence kinetic energy profiles have similar trend, for this reason the adimensionalization
procedure mentioned in section 2.4 has been applied.

Dimensionalization procedure

The procedure used to obtain parameters values when dealing with dimensional profiles
is described below:

• Um, used to normalize velocity components according to [31], is found by computing
the maximal value of axial velocity along a section,

• r1/2, used to normalize r axis values, is computed by finding the value of r such that
U/Um = 0.5. The computation has been done through a MATLAB function double
find_half(vector < vector < double >>, double), reported in appendix A.

In other cases, section 3.4.2, it is needed to move from non-dimensional to dimensional
profiles. To do so, the following parameters need to be computed:

• αTollmien = arctan(b(x)/x) = arctan(0.0848) from which Tollmien correspondent
sections at nDn from the end can be found according to x = Dn/2 cot(αTollmien) +

(10− n)Dn,

• r1/2 is found using equation 2.31 with x computed as above,

• Um is computed according to equation 2.35 where x is as above, r0 = Dn/2 and
α = 2αTollmien.

These values choice relied on the computation of the basic dimensions of geometry, [30],
which are the lengths of two parts of the flow outside the nozzle,

l0 =
0.29r0
a

,

l1 =
0.67r0
a

,
(3.1)

and they were in agreement with data using a as in equation 2.36, instead of a constant
value a = 0.066, see table 3.4.
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a l0 l1

computed a1 0.0251 0.0733 0.1694

computed a2 0.066 0.0279 0.0645

data 0.0749 0.1130

Table 3.4: Basic dimensions

3.3. Free-jet: Convergence analysis

In this case the domain reported in section 3.1.1 has been considered, with the inlet and
outlet boundary conditions reported in section 3.1.1, figures 3.2 and 3.3. The convergence
assessment study includes two CFD framework features: the iterative solution algorithm
and the computational mesh. These have been analyzed into two subsequent steps: the
first one focuses on the solution algorithm by keeping the mesh fixed, whereas the second
one proves the independence of the solution with respect to different mesh refinement
levels, table 3.3.
The solution convergence has been tested by checking that the normalized residual values
of all solved equations were below a given tolerance, fixed to 10−3, which is the default
setting in ANSYS FLUENT settings in figure 3.13.

Figure 3.13: Residual Monitors ANSYS FLUENT panel

ANSYS FLUENT solver stops when the normalize residuals of all solved equations fall
below 10−3, which basically implies that the threshold value occurs for a given equation
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(typically k, ε or continuity), whereas for the others the residuals are well below the
threshold, as shown in figure 3.14.

(a) k − ε Realizable normalized residuals (b) k − ω SST normalized residuals

Figure 3.14: Normalized residuals for different models

The grid independence study was performed after having verified that each run had con-
verged in terms of normalized residuals.
The considered grids are reported in section 3.1.2 and the following target variables pro-
files have been compared:

• along axial direction velocity magnitude |V | and turbulence kinetic energy k at
sections: r = 0Dn (axis), r = Dn/8, r = Dn/4, r = 3Dn/8 and r = Dn/2 (wall),

• along radial direction axial and radial velocities U and V and turbulence kinetic
energy k, at sections: 9Dn from the boundary outlet, 5Dn from the boundary outlet
and 4Dn from the boundary outlet.

In this study only the domain region outside the nozzle, for x greater that about 0.245
m, has been considered.
The results are reported below for a selection of relevant cases. In the plots of section
3.3.1, magenta is used for mesh 1, cyan for mesh 2, red for mesh 3 and blue for mesh 4.

3.3.1. k − ε RNG

In this section k − ε RNG model has been considered, since it is a good candidate to be
the model that best fits the case in hand.
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(a)

(b)

Figure 3.15: Grid independence: axial profiles of velocity magnitude and turbulence
kinetic energy for k − ε RNG model
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(a)

(b)
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(c)

Figure 3.16: Grid independence: radial profiles of axial and radial velocities and turbu-
lence kinetic energy for k − ε RNG model

By looking at figures 3.15 and 3.16, it can be seen that there is grid independence with
respect to all considered variables in all considered sections, both radial, both axial, since
variables trend is the same for all refinements of the grid.
In particular, by looking at axial velocity, figure 3.16a, it is evident that different meshes
profiles have the same behavior. While this is not that evident when considering radial
velocity, figure 3.16b, but this is not an issue, since its values are negligible with respect to
axial velocity ones. Also for what concerns turbulence kinetic energy grid independence is
reached, even if this variable is hard to measure and the models considered approximate
this variable a lot, figures 3.15b and 3.16c.

3.3.2. Other turbulence models

Also the other models mentioned in section 3.1.3 have been considered, but their grid
independence study will not be presented in this thesis. In all cases grid independence
has been reached, grid effect is more or less the same on all models. For this reason and
by considering the low computational cost, in the following one only the finest mesh will
considered.
In figures 3.17 and 3.18 different models trends are compared. Different lines are referred
to the different sections mentioned in section 3.3. In these plots, cyan is used for k − ε
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standard, green for k − ω SST, magenta for k − ε RNG and blue for k − ε Realizable.

(a)

(b)

Figure 3.17: Effect of turbulence models: axial profiles of velocity magnitude and turbu-
lence kinetic energy
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(a)

(b)
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(c)

Figure 3.18: Effect of turbulence models: radial profiles of axial and radial velocities and
turbulence kinetic energy

The figures above indicate that different models produce similar results from a qualitative
point of view; from the quantitative point of view the order of magnitude is always the
same, but there are some differences. The general trend is as below:

• velocity magnitude, figure 3.17a: axial profiles at the beginning are almost constant,
then they decrease, but only in the last section, where it increases up to stabilization,

• turbulence kinetic energy, figure 3.17b: axial profiles are almost zero at the begin-
ning, then they reach a peak,

• axial velocity, figure 3.18a: radial profiles decrease up to a stabilization at near zero
values,

• radial velocity, figure 3.18b: radial profiles have a peak at the beginning, then they
have a minimum which leads to a growth,

• turbulence kinetic energy, figure 3.18c: radial profiles have an initial peak, that
increases with x, after which stabilization is reached at values near zero.

It is not possible to say which model is the best fit, so further studies need to be done:
comparison with Tollmien reference solution, section 2.4.2, and experimental data pro-
vided by [31], section 2.4.1.
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3.4. Free-jet: Validation of CFD model through ex-

perimental data

As said above, to validate the procedure and to identify the turbulence model that best
approximates the problem in hand, both Tollmien self-similar solution, section 2.4.2, and
experimental data provided by [31], section 2.4.1, have been considered.

3.4.1. Validation with data

Validation with experimental and mathematical data is presented in figure 3.19. Refer-
ences were made to two variables of particular interest in the problem under consideration,
axial velocity and turbulence kinetic energy. Radial velocity has not been considered since
it is very small for free jets cases and may be susceptible to significant inaccuracies due
to both experimental data and numerical modeling.
[31] paper provides experimental values of u2, v2 and uv. In order to estimate k, it
has been considered that the flow is mainly developed along the axial direction, so the
value of tangential turbulence velocity w2 has been treated equal to the radial one v2:

k =
u2 + 2v2

2
.

(a) Legend



3| Development of CFD model: single-phase jet 55

(b)

(c)

Figure 3.19: Validation: radial profiles of axial velocity and turbulence kinetic energy,
Tollmien solution and experimental data

The same legend holds for both graphs and is reported in figure 3.19a. In particular,
different colors are referred to a certain x- position of the profiles, namely, magenta for
the section at 4Dn from the outlet, cyan for the one at 5Dn and green for 9Dn. While
the line type identifies the turbulence model.
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All profiles have been normalized according to the procedure explained in section 3.2.
Regarding the axial velocity, there are some differences, but from a qualitative point of
view, CFD solution and experimental data are quite close. In particular it is visible that
cyan and green profiles are closer that the magenta ones. This may happen because self-
similarity happens only far from the nozzle exit, since Tollmien solution is referred to an
ideal condition where the flow enters the domain from a point, not from an area with
finite dimension. By looking at just the furthest sections, there is agreement between
CFD and Tollmien solution.
Regarding the turbulence kinetic energy, the CFD model captures fairly well the qualita-
tive trend and the order of magnitude, but there are obvious deviations from a quantitative
point of view.
The following considerations may help to understand the results in figure 3.19:

• experimental data had been collected long time ago, in 1998, and they refer to
rather difficult-to-measure quantities (local mean and fluctuating velocity compo-
nents). The limitation of the technologies available at that time might have affected
measurements quality;

• turbulence kinetic energy data had not been provided, but they were obtained as-
suming that two turbulence velocities were equal to each other;

• experimental data were not available in a tabular format, but points were obtained
graphically, [7], from the PDF paper version, contributing to numerical values un-
certainties;

• using a RANS-based turbulence model based on eddy viscosity assumption definitely
simplifies the calculations, but introduces more approximations and uncertainties;

• CFD solutions well agree with Tollmien solution far from the nozzle outlet. This is
not surprising if one considers that both are obtained from mathematical models,
thus they might be closer to each other than to experimental data;

• Tollmien solution assumes the jet to develop from a point with zero measure. How-
ever, this is not the case of CFD and experimental set-ups. In this perspective,
modeling the interior part of the nozzle as a section of straight duct might not
be fully representative of the experimental conditions, contributing to the observed
deviations. Since no information has been provided in [31] paper, a second run of
simulations was carried out with the goal of addressing this critical aspect.

After this first validation analysis, it is not possible to determine which model best fits
the problem in hand, maybe k − ε RNG and Realizable are the best ones.
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3.4.2. New inlet

To highlight possible inaccuracies resulting from a lack of information about the nozzle
used in the experiments, in the second run of simulations inlet variables (U, V, k) at 9Dn

upstream the outlet have been imposed equal to the experimental flow profiles determined
in [31].
The domain was reduced to a rectangle, figure 3.20, that represents just the domain in
section 3.1.1 on the right of 9Dn section (figure 3.1). For this study, a mesh analogous
to the finest one in table 3.3 has been considered, on which the grid independence of the
solution has been verified.

Figure 3.20: Geometry of the new domain and boundary conditions produced by Design-
Modeler

As shown in figure 3.20, new inlet and outlet boundaries appear, to decide the height
of the inlet, experimental data have been used, after having made them dimensional
using the procedure explained in section 3.2. The height of the inlet has been decided
by multiplying the highest r-value per r1/2 for 9Dn section. To impose the inlet profile,
MATLAB function write_prof , appendix A, has been used: it generates .prof files, that
have "u v-axial", "v v-radial" and "k k-turb" fields, which can be used in FLUENT,
figures 3.21.
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Figure 3.21: Inlet boundary condition

For these simulations, just k − ε RNG and Realizable and k − ω SST models have been
exploited, since k − ε standard gives similar results and is not reported in this thesis.
Tolerance for normalized residuals has been set to 10−4, lowered to check if better results
would have been obtained.

Model settings, initialization, calculation settings and used algorithms for different models
are the same as the ones reported in sections 3.1.3 and 2.3.1.

As in the previous case, a comparison between different models, Tollmien solution and
experimental data has been done, reported in figure 3.22. Magenta has been used for
section at 9Dn from the outlet, red 8Dn, blue 7Dn, cyan 5Dn and green 4Dn and the
same legend holds for both graphs, reported in figure 3.22a.
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(a) Legend

(b)
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(c)

Figure 3.22: Comparison: radial profiles of axial velocity and turbulence kinetic energy,
Tollmien solution and experimental data with new domain

From figure 3.22, it is possible to see:

• profiles of all variables at 9Dn follow exactly experimental data, as they should,

• axial velocity profiles follow the right behavior, figure 3.22b, k− ε models are closer
than k − ω SST to experimental data and profiles at 4Dn and 5Dn tend to follow
more Tollmien solution,

• turbulence kinetic energy profiles, figure 3.22c, still have almost the right trend, but
do not coincide with experimental data.

From these considerations and by computing the distances between experimental data
and simulation profiles, through error function, appendix A, k− ε RNG comes out to be
the model that best fits the case in hand. The minimal error between the models have
been computed and the model that reaches this minimum is reported in table 3.5.
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x-position Axial velocity Radial velocity Turbulence kinetic energy

9Dn same same same

8Dn k − ω SST same k − ε RNG

7Dn k − ω SST k − ε RNG k − ε RNG

5Dn k − ω SST k − ε RNG k − ε RNG

4Dn k − ω SST k − ε RNG k − ε RNG

Table 3.5: Error comparison

Computing these errors for this case helped understanding which model is better for the
case at hand.

3.5. Free-jet: Sensitivity analysis

After having highlighted that k− ε RNG seems to be the model with which the work can
go on, a sensitivity analysis on Um and r1/2 parameters has been performed, since these are
uncertain parameters. These are adimensionalization parameters, but they have influence
on how profiles are calculated. Again these values for 9Dn section have been computed
by adding or subtracting 10% of their values. The same legend holds for both graphs
and is reported in figures 3.23a and 3.24a. Figures 3.23 shows Um sensitivity analysis,
whereas figures 3.24 show r1/2 sensitivity analysis. The comparison has been done in the
non-dimensional form to compare them with Tollmien solution too.

(a) Legend



62 3| Development of CFD model: single-phase jet

(b)

(c)

Figure 3.23: Um sensitivity analysis: radial profiles of axial velocity and turbulence kinetic
energy
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(a) Legend

(b)
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(c)

Figure 3.24: r1/2 sensitivity analysis: radial profiles of axial velocity and turbulence kinetic
energy

By looking at figures 3.23 and 3.24, it is possible to notice:

• 9Dn profiles follow quite perfectly experimental data for all variables,

• the profiles at other x-positions follow the original CFD trend, they are not sensibly
affected by the slight modification of the two parameters,

• profiles at 8Dn and 7Dn are closer to the original CFD trend, while profiles at 5Dn

and 4Dn are a little bit more different from the original CFD ones, but still preserve
the same order of magnitude and trend,

• with this sensitivity analysis it came out that r1/2 is a more influential parameter
than Um.

3.6. Free-jet: Conclusion

After having performed convergence, validation and sensitivity analysis, it is possible to
conclude that:

• k − ε RNG model is the one that best fits experimental results, even if it is in
conflict with what is written in the Theory Guide of ANSYS FLUENT [2] being
k − ε Realizable the best fit for axial-symmetric jets, even if the two models are
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almost equivalent,

• sensitivity analysis on Um and r1/2 pointed out that by slightly changing these values
big improvements cannot be done,

• experimental and numerical results are different: experimental results often show
some deviations that may arise from the set-up used in 1998, while numerical results
are affected by several uncertainties introduced by approximations in eddy viscos-
ity models. Having these features, this is the highest level of accuracy that can
be obtained for this case, since order of magnitude and trend of variables respect
experimental data ones,

• considering as inlet the section at Y = 9Dn, section 3.4.2, leads to some modification
in the results, since it was better understood which is the best turbulence model.

3.7. Impinging jet: Numerical set-up

This section is dedicated to the impinging jet described in section 2.4.1. Input and domain
data are the same as the one reported in sections 3.1, a part from "Radial height" that
assumes the value of 0.1524 m.
The same inlet and outlet conditions of the previous test case, section 3.1.1, have been
considered.

3.7.1. Domain, boundary conditions and mesh

The same shape domain as the previous case has been considered, but higher with wall
conditions at its right edge, as it can be seen in figure 3.25.
In this case a structured mesh where every rectangle has the same dimensions could not
have been considered due to the right wall, so the mesh is refined close to the wall to
capture better velocity behavior in near wall region.
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Figure 3.25: Domain, mesh and boundary conditions produced by DesignModeler and
ANSYS Meshing

Four different meshes with increasing level of refinement have been considered. The
discretization details, e.g. number of cells, nodes, and faces, are reported in table 3.6.

Mesh Cells Faces Nodes

1 8240 16739 8500

2 32960 66438 33479

3 74160 149097 74938

4 131840 264716 132877

Table 3.6: Number of elements per each mesh

3.7.2. CFD models and numerical setting

The numerical set-up for this test case is the same as the one reported in section 3.1.3,
since the same flow has been considered.
Following the free-jet study performed in the first part of this chapter, 3.6, just k − ε

RNG has been used to close the system of equations.
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3.8. Impinging jet: Physical consistency of the solu-

tion

The same considerations as in section 3.2 hold for this case. As in the free-jet case, 3.2,
the physical consistency of the numerical solution had to be checked by looking at main
variables color plots: velocity magnitude, axial and radial velocity, static pressure and
turbulence kinetic energy. Below color plots referring to the finest mesh (mesh 4) and to
k − ε RNG model are reported. Also in this case, in particular from velocity magnitude
color plot, figure 3.26, a fully developed flow can be observed in the elongated part of the
nozzle.

Figure 3.26: Color plot: velocity magnitude

Figure 3.27: Color plot: axial velocity
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Figure 3.28: Color plot: radial velocity

Figure 3.29: Color plot: static pressure
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Figure 3.30: Color plot: turbulence kinetic energy

From static pressure color plot, figure 3.29, it is possible to see a pressure gradient inside
the long duct, due to frictional losses produced by the nozzle walls. Moreover, as it was
also expected, high pressure values can be seen in the bottom right corner, which is the
region where jet impinges the wall.
Figure 3.30 shows turbulence kinetic energy behavior: it is the typical one of flows coming
from jets and nozzles, since only one phase is present, the opening angle is quite wide.
Again, by looking at figures 3.26, 3.27, 3.28 and 3.12, it is possible to notice that velocity
and turbulence kinetic energy profiles have similar trend along different sections outside
the nozzle. For this reason, the dimensionalization procedure mentioned in section 2.4
has been applied (in this case having Vm and Y1/2 instead of Um and r1/2).

3.9. Impinging jet: Convergence analysis

The domain and boundary conditions reported in figure 3.25 have been considered.
At this point convergence analysis was performed. In this case residual tolerance was
set to 10−5, so computational cost was quite high, even if it was done to obtain more
accurate solutions. After having performed the first step, solution algorithm convergence
by keeping the mesh fixed, grid independence study was done.
The considered meshes are reported in section 3.7.1 and the following profiles have been
compared:

• along axial direction axial and radial velocity U and V and turbulence kinetic energy
k at sections: r = Dn, r = 2Dn, r = 3Dn, r = 4Dn, r = 5Dn, r = 6Dn, r = 7Dn,
r = 8Dn r = 9Dn and r = 10Dn,
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• along radial direction velocity magnitude |V | and turbulence kinetic energy k at
sections: Y = 9Dn, Y = 5Dn and Y = 4Dn.

The results are reported in figures 3.31 and 3.32, using magenta for mesh 1, cyan for
mesh 2, red mesh 3 and blue mesh 4. Just the domain region outside the nozzle has been
considered.

(a)

(b)
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(c)

Figure 3.31: Grid independence: axial profiles of axial and radial velocities and turbulence
kinetic energy for k − ε RNG model

(a)
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(b)

Figure 3.32: Grid independence: radial profiles of velocity magnitude and turbulence
kinetic energy for k − ε RNG model

By looking at figures 3.31 and 3.32, it can be seen that there is grid independence with
respect to all considered variables in all considered sections.
Variables trends may vary across different sections:

• axial velocity, figure 3.31a,: axial profiles are higher in the lower part of the domain
and reach a maximum, different for all sections, while are almost zero in the upper
part of the domain,

• radial velocity, figure 3.31b: axial profiles show that far from wall the values are
around zero, while reach a maximum in the nearby of the wall. Then, owing to the
no-slip condition, radial velocity decreases sharply reaching a zero value at the wall,

• turbulence kinetic energy, figure 3.31c: axial profiles have a trend similar to axial
velocity, since a maximum is reached close to the axis and to the wall, while at
radial positions far from the axis the values are close to zero,

• velocity magnitude, figure 3.32a: radial profiles show the typical behavior of this
kind of domains, at low radial distances velocity magnitude has high values, but
reaches near zero values far from the axis, which respects axial profiles behavior,

• turbulence kinetic energy, figure 3.32b: radial profiles show the typical peak, that
has higher values at axial positions near the nozzle exit than near the wall, while in
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the upper part of the domain it reaches zero values.

3.10. Impinging jet: Validation of CFD model through

experimental data

Since no reference solutions are available for this case, the validation procedure was per-
formed just with experimental data provided by the article [31].
The same issue regarding the evaluation of k, highlighted in section 3.4, arose. Since the
flow is mainly developed in the axial direction far from the wall and mainly developed in
the radial one near the wall, it will be hard to decide if the tangential component of tur-
bulent velocity is equal to the radial or axial one. After having done some calculations, it
came out that considering k = 2u2+v2

2
or k = u2+2v2

2
does not give considerable differences,

so the first approach has been considered.
Just the finest mesh (4) of table 3.6 has been considered and the comparison has been
reported in figure 3.33, the legend is reported in figure 3.33a for all three graphs. In
these figures the same profiles computed or found experimentally have the same color.
The computed ones have been normalized according to a procedure similar to the one
explained in section 3.1, swapping U with V and r with Y , while the experimental ones
were already in the normalized form.

(a) Legend
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(b)

(c)
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(d)

Figure 3.33: Validation: axial profiles of axial and radial velocities and turbulence kinetic
energy compared with experimental data

Similar to what had been found for the previous test case, the following considerations
hold:

• axial velocity, figure 3.33b, has a similar trend to experimental data, but in some
cases computed values are higher (sections r > 5Dn) or lower (sections r = 1Dn, 2Dn).
Note that these values are negligible compared to radial velocity ones,

• radial velocity profiles, figure 3.33c, fit quite well experimental data, as it happened
for axial velocity in the other test case, even if the peak is closer to the wall in the
numerical case. This indicates that the CFD model is capable to capture the main
velocity component of the jet flow,

• turbulence kinetic energy profiles, figure 3.33d, reach higher values than experimen-
tal data, but have almost the right trend and right order of magnitude, as in the
previous test case.

3.11. Impinging jet: Sensitivity analysis

A sensitivity analysis with respect to the adopted turbulence model has been done to
assess the impact of this modeling feature on the CFD solution and its level of agreement
with experimental data.
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Differently from the free-jet sensitivity analysis, section 3.3.2, due to difficulties in achiev-
ing convergence with k − ω SST model, only k − ε standard, RNG and Realizable have
been considered. In the plots below, figures 3.34, 3.35 and 3.36, the comparison between
the models has been reported. In the first two, cyan has been exploited for k − ε stan-
dard, magenta for k − ε RNG and blue for k − ε Realizable. The same profiles as grid
independence have been considered, plus static pressure, using the fourth mesh of table
3.6. While in the last figure the legend for the three graphs is reported in figure 3.36a.

(a)
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(b)

(c)

Figure 3.34: Turbulence models sensitivity analysis: axial profiles of axial and radial
velocities and turbulence kinetic energy
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(a)

(b)
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(c)

Figure 3.35: Turbulence models sensitivity analysis: radial profiles of velocity magnitude,
static pressure and turbulence kinetic energy

(a) Legend
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(b)

(c)
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(d)

Figure 3.36: Turbulence models sensitivity analysis: axial profiles of axial and radial
velocities and turbulence kinetic energy compared with experimental data

By looking at figures 3.34, 3.35 and 3.36 it is possible to notice that:

• k − ε RNG and Realizable produce almost in any case identical results, for this
reason Realizable results are not present in figure 3.36,

• k−ε standard gives velocity results close to the other two versions of this model, but
turbulence kinetic energy which has a completely different behavior, in particular
visible from figures 3.34c, 3.35c and 3.36d,

• when comparing numerical and experimental results it comes out that k − ε RNG
and Realizable can better capture the experimental behavior.

3.12. Impinging jet: Conclusion

After having performed convergence, validation and sensitivity analysis, it is possible to
conclude that:

• k− ε RNG and Realizable give the same results in this test case, and both of them
showed fairly good agreement with experimental data,

• turbulence kinetic energy has the right order of magnitude but not the same behavior
also in this case, figure 3.33d,
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• radial velocity has the right trend, figure 3.33c, while the axial velocity does not,
figure 3.33b,

• experimental and numerical results are different: experimental results often show
some deviations that may arise from the set-up used in 1998, while numerical results
are affected by several uncertainties introduced by approximations of eddy viscosity
models.

3.13. Single-phase: Conclusion

After having studied the free- and impinging jet, it is possible to conclude that:

• overall, k − ε RNG shows the best agreement with experimental data and, in the
free-jet case, also with Tollmien reference solution,

• regarding the turbulence models employed, k − ε RNG and Realizable give closer
solutions, while k− ε standard gives a close solution just in the free-jet case. While
k − ω SST gave convergence issues in the impinging case,

• turbulence kinetic energy has the right order of magnitude but not the same behavior
in both cases,

• turbulence kinetic energy peak value decreases in a different order compared to axial
coordinate in the two cases, this may be given by the different boundary condition,

• the main velocity component in both cases (axial for the free-jet, radial for the
impinging jet) is well captured by the CFD model, while it is not the case for the
other component that assumes around zero values,

• differences between numerical and experimental results may be due to out of date
experimental testing and uncertainties introduced by eddy viscosity models.
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two-phase jet

In this chapter numerical set-up and results of a two-phase jet are presented. In particular,
it is an air-water free-jet.
Two phases have been considered because of cleaning action nature, where two fluids are
employed, as described in chapters 1 and 2.
To simulate this case, the same software as the single-phase jets has been exploited, see
chapter 3.

4.1. Numerical set-up

Numerical data of the problem described in section 2.4.1 are reported in table 4.1 and
will be used in the numerical simulations reported in this chapter.

Parameter Symbol Value Unit of measurement

Air density ρa 1.225 kg/m3

Water density ρw 998.2 kg/m3

Air dynamic viscosity µa 1.7894e−5 kg/ms

Water dynamic viscosity µw 1.003e−3 kg/ms

Nozzle diameter Dn 1e−3 m

Nozzle length L 0.002 m

Distance to outlet Hn 0.01 m

Radial height H 0.01 m

Inlet velocity Uinlet 950 m/s

Table 4.1: Two-phase data
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4.1.1. Domain and boundary conditions

As for the single-phase case, also in this case to simulate the problem, it was taken
advantage of the axial-symmetry of the problem and of the mean flow.
The domain is presented in figure 2.8. The type and configuration of imposed boundary
conditions are the same as the single-phase case, section 3.1.1. In particular, the boundary
is divided again into four partitions that permit to impose inlet, outlet, wall and symmetry,
as shown in figure 4.1.

Figure 4.1: Geometry of the domain and boundary conditions produced by DesignModeler

The main difference from the single-phase case is given by the fact that at inlet and outlet,
variables have to be imposed for both phases separately or considered as a mixture.
The considered boundary conditions are reported in figures 4.2 and 4.3 for the power law
profile inlet (the only difference from the uniform inlet relies on "Axial-Velocity" values
in figure 4.2c). The uniform inlet case is given by U = Uinlet, while the power law case by

U = Uinlet

(
1− r

R

) 1
7 , as mentioned in [33], section 2.4.3.

Turbulence variables and pressure need to be imposed for the mixture, while inlet velocity
may assume different values for different phases. As it can be seen from figures 4.2d and
4.3b, volume fractions of the second phase (water in this case) at the boundaries need to
be set when boundary conditions are: at velocity inlet water is the only phase present,
while at outlets there’s only air, as shown in figure 4.7.
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(a) Mixture inlet

(b) Air inlet

(c) Water inlet
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(d) Water inlet, volume fraction

Figure 4.2: Inlet conditions

(a) Mixture outlet

(b) Water outlet, volume fraction

Figure 4.3: Outlet conditions
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4.1.2. Mesh

A structured mesh made of rectangular cells has been used to discretize the domain. In
the lowest part of the domain the mesh has been refined, as shown in figure 4.4, to better
capture the flow evaluation. Indeed, the flow is mainly developed in the bottom region of
the domain, while above almost nothing of peculiar interest happens.

Figure 4.4: Mesh produced by ANSYS Meshing

Four different meshes have been considered to carry out the grid independence study.
Cells dimension has been progressively reduced by keeping the same aspect ratio. Each
mesh details are reported in table 4.2.

Mesh Cells Faces Nodes

1 4400 8980 4582

2 17600 35560 17961

3 39600 79740 40141

4 70400 141520 71121

Table 4.2: Number of elements per each mesh
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4.1.3. CFD models and numerical setting

Also in this case the flow is turbulent and treated as incompressible (Uinlet = 950 m/s,
c = 1484 m/s and Ma = 0.64). In this case the Mach number is quite high to treat the
flow as incompressible, but this assumption was done in the paper used to compare the
results, [33], described in section 2.4.3.
Due to the two-phase nature of the problem, a Eulerian-Eulerian modeling, as described
in section 2.2.1, has been used coupled with k − ε RNG turbulence model, in agreement
with the analysis performed for the single-phase case, as concluded in section 3.13.
Also in this case no reference solutions are available, so validation has been done just with
the numerical values provided by [33], described in section 2.4.3.
Model settings for k−ε RNG in ANSYS FLUENT are reported in figure 4.5, where "Model
Constants" and "User-Defined Functions" have been set to default values, "Scalable Wall
Function" method has been selected for "Near-Wall Treatment", as mentioned in section
3.1.1. A remarkable difference from the single-phase case is that the model is applied to
both phases treated as a mixture.

Figure 4.5: k − ε RNG model settings
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Model settings for Eulerian-Eulerian modeling are reported in figure 4.6, air is treated as
first phase, while water as second one, since it is a default setting.
Schiller-Naumann law has been used to compute the drag coefficient: this law holds in
general for dispersed flows, since no option were available, it had also to be applied to
a separate stream. It requires a drop diameter definition D = 1e−5 m, which has no
physical meaning and it will be investigated in section 4.5.2, to study its impact on the
solution.

(a) (b)

Figure 4.6: Eulerian-Eulerian modeling settings

Simulations have been initialized by the "standard" method: phases mean velocity, phases
volume fractions and turbulent variables are imposed for both variables or for the mixture
at t = 0 s, while the used algorithms are described in section 2.3.2.
In calculation settings a series of parameters have been set, in particular number of iter-
ations and time step, because these are non-stationary simulations.

4.2. Physical consistency of the solution

Numerical solutions physical consistency has been checked. At first by checking that in-
coming and outgoing water mass flow rates had the same magnitude, then by focusing on
CFD variables, such as water velocity magnitude, static pressure and turbulence kinetic
energy of the mixture.
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Phases distribution is reported in figure 4.7: red represents air, while blue water, col-
ors in the middle represent a mixture of the phases. As expected, water goes inside the
domain from the inlet boundary and comes out from an outlet, which is coherent with
nozzle geometry.

Figure 4.7: Color plot: air and water phases

The color plots in figures 4.8, 4.9 and 4.10 refer to the third mesh of table 4.2 with the
power law velocity profile at the inlet. Even if the starting point is a power-law profile, a
fully developed flow is obtained, as can be seen from figures 4.8.

Figure 4.8: Color plot: water velocity magnitude
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Figure 4.9: Color plot: static pressure

Figure 4.10: Color plot: turbulence kinetic energy

Also in this case it is possible to see from figure 4.9 that there’s a pressure drop inside
the nozzle, which reduces its value from about 1.05e+7 Pa at the inlet to about 0 Pa at
the nozzle exit.
In figure 4.10 the typical behavior of turbulence kinetic energy of this kind of flows can
be seen. In this case the angle is less wide than the single-phase case due to phases
interaction, because some kinetic energy is lost in the mixing. It happens in shear layer
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region, visible in figure 4.8: this region is characterized by high kinetic energy.
In the end, those plots show physical consistency of the obtained numerical solution.

4.3. Convergence analysis

Convergence analysis has been performed using both inlet profiles, uniform (U = Uinlet)

and power law (U = Uinlet

(
1− r

R

) 1
7 ), then a comparison between these results has been

done.
As usual, CFD solution numerical convergence has been verified. This requires, firstly, to
check that all the variables residuals fall below a given tolerance, in this case 10−4. Af-
terwards, grid independence assessment has been performed, considering the four meshes
reported in table 4.2. For this purpose, the following profiles have been compared:

• along axial direction water velocity magnitude |V |, mixture static pressure ps and
mixture turbulence kinetic energy k at sections: r = 0Dn (axis), r = Dn/4, r =

Dn/2 (wall),

• along radial direction water axial velocity U and mixture turbulence kinetic energy
k at sections: x = 0.0025 m, x = 0.005 m, x = 0.008 m and x = 0.011 m.

Just the domain region outside the nozzle has been considered in the analysis, for x ≥
0.002 m.
The grid independence study has been performed for both inlet profiles, but the results
are reported below just for the uniform inlet case. Afterwards, inlet profile shape effect
on the solution has been assessed, section 4.3.2.

4.3.1. Grid independence study for the uniform inlet case

Convergence analysis of the uniform inlet case is reported in this section: grid indepen-
dence graphs of water velocity magnitude, figure 4.11a, of mixture static pressure, 4.11b,
of turbulence kinetic energy, figures 4.11c and 4.12b and of water axial velocity, figure
4.12a, are reported below.
Magenta has been used for mesh 1, cyan for mesh 2, red for mesh 3 and blue for mesh 4.
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(a)

(b)
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(c)

Figure 4.11: Grid independence: axial profiles of water velocity magnitude, static pressure
and turbulence kinetic energy for the uniform inlet case

(a)
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(b)

Figure 4.12: Grid independence: radial profiles of water axial velocity and turbulence
kinetic energy for the uniform inlet case

By looking at plot in figures 4.11 and 4.12, it is possible to notice that grid independence
is reached for every variable, in particular meshes 3 and 4 are close. In general, variables
trend is:

• water velocity magnitude, figure 4.11a: axial profiles show that velocity reaches a
stable value, around 950 m/s at smaller r values, lower for higher r-profiles,

• static pressure, figure 4.11b: axial profiles show that there’s a pressure drop inside
the nozzle leading to almost zero value outside of it,

• turbulence kinetic energy, figure 4.11c: axial profiles show that k is zero at radial
distances less than half nozzle radius, while it has a maximum for greater radial
distances,

• water axial velocity, figure 4.12a: radial profiles almost always show a drop at the
same radial position, since after this point water is no more present in the domain
and FLUENT does not provide a value for this phase,

• turbulence kinetic energy, figure 4.12b: radial profiles show a peak, localized near
the shear layer, which consents to evaluate the jet opening angle; this peak is quite
different for the first mesh, but closer for the other three.

Almost the same considerations hold for the power law inlet case, see section 4.3.2.
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4.3.2. Comparison between different inlet profiles

In this section, inlet profiles effect on the numerical solution is assessed referring to both
inlet profiles. Since there’s grid independence with respect to both of them, just the finest
mesh has been considered.
The same variables and profiles mentioned in section 4.3 have been considered. By looking
at their not normalized plots, some slight differences can be seen between the simulations
with the two different inlet profiles. In the plots lines obtained with the uniform profiles
are in magenta, while power law ones in cyan.

(a)
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(b)

(c)

Figure 4.13: Comparison: axial profiles of water velocity magnitude, static pressure and
turbulence kinetic energy
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(a)

(b)

Figure 4.14: Comparison: radial profiles of water axial velocity and turbulence kinetic
energy

By looking at plots in figures 4.13 and 4.14, it is possible to notice that the curves obtained
with the two inlet profiles are closer in almost all cases. In details, the ones generated with
power law inlet show lower peaks than those generated with uniform inlet. Nevertheless,
the general trends are quite similar:
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• water velocity magnitude, figure 4.13a: axial profiles have the same trend, slightly
lower for power law inlet,

• static pressure, figure 4.13b: it can be noted that power law maxima are lower than
uniform ones,

• turbulence kinetic energy, figure 4.13c: axial profiles are exactly coincident in the
first two sections, where there’s no turbulence kinetic energy, while in the third
section, uniform inlet maximum is higher,

• water axial velocity, figure 4.14a: radial profiles have the same trend, the slight
difference is limited to the region close to the inlet,

• turbulence kinetic energy, figure 4.14b: radial profiles show a peak which is still
greater for the uniform inlet case.

The uniform inlet case may show higher values than power law ones because axial velocity
has the same value across the whole inlet boundary, while in the power law case it is
maximal at the axis, which may lead to lower values of the variables.

4.4. Validation of CFD model through numerical data

A comparison between numerical results provided by the two inlet types and data provided
in the paper, [33], figures 2.9a and 2.9b, has been carried out to validate the simulation
model. Velocity magnitude is normalized with respect to its maximal value at the inlet.
In figure 4.15 plot, water velocity is presented, while in figure 4.16 plot, velocity of the
mixture is reported. Since Eulerian model computes just phases velocities, the mixture
one has been computed through vel_mixture function, reported in appendix A.
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Figure 4.15: Validation: velocity magnitude of water jet along the center-line

Figure 4.16: Validation: radial profiles of velocity magnitude of the mixture

It can be seen that the solution obtained with the uniform inlet profile matches almost
perfectly numerical data provided by [33], while the power law one is different inside the
nozzle. Note that, in the article it is not specified to which inlet profiles the results are
referred to: the comparison in Figure 4.15 indicates that, very likely, this is the uniform
inlet.
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In figure 4.16 radial profiles at four different axial values are considered: x = 0.011 m,
x = 0.008 m, x = 0.005 m and x = 0.0025 m. The following line styles have been adopted:
continuous line for the uniform case, dashed for the power law and filled dots for numerical
paper values. Inside the nozzle, uniform inlet results match paper ones, while power law
inlet ones produce a significant underestimation. The velocity decrease depends on the
kind of profile you are considering, since it changes for all of them.
This confirms that the uniform inlet profile may be the option selected by the authors.
Radial profiles are slightly different maybe due to the different choice of multi-phase
modeling, which leads to different parameters involved in the numerical calculation, since
VOF has been used by the authors and Eulerian-Eulerian in numerical simulations.

4.5. Sensitivity analysis

In this section different sensitivity analyses have been performed with respect to some
features of the Eulerian-Eulerian model, to explain deviation from VOF solution presented
in paper [33]. Reference has always been made to the uniform inlet profile, as it seems to
be the option selected in [33].

4.5.1. Turbulence model

The first sensitivity analysis aims at assessing how turbulence model affect Eulerian-
Eulerian model. Results obtained with k− ε RNG, presented so far, have been compared
to the ones obtained with k − ε standard. k − ε Realizable and k − ω SST have been
explored but showed some convergence issues, thus the results relative to these models
are not presented.
Velocity has been normalized with respect to inlet velocity and turbulence kinetic energy
by inlet velocity squared. Magenta or dots and dashes have been used for k − ε RNG
while cyan or dashed line for k − ε standard.
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Figure 4.17: Turbulence models sensitivity analysis: velocity magnitude of water jet along
the center-line

Figure 4.18: Turbulence models sensitivity analysis: radial profiles of velocity magnitude
of the mixture
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(a)

(b)

Figure 4.19: Turbulence models sensitivity analysis: radial profiles of water axial velocity
and turbulence kinetic energy

By looking at figures 4.17, water velocity magnitude, 4.18, mixture velocity magnitude,
and 4.19, water axial velocity and mixture turbulence kinetic energy, it is possible to see
that moving from k−ε RNG to k−ε standard changes are not that huge. Main differences
can be seen at x = 0.011 m in figures 4.18 and 4.19b, in the first case velocity has a higher
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value, while turbulence kinetic energy has a second local maximum for k − ε standard
case.
Using one type or the other of k − ε model does not improve the degrees of agreement
with VOF solution in [33].

4.5.2. Drops diameter

As mentioned in sections 2.2.1 and 4.1.3, a drag law for dispersed flows is used by Eulerian-
Eulerian model, even if it is not the case. For this reason a second sensitivity analysis has
been performed with respect to water drops diameter, which have no physical meaning,
originally it was set to 1e−5 m, now also to 5e−6 m and 1e−6 m. Obviously by reducing
the size, computational cost and number of iteration to convergence increase.
The same variables and normalization procedure of section 4.5.1 have been considered.

Figure 4.20: Water droplets diameter length sensitivity analysis: velocity magnitude of
water jet along the center-line
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Figure 4.21: Water droplets diameter length sensitivity analysis: radial profiles of velocity
magnitude of the mixture

(a)
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(b)

Figure 4.22: Water droplets diameter length sensitivity analysis: radial profiles of water
axial velocity and turbulence kinetic energy

By looking at figures 4.20, 4.21 and 4.22, it is possible to see that changing the diameter
value does not produce remarkable differences. Velocity radial profiles of the lowest di-
ameter value are slightly different from the other two, 4.21, while higher diameter values
produce higher turbulence kinetic energy peaks, figure 4.22b.

4.5.3. Surface tension

The last sensitivity analysis has been performed by including the surface force in the
momentum equation, which has been instead ignored in the reference configuration.
The same variables and normalization procedure of section 4.5.1 have been considered.



4| Development of CFD model: two-phase jet 107

Figure 4.23: Surface tension sensitivity analysis: velocity magnitude of water jet along
the center-line

Figure 4.24: Surface tension sensitivity analysis: radial profiles of velocity magnitude of
the mixture
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(a)

(b)

Figure 4.25: Surface tension sensitivity analysis: radial profiles of water axial velocity and
turbulence kinetic energy

By looking at figures 4.23, 4.24 and 4.25, it is possible to notice that this parameter
does not generate any changes in the results, so it is a non influential parameter in the
Eulerian-Eulerian model employed.
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4.6. Conclusion

After having performed convergence, validation and sensitivity analyses, it is possible to
conclude that:

• the inlet profile required to properly reproduce literature results, which was not
well specified by the authors, is the uniform one. However, using the power law one
doesn’t produce huge differences in the results, just at the inlet,

• due to intrinsic differences between the two modelling frameworks, it appears diffi-
cult if not impossible to match a VOF solution with Eulerian-Eulerian model one,

• due to the lack of a suitable model for separated flows drag force in the Eulerian-
Eulerian framework, a model for dispersed bubbles has been used. However, chang-
ing the bubble diameter does not produce a substantial variation to the CFD solu-
tion,

• surface tension is a non influential parameter,

• even a relatively simple k − ε based model allows to capture fairly well turbulent
water jet flow in air essential features, even if this turbulence modeling approach
limitations are obvious.

An additional test case is presented in appendix C.
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cleaning process

This chapter is dedicated to the experimental part of this thesis: preliminary experiments
to link CFD modeling presented so far and real application cleaning processes. This
required, firstly, to execute a series of experimental tests at the Hydraulic Laboratory
of Politecnico di Milano, and to better see the obtained results, a series of microscopes
scanning has been carried out at the Diagnostic and Investigation on Building Material
Laboratory of Politecnico di Milano.
The aim of these experimental testings is to produce measurements of cleaned surfaces
under specific test conditions, that can be linked to CFD simulation results.

5.1. Experimental set-up

Experimental tests have been carried out at the Hydraulic Laboratory using the test
facility in figure 5.1. The stirred tank has been filled of water, then an on-off switch has
been pushed to start the flow. Water leaves the first tank and by following a series of
pipes, closed by some valves, reaches the nozzle, in particular, one of those valves has to
be opened.
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Figure 5.1: Simplified sketch of the wet direct impact test facility at the Hydraulic Lab-
oratory of Politecnico di Milano, from [39]

During all set of experiments, a series of sample with different hardness (material’s ability
to tolerate friction or abrasion resistance), namely, granite, Cartaghena calcarenite and
Noto stone, have been used. These samples have been got dirty of black and red acrylic
paint and of graphite.
In all cases, the samples have been fixed inside the facility (sample position in figure 5.1),
as shown in figure 5.2.
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(a) (b)

Figure 5.2: Sample placed in the facility

In the test cabin only air was present, so it has been possible to reproduce a water jet in
air. During the first set of experiments, a problem occurred: the test cabin is open, so a
way to close the structure made of nozzle and sample had to be found, not to let water
leave the facility. To solve this issue, a handcraft metallic cap has been put on this part,
figure 5.3.

Figure 5.3: Handcraft metallic cap

In addition, volume flow rate can be measured, while pressure values can be seen through
the flow-meter display. To calculate water volume flow rate, an electric current has been
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acquired and then converted into volume flow rate (V̇ ) through a linear transfer function,
equation 5.1, used to compute nozzle inlet velocity, equation 5.2:

V̇ = 10/0.016(x− 0.004), (5.1)

V̇ = UinletA, (5.2)

where A = π(Dn

2
)2.

The graph of electrical current acquisition versus time is reported in figure 5.4, while the
conversion in volume flow rate according to equation 5.1 is reported in figure 5.5.

Figure 5.4: Electrical current acquisition
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Figure 5.5: Volume flow rate conversion

From the graphs above, figures 5.4 and 5.5, corresponding to the acquisition done for the
fourth sample of section 5.4, it is possible to see that at the beginning volume flow rate
increases, which corresponds to water passing in the first ducts. Prior to the flow enters
the nozzle a pressure drop happens, which causes a loss of velocity. In the end volume
flow rate drops to zero value since there is no more flowing water in the pipes.
To conclude this experimental part, samples have been scanned using the Alicona IF-
Portable microscope at the Diagnostic and Investigation on Building Material Laboratory
to better see jet cleaning action.

5.2. First set of experiments

During the first set of experiments, three samples of different materials, granite, Noto
stone and Cartagena calcarenite, a black spray to dirty them and an impinging water jet
in air have been used. All the samples have been sprayed and let dry for a hour.
The purpose of this first round of tests was just to understand if the existing facility
were able to clean different materials. Therefore, only a qualitative evaluation of the
cleaning process has been performed by visual inspection of the samples, without any
data acquisition. The facility has been tested at its nozzle highest velocity, v ∼ 34 m/s,
all valves fully open. Pressure at nozzle exit has been estimated according to Bernoulli
principle:

p =
1

2
ρv2 = 5, 78 bar, (5.3)
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to compare its value with the ones used in commercial activities, see section 1.2.
Each sample has been exposed to water jet for 5 min.

First sample

Material: granite.
Nozzle-sample distance = 2 cm.

Figure 5.6: Sample n° 1 before the test

Figure 5.7: Sample n° 1 after the test

In this case, as visible in figures 5.6 and 5.7, the central upper part is not dirty as the
rest of the sample, indeed, after having used the facility, figure 5.7, the jet-impinged part
is clean, but also the central upper part. After having used the jet, a sort of ring, neither
cleaned nor dirty, has been created around the cleaned zone: it may represent the region
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where shear stress reaches its maximal values. Its behavior will be commented in section
5.6.

Second sample

Material: Noto stone, hard material.
Nozzle-sample distance = 2.5 cm.

Figure 5.8: Sample n° 2 before the test

Figure 5.9: Sample n° 2 after the test

By comparing the sample before, figure 5.9, and after, 5.9, the cleaning process, it is
possible to notice that nothing happened to this sample after having used the facility.
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Third sample

Material: Cartagena calcarenite, porous material.
Nozzle-sample distance = 2 cm.

Figure 5.10: Sample n° 3 before the test

Figure 5.11: Sample n° 3 after the test

In this case, by comparing the sample before, figure 5.11, and after, 5.11, the cleaning
process, it can be seen that the sample has been damaged and eroded. As visible in figure
5.11, a hole has been created and the sample has been fractured. However, cleaning may
happen without erosion by reducing exposition time or pressure.
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5.2.1. Concluding remarks

After these first experiments, it can be noticed that the effectiveness of cleaning depends
on material hardness: the second one is the hardest, while the third one is the most
porous.
As mentioned in section C.1, cleaning is effective just in a small region corresponding to
the nozzle impingement zone (r < 1.68Dn). However, if a sample is not uniformly dirty,
it may happen that some parts, not directly subjected to the jet, will become clean.
After the first experimental testing, it has been decided to use samples like the first one
of this section.

5.3. Material characterization

The material characterization of the first sample reported in section 5.2 has been carried
out by ARKEDOS srl in [26], using different samples.
The characterization samples have been taken from two natural lithotypes used as paving
stones of Bologna streets: two coming from the original pavement, one in substitution
and continuity of the original material. These have been taken into account and have
been observed using two microscopes to classify the material.
The original pavement samples material is a white-gray medium grain holocrystalline rock
with some black spots, compact without visible fractures with not oriented weaving, as it
can be seen in figure 5.12. While the substitute sample material is a white-gray medium
grain schistose rock, its weaving is oriented, as shown in figure 5.13.

Figure 5.12: Weaving of the first sample, from [26]
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Figure 5.13: Weaving of the third sample, from [26]

This study permitted to identify the two lithotypes, that are both granite from a com-
mercial point of view. The original pavement samples are made of syenogranites, while
the substitute material is a medium grain ortogneiss.

5.4. Second set of experiments

During the second set of experiments, five samples of the same material described in
section 5.3 have been used: at first they were painted on one side with two layers of red
acrylic paint, then with graphite to better see jet action map on samples. Acrylic paint
was sprayed at a distance of 10 cm and let dry for 22 h, the second layer was done to
concentrate the painting and the result is presented in figure 5.14.
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Figure 5.14: Sample n° 1 before the test

First sample

The first sample has been placed inside the facility as shown in figure 5.2. The cleaning
process has been repeated trice on this sample, by keeping it normal to the nozzle and by
progressively reducing nozzle-sample distance. In addition, also exposition time has been
increased from 5 min to 10 min. All details are described in table 5.1.

time distance angle velocity temperaturei temperaturef

1 5 min 2 cm 90° 35.39 m/s 20.29°C 21.78°C
2 10 min 1.27 cm 90° 36.15 m/s 21.78°C 24.15°C
3 10 min 0.5 cm 90° 34.22 m/s 20.55°C 24.68°C

Table 5.1: First sample conditions

After having let the facility start, it was possible to notice that water temperature increases
of almost 1 degree every 2.5 min.
The result of these experiments is presented in figure 5.15.
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Figure 5.15: Sample n° 1 after the test

At naked eyes it’s not possible to see any cleaning action, as it can be seen in figure 5.15,
even if the sample has been subjected to more jet actions. Therefore, the experimental
study moved in another direction.

Second sample

This sample has been prepared in a different way: just one layer of acrylic paint sprayed
at 10 cm and let dry for just 15 min, as shown in figure 5.16.

Figure 5.16: Sample n° 2 before the test
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The facility worked under conditions reported in table 5.2.

time distance angle velocity temperaturei temperaturef

10 min 0.5 cm 90° 34.79 m/s 20.81°C 24.62°C

Table 5.2: Second sample conditions

Also in this case no cleaning action can be seen with the naked eye, as it can be inferred
from figure 5.17. This means that jet velocity or exposition time are not high enough to
clean acrylic paint.

Figure 5.17: Sample n° 2 after the test

Third sample

Another different preparation technique has been considered for this third sample: it has
been covered of graphite instead of acrylic paint, as shown in figure 5.18.
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Figure 5.18: Sample n° 3 before the test

The working conditions are reported in table 5.3.

time distance angle velocity temperaturei temperaturef

5 min 0.5 cm 90° 33.94 m/s 24.56°C 26.65°C

Table 5.3: Third sample conditions

In this case with the naked eye, it can be seen that the sample is partially cleaned, figure
5.19.

Figure 5.19: Sample n° 3 after the test
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Since in this case jet cleaning action is visible, the study proceeded with samples dirty of
graphite.

Fourth sample

To check that the intuition was correct, the third sample experiment has been repeated
on another case.
The picture of the dirty sample is reported in figure 5.20.

Figure 5.20: Sample n° 4 before the test

Facility working conditions are reported in table 5.4.

time distance angle velocity temperaturei temperaturef

5 min 0.5 cm 90° 34.52 m/s 24.56°C 26.65°C

Table 5.4: Fourth sample conditions

By looking at figure 5.21, it has been confirmed that graphite can be removed with water
jets.
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Figure 5.21: Sample n° 4 after the test

To better see jet cleaning action, this sample has been observed under a microscope, with
two different resolutions, 50 x and 200x.

(a) (b)

Figure 5.22: Fourth sample observed with 50x resolution



5| Development of CFD model: cleaning process 127

(a) (b)

(c)

Figure 5.23: Fourth sample observed with 200x resolution

From figures 5.22 and 5.23 it is possible to better see cleaning action. From 5.22a parts
that have not been cleaned have a concentrate layer of graphite, while parts that have
been cleaned are lighter. These parts can be better seen in 5.23c.

5.5. Third set of experiments

The third and last set of experiments has been used to check that the results found in
section 5.4 can be found using almost the same conditions. These experiments were simu-
lated numerically, to find a link between cleaning efficiency and CFD numerical simulation
results. For these reasons, velocity has been measured again and four samples have been
considered to find the best setting. Two samples have been used for repeatable purposes,
the third one is dirty of both acrylic paint and graphite and for the fourth one exposure
time has been changed.
The nozzle center has been marked on all samples with a black dot, to better identify
cleaned area position and geometrical pattern.
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First and second samples

The first and second samples have been tested at the same conditions as the ones of
sample in figure 5.20, for repeatability purposes, to check that it is not an isolate case,
but it really works. They have been prepared with graphite only.
The dirty samples are reported in figures 5.24 and 5.25.

Figure 5.24: Sample n° 1 before the test

Figure 5.25: Sample n° 2 before the test
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The facility worked under conditions reported in table 5.5.

sample time distance angle velocity temperaturei temperaturef

1 5 min 0.5 cm 90° 33.36 m/s NA 18.39°C
2 5 min 0.5 cm 90° 33.74 m/s 18.39°C 20.57°C

Table 5.5: First and second samples conditions

Looking at figures 5.26 and 5.27, it is possible to notice the black dots that correspond to
the nozzle center and around them a bit of graphite has been cleaned. Then, water may
really remove graphite.

Figure 5.26: Sample n° 1 after the test



130 5| Development of CFD model: cleaning process

Figure 5.27: Sample n° 2 after the test

Also the first sample has been observed under the microscope: it was possible to better
see cleaning action.

(a) Cleaned area (b) Dirty area

Figure 5.28: First sample observed with 200x resolution

From figure 5.28 it is possible to notice that the darkest areas are still filth of graphite,
while the lightest ones have been cleaned.
Since these two samples gave the same results, some conditions for the further cases have
been changed.
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Third sample

The third sample is dirty of both two layers of acrylic paint and graphite. This case has
been considered to check that it is harder to remove graffiti when more than one filth
layer is present.
A picture of the dirty sample is reported in figure 5.29.

Figure 5.29: Sample n° 3 before the test

The facility worked under conditions reported in table 5.6, that are alike the repeatability
ones.

time distance angle velocity temperaturei temperaturef

5 min 0.5 cm 90° 33.07 m/s 20.59°C 22.86°C

Table 5.6: Third sample conditions

Looking at figure 5.30, it is possible to verify that in this case cleaning operations are
more difficult, as graphite layer is still present and no cleaned areas are detectable.
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Figure 5.30: Sample n° 3 after the test

Fourth sample

The last sample has been tested under conditions like the first two, but exposure time
has been duplicated.
The dirty sample is reported in figure 5.31.

Figure 5.31: Sample n° 4 before the test

The facility worked under conditions reported in table 5.7.
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time distance angle velocity temperaturei temperaturef

10 min 0.5 cm 90° 32.81 m/s 22.86°C 27.18°C

Table 5.7: Second sample conditions

Exposing the sample to the jet for more time does not change the results a lot, as visible
in figure 5.32, although changing velocity and pressure would have been a better option.

Figure 5.32: Sample n° 4 after the test

5.6. Numerical reproduction

As mentioned in section 5.5, the experimental set-up was reproduced in a numerical
framework, following the description in chapter 4. The nozzle has been modeled, according
to its real measures (nozzle internal diameter Dn = 8 mm and nozzle external diameter
De = 24 mm), as in figure 5.33.
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Figure 5.33: Test facility nozzle

k−ε standard (since other models gave convergence issues) coupled with Eulerian model-
ing has been employed, with turbulent dispersion activated and with algorithms mentioned
in table C.3, as pointed out in C.7, to obtain more air entrainment.
Problem parameters are reported in table 5.8.

Parameter Symbol Value Unit of measurement

Air density ρa 1.225 kg/m3

Water density ρw 998.2 kg/m3

Air dynamic viscosity µa 1.7894e−5 kg/ms

Water dynamic viscosity µw 1.003e−3 kg/ms

Nozzle diameter Dn 8e−3 m

Nozzle length L 4.5e−2 m

Distance to wall Hn 5e−3 m

Radial height H 0.05 m

Inlet velocity Uinlet 34.53 m/s

Table 5.8: Two-phase data

Boundary conditions (same as the ones in section 4.1.1) and mesh (cells = 10000, faces
= 20200 and nodes = 10201) are presented in figure 5.34.
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Figure 5.34: Domain, mesh and boundary conditions produced by DesignModeler and
ANSYS Meshing

In this case what had been found out in chapters 3 and 4 has been exploited, since
experimental and numerical results had to be compared. For the sake of compactness,
convergence and sensitivity analysis will not be presented here.
After having checked convergence properties, main variables color plots have been exam-
ined:
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Figure 5.35: Color plot: static pressure

Figure 5.36: Wall profile: static pressure
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Figure 5.37: Color plot: water velocity

Figure 5.38: Color plot: turbulence kinetic energy
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Figure 5.39: Color plot: wall shear stress

Figure 5.40: Wall profile: wall shear stress

Static pressure color plot, figure 5.35, shows that this variable reaches its maximal values
where the jet impacts the sample, which can be related to what is visible in figure 5.21,
since material is removed mainly where the impact happens. This can be also confirmed
by pressure profile along the impact wall, figure 5.36: the maximum is visible where the
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sample is impinged.
Water velocity color plot, figure 5.37, shows that this variable is zero where pressure
reaches its highest values, while it increases when the jet spreads laterally after having
hit the wall.
Again, by looking at turbulence kinetic energy, figure 5.38, it is possible to see the small
shear layer, which corresponds to a region characterized by high kinetic energy.
Wall shear stress color plot, figure 5.39, is zero inside the domain, while it has higher
values along the wall, where static pressure is zero. This variable may be responsible for
soiling removal in the regions around the jet impingement zone. By looking at its profile
along the impact wall, figure 5.40, it can be confirmed that it reaches its minimum where
pressure reaches its maximum.

5.7. Conclusion

Following what turned up in this chapter, both pressure and wall shear stress may be
responsible for cleaning process, so these could be the CFD simulation outputs that should
be considered to optimize the cleaning efficiency. However, these preliminary experiments
do not allow to draw any definitive conclusion. In particular, it is still not clear which
is the variable mainly involved in cleaning procedures (pressure or wall shear stress): a
possible improvement can be changing pressure values, maybe by increasing it to see if
cleaning action is visible also with the naked eye.
Indeed, as mentioned in [17], using directly a pressure washer may be a way to improve
cleaning action.
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developments

This thesis work explores the Computational Fluid Dynamics (CFD) potential for the
optimized design of devices and processes that permit to remove graffiti from buildings
and structures.
Graffiti cleaning involves complex and multi-physical phenomena, as it relates to fluid and
solid mechanics. This thesis mainly focused on the fluid mechanics part, with the aim
of developing a CFD framework suitable for water jets used in graffiti cleaning. A step-
by-step approach has been adopted, spanning through cases of increasing complexity,
to gather the highest number of degrees of confidence. Free and impinging jets have
been considered, firstly in submerged conditions (single-phase case), then in the open
environment (two-phase case).
Studying these situations permitted to deduce that:

• even relatively simple turbulence models based on eddy viscosity assumption allowed
to capture jet flows essential features, even if, parameters related to turbulence, such
as turbulence kinetic energy, are not predicted accurately,

• the Eulerian-Eulerian modeling appears suitable for free-jet flows application, even
if just a partial validation has been performed since it refers only to the numerical
results obtained with a different model.

A further improvement of these two steps may be the use of Reynolds stresses turbulence
models. These models might be able to better capture turbulence behavior, as they are
no longer based on eddy viscosity assumption, but solve transport equations for Reynolds
stresses individually. However, it should be noticed that these models have greater math-
ematical complexity and a higher number of coefficients and parameters to tune, which
make the solution more difficult to control.
Moreover, further studies can be done to consider the air entrainment process in multi-
phase flows.



142 6| Conclusions and future developments

As the last step of this thesis, some preliminary experimental tests were executed to
characterize impinging water jet capability against graphite dirty stone samples. Re-
producing numerically the experimental conditions permitted to settle on some initial
considerations on fluid dynamic variables related to cleaning efficiency. It has been found
that the region where the nozzle axis intersects the sample is characterized by higher
pressure, whereas shear stress is higher in a larger, ring-shaped area. Additional tests,
where the type of nozzle, nozzle-sample distance, inclination of the nozzle with respect to
the sample will be changed, will be performed to find a possible correlation between fluid
dynamic parameters and cleaning action, to open a path to an optimization process.

Finally, experimental and numerical studies may go on with the injection of solid particles
in the flow, to check if particles may clean also hard materials. In this case a detailed
study on particle collision with the sample material must be done, since target surface
damages must be avoided, thus particles material does not have to be too hard.
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A| MATLAB codes

In this appendix the main MATLAB codes are reported.

Function double find_half(vector < vector < double >>, double) is used to com-
pute the values of r1/2 and Y1/2 in each section: it returns a double and takes as input a
vector < vector < double >>, matrix having two columns, one for coordinate values (r
or Y ), one for variable values (U or V ), and a double, used as tolerance.

1 function x = find_half(v, tol)
2 v_max = max(v(: ,2));
3 V(:,1) = v(: ,1);
4 V(:,2) = v(: ,2)/ v_max;
5
6 check = (abs(V(:,2) - 0.5) < tol);
7 k = f ind (check);
8
9 x = 0;

10 vec = zeros( length(k),2);
11 for i = 1: length(k)
12 vec(i,:) = [V(k(i),:)];
13 end
14
15 x = mean(vec (: ,1));
16 end

Listing A.1: find_half function

Function write_prof(vector < vector < double >>, string, string, string, double) writes
.prof files that are used as inlet condition in the simulations: takes as input a vector <
vector < double >> as above, one string for file name, two strings to identify the variable
(u, v, k, etc...) and a double to identify the section considered.

1 function write_prof(var , fname , string1 , string2 , x_)
2
3 NPOINTS= s i ze (var(:,1),1);
4
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5 FNAME= fname + ’.prof’;
6 fid1 = fopen(FNAME ,’wt’);
7
8 formatSpec1 = ’%10.5E\n’;
9 formatSpec2 = ’%10.5E)\n’;

10
11 f p r in t f (fid1 ,’((’ + string1 + ’ %u)\n’,NPOINTS );
12
13 f p r in t f (fid1 ,’(x\n’);
14 f p r in t f (fid1 ,formatSpec1 ,x_*ones(NPOINTS ,1) ’);
15 f p r in t f (fid1 ,’)’);
16
17 f p r in t f (fid1 ,’(r\n’);
18 f p r in t f (fid1 ,formatSpec1 ,var(:,1)’);
19 f p r in t f (fid1 ,’)’);
20
21 f p r in t f (fid1 ,’(’ + string2 + ’\n’);
22 f p r in t f (fid1 ,formatSpec1 ,var(:,2)’);
23 f p r in t f (fid1 ,’)’);
24
25 f p r in t f (fid1 ,’)’);
26 st= f c l o s e (’all’);
27
28 end

Listing A.2: write_prof function

Function double error(vector < vector < double >>, vector < vector < double >>

, double) computes distances between two vector < vector < double >> that may have
different length by computing the distance between values at the same coordinate (below
a given tolerance).

1 function e = error(var1 , var2 , tol)
2
3 vec = zeros( s i ze (var1 ));
4
5 for i = 1: length(var2)
6 for j = 1: length(var1)
7 i f (abs(var2(i,1) - var1(j,1)) < tol)
8 vec(j,1) = var1(j,1);
9 vec(j,2) = var2(i,2) - var1(j,2);

10 end
11 end
12 end
13
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14 e = norm(vec(:,2), 2);
15 end

Listing A.3: error function

Function < vector < vector < double >>> vel_mixture(double, double, < vector <

vector < double >>>,< vector < vector < double >>>,< vector < vector < double >>>

,< vector < vector < double >>>) computes the velocity of the mixture having two
phases velocities, volume fractions and densities, according to:

vm =
α1ρ1v1 + α2ρ2v2
α1ρ1 + α2ρ2

. (A.1)

1 function vm = vel_mixture(rho1 , rho2 , a1 , a2, v1, v2)
2
3 vm = zeros( s i ze (a1));
4 num = zeros( length(a1));
5 den = zeros( length(a1));
6
7 for i = 1: length(a1)
8 vm(i,1) = a1(i,1);
9 num(i) = rho1*a1(i ,2).*v1(i,2) + rho2*a2(i,2).* v2(i,2);

10 den(i) = rho1*a1(i,2) + rho2*a2(i,2);
11 vm(i,2) = num(i)./ den(i);
12 end
13
14 end

Listing A.4: velocity of mixture
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B| Turbulence models equations

In this appendix all turbulence models equations adopted in chapters 3 and 4 are reported.

B.1. k − ε

By defining the following quantities and constants (table B.1):

• Pk = −ρ < v′iv
′
j >

∂Vj

∂xi
= µturbS

2: production of k

• S =
√

2SijSij: modulus of mean rate-of-strain tensor

• Pb = βgi
µturb

Prt
∂T
∂xi

: effect of buoyancy

• Sk and Sε: source terms

• β = −1
ρ

(
∂ρ
∂T

)
p
: coefficient of thermal expansion

• η ≡ Sk
ε

model C1ε C2ε C3ε Cµ σk σε Prt β η0

standard 1.44 1.92 -0.33 0.09 1.00 1.30 0.85

RNG 1.42 1.68 0.0845 0.7194 0.7194 0.012 4.38

Realizable 1.44 1.68 -0.33 1

A0+As
kU∗
ε

1.00 1.20

Table B.1: Constants

k − ε standard model solves the equations below:

∂ρk

∂t
+
∂ρVik

∂xi
=

∂

∂xj

[(
µ+

µturb

σk

)
∂k

∂xj

]
+ Pk + Pb − ρε− YM + Sk (B.1)

∂ρε

∂t
+
∂ρViε

∂xi
=

∂

∂xj

[(
µ+

µturb

σε

)
∂ε

∂xj

]
+ C1ε

ε

k
(Pk + C3εPb)− C2ερ

ε2

k
+ Sε (B.2)

µturb = Cµρ
k2

ε
(B.3)
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k − ε RNG

While, k − ε RNG solves the following equations:

∂ρk

∂t
+
∂ρVik

∂xi
=

∂

∂xj

[(
µ+

µturb

σk

)
∂k

∂xj

]
+ Pk − ρε (B.4)

∂ρε

∂t
+
∂ρViε

∂xi
=

∂

∂xj

[(
µ+

µturb

σε

)
∂ε

∂xj

]
+ C1ε

ε

k
Pk − C∗

2ερ
ε2

k
(B.5)

µturb = Cµρ
k2

ε
(B.6)

C∗
2ε = C2ε +

Cµη
3
(
1− η

η0

)
1 + βη3

(B.7)

k − ε Realizable

And k − ε Realizable solves the following equations:

∂ρk

∂t
+
∂ρVik

∂xi
=

∂

∂xj

[(
µ+

µturb

σk

)
∂k

∂xj

]
+ Pk + Pb − ρε− YM + Sk (B.8)

∂ρε

∂t
+
∂ρViε

∂xi
=

∂

∂xj

[(
µ+

µturb

σε

)
∂ε

∂xj

]
+ ρC1Sε− ρC2

ε2

k +
√
νε

+ C1ε
ε

k
C3εPb + Sε

(B.9)

µturb = Cµρ
k2

ε
(B.10)

B.2. k − ω

k − ω SST

k − ω SST model solves the equations reported in the following:

∂ρk

∂t
+
∂ρVik

∂xi
=

∂

∂xj

[
(µ+ σ∗µturb)

∂k

∂xj

]
+ Pk − β∗ρkω (B.11)

∂ρω

∂t
+
∂ρViω

∂xi
=

∂

∂xj

[
(µ+ σµturb)

∂ω

∂xj

]
+ αρS2 − βρω2 + 2(1− F1)σω2

1

ω

∂k

∂xi

∂ω

∂xi
.

(B.12)

µturb = ρ
a1k

max(a1ω, SF2)
(B.13)
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B.3. Reynolds stress model

Reynolds stress model solves the following equations for the Reynolds stresses
< v′iv

′
j >:

∂ρ < v′iv
′
j >

∂t
+
∂ρVk < v′iv

′
j >

∂xk
= − ∂

∂xk
[ρ < v′iv

′
jv

′
k > + < p′(δkjv

′
i + δkiv

′
j >)]

+
∂

∂xk

[
µ
∂ < v′iv

′
j >

∂xk

]
− ρ

(
< v′iv

′
k >

∂Vj
∂xk

+ < v′kv
′
j >

∂Vi
∂xk

)
+ < p′

(
∂v′i
∂xj

+
∂v′j
∂xi

)
> −2µ <

∂v′i
∂xk

∂v′j
∂xk

>

−2ρΩk(< v′jv
′
m >ikm + < v′iv

′
m > ϵjkm)

(B.14)

See [12] for more information about constants and equations.
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C| Second two-phase test case

An additional two-phase test case is presented in this appendix. It has not been proposed
in the dedicated chapter, since it had some validation problems, as explained hereafter.
The first section is dedicated to literature studies, the others to the numerical simulation.

C.1. Literature analysis

Before 2011 no experimental results relative to high speed water jet in air were present
in literature. In 2010 Guha et al., [24], performed some numerical simulations using as
multi-phase solver the Eulerian model coupled with k − ε standard, the year after the
same authors did also experimental testings, [25].
In the same article, it is mentioned that Liu et al., [33] and [34], used a VOF method
which is not able to capture the air entrainment process, so their results fail to simulate
the actual flow. Results obtained in the test case presented in chapter 4 may be different
also for this reason.

The considered papers explain accurately the mass-flux model introduced to bypass nu-
merical implementation problems described in 1.3.2. They used a user defined function
(UDF) as forcing term in FLUENT, however this code is not provided so it is not possible
to recover their results.

An axial-symmetric air-water jet is considered and its computational domain (not in
scale) is represented in figure C.1 and its mesh in figure C.2.
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Figure C.1: Computational domain and boundary conditions, from [24]

Figure C.2: Computational domain, boundary conditions and meshing, from [24]

The considered domain is quite wide to ensure that the boundaries are far away from the
jet, for this reason the nozzle diameter is 2 mm, while the domain size is made 1000 mm
x 500 mm. Inlet velocity is set to 155 m/s. Again water fraction is set to one at velocity
inlet and to zero at pressure outlet. Used algorithms and tolerances are defined in [24].
Numerical results are validated with experimental one. The considered variables are
water phase volume fraction and velocity with respect to both directions, while pressure
distribution on the target place is considered for cleaning purposes.
In [25] also experimental setting is presented: a series of test cases were performed, varying
nozzle inlet pressure, mass flow rate, nozzle exit velocity and spread coefficient. The
experimental set-up is presented in figure C.3.
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Figure C.3: Schematic of the experimental set-up and nozzle geometry, from [25]

Also numerical simulations of one test case are performed. The obtained results are
compared and differences are mainly given by measurements uncertainties.
It was also found that the optimal stand-off distance is ∼ 5Dn while the cleaning ability
is lost at ∼ 26Dn, but also at radial distance greater than 1.68Dn.

C.2. Numerical set-up

This two-phase test case tries to reproduce the numerical and experimental set-up pro-
posed in [24] and [25], described above. The same setting cannot be reproduced due to
the forcing term introduced by the authors, which has no physical meaning, since there
is a mass transfer from water to air, because their UDF is not available. For this reason
the proposed results will never be coincident, neither with the experimental results due
to the inability of numerical models to reproduce air entrainment.
Numerical data of the problem are reported in table C.1.

Parameter Symbol Value Unit of measurement

Air density ρa 1.225 kg/m3

Water density ρw 998.2 kg/m3

Air dynamic viscosity µa 1.7894e−5 kg/ms

Water dynamic viscosity µw 1.003e−3 kg/ms

Nozzle diameter Dn 2e−3 m

Nozzle length L 0 m

Distance to outlet Hn 0.2 m

Radial height H 0.025 m

Inlet velocity Uinlet 155 m/s

Table C.1: Two-phase data



160 C| Second two-phase test case

A smaller domain had to be considered to save computational cost and time. Also bound-
ary conditions are different from what is presented in figure C.1, while the mesh has the
same structure as the one in figure C.2.

C.2.1. Domain and boundary conditions

The same considerations and boundary conditions reported in 3.1.1 hold in this case.
The same boundary conditions of the other two-phase test case have been considered, but
the inlet axial velocity value, set to 155 m/s.
The domain is the bottom left part of the one in figure C.1 as shown in figure C.4.

Figure C.4: Geometry of the domain and boundary conditions produced by DesignMod-
eler

C.2.2. Mesh

To discretize the domain, a structured mesh made of rectangular cells has been used. In
this case not all rectangles have the same dimension: smaller in the internal part and
in the bottom left corner, bigger in the top right corner. This is done to capture better
water flow.
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Figure C.5: Mesh produced by ANSYS Meshing

Three different meshes have been considered: the number of elements per each mesh are
reported in table C.2.

Mesh Cells Faces Nodes

1 2700 5520 2821

2 4800 8760 4961

3 7500 15200 7701

Table C.2: Number of elements per each mesh

C.2.3. CFD models and numerical setting

Also in this case the flow is turbulent and incompressible (Uinlet = 155 m/s, c = 1484 m/s
and Ma = 0.1).
In this case, due to the two-phase nature of the problem, Eulerian-Eulerian modeling,
section 2.2.1, has been used coupled with k − ε standard model, as in the paper.
Also in this case no reference solutions are available, so validation has been done just with
numerical values provided by [25], described in section C.1.
Model settings for k − ε standard are closer to the ones reported in figures 3.5 and 4.5.
While model settings for Eulerian-Eulerian modeling and for initialization are the same
as the ones of the two-phase test case, section 4.1.3, a part from one setting, used to let
the jet open, see figure C.6.
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Figure C.6: Eulerian-Eulerian model settings

C.3. Physical consistency of the solution

Comparing FLUENT color plots with the one proposed in [25] helps understanding if the
solution is physically consistent.
In particular, I decided to look at water phase and velocity magnitude and at turbulence
kinetic energy color plots. Water phase should not occupy the whole internal region (see
figure C.1), while its velocity should be not zero in a huger part than the internal one.

Figure C.7: Color plot: water phase
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Figure C.8: Color plot: water velocity

Figure C.9: Color plot: turbulence kinetic energy

By looking at figures C.7 and C.8, it is visible that water phase ends before the end of
the domain, which is in agreement with what is reported in [24] and [25], while velocity
distribution occupies a huger part, as it was expected. Maybe comparing the numerical
results with the paper ones still will not give exact coincidence of data, due to different
ways of solving the problem.
By looking at figure C.9, shear layer typical of this kind of jets can be seen and it coincides
with the green part in figure C.8, so the part where air and water mix themselves.

C.4. Convergence analysis

Again convergence analysis was performed. Tolerance was set to 10−3, since some variables
residuals neither reach this value, but have an oscillating behavior with small amplitude,
see figure C.10, indicating that no improvement can be performed.
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Figure C.10: Residuals

The considered meshes are reported in table C.2 and the following profiles have been
compared:

• along axial direction just water velocity magnitude |V | at the axis,

• along radial direction water velocity magnitude |V | at sections x = 20Dn, 40Dn, 60Dn, 100Dn

and mixture static pressure ps at x = 76Dn.

The same profiles are also considered in the validation section.
Magenta has been used for mesh 1, cyan for mesh 2 and red for mesh 3.

Figure C.11: Grid independence: radial profile of static pressure
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(a)

(b)

Figure C.12: Grid independence: radial profile of water velocity magnitude
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Figure C.13: Grid independence: axial profile of water velocity magnitude

By looking at figures C.11, C.12 and C.13, it is possible to notice that profiles from
different meshes are close between themselves, so grid independence is obtained:

• water velocity magnitude along the axis is constant for the whole domain,

• water velocity magnitude along radial direction decreases at different values of r
according to the value of x, which is in agreement with color plot reported above,

• static pressure along an axial section shows a behavior close to a Gaussian, in
agreement with literature results.

C.5. Validation

Since there is grid independence with respect to the considered variables, validation can
be done.
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Figure C.14: Validation: radial profile of static pressure

(a)
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(b)

Figure C.15: Validation: radial profile of water velocity magnitude

Figure C.16: Validation: axial profile of water velocity magnitude

By looking at figures C.14, C.15 and C.16, it is possible to notice that the obtained results
are close to literature ones, but water velocity at the beginning of the domain. This may
happen for differences in the used model, but in general the trend using the settings
reported in section C.2.3 is caught.
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C.6. Sensitivity analysis

Sensitivity analyses for this test case have been done to find FLUENT settings that give
results closer to the one proposed by Guha et al. without using their UDF.

C.6.1. Turbulent Dispersion

Color plots of water velocity magnitude and phase and of turbulence kinetic energy with
no turbulent dispersion, [16], are reported below.

Figure C.17: Color plot: water phase

Figure C.18: Color plot: water velocity

Figure C.19: Color plot: turbulence kinetic energy
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Just by comparing these plots, figures C.17, C.18, with the ones in section C.3, it is
possible to notice that the amplitude of velocity distribution is smaller than the other
case. Shear layer, visible in figure C.19, is at a lower radial position. This is due to the
deactivation of turbulent dispersion, which generates results different from the ones in the
paper.
NA stands for turbulent dispersion deactivated, A for turbulent dispersion activated.

Figure C.20: Comparison: radial profile of static pressure

(a)
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(b)

Figure C.21: Comparison: radial profile of water velocity magnitude

Figure C.22: Comparison: axial profile of water velocity magnitude

By looking at figures C.20, C.21 and C.22, it is possible to notice that by adding turbulent
dispersion, air entrainment is caught more and so numerical results follow more literature
ones. The only improved graphs are the one at small axial distance from the inlet, but
still different from literature results.
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C.6.2. Algorithms

Another sensitivity analysis has been performed according to the algorithms choice. The
considered one are reported in table C.3 and are the same reported in [24].

Pressure-Velocity coupling phase coupled SIMPLE

Gradient least squares cell based

Pressure second order

Momentum QUICK

Volume fraction QUICK

Turbulence kinetic energy second order upwind

Turbulence dissipation rate second order upwind

Table C.3: Two-phase algorithms

The sections plots are reported below.

Figure C.23: Comparison: radial profile of static pressure
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(a)

(b)

Figure C.24: Comparison: radial profile of water velocity magnitude
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Figure C.25: Comparison: axial profile of water velocity magnitude

By looking at figures C.23, C.24 and C.25, the only visible improvement is given by radial
velocity at small axial distances. In this case it is possible to see that the opening angle
of velocity is closer to the one obtained by the authors of the papers. The other plots
variables do not depend strongly on the algorithms choice.

C.7. Conclusion

After having performed the studies above, it can be concluded that:

• the choice of non modeling the nozzle is not so influential, since a fully developed
flow was obtained anyway,

• turbulent dispersion flag should be activated in order to obtain a sort of air entrain-
ment,

• reproducing experimental two-phase results numerically with RANS models is quite
impossible,

• using Guha et al.’s algorithms choice leads to results closer to literature ones,

however to obtain the same results of Guha et al. their UDF should be known.
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