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Abstract
This paper covers the design of a constellation of CubeSat formation flights for Synthetic
Aperture Radar surveillance of maritime traffic, leveraging developments in MIMO dis-
tributed SAR systems to achieve system performance and a high revisit rate. Additionally,
multiple images can be generated of the same scene in slightly different times, enabling
the identification and measures of moving targets (be them vehicles or sea currents), by
along-track-interferometric approaches. These advantages are to be considered on top of
the flexibility, robustness, and scalability common to distributed sensors formation. The
design entails some challenges, such as the precise keeping of the inter-sensor distance of
the formation along and across-track, and the design of the orbits for the constellations
of formations to meet the observational requirements.
The design is conducted using a set performance baseline for individual satellites and a hy-
pothetical set of requirements for minimum system performance, including an operational
area of interest set as the Mediterranean Sea. The optimal formation size is investigated
at a high level and specified required performance is determined. Following this, the op-
timal constellation required to achieve the specified minimum performance is conceived
using a multi-objective genetic algorithm considering Walker pattern constellations.
The genetic algorithm focuses on system performance while also considering system cost;
both monetarily and from a mission analysis point of view. Two separate configurations
are considered in the formulation of the optimal solution; small swath and large swath
strip map modes. Each configuration consists of a number of satellites in close formation
flight in order to achieve the specified minimum performance. This investigation is per-
formed under the assumption of a fixed pointing scan mode and a search mode, where the
instrument can slew to the target. Once identified, the performance of solutions output
by the genetic algorithm is examined across the target area. Finally, the lifetime of the
constellation is investigated under several perturbations to assess constellation mainte-
nance requirements.

Keywords: SAR, MIMO, Formation Flights, CubeSat, Constellation,
Genetic Algorithm
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Abstract
Questo documento presenta la progettazione di una costellazione di CubeSat che volano
in formazione per la sorveglianza SAR del traffico marittimo, sfruttando gli sviluppi in
sistemi distribuiti SAR MIMO per ottenere prestazioni di sistema e un alto rateo di riv-
isita. Inoltre, molteplici immagini della stessa scena possono essere generate in tempi
leggermente diversi, permettendo l’identificazione e la misura di obiettivi in movimento
(siano essi imbarcazioni o correnti marine), tramite approcci interferometrici along-track.
Questi vantaggi devono essere considerati in aggiunta alla flessibilità, robustezza e scal-
abilità caratteristici di una formazione di sensori distribuiti. La progettazione comporta
alcune sfide, come il mantenimento preciso della distanza tra sensori della la formazione
along track e across track e la progettazione delle orbite per le costellazioni in formazione
per soddisfare i requisiti di osservazione. La progettazione è condotta utilizzando una
baseline di prestazioni impostata per i singoli satelliti e un ipotetico set di requisiti per le
prestazioni minime del sistema, inclusa un’area operativa di interesse fissata come il Mar
Mediterraneo. La dimensione ottimale della formazione è studiata ad alto livello e ven-
gono determinate le prestazioni richieste. In seguito, la costellazione ottimale necessaria
per raggiungere le prestazioni minime specificate è concepita utilizzando un algoritmo
genetico multi-obiettivo che considera le costellazioni con uno schema Walker.
L’algoritmo genetico si concentra sulle prestazioni del sistema considerando anche il costo
del sistema; sia finanziariamente che dal punto di vista dell’analisi della missione. Due
configurazioni separate sono considerate nella formulazione della soluzione ottimale: a
fascia stretta e larga e modalità di mappatura a strisce. Ogni configurazione consiste in
un numero di satelliti in formazione stretta al fine di raggiungere le prestazioni minime
specificate. Questa indagine è performata sotto l’ipotesi di una modalità di scansione
a puntamento fisso e una modalità di ricerca, dove lo strumento può ruotare verso il
bersaglio. Una volta identificate, le prestazioni delle soluzioni prodotte dall’algoritmo ge-
netico vengono esaminate attraverso l’area obiettivo. Infine, la vita utile della costellazione
è studiata con diverse perturbazioni per valutare i requisiti di mantenimento dell’orbita
della costellazione.

Parole Chiave: SAR, MIMO, Voli di Formazione, CubeSat, Constellazioni, Algoritmo
Genetico
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1 Introduction
Compact SIMO and MIMO SAR formations have become more topical in literature as
of late[1] [2] [3]. Benefits of these formations over single-platform SAR systems include
a potential gain in swath size proportional to the number of satellites due to N-1 ambi-
guities being suppressed, and a signal-to-noise ratio gain up to N2 [2]. The distributed
nature of the systems of formation flights also offer benefits in redundancy and scalabil-
ity, alongside potential reductions in costs. All of these benefits are useful in maritime
tracking applications, where wide swaths of ocean can be scanned quickly and individual
vessels identified from high-resolution imagery[4].
While constellation design for regional fisheries surveillance or global radar coverage is
a documented [5] [6], design of a constellation leveraging MIMO CubeSat formations is
a sparsely covered topic. Generally, constellation design is a topic approached using a
genetic algorithm of some sort [7] [8] [6] as the search space considered is quite large.
Genetic algorithms are a class of optimisation methods which are based on Darwin’s nat-
ural genetic selection. Optimisations from weighted sum approaches using single genetic
algorithms to multi-objective genetic algorithms have been used for this application of
constellation design. Usually, a simplification in the constellation structure is required to
reduce the search space. Constellation patterns such as the Walker Delta and Star [9] and
streets-of-coverage patterns are usually used for exploring global and regional coverage
respectively. In preliminary designs, often less accurate methods of performance analysis
are accepted in exchange for simplification of the design problem. These simplifications
may include the use of semi-analytical methods [10] for example, to increase computa-
tional efficiency when simulating performance. In this work some simplifications were
be made based on the nature of the design problem posed, but an effort to maintain a
more accurate visualisation of constellation performance was made at the expense of some
computational performance.
After surveying similar products and hardware currently available on the market, a set
of performance requirements were generated for both the constellation performance and
the spacecraft populating the constellations used in this design. These requirements were
used as constraints in the genetic algorithm and for the individual formation design, as
well as to assess the best individuals generated by the genetic algorithm. Finally, the
lifetime of the satellites in each formation was also investigated to assess requirements
for constellation maintenance due to orbit degradation. Spacecraft were assumed to have
a propulsion system on board with a limited amount of delta-v to perform manoeuvres.
Using NASA’s GMAT, the operational lifetime of the formations of different constellation
solutions could be assessed. This was done to give a full picture as to the implications of
operating any of the constellations proposed in the solutions to the design problem.
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2 Background Information

2.1 Resolution vs Swath Size: The SAR Paradox

Synthetic aperture radar is a powerful remote sensing tool, but like all tools it has innate
limitations. The specific limitation of interest for this work is that it is impossible to
achieve an arbitrarily wide swath, with an arbitrarily fine azimuth resolution [11]. This
is because in order to avoid aliasing (and thus azimuth ambiguities) the pulse repetition
frequency must exceed the doppler bandwidth (the frequencies produced as a result of
the scatters falling in the beamwidth of the instrument). This limitation arises from the
sampling theorem of Nyquist-Shannon[12]. In essence, the time between emitted radar
pulses must exceed the time required to recover the echoes from the imaged swath other-
wise the image will contain azimuth ambiguities [13].

2.2 Tackling the SAR Paradox with CubeSats

There have been many proposed solutions to tackle the issue of wide-swath SAR imaging
at high resolution, such as that posed by Bordoni et. al [14] or Krieger et. al [15]. Many
of these solutions focus on monostatic configurations [16] [17]. Given the typical power,
space and cost constraints associated with traditional SAR missions this was no surprise.
However, recent developments in hardware miniaturisation and efficiency have resulted
in the ability to mount SAR payloads on small satellites or more specifically CubeSats.
Relaxing the financial constraints on mission hardware facilitates a new approach to wide-
swath high-resolution imaging through SIMO or MIMO CubeSat constellations.
At a fixed resolution, a formation flight of CubeSats can image a number of areas along
a set look angle interval. Stitching these images together would achieve the wide-swath
required while maintaining the desired resolution in azimuth and suppressing ambiguities.
There are a number of challenges with this approach, the least of which is the close forma-
tion flight of the spacecraft themselves and the collision risk they pose to each other and
other spacecraft. However, the benefits of overcoming the SAR paradox would certainly
justify the added effort in overcoming these challenges.

2.3 SIMO vs MIMO operating modes

Given the distributed nature of the instrument used in the proposed formation flight, two
primary operating modes must be explored to identify the best performing configuration:
SIMO and MIMO.
For this preliminary design and sizing of the system, the focus was only on the energy
balance and the benefits and drawbacks of each operating mode were solely evaluated on
the results of that analysis.
Starting from the radar equation for a SISO system, the power received at the monostatic
radar can be expressed as seen in equation 1.

PR =
PTσGAeL

2

(4πR2)2
(1)
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The effective area of the radar antenna can be expressed as in equation 2.

Ae =
Gλ2

4π
(2)

Similarly, the SNR at the receiver can be expressed as in equation 3.

SNR =
PR

PNoise
(3)

For an imposed minimum SNRmin the peak transmitted power can be calculated com-
bining 3, 2 and 1.

PTpeak =
SNRminPNoise4π

3R4

G2σλ2L2
(4)

At this point, the assumption that the satellites in formation operate as a single monolithic
satellite was made for the purpose of evaluating the energy balance. For the SIMO case,
this resulted in the following parameters being modified:

• AeSIMO = Ae ∗N

Modifying 4 with the corresponding SIMO parameters the peak power for the SIMO
system becomes that of equation 5.

PTpeak,SIMO
=
SNRminPNoise4π

3R4

G2σλ2L2
(5)

Similarly for the MIMO case where all satellites are broadcasting and receiving simulta-
neously, the following parameters must be modified:

• PNMIMO = PN ∗N (all satellites are active)

• AeMIMO = Ae ∗N (all satellites are receiving)

Again, inserting the modified terms into 4 it can be seen that for the same output power,
the SNR improves by a factor N. Alternatively, seen from the transmitted power point of
view, for a set minimum required SNR the required peak power transmitted is reduced
by a factor of N.

PTpeak,MIMO
=
SNRminPNoise4π

3R4

G2σλ2L2N
(6)

2.4 Additional MIMO Operation Benefits

2.4.1 Reduced PRF and Ambiguity Suppression

As per Giudici et. al [2] formation flight under MIMO operation mode allows for N-1
ambiguities to be suppressed due to multi-sampling. This subsequently enables a lower
PRF than would otherwise be necessary for a single monostatic SAR solution. The PRF
required for unambiguous reception for a monostatic solution is that shown in equation
7.

3
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PRF =
2v

N∆x
(7)

Subsequently, the optimal sampling in the along-track direction for the MIMO configura-
tion is shown in equation 8 [Aguttes.J-P.], [18].

xm(r) = m ∗ δx + r ∗ 2
δx
Nr

r = 0, ....., Nr − 1

(8)

Here, m is an integer number. The sensor positions themselves can be at any multiple of
La/2 displaced from each other in the along-track direction. Displacement must be of an
integer number of La/2 to avoid aliasing [11] and must be tightly controlled. The tight
control is required to maintain azimuth ambiguity suppression [2] in the MIMO case.

2.4.2 Redundancy

A higher level system benefit of MIMO operation is that of redundancy. If a spacecraft in
the formation were to experience a malfunction or be destroyed, the remaining spacecraft
in the formation could continue to operate albeit at a reduced performance with respect
to the nominal imaging product. The malfunctioning spacecraft would also be cheaper
and easier to replace as it makes up only part of the formation. While this possibility
of continued imaging operation would be possible in larger formations, it would be less
possible within smaller MIMO formations. This is due to the likelihood of destructive
interference between formation instruments for formations of N=2 [2]. As a result, any
malfunction in a formation of 3 spacecraft would mean that imaging operations would
have to cease.
In the case where multiple formations of 3 make up part of a wide-swath imaging train,
cessation of imaging operations for one formation would obviously imply a reduced swath
which could be imaged. However, with this reduced swath the imaging resolution would
not have to be reduced to compensate for the loss of the formation from the imaging train.
This represents an additional layer of redundancy within larger imaging trains, beyond
the simple MIMO formation redundancy previously discussed.
Regardless of formation size the distributed system nature of the formation implies a sig-
nificantly lower replacement cost for a system failure. The cost of manufacture and launch
of a single CubeSat for a MIMO formation is far exceeded by the cost of a monolithic
system with equivalent formation performance. This is obvious due to the enormous mass
and size differences, along with a reduced ability to leverage COTS components in the
proposed solution.
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3 Spacecraft Concept of Operations

3.1 Target Information

As the purpose of this constellation is maritime surveillance, the constellation should be
capable of monitoring vessels which are of interest to this objective. For the purposes
of fisheries protection, humanitarian purposes, search and rescue and defense, the vessel
category of interest is generally coasters. Coasters generally operate close to the shore in
domestic waters. As per Menon [19], coasters consist of fishing trawlers, trading vessels
and pleasure craft. Miller et. al [20] suggests that significant illegal fishing and human
or drugs trafficking is conducted by vessels of these types. From a defense standpoint,
modern navies of countries such as the US [21], India [22] and Russia [23] are all moving to
smaller multi-role corvette-class vessels for their next generation of vessels. The smallest
of modern corvettes falls into the coaster classification, and anything larger should be
easily identified by a system that was designed to identify corvettes. For this design,
the radar cross-section (RCS) of vessels was obtained from Williams et. al [24]. This
information can be seen in table 1. RCS values for coasters range from 40 - 16,000 m2 for
this class. This RCS range was therefore used for sizing the individual CubeSat formations
and assessing their feasibility for acquisition and tracking of vessels.

Target Ship RCS
Type Overall

length
(m)

Gross
Tonnage
(Tons)

Approx.
Min.
RCS
(m2)

Approx.
Max.
RCS
(m2)

Inshore fishing vessel 9 5 3 10
Small coaster 40-46 200-250 20 800
Coaster 55 500 40 2000
Coaster 55 500 300 4000
Coaster 57 500 1000 16000
Large coaster 67 836-1000 1000 5000
Collier 73 1570 300 2000
Warship (frigate) 103 2000 5000 100000
Cargo liner 114 5000 10000 16000
Cargo liner 137 8000 4000 16000
Bulk carrier 167 8200 400 10000
Cargo 153 9400 1600 12500
Cargo 166 10430 400 16000
Bulk carrier 198 15000-

20000
1000 32000

Ore carrier 206 25400 2000 25000
Container carrier 212 26436 10000 80000
Medium tanker 213-229 30000-

35000
5000 80000

Medium tanker 251 44700 16000 1600000

Table 1: Radar cross sections by vessel class

5



3 SPACECRAFT CONCEPT OF OPERATIONS L.Kelleher - 940255

3.1.1 Target Area

The target area for testing was set as the Mediterranean Sea. The Mediterranean has
been a hotspot for humanitarian [25] [26], fisheries monitoring [27] [28] and defense [29]
[30] activity in particular in recent years. This would make it a particularly useful area
to monitor for maritime surveillance reasons. This target area was set up by retrieving
the latitude and longitude coordinates of 42 cities on the coast of the Mediterranean and
creating a 2D convex hull using the stereographic projection of the coordinates, as shown
in figure 1. The target area considered was calculated to span 2.4522e6 km2 in total.

Figure 1: Plot of the target area, the Mediterranean Sea with major cities used to make
the convex hull

3.2 Operating Modes

Generally speaking, spacecraft hosting SAR instruments consider their imaging revisit
rate differently to their point revisit rate (ground track repeat cycle) due to the ability
of the instrument to slew between elevation angles. It was assumed for the sake of this
design that the CubeSat hosting the instrument was capable of full 3-axis stabilisation
and control and so would be capable of manoeuvring to point its antenna throughout the
selected elevation range. However, assuming that the antenna will be larger in area than
the CubeSat bus itself when it is deployed it would increase the moment of inertia of the
spacecraft considerably. This would make the spacecraft harder to point, especially under
the effects of orbital perturbations. Pointing would be required for imaging because as
a simplifying assumption, the spacecraft antenna in this design was not assumed to be a
phased-array antenna. Whole-spacecraft manoeuvring to perform re-pointing was deemed
to be necessary but was sought to be minimised if possible. For this reason, two operating
modes were envisaged:

6
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1. A single fixed look angle (referred to as fixed scanning or scan mode from this point
on)

2. A variable pointing mode (referred to as search mode from this point on).

The scan mode assumes that a target is not assigned, and the instrument is passively
scanning the surface of the Earth at a fixed nominal look angle. This was foreseen to be
the nominal operating mode for a maritime surveillance constellation.
The search mode assumes that a specific known location must be imaged, and any pointing
in the range of look angles can be achieved, such that the spacecraft can slew to ensure
that location is in view of the instrument. In both operating modes, stripmap imaging is
performed, with the sensor recording the image pushbroom-style.

3.3 Formation Configurations

To illustrate the benefits of the wide-swath high-resolution imaging for this application, 2
formation types were considered. Firstly, a single formation configuration was explored.
This consisted of a constellation made up of formations using the minimum number of
spacecraft required to achieve the baseline performance specified. Following this, a config-
uration was investigated where a number of formations from the first configuration were
assumed to fly in formation imaging different areas on the ground to achieve the required
performance. This was designated as CubeSat MIMO wide-swath (CMWS) configuration.
In all cases, the spacecraft were assumed to fly in a single-file SAR train as per Agguttes
[31] following one another so as to be on approximately the same orbit and experience
more or less the same orbit degradation by orbital perturbations. This is similar to the
multi-beam squinted SAR concept discussed by Krieger et. al [32]. These configurations
are summarised in figures 2 and 3 respectively. Despite the misalignment of the spacecraft
in the orbit velocity direction, for the CMWS mode it was assumed that the formations
imaged the same area such that the difference in acquisition time associated with figure
3 could be neglected.

Figure 2: Single train formation flight

7
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Figure 3: CMWS formation flight

4 Baseline Requirements

4.1 Performance Survey

Several government institutions and private companies offer solutions to high-resolution
SAR and/or maritime surveillance via specific SAR products. The Sentinel missions, in
addition to Capella X-SAR and ICEYE are among the most high profile of these offerings.
To specify the minimum performances of the system, this state of the art was examined
and multiple products compared keeping in mind the possible restrictions of the CubeSat
form factor on system performance. This was done by accounting for performance dif-
ferences from newer existing products by means of a set system margin of 20-30% as per
ECSS and NASA Ames standards [33] [34]. This said, a SAR CubeSat system has yet to
fly and so some parameters were chosen on the basis of educated best-guess and missions
that are in development like SRI-CIRES [35]. This philosophy was deemed sufficient for
this design process as the exact preliminary design of a SAR CubeSat is beyond the scope
of this work.

Figure 4: CIRES spacecraft [36]

Lastly, the simplifying assumption that the antenna used was not a phased-array but a
planar one was also taken to simplify the design process.
Some of the most prominent SAR missions in the Copernicus portfolio’s performances are
compared in tables 5, 3, 4 and 2 from which the base performance requirements for the
instrument were derived.

8
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Figure 5: NOVASAR-S spacecraft [37]

Mode Ground
Resolution(m)

Elevation
Angleso

Swath
Width(km) NLooks

ScanSAR 20 X 13.7 25-30 55 4
Maritime Surveillance 30 X 4 48-73 750 4

StripMap 6 X 13.7 16-31 15-20 1
ScanSAR Wide 30 X 13.7 15-29 150 3

Table 2: NOVASAR-S performance by mode [NOVASAR], [38]

Figure 6: Capella Denali Spacecraft [39]

Mode Ground
Resolution(m)

Elevation
Angleso

Swath
Width(km) NLooks

Spotlight 0.7-0.5 X 0.5 25-40 5 9
Sliding Spotlight 1.2-0.8 X 1 25-40o 5 5

StripMap 2.4-1.6 X 1.7 25-40o 5 1

Table 3: Capella X-SAR performance by mode [40]

9
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Figure 7: ICEYE-X1 spacecraft [41]

Mode Ground
Resolution(m)

Elevation
Angles(o)

Swath
Width(km) NLooks

Spot 1 X 1 20-35 5 1-4
Spot Extended Area 1 X 1 20-35 15 1-4

Strip 3 X 3 15-30 30 1-2
Scan 15 X 15 21-29 100 1

Scan High 6 X 6 21-29 60 1
Spot Extended Dwell 1 X 1 20-35 5 1

Table 4: ICEYE performance by mode [42], [41]

Figure 8: Sentinel-1 spacecraft [43]

Mode Ground
Resolution(m)

Elevation
Angleso

Swath
Width (km) NLooks

StripMap 5 X 5 20-45 80 1
EWS Mode 40 X 25 X 5 >20 400 1

IWS 20 X 5 >25 250 3
Wave Mode 20 X 5 23-36.5 20 1

Table 5: Sentinel performance by mode [44]
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4.2 System Requirements

Parameter NovaSAR-S Sentinel-1 Capella X-
SAR

ICEYE-X1

S/C mass (kg) 400 2300 40 85
Frequency
(GHz)

3.1-3.3 5.405 9.4-9.9 9.65

Peak power (W) 1800 4800 600 3200
Polarisation quad quad HH VV
Antenna dimen-
sions (m X m)

3 x 1 12.3 x 1.02 3.5 (circu-
lar, ∅)

3.2 X 0.4

Max bandwidth
(MHz)

200 100 500 299

Duty Cycle (%) 2 12 10.4 4.6e-3
Orbit altitude
(km)

580 693 485-525 560-580

Mean Power
(W)

36 576 62.4 14.72

Table 6: SAR mission parameters compared [40], [45], [42].

As is clear from this table, the smaller the spacecraft the smaller the antenna size which
must be compensated for with higher frequency carriers (higher bandwidth) to maintain
a high resolution [46]. It is also clear that smaller spacecraft restrict flexibility in terms of
peak power and sophistication, with only single polarisation modes available for imaging
[47].

4.2.1 Form Factor

The spacecraft form factor was chosen to be a 16U CubeSat, similar to that of CIRES. It
was assumed that anything smaller than this would be incapable of producing a similar
antenna area to even ICEYE-X1, which was the smallest antenna area surveyed in table
6. Additionally, it was assumed that something smaller than this would be incapable
of generating enough power to sustain a SAR payload consuming hundreds of watts. As
with the ICEYE-X1 and ICEYE-X2 spacecraft, unfolding panels with areas equal to some
multiple of those of the bus faces themselves could be employed.
This would give a 16U CubeSat the ability to match the antenna area of the ICEYE
spacecraft, which is most near to it in terms of dimensions. This would also make it
smaller in mass than the Capella Denali spacecraft, (next nearest to it in terms of size)
as CubeSat standards dictate 1.3kg of mass per unit allowable [48]. Taking this standard
and assuming the previously specified margin for propulsion systems and the deployable
antenna, the wet mass for the spacecraft was calculated to be approximately 25 kg.

4.2.2 Power, Antenna Dimensions, Polarisation and Minimum SNR

A significantly lower peak power than ICEYE or Capella would likely be needed con-
sidering the form factor of the spacecraft and therefore its ability to generate and store
power. This ability was assumed to be proportional to the physical dimensions of the bus,
under the folding panels assumption mentioned above. Assuming that the back side of

11
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Figure 9: ICEYE-X2 spaceraft, with deployed folding solar arrays and SAR antenna [41]

any planar antenna could be used for power generation and considering current terrestrial
commercial solar cell technology [49] an array of dimensions 2.2 x 0.5 m should be capable
or producing approximately 300 W of power. Following standard practices [50] this panel
would provide 180W orbit average power. Despite the exploration of orbits which could
include a significant time spent in eclipse, these panels were assumed to provide a constant
power output for simplicity. The dimensions of this array would also be compatible with
the form factor selected above, considering a twice folding set of panels on either side of
the spacecraft along its largest dimension.
Applying a significant margin to the required peak power for the lowest value of the
surveyed missions (Capella) to compensate for the constrained form factor and more
complicated thermal design problem resulting from said form factor, a peak power of
400W was estimated the system.
The smaller platforms surveyed had only a single polarisation in use (HH or VV). In
this case as simplicity is preferred to accommodate possible issues with reduced size form
factor and the fact that radar polarimetry is not required to detect vessels at sea, a single
VV polarisation was chosen.
Generally speaking, 10dB is considered to be the minimum acceptable signal to noise ratio
[51]. However, given the circumstances that maritime SAR image scenes are usually high
contrast, a slightly lower value of SNR was deemed acceptable. This would in turn allow
to compensate for some of the performance difficulties likely to be encountered due to the
form factor chosen for the platform.

4.2.3 Orbit Height and Shape

Orbits for SAR systems tend to be circular in nature and ranging from 400-800 km to
be close enough to Earth to mitigate the large power requirements and also to avoid the
Van-Allen belts, as confirmed in table 6. The majority of the orbits of the platforms sur-
veyed were approximately 500km in altitude, and as such this was chosen as the nominal
spacecraft altitude.
Normally, Earth observation remote sensing platforms are placed in a Sun-synchronous
orbit (SSO), such that the angle of the normal of their orbital plane with respect to the
Sun is constant. This is done so as to ensure similar lighting conditions over imaged areas
at each pass, giving the benefit of a near constant thermal noise in each image. This can
be seen in the orbits of all of the surveyed satellites, orbiting in SSOs of approximately
97-98o.

12
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However, the objective of this constellation is to survey ships at sea. The near total
reflection of radio waves by the ocean and the near total reflection of metal ships will
almost always yield a high contrast image. The angle of the ocean surface with respect to
the incident waves results in almost all of them being scattered, leaving no return and an
almost black area in the image (depending of course on ocean conditions). Consequently,
the near perpendicular position of the metal superstructure of the vessels at sea yields a
strong radar return and so generally a high SNR for an image of just sea and ships. As
such, the effect of thermal noise is less significant than it tends to be in land base imaging
applications. Thus, the benefits of an SSO from this standpoint are nullified.

Figure 10: ICEYE SAR acquisition of a ship [52]

There is then the case that an SSO allows the impacts of J2 on certain orbital elements to
be frozen. However, assuming that the spacecraft (like ICEYE) has a propulsion system,
the relatively inexpensive cost of the platform (being a CubeSat) and its replacement may
not warrant the additional manoeuvring cost of placing it in a higher inclination orbit. In
any case the longest pass possible through the target area was sought to maximise area
coverage and minimise revisit time. This restricts constellation combinations to Walker
Delta and Star shapes and inclinations to less than 90 degrees.

4.2.4 Strip Size and Imaging Duty Cycle

The maximum strip length was determined by considering the length of the approxi-
mate largest dimension of the target area. Drawing a line diagonally from South-East to
North-West (35oN, 32oE to 38oN, 0oE as seem in figure 1) across the target area gave an
approximate maximum path length through the zone of 2866 km. This corresponds to an
angular distance of 0.44985 radians assuming a spherical Earth and an average planetary
radius of 6371 km.
Considering the 500 km circular orbit already chosen and an equivalent average Earth
radius of 6371 km, the angular velocity of the spacecraft could be found as shown in
equation 9.

ω =

√
µEarth

h+REarth

h+REarth

= 1.1085x10−3rad/s

(9)
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Assuming that the Earth is spherical as a simplifying assumption, this would take the
sub-satellite point of the spacecraft approximately 405 seconds to transit the longest path
across the target area. This defines the maximum operating time of the instrument, and
thus the duty cyle. With an orbital period of 5668.14 seconds, the maximum imaging
duty cycle becomes 7.16% of the orbital period. The radar duty cycle was set at a
maximum of 15% in transmit and 5% in receive, considering the Sentinel-1 and Capella
values with the relevant margins applied. This would result in a maximum average power
of approximately 60 W. similar to that of Capella.

4.2.5 Propulsion System

In order to maintain precise distances from the other spacecraft within an orbital forma-
tion, while also combating the effects of orbital perturbations the spacecraft required a
propulsion system. While ICEYE uses an ion thruster and chemical propulsion systems
are generally reserved for larger spacecraft, a chemical thruster was chosen for this design.
An ion thruster would use more power than a cold gas thruster, which would mean a lower
rate of continuous operation of the payload which was deemed to have priority. Given
the recent advances in cold gas thruster miniaturisation this, several COTS options ex-
ists. For the purposes of this design something similar to the VACCO CPOD was chosen
[53]. The unit is capable of providing approximately 25 m/s of delta-v to a spacecraft of
25kg[54].

4.2.6 Noise Figure and Losses

The system noise figure and losses are difficult to quantify a-priori. Advances in technology
would likely produce a lower noise figure overall for a system of similar specifications today,
however it was assumed that the process of miniaturising such a system would incur
penalties resulting in slightly worse performance than even the original Sentinel system.
As such, the values of Sentinel-1 [55] were taken with the applied relevant margins to
account for this, resulting in a Noise Figure of 3.5 dB being used.
Additionally, similar X-band link budgets [56], [57] account for system losses for the
instrument were set at 2 dB. A number of loss sources still needed to be accounted for
however. These included imperfect antenna radiation pattern, possible pointing errors and
sea clutter. At X-band frequencies, sea clutter mainly due to high winds can account for
a change in the backscatter coefficient of up to 6 dB in high winds [58]. This is especially
the case for high grazing angles and VV polarisation. An additional set of losses of 2 dB
were considered for the radiation pattern losses, in addition to other unforeseen possible
sources of loss. (referred to as Lmisc) each way were considered in the system losses term.
This was such that the total 2-way system losses could be considered as shown in equation
10.

L = Lins + Lclutter + 2 ∗ Lmisc (10)

4.2.7 Multi-Launch Capacity

For the sake of the constellation sizing, the number of satellites that can be delivered
to orbit with each launch must be considered as this defines the number of launchers
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required to complete the constellation and so heavily influences its cost. Given the low
delta-v available from the chosen thruster, for the purposes of orbital insertion and phasing
the spacecraft were assumed to be inserted by the upper stage of the launch vehicle or via
a dedicated upper stage insertion vehicle such as the Momentus Space "Ardoride" [59].
At this moment in time, the only proven launcher with an upper stage capable of putting
several satellites on separate orbits during the same launch is the Falcon 9 from Space X
[60].

Figure 11: Momentus Ardoride last-mile delivery spacecraft [59]

Given the CubeSat form factor of the spacecraft, it is likely that whatever number of
them being launched, they would fly as a secondary or ride-share payload. This would
mean that only a fraction of the mass limit would be available for use for constellation
spacecraft. In the case of the Falcon 9 standard payload of approximately 1800kg, it was
assumed that less than half of the payload capacity would be available for ride-sharing
purposes. This put the maximum launch mass per batch at 900 kg. In the case of the
16U bus selected, this equated to 36 satellites which could be launched at the same time.

4.2.8 Elevation Angle Range and Nominal Pointing

In the case of the single-train formation, an elevation range of 15-45o was chosen for the
hypothetical instrument. This look angle range was assumed to apply to the individual
formations, such that the minimum elevation of the instrument looking closest to the
nadir vector in a 150km swath formation would be that of the minimum value in the
range and vice-versa.
The instrument was assumed to be pointed at 0-Doppler and at a nominal passive look
angle of 30o on a fixed side of the spacecraft to simplify its operation in addition to the
design process. Considering the inclination restrictions imposed by the Walker patterns
to be explored in this work, a port-side instrument pointing was chosen.
The port-side pointing was chosen to minimise the inclination difference required from
the minimum launch inclination. Assuming the worst case scenario, where the launch
inclination is that of the minimum possible from the proposed launch site. As shown
in figures 12 and 13 respectively, this would allow the minimum amount of inclination
change possible to reach an orbit which could still access the highest latitude point in the
target area.
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Figure 12: Coverage angles for off-nadir pointing instrument

With these angles calculated, the latitude and longitude ranges for the swath on an
inclined orbit could be calculated considering the geometry depicted in figure 13 and
applying quaternion rotations. This subsequently allowed for the computation of the
minimum allowable inclination for the constellation. This minimum allowable inclination
could then be used to constrain the genetic algorithm and reduce the size of the search
space.
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Figure 13: Latitude/longitude reach of spacecraft swath on an inclined orbit, considering
a starboard-side pointing

4.2.9 Minimum Orbit Inclination

In order to ensure access to every point in the target area, the highest point in the target
area must fall within the beamwidth of the antenna at least at the highest spacecraft
latitude as it transits its orbit. For a port-side pointing, this means that the latitude of
the far side beam edge must be at least that of the most northerly point in the target
area. As such, from the latitude of the most northerly point in the target area and a
fixed instrument pointing and swath size, applying the geometry of figure 12 and 13 the
minimum inclination could be calculated as per equation 11.

imin = φmax − β (11)

This logic is shown clearly in figure 14 below, where φmax represents the latitude of the
most northerly point in the target area.
As seen in figure 13, the required rotation matrix was that calculated as seen in equation
12. In this case ∆Ω was the difference in original orbit right ascension due to orbit
perturbations.
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Figure 14: Minimum inclination definition incorporating geometry from figures 12 and 13

Rθi∆Ω =

cos(θ + ω) −sin(θ + ω) 0
sin(θ + ω) cos(θ + ω) 0

0 0 1

 1 0 0
0 cos(i) −sin(i)
0 sin(i) cos(i)

 cos(∆Ω) −sin(∆Ω) 0
sin(∆Ω) cos(∆Ω) 0

0 0 1


(12)

The result was converted into quaternions and applied to the swath maximum and mini-
mum vectors to create the ground track of the instrument swath in latitude and longitude.

4.2.10 Resolution and Swath Width

Considering the unknown capabilities of a CubeSat SAR instrument, for the purposes of
this design the lower end of this resolution was chosen as the base on ground resolution
requirement. This was decided to be the same in both ground image directions such that
the on-ground resolution was 5 x 5 m.
Taking a middle value from the surveyed systems above, the swath width for a single
formation was chosen to be 30km. Following the same logic a swath width of 150km was
chosen for the CMWS mode envisaged. This would be achieved by 5 formations designed
to image a 30km swath flying in formation with each other while imaging at separate
elevation angles, as per section 3.3.
Considering the antenna dimensions chosen, the elevation beamwidth could be checked
to ensure compatibility with the chosen swath dimensions at closest pointing so as to
avoid a slewing requirement during imaging. The elevation beamwidth was calculated as
in equation 13.

θz =
λ

Lz
= 3.5325o (13)

Using the geometry from section 4.2.8 the required beamwidth angle to cover the 30km
swath, θswath@15o was found to be only 0.2439o, and thus well within the antenna beamwidth.
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4.2.11 Carrier Frequency and Bandwidth

Considering the resolution and antenna sizing limitations above (in addition to the fre-
quencies used by the two closest spacecraft in dimension to the 16U bus) the carrier
frequency was chosen to be in the X-band frequency range. This band spans from 8-12
GHz as per ITU-R V.431-8 designations [61] with a specific portion reserved for microwave
remote sensing of 9.3-9.9 GHz [62]. A range of 9.45-9.75 GHz was chosen in this case to
capture the lower intermediate range of the range of frequencies surveyed while staying
within band designations. This achieves a middle value of the surveyed values while also
compensating for the likely lower energy output capabilities of the platform.
The higher frequency allows for the usage of a large bandwidth, however given the gen-
eral rule that bandwidth if proportional to signal power for wireless transmissions [63], a
maximum bandwidth of 100 MHz was imposed to account for the foreseen lower power
electronics required by the smaller bus system. This of course could be reduced for a
coarser resolution if desired.

4.3 Individual Satellite Performance Summary

Considering all of the above design assumptions, the individual satellite performance and
system performance are summarised in table 7 below.

Parameter Value

Wet mass (kg) 25
Size (U) 16
Multi-launch capacity 36
Orbit altitude (km) 500
Look angle interval (deg) 15-45
Instrument pointing direction Port-side (fixed)
∆V available(m/s) 25
Instrument scan modes Stripmap
Instrument peak power (W) 400
Instrument TX duty cycle (% /orbit) ≤ 15
Instrument RX duty cycle (% /orbit) <5
Instrument carrier frequency (GHz) 9.45-9.75
Maximum CHIRP bandwidth (MHz) 100
Antenna length (m) 2.2
Antenna height (m) 0.5
Polarization VV
Swath size 30/150km
Ground Resolution 5x5m
Overall losses in TX/RX (dB) 12
RX noise figure (dB) 3.5
SNR required (dB) 8-9

Table 7: Summary of spacecraft and instrument performances
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5 Formation Design
The minimum MIMO CubeSat formation required to achieve the performance set out
in section 4.3 was investigated assuming that each spacecraft performed as in table 7.
This investigation served as a working point for the constellation design but also as a
validation that the chosen parameters were compatible with each other beyond the initial
preliminary investigations performed.
As discussed, a number of CubeSats with the above specifications were assumed to be
flown in a single train formation capable of imaging a swath of 30km in size at the speci-
fied resolutions. For the purposes of the high-resolution wide-swath mode of operation, 5
adjacent trains would be required to provide a total swath width of 150km.

5.1 Formation Sizing

For the sake of the formation sizing a single target was assumed to be at the far edge
of the beamwidth. Considering the formation as a monolithic system such that the an-
tenna length and transmit power could be considered as a linear combination of the
individual transmitters in the formation and setting the minimum SNR required for a
positive identification (PID), the transmitted power required by the individual satellite
transmitters could be calculated as seen in equation 6 in section 2.3. As per Giudici
et. al [Giudici. D.], trains with a number of satellites less than 3 would be infeasible
for a MIMO formation due to the significant probability of destructive interference so a
minimum formation size of 3 was considered feasible. Additionally, as per Giudici the
SNR gain due to MIMO operation is specified as being between 60-92% of the maxiumum
possible gain of N2. For this design a midpoint was taken of 77%. The antenna length
was also assumed to stack as per section 2.3.

5.1.1 Worst Case Sizing

To assess the feasibility of the system for the task, the worst-case target acquisition sce-
nario was examined. This scenario was identified as that of the smallest RCS vessel (40
m2) at the largest look angle (45o) and the highest centre frequency (9.75 GHz). Consider-
ing this case, the peak power required per satellite was plotted against the formation size
to determine the ideal number of satellites in the formation. Of note is the horizontal line
indicating the maximum peak power of the individual instruments. In doing so, the duty
cycle was adjusted to ensure correct reception (no pulse overlap) as seen in figure 18. The
maximum PRI was selected so as to reject azimuth ambiguities for this case. Finally, an
antenna efficiency of 82.5 % was estimated as a midpoint of the range of values discovered
in literature [64], [65], [66]. Finally, the local inclination of the surface impacted by the
incident pulses was assumed to be 0. For clarity, the reference geometry is represented in
figure 15. Considering this geometry it was assumed that the angle α was equal to the
negative of the central angle for the side of the swath being considered as per figure 12.
For the farside of the beam width for example, the angle alpha was taken to be -(γ + δ)
and so on.
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Figure 15: Radar geometry considered [11]

5.1.2 Formation Design Results

Figure 16: Plot of peak power vs formation
size for 30 km swath

As seen in figure 16, the optimal formation size for the required performance considering
these conditions was found to be 3 satellites for a 30 km ground swath. The peak power
required per satellite for a 3-satellite formation solution was approximately at the 400 W
limit at 397.122 W with an average power of 42.8892 W. Similarly, a duty cycle of 10.8
% was found to be optimal for the 30 km swath to ensure correct reception.

21



5 FORMATION DESIGN L.Kelleher - 940255

Figure 17: Plot of average power vs formation
size for 30 km swath

Figure 18: Plot of transmitted and received pulses for 30km swath and 10.8% duty cycle
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Each spacecraft in the formation was assumed to be separated by a distance of less than
300m as per similar studies [67], requiring careful control using a nonlinear controller such
as that developed by Montero-Miñán [68]. This distance (which amounts to the along
track sampling interval) must be controlled with a strict accuracy shown in equation 14
in order to provide the necessary ambiguity suppression[2].

σat <<
δx
N

= 1.1m (14)

Similarly, the across-track accuracy must be kept with an accuracy of that shown in
equation 15. For the purposes of this calculation a scene height dispersion in the order of
the size of one resolution cell was considered.

σxt <<
Rλsinθ

2πσq
= 345.496m (15)

The design and implementation of such a control system to maintain these accuracies was
considered to be beyond the scope of this work. As a result, inter-satellite distances were
assumed to be guaranteed within the aforementioned specified limits for the sake of this
project.
The required bandwidth to achieve the set ground resolution was calculated at the antenna
beam’s nearside, farside and boresight. As shown in figure 19, at the minimum elevation
angle for the instrument the maximum allocated bandwidth is exceeded for all but the
farside of the imaged swath. In this case, the maximum bandwidth would have to be
increased to 120 MHz to maintain the desired ground resolution. Alternatively, a lower
resolution could be accepted at the nearer side of the image for this elevation angle.

Figure 19: Required bandwidth for set resolution at the nearside, boresight and farside
of the imaged swath for each of the elevation angles considered

The parameters for the formation worst-case sizing are summarised in table 8.
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Parameter Value
Formation Antenna Length (m) 6.6
Formation Antenna Height (m) 0.5
Instrument Elevation (deg) 45
Wavelength (m) 0.03084
Elevation Beamwidth (rad) 0.03074

Slant Range Resolution (m) 3.53
Required Bandwidth (MHz) 42.397056
Antenna Spacing (m) 3.3
Azimuth Resolution (m) 3.3
Azimuth Beamwidth (rad) 0.002329
Noise Factor 2.238
Noise Temperature (K) 649.2291
Noise Power (W) 2.04167 X 10−20

Satellite Velocity (km/s) 7.616556
Boresight Ground Range (km) 500
Squint Angle (rad) 0.3
PRI (s) 0.000433267
Synthetic Aperture Length (km) 3.34403347
Synthetic Aperture Time (s) 0.43904
Synthetic Aperture Bandwidth
(Hz)

2.2776

Number of Pulses 1013.3434
PRF (Hz) 2308.04745
Beam Sector (rad2) 0.000286
Single Antenna Gain 11257.99626
Antenna Efficiency(%) 77
Antenna Effective Area (m2) 1.541
Instrument Duty Cycle (%) 10.8
Pulse Length (s) 4.67928 X 10−5

Noise PSD (dB) -200.475
Noise Bandwidth (dB) 3.574881
Total Noise Power (dB) -193.4
Peak Power (W) 397.122
1-Way Path Loss (dB) -128.112
Total Losses (dB) -193.816
Mean Received Power (dB) -189.816

SISO SNR (dB) -0.41587
MIMO Gain (dB) 8.407
MIMO SNR (dB) 7.9914

Table 8: Radar properties used
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6 Constellation Design

6.1 Design Cases

For the purposes of this design, a number of scenarios were considered. Performance-based
design using a multi-objective genetic algorithm for an unlimited number of launches was
investigated so as to identify the minimum number of launches required for a set of
prescribed performance requirements. This was examined both for the single-train and
CMWS configurations so that the benefits of the latter with respect to the former could
be analysed. This analysis was done for scan mode, after which the search mode was
investigated.

6.2 Walker Constellations

Walker constellations are widely used as a preliminary design tool for constellation design
[8], [6]. Generally speaking, Walker patterns like the Star and Delta are used for global
coverage designs [69]. When considering a regional design problem such as this one, usu-
ally street-of-coverage patterns are used [70] [71]. However, the application of this type
of pattern to regional designs in literature has largely been for smaller areas [72] [73].
Additionally, designs have appeared in literature for regional coverage of larger regions
like the US [74], Iran [75] and Indonesia [5] utilising Walker constellation patterns despite
their original global coverage intention.
Moreover, given the large number of variables which could conceivably be controlled by
this algorithm a simplifying assumption was required to reduce the search space and make
efficient use of the limited computational power that was available. Walker Star and Delta
constellation patterns are the simplest to work with and some of the most well-known pat-
terns for constellation design. Considering this and the large target area of interest, these
patterns were chosen to be explored. It was anticipated that this may result in constella-
tions using an excessive number of satellites and planes for regional performance, and too
few satellites or planes for significant global performance. However the benefits in terms
of accessibility in design and simplicity were decided to outweigh applicability issues for
this case.

Walker pattern constellations consist of T Satellites distributed evenly among P orbital
planes, all inclined by inclination i and with a relative phasing F. As a result, designs are
described by T/P/F nomenclature for efficient reference [76].
Each plane is evenly separated in nodal right-ascension by an inter-plane phasing con-
stant and each satellite in an orbital plane is separated from each other by an intra-plane
phasing constant. The above can be summarised by figure 20 where a generic Walker
constellation is visualised. Each spacecraft in a Walker constellation experiences simi-
lar perturbations to its orbit and thus they have similar operational lifetimes. This is
one of the primary advantages of the Walker constellation design approach, while also
simplifying the design problem significantly. There are multiple permutations of Walker
constellation, however as discussed for the purposes of this work only the 2 main ones
were investigated; the Walker Star and the Walker Delta. Walker Delta constellations
have inclinations usually between 30o and 60o but in any case less than 90o. A Walker
Star constellation is a polar constellation, with all orbits having a shared 90o inclination.
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Figure 20: Generic Walker constellation and associated parameters [77]

As is clear from figure 20, the phasing constant must not have the same value as the
number of satellites in the total constellation, otherwise there would be no relative phasing
and a collision could occur. Additionally, the modulo of the number of satellites in the
constellation and the number of planes must be 0, such that the total number of satellites
is evenly divisible by the total number of planes with T,P and F all being integers.

6.3 Simulation Algorithm

The algorithm used to simulate each constellation functioned as follows:

• The simulation is initialised with launch date of 1st January 2024 at 00:00:00 UTC.
A universal time vector spanning from the launch time to the launch time plus the
desired simulation time in Julian datetime is then created.

• Each formation in the constellation was assigned an orbit with orbital elements
based on the initial simulation parameters.

• Following this, each of the formations was inserted into the constellation in line with
the Walker constellation design format.

• The pattern units and spacings were calculated and applied to each formation in
each orbital plane.

• Instrument beam geometries and longitude/latitude coverage were calculated as per
the logic and geometry presented in section 4.2.8, as shown in figures 21 and 22
respectively.

From this, the maximum and minimum reach of the instrument swath in terms of
latitude and longitude are ascertained.
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Figure 21: Beam geometry code snippet

Figure 22: Coverage calculation code snippet
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• Each orbit in the constellation was propagated under applied perturbations using
ode113 as the numerical solver and as part of a constellation object with each of its
positions and velocities stored.

Figure 23: Orbit propagation code snippet

• The target area of interest was set up, along with the target grid if constellation
performance was being analysed.

Figure 24: Grid setup code snippet
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• Following this, for each moment in time the ground track of the instrument swath
is checked to see if it falls within the target area set up above. This is done by
creating a linearly spaced vector between the maximum and minimum latitude and
longitude points of the swath with 100 spaces. Following this, inPolygon is called
for each point. If the result is true, the time of its occurrence is stored. This is done
for every orbit in the constellation.

• A loop is run over each of the recorded times (each pass through the target area)
with a Polygon created from the max and min points of the instrument swath at
each time step. Subsequently, inPolygon is applied to check if the grid points are
inside of the instrument swath at any point between time steps. If yes, these values
are recorded. In the case of the grid, the times are assigned to each grid point. This
is repeated for every orbit in the constellation.

Figure 25: Grid point search algorithm visualised

Figure 26: Grid point search code snippet

• At this point the constellation performance is calculated by measuring the number
of grid point identifications, maximum revisit time per point, leakage time per point
across the total area etc.
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• Following this, any plots required are created. In the case of the tracking algorithm
the grid is replaced with a moving target but the same logic is applied.

6.3.1 Orbit Propagation and Orbital Elements

Orbit propagation for every case examined in the MOGA was conducted using a time
step of 60 seconds. The propagator chosen for this task was ode113 as accuracy was
deemed most important for this evaluation as covered in section 6.7. All formations in
the constellation were assumed to have the same argument of perigee, semi-major axis
and eccentricity to begin with.
The orbit propagator was validated using orbital elements from Sentinel-1B. The elements
were taken from publicly available TLEs [78] at an interval of 24 hours. Ingesting these
TLEs, the spacecraft orbit was propagated for 1 single orbital period. Using a live tracking
source [79], 3 equally observations equally spaced in time were recorded of the satellite
Cartesian position. Using the Gibbs method for preliminary orbit determination, the
instantaneous orbital elements for the spacecraft were recovered. Analysing the difference
in the orbital elements obtained by Gibbs method and those produced by the propagator,
using the Sentinel-1B system requirements document as a guideline [80] the propagator
was validated for use as a preliminary design tool.

6.3.2 Perturbations

Drag and J2 perturbations were considered for the purposes of this analysis. Acceleration
due to J2 effect was calculated as in equation 16 obtained from Curtis [81].
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The standard J2 constant of 1.018e-3 was applied, additionally for all computations in
this work an average Earth radius of 6371 km was assumed.

Acceleration due to drag was calculated as per equation 17. The satellite mass from section
4.3 was used along with a drag coefficient of 2.2 as is standard for this type of investigation
[82]. Each satellite was assumed to have a cross sectional area equal to that of the major
dimensions of its SAR antenna, which was assumed to be perpendicular to the relative
velocity of the satellite with the atmosphere. This simulates a worst case scenario which
provides a lower bound for the satellite lifetime for the purposes of this early investigation.
The relative velocity in this case is the difference between the satellite’s velocity vector
and the velocity vector of the atmosphere. The latter is calculated as the cross product
between the earth’s angular velocity and the satellite orbital radius.

αD = −1

2
ρvrel

CDA

msat

vrel (17)

The atmospheric model used in this analysis was that of the ’US Standard Atmosphere
1976’ (USSA76) model found in Curtis [81].
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6.3.3 Formation and Number of Satellites

For the sake of this simulation, each formation was considered as a single monolithic
satellite delivering the specified performance outlined in section 5. As such, the total
number of formations was used as the instead of the total number of satellites. As a
result, for each constellation combination the total number of satellites required equals
the number of formations times 3 for the single-train case and times 15 for the CMWS
case.

6.4 Performance Metrics and Analysis

Before selecting metrics for performance analysis, a spaced grid was generated inside of
the target area to discretise it as seen in figure 27. A selection of performance metrics
could then be analysed on a per-point basis over a given time vector for the set grid, to give
a better indication of the target area-wide constellation performance. The grid spacing
used for this preliminary level of design was set as 444 km in the longitude direction and
222km in the latitude direction respectively.

Figure 27: Sample evaluation grid showing number of point visits for a single-train for-
mation over 15 orbits

The performance metrics were decided to be as follows:

1. Average Leakage time (s)

2. Area Coverage (%)

3. Leak Time Deviation (s)

4. Number of formations used (total number of satellites)
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5. Number of orbital planes

6. Difference in inclination from the launch site (rad)

The average leakage time of each point is the most obvious basic metric given the a set
desired revisit performance for the constellation and was defined as the amount of time
between point visits by a spacecraft in the constellation. The reasoning behind this re-
quest is that the point revisit rate will most-significantly impact the tracking performance
for the constellation. This being the intended product of the constellation itself means
this metric has the highest priority for performance analysis. An average value of the
point leakage time for the target area was used to determine if a constellation meets the
minimum requested design requirements. Total percentage of the target area covered was
deemed as a high priority for the tracking solution to ensure as much of the target area
was covered as possible in the set time frame.
In order to assess uniformity and completeness of the coverage of the target area respec-
tively, both the standard deviation of the average point leakage time across the area and
the area coverage must be considered. Both of these considerations serve to ensure the
best possible tracking performance inside of a given period of time and must be minimised
and maximised respectively.
The number of satellites used for the solution directly effects its setup, operation and
maintenance costs. As such, the fewer formations (and thus satellites) used the better.
Finally, the difference in inclination from the proposed launch site and number of planes
was considered to account for the costs (both financially and in terms of delta-V) of in-
serting the constellation into the required orbits. At the time of completion of this work,
the only launcher capable of placing several satellites on different orbits via upper stage
manoeuvring is the Falcon 9. The launch site was thus set as Cape Canaveral, Florida
as this is primarily where the company launches the vehicle from. It is possible that
another launch vehicle using a last-mile delivery vehicle could achieve the same result,
but without knowing the number of planes to be reached a-priori it is not possible to
know if the upper stage vehicle along could reach all of them. To give the best possibility
of deploying all required satellites on their respective planes without needing a second
launch or manoeuvring by the spacecraft themselves, choosing the Falcon 9 was seen as
the safest option.
Given that the primary payload being launched is unlikely to be this constellation and
that the destination of the primary is unknown, the launch inclination was set to the
minimum achievable from the launch location; the latitude of the launch site. The con-
stellation will require higher inclination orbits to reach the highest latitude of the coverage
area (approximately 45 degrees). This is far closer to the maximum achievable inclina-
tion of 55o using this launcher than the minimum of 28.5o [60]. Setting the value to the
lower bound of the inclinations achievable from the launch site therefore accounts for the
maximum foreseeable inclination change required and thus constitutes the upper bound
of the manoeuvring costs for launching from this site. It is of course possible that the
upper stage could insert the primary payload on an orbit with a different inclination, but
without knowledge of the launch manifest the above assumption was deemed satisfactory
for this phase of the study.
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6.5 Minimum Constellation Performance

To be viable as a solution for maritime surveillance within the selected target area, the
solution should achieve a set of minimum performances.

6.5.1 Average Leakage Time

To set the revisit rate or leakage time performance, current industry service offerings were
reviewed. Most services cite their search mode performance when quoting revisit times as
it tends to be significantly lower than the scan mode performance. In the case of Capella,
with 6 satellites a mean revisit time of 3-6 hours is claimed and a maximum of 6 hours
[83]. With 18 satellites, 1-3 hours revisit time is claimed.
Examining the offerings of ICEYE, an equatorial mean revisit time of 20 hours is quoted
with 14 satellites in their constellation [41], [84]. This is quoted alongside a mean time-
to-access of 12 hours. NovaSAR-S lists revisit times of 14-34 hours with 3 satellites [38]
while Sentinel-1 is obviously the lowest at 24-72 hours due to being only a double satellite
constellation [43].
Considering all of the above services, the minimum average revisit time was chosen to be 6
hours with no limit on the maximum revisit rate. Given that the time for the constellation
to acquire any one point in the grid for the first time does not constitute a revisit, leakage
time was used to refer to the time elapsed between point identifications. This time was
what was used to measure the constellation performance.

6.5.2 Area Coverage

To effectively search for or track ships in the target area, the majority of the area should
be covered within a 24 hour period. Coaster-type vessels are not particularly fast, with
design speeds in the 14-15 knot range and average speeds significantly less [85]. As
such, their positional uncertainty per unit leakage time is rather low. This positional
uncertainty was calculated assuming that the vessel maintained a constant speed from
its last acquisition and could head in a straight line in any one direction. This creates
a circular area of radius vvessel ∗ t at each time step in which the vessel could be located
anywhere. This positional uncertainty was assumed to be fixed such that instrument
swaths passing through it without identifying the true location of the vessel would not
decrease the positional uncertainty. This assumption was taken to simplify the simulation
process.
For a coaster travelling at maximum speed, the approximate positional uncertainty in
a 24 hour period was therefore +/- 600 km in any one direction. However, given the 6
hour average revisit time imposed by similar products, this puts an average positional
uncertainty requirement of +/- 166km. This in turn gives a circular search area around
the last known location of the vessel of 86569 km2, just 3.53% of the 2.45 million square
kilometer search area considered.
Given this ratio, a 100% area coverage rate in such a short period of time was not deemed
as required, but obviously the closer to 100% coverage the better. This would be because
a lost vessel of this class could not get very far compared to the major dimension of the
search area itself in the set simulation time. If the vessel was located even once the search
area could be narrowed to that area of a few hundred km, and if it was not located in the
search period it must exist in the much smaller, un-searched area. Regardless, this creates
a viable search and track approach without applying stringent performance restrictions.
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To guarantee that most of the area was covered a target area coverage limit of 85% was
imposed. This could be increased or decreased as the service itself is defined in more
detail.

6.5.3 Maximum Number of Launches

The final Capella constellation consisting of 36 individual satellites was deemed as a
reasonable analogue for the number of launches required to fully deploy the constella-
tion. In the case of the MIMO Cubesat formations this value would obviously need to
be multiplied by 3 as the performance of a single satellite in the Capella constellation is
matched only by 3 CubeSats in close formation. This would require 3 launches at max-
imum capacity to deploy fully. In the meantime, as constellations are trending towards
mega-constellations like Starlink, the benefit of additional satellites not only in terms of
redundancy but also on performance was decided to be worthy of investigation. As such
the maximum number of launches available was decided to be 5. This imposes an upper
limit of 60 formation flights in the single-train configuration and 12 formation flights in
the CMWS configuration, totalling 180 satellites at maximum.

6.5.4 Minimum Constellation Performance Summary

The minimum constellation performances are summarised as:

• Average leakage time (revisit rate) < 6 hours

• Area coverage > 85 %

• Maximum number of launches for deployment = 5

6.6 Working Point

Prior to running the optimisation procedure, a working constellation for both the single-
train and high-resolution wide-swath cases was manually found via iteration such that the
minimum required performances were met. The variables for each solution are reported
in table 9 with performance listed in table 10 and visualised in figures 28, 29, 30 and 31
respectively. A time step of 5 seconds and a grid spacing of of 55.5km in longitude and
27.5km in latitude was used for this analysis.

6.6.1 Working Point Constellations

Case Orbit
Planes

Inclination
(rads)

Formations Phasing
Constant

Ω0(rads)

Single-train 30km
swath scan mode

55 0.7662 55 1 4.9334

CMWS 150km
swath scan mode

11 0.7662 11 1 4.9334

Table 9: Working point constellation variables
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6.6.2 Performance Over Target Area

Figure 28: Single-train scan mode number of visits per grid point in 24 hours

Figure 29: CMWS scan mode number of visits per grid point in 24 hours
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Figure 30: Single-train scan mode average leakage time per grid point in 24 hours

Figure 31: CMWS scan mode average leakage time per grid point in 24 hours

Case Mean tleak
(hrs)

Deviation tleak
(hrs)

Acovered (%)

Single-train scan mode 5.63 7.85 90.938
CMWS scan mode 5.614 7.82 89.704

Table 10: Working point constellation performances
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6.7 The Multiple Objective Genetic Algorithm

To design the optimal constellation and attempt to improve upon the working point, a
multi-objective genetic algorithm (MOGA) was used. The problem to be solved consists
of a very large search space with a high degree of non-linearity. To avoid getting stuck in
local minima or maxima, a large population was foreseen to be required. As per Vrajitoru
[86], larger populations are preferred over a large number of generations. This would
result in exceedingly long compute times due to the accuracy that the solution provides,
so parallel computing was leveraged to reduce compute times. Regardless, for the fixed
hardware available for simulations there therefore existed a set amount of compute power
to be used in a time efficient manor to optimise the problem.
While analytical and semi-analytical methods such as those of [10], [87] would produce a
faster convergence of the algorithm, the results achieved would be less accurate. While
this is usually an acceptable trade-off for this phase of the design process, there exists less
work done in literature on constellation designs with this level of accuracy for this specific
objective. As such, the choice of accuracy over speed was deemed to be of more interest.

6.7.1 Pareto Optimality

The goal of the MOGA is to find the set of variables which achieve Pareto optimality for
a set of fitness functions. Pareto optimality is reached when a set is optimised such that
improving one of the outputs worsens the at least one of the others [88]. For a 2 objective
optimisation this can be visualised by means of a Pareto front [89].

6.7.2 Variables

The MOGA was given control over the following variables:

• Number of orbital planes (P)

• Orbit inclination (i)

• Total number of formations (T)

• Phasing Constant (F)

• First orbit nodal right ascension (Ω0)

6.7.3 Constraints

To avoid non-eligible solutions and subsequently accelerate the rate of convergence of the
algorithm, the MOGA must be constrained. The constraints for this optimisation problem
take three forms; linear and nonlinear equality constraints, integer constraints and upper
and lower bindings.
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Considering sections 6.2, 4.2.9 and 6.4 the design problem could be simplified as follows:

min(P,T,(i-i0),tleak, std(tleak), 1
Acov

)
P ∈ [1, T]
i ∈ [imin, 90o]
F ∈ [1, T-1]
T ∈ [1, 60]
Ω0 ∈ [1, 360o]
mod(T, P ) 0

(18)

Given the above problem, this optimisation was defined as a nonlinear mixed-integer
problem with a large search space even after considering the constraints applied to the
algorithm. As such, a large computational time (in the order of hours) was expected.

6.7.4 Simulation Time Period

Given the preliminary nature of the design, performance was analysed over a 24 hour
period for the target area. Each orbit combination was therefore propagated for 16 orbits
from the set start date of January 1st 2024 at 0000 Zulu time. This was deemed to be
sufficiently close to the ground track repeat rate of 15.24 orbits to assess the constellation
performance with the appropriate level of accuracy for this level of investigation. The
repeat rate under J2 was calculated as in equation 19.

k

m
=
n+ ω̇ + Ṁ0

wE − Ω̇
(19)

The MOGA optimisation was run with a time step of 60 seconds. Once favourable combi-
nations were found, performance was analysed in more detail using a finer time step of 5
seconds over a 24 hour period. Additionally, a finer grid spacing was used to give a more
detailed image of the data recorded per grid point and the coverage area.

6.7.5 MOGA Algorithm Summary

For each individual in the population, the algorithm outlined in 6.3 was run as part of the
fitness function placed into gamultiobj in MATLAB. The chosen performance parameters
were then input as fitness functions for the MOGA. The process is summarised in figure
32 diagram.
For the sake of this investigation a population of 200 with 100 generations and a propa-
gation time step of 60 seconds was used for all MOGA analyses. Results generation took
several hours, in some cases as long as 45 using sequential solving. This improved to 20
hours using parallel computing tools. All simulations were run on an i3-7100U processor
clocked at 2.40 GHz with 4 GB of RAM.

38



6 CONSTELLATION DESIGN L.Kelleher - 940255

Figure 32: MOGA runtime diagram
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7 Results

7.1 Single-Train Scan Mode

7.1.1 Best Designs

The best 20 constellation designs achieved from the MOGA for scan mode are shown in
table 11, along with their performance based on the fitness functions used. The combina-
tions in table 11 are the best 20 Pareto plot points from the final generation of the genetic
algorithm sorted in terms of leakage time. The most important relationships between all
6 objectives are shown via the aforementioned Pareto point plots shown in figures 33, 34,
35 and 36 respectively. All other Pareto plots are visible in appendix 10

Figure 33: Plot of number of formations vs leakage time for single-train configuration
30km swath scan mode

Figure 34: Plot of number of formations vs area covered for single-train configuration
30km swath scan mode
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Figure 35: Plot of inclination difference vs leakage time for single-train configuration 30km
swath scan mode

Figure 36: Plot of number of planes vs leakage time deviation for single-train configuration
30km swath scan mode
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Planes i (rad) Formations Phasing
Constant

Ω0(rads) Mean
tleak
(hrs)

Std
tleak
(hrs)

Acov(%)

60 0.74467 60 1 6.2832 5.8483 8.4191 85.7118
11 0.76749 55 26 0.19251 6.529 8.3004 85.7118
60 0.83296 60 23 6.2435 6.9717 8.1453 89.7988
59 0.8538 59 52 4.9102 7.4336 8.2263 85.7118
50 0.86552 50 11 3.1329 8.8142 8.6971 79.5924
47 0.94852 47 28 2.4207 10.457 8.033 77.5494
58 1.0091 58 53 1.8594 10.457 7.98 79.5924
46 0.93017 46 21 6.0276 10.73 8.3589 79.5924
53 1.0321 53 27 4.3785 10.73 7.7109 77.5494
57 0.98525 57 16 2.7639 10.824 8.1611 79.5924
53 1.1626 53 40 4.2482 11.117 7.6029 75.5115
49 1.0609 49 47 6.0377 11.218 7.6962 75.5115
15 0.90846 30 14 1.2783 11.533 9.9458 73.4699
11 1.1856 44 35 4.1574 12.098 7.8519 67.3491
52 1.1204 52 49 5.4739 12.098 8.2376 79.5924
17 0.74825 17 15 0.030397 12.721 10.538 61.2257
1 1.363 59 1 3.7956 12.989 7.9921 61.2257
1 1.5708 60 1 6.2831 12.989 7.92 61.2257
5 1.0734 50 43 3.8189 12.989 8.7258 61.2257
36 1.2941 36 19 0.90544 13.127 8.2084 63.2671

Table 11: Single-train configuration scan mode MOGA results

7.1.2 Best Individual: Performance Over Target Area

Given the lack of an imposed maximum allowable leakage time, the best individual was
chosen based on mean leakage time and area coverage. Only one individual was capable of
reaching the minimum prescribed performances outlined in section 6.5.4 as seen in table
11. Performance of this constellation across the target area for the simulated time period
is presented in figures 38 and 39 respectively. For the sake of this detailed performance
analysis, a higher density grid (spacing 55.5 km in longitude and 27.75 km in latitude
respectively) and a smaller time step of 5 seconds were used. These grid and time step
parameters were used for all of the detailed analyses performed in this investigation.
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Figure 37: MOGA best individual 30km scan mode constellation orbit plot

Mean tleak (hrs) Std tleak (hrs) Acov(%) Satellites
4.8733 7.633 91.119 180

Table 12: Detailed performance numbers for best single-train scan mode individual

Figure 38: MOGA best individual 30km scan mode average leakage time per grid point
in 24 hours
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Figure 39: MOGA best individual 30km scan mode number of visits per grid point in 24
hours

Figure 40: Single-train MOGA best individual leakage times per grid point. Each point
represents an instance where the grid point was identified by the constellation. See 61 for
numbering
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7.2 CMWS Scan Mode

7.2.1 Best Designs

Of note is that the typical Pareto front shape is not clearly visible in all plots. This
is likely due to a lower population than would be typically used for this search space
size. Additionally, in the case of any plots showing area coverage results the shape of the
Pareto front appears somewhat inverted. This is due to the usage of the term 1

Acov
in the

minimisation instead of a negative value for area coverage. Whatsmore, as per section 5
each formation in this investigation case consisted of 15 satellites; 5 x 3-satellite formation
flights flying in line.

Figure 41: Plot of number of formations vs leakage time for CMWS configuration 150km
swath scan mode

Figure 42: Plot of number of formations vs area covered for CMWS configuration 150km
swath scan mode
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Figure 43: Plot of inclination difference vs leakage time for CMWS configuration 150km
swath scan mode

Figure 44: Plot of number of planes vs leakage time deviation for CMWS configuration
150km swath scan mode
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Planes i (rad) Formations Phasing
Constant

Ω0(rads) Mean
tleak
(hrs)

Std
tleak
(hrs)

Acov(%)

1 0.75403 12 1 5.7637 5.3189 7.9721 87.7577
1 0.74799 11 1 5.0145 5.609 7.9611 87.7577
1 0.74783 12 1 5.02E-07 5.6346 8.5314 81.6326
1 0.76585 12 1 0.43626 5.8761 7.9502 91.8357
1 0.74813 10 1 0.011444 6.427 8.5976 87.7577
1 0.75502 10 1 5.7679 6.5988 8.3971 87.7577
1 0.74816 9 1 0.062544 7.2163 8.9823 81.6326
1 0.89906 12 1 0.55988 7.9612 7.9306 79.5924
1 0.74821 7 1 6.2652 8.3377 9.498 79.5924
1 0.95566 12 1 0.7694 9.0072 7.8232 91.8357
1 0.86431 9 1 2.4148 9.4922 8.7 81.6326
9 0.89665 9 5 0.37874 9.6405 8.1892 81.6326
1 0.75934 6 1 5.7907 9.8719 10.193 73.4699
1 0.77996 5 1 4.9084 10.198 9.885 77.5494
11 1.1141 11 8 0.19475 10.283 7.361 85.7118
1 1.0822 11 10 1.3744 10.92 7.6289 79.5924
5 1.1391 10 2 0.69383 11.321 7.5288 79.5924
3 1.0457 9 2 0.94649 11.533 7.9759 79.5924
5 1.1657 10 9 0.53996 11.641 7.4537 81.6326
11 1.4965 11 4 5.221 11.865 7.3243 67.3491

Table 13: CMWS configuration scan mode MOGA results

7.2.2 Best Individual: Performance Over Target Area

As can be seen from table 13 the benefits of the CMWS mode are immediately apparent
with better performance across the board for the same number of satellites used. Ad-
ditionally, unlike in the single-train case several individuals were capable of meeting the
individual performance requirements set. Performance of the best performing constella-
tion across the target area for the simulated time period is presented in figures 46 and 47
respectively.
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Figure 45: MOGA best individual CMWS scan mode constellation orbit plot

Mean tleak (hrs) Std tleak (hrs) Acov(%) Satellites
5.35967 7.8503 88.3079 180

Table 14: Detailed performance numbers for best CMWS scan mode individual

Figure 46: MOGA best individual CMWS scan mode average leakage time per grid point
in 24 hours
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Figure 47: MOGA best individual CMWS scan mode number of visits per grid point in
24 hours

Figure 48: CMWS MOGA best individual leakage times per grid point. Each point
represents an instance where the grid point was identified by the constellation. See 61 for
numbering
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7.3 Search Mode

Given the range of elevation angles reachable by the instrument, an equivalent instrument
swath of 417.5614 km was calculated for the purposes of the MOGA constellation design.
This was obtained by considering the ground range distance to the edge of the nearside
edge of the beamwidth at the minimum elevation angle and the same distance to the farside
of the beamwidth at maximum elevation angle. This equivalent swath was considered to
be the same for both single-train and CMWS modes. This is because in the case of the
CMWS mode, although the swath is wider it is composed of several instruments with the
same elevation angle limitations as the single-train configuration. This means that the
equivalent boresight of the CMWS swath has a restricted elevation angle range which,
when combined with the increased swath width, produces the same equivalent swath as
the single-train case.

7.3.1 MOGA Results

Planes i (rad) Formations Phasing
Constant

Ω0(rads) Mean
tleak
(hrs)

Std
tleak
(hrs)

Acov(%)

1 0.76028 12 1 0.23904 2.3108 5.5222 93.8790
1 0.75742 12 1 0.14631 2.3549 5.5961 93.8790
1 0.7549 11 1 0.056014 2.503 5.7691 91.8357
1 0.75642 11 1 0.06337 2.5132 5.7475 91.8357
1 0.75289 11 1 0.00013204 2.5601 5.8852 91.8357
1 0.75594 10 1 0.084881 2.8564 6.1443 91.8357
1 0.7607 9 1 0.23105 3.2559 6.4863 89.7988
1 0.75449 8 1 0.024723 3.2732 6.4266 91.8357
1 0.7949 8 1 0.27916 3.5768 6.363 93.8790
1 0.78354 7 1 0.12636 3.9551 6.7963 89.7988
1 0.75658 7 1 0.20455 4.0996 7.266 87.7577
3 0.82754 6 1 0.47817 4.9163 7.2374 93.8790
5 0.77138 5 2 0.096587 4.9959 7.4803 91.8357
6 0.8242 6 1 0.1768 5.251 7.306 91.8357
1 0.75475 4 1 0.065361 5.6346 8.0103 91.8357
10 1.1627 10 1 4.0435 5.7395 6.0436 93.8790
5 1.1668 10 6 0.86665 5.9902 6.3039 93.8790
1 0.95408 7 1 0.67376 6.2322 7.0119 91.8357
1 1.5595 9 1 0.92867 7.0113 6.2156 89.7988
7 1.1385 7 1 3.8185 7.4336 6.4198 91.8357

Table 15: Search mode MOGA results

As is clear by table 15, the performance for similar products such as Capella X-SAR are
quoted under the assumption of this kind of operational mode. With just 12 single-train
formations operating in this manner a average target revisit rate of below 3 hours is
possible. In some of the listed cases as few as 4 formations are required to achieve the
minimum specified performance.
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Figure 49: Plot of number of formations vs leakage time for search mode

Figure 50: Plot of number of formations vs area covered for search mode
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Figure 51: Plot of inclination difference vs leakage time for search mode

Figure 52: Plot of number of planes vs leakage time deviation for search mode
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7.3.2 Best Individual: Performance Over Target Area

As is clear from figures 53 and 54 despite the increased performance across the target
area there are still some points that the constellation does not reach in a 24 hour period.
This would therefore lead the leakage time to be that of the simulation time at these grid
points and thus result in the same max leakage time performance as all other combina-
tions produced by the MOGA for this optimisation.
It is also worth noting that the area covered by this hypothetical 417km swath is not the
same as that of CMWS and single-train configurations. This is obviously because the
search mode constellation is made up of the same formation configurations as those ex-
plored in the scan-mode of operation. Rather, this area coverage represents the total area
which could be covered by the swath of the formation instruments at the instantaneous
point in time. The same logic is true for the leakage time standard deviation.

Mean tleak (hrs) Std tleak (hrs) Acov(%) Satellites
2.3658 5.6147 91.68 180

Table 16: Detailed performance numbers for best search mode individual

Figure 53: MOGA best individual search mode average leakage time per grid point in 24
hours

53



7 RESULTS L.Kelleher - 940255

Figure 54: MOGA best individual search mode number of visits per grid point in 24 hours

Figure 55: Search mode MOGA best individual leakage times per grid point. Each point
represents an instance where the grid point was identified by the constellation. See 61 for
numbering
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7.4 Tracking Performance

7.4.1 Tracking Simulation

To contextualise the results obtained from the MOGA optimisation, the ability of each
constellation to track a maritime vessel was investigated. A simple straight course was
used for this application along with the parameters of a specific real-world vessel. The
course plotted for tracking simulation was a simple East-West traverse of the target area
in a straight line, starting from a randomly allocated point in the East of the target area.
The vessel used for the case of the tracking was chosen to be the FRAMURA [90]; a 55
metre-long pleasure craft in the coaster class ported in Malta. The effects of currents
and weather on vessel trajectory were not simulated due to the preliminary nature of this
study. The vessel average speed was quoted as 12.5 knots. However, to account for the
vessel maintaining heading under the effects of the currents and winds not simulated, as
well as stops for pleasure purposes the vessel speed was taken to be half that at 6.25
knots.
As with the target area performance assessments, the simulation period was set as 24
hours and the properties of the target were set in accordance to table 1.

Figure 56: Simulated vessel path across the target area over 24 hours

7.4.2 Tracking Results

The tracking performance of each constellation is visible in table 17. Tracking perfor-
mance was measured by average target revisit time, number of target visits and maximum
positional uncertainty, with the latter calculated as per section 6.5.2.
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Constellation Target
PIDs

Average Target
Revisit Time
(hrs)

Maximum Positional
Uncertainty (km)

Single-train working point 6 4.7179 120.769
CMWS working point 6 4.7416 174.637
Single-train best MOGA in-
dividual

6 4.7172 215.916

CMWS best MOGA indi-
vidual

6 4.7136 120.237

Search mode best individual 16 1.6064 89.546

Table 17: Tracking performance by constellation

8 Satellite Lifetime Calculation

8.1 Assumptions

To investigate the rate at which satellites in the constellation would need to be replaced,
it was necessary to examine the lifetime of each satellite. For the purposes of this investi-
gation the lifetime of the satellite was defined as the time after which the spacecraft could
no longer maintain its own orbit using its on board propulsion system and successfully
dispose of itself. As per the ESA recommendation on space debris [91], the spacecraft
must re-enter the Earth within 25 years of mission completion. For this, it was also in-
vestigated if a set amount of delta-V was required in order to position the spacecraft to
meet the ESA recommendations.
Satellite lifetime was examined for working point and scan mode solutions. Given that
the search mode solutions were so close in orbital elements to the working point solutions
it was assumed that they would decay at approximately the same rate.
As per table 7, the on board propulsion system for each satellite was specified to be capable
of providing 25 m/s of delta-V total. It was assumed that the propulsion system could
give impulsive manoeuvres and that neither the fuel nor the performance of the system
degraded over time. Orbit maintenance manoeuvres were assumed to be given whenever
the values of the semi-major axis, inclination or eccentricity exceeded 3-sigma from the
original prescribed orbital elements. The standard deviation value was applied considering
that of the Sentinel-1 values as a guideline [80]. Each satellite in each formation was
assumed to perform orbit maintenance manoeuvres in the same way at the same time so
as to avoid collisions and negate the requirement to design a controller to ensure orbital
spacing was maintained (which was deemed to be outside of the scope of this work). In
addition, it was assumed that each satellite in the constellation over the course of its
lifetime would be effected by the perturbations in approximately the same way. Therefore
only one simulation had to be run for a single satellite per constellation. Each simulation
was run until the satellite altitude reached 100km, as crossing the Kármán was assumed
to result in the re-entry of the spacecraft. Finally, as per the discussion in section 4.2.7,
no budgeting for phasing or insertion was accounted for at this stage of the design for the
propulsion system.
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8.2 Perturbations

For the purposes of the analysis, GMAT was used [92]. The tool simulates all possible
perturbations of interest, giving an accurate indication of the lifetime of a satellite in
the constellation. Inputs to GMAT for perturbations were set exactly as in section 6.3.
Additionally, all major bodies in the solar system bar the moon were chosen to be point
masses without complex gravity fields.

8.3 Operational Lifetime and Orbit Decay

Calculations on lifetime were made by propagating the orbit of a satellite in the given
constellation until such a time that any of the 3 orbital elements of interest exceeded the
allotted threshold value. At this point, a manoeuvre was given and the delta-V required to
restore the original values of inclination, semi-major axis and eccentricity was calculated.
Inputting the values associated with the propulsion system chosen in section 4.2.5 and
assuming satellites in formations were launched at the same time, the operational lifetime
of each formation was obtained. As per the -04 designation model of the thruster chosen,
1.314 kg of fuel was assumed to be on board. To keep GMAT from stepping into negative
fuel values a small reserve was assumed to be kept in the fuel tanks of 2-3% of the original
fuel mass.
Each of the working point constellation formations have the same orbital elements except
of course for the true anomaly and nodal right ascension. As such only one analysis was
done for this case. Each of the operational lifetimes and decay times for formations in each
constellation combination are displayed in table 18. Due to the solutions being similar
in their orbital parameters, only one set of plots for fuel mass and altitude over time are
displayed in this section. The altitude and fuel mass over time for the other two cases
can be found in appendix A (10).

Case Operational Lifetime
(MM:DD:HH:MNMN:SS)

Orbit Decay Time
(MM:DD:HH:MNMN:SS)

Working point 3:10:16:00:28.799 7:18:20:3:50.4
MOGA single-train 3:8:21:46:4.8 7:18:4:24:57.6
MOGA CMWS 3:8:18:48:57.6 7:13:18:59:2.4

Table 18: Operational lifetime and orbit decay time of each constellation with station
keeping

As seen from figure 57 and table 18 respectively, the orbit of every satellite in the con-
stellation should decay well within the 25 year limit even with the operational period
included in that time span.
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Figure 57: Working point orbit altitude with station keeping over time

The operational lifetimes in table 18 show that a cold gas thruster like the VACCO
is unlikely to be the best choice for a constellation like this. Considering that similar
spacecraft such as ICEYE-X1 or Planet Doves have a service lifetime of 1-3 years [93]
[94], the 3 months achieved with this propulsion solution is inadequate.

Figure 58: Working point constellations fuel mass with station keeping over time

The simplicity and low-power consumption of the cold-gas thruster has reliability benefits
that more complex systems may not have, which is why it was chosen for this examination.
However, in this case an electrical propulsion solution would be more suited from the
service lifetime standpoint. A compact solution like that of the Enpulsion R3 could
deliver 10 times the delta-v in the same form-factor [95], leading to a comparable lifetime
to that of ICEYE-X1 or Planet Doves.
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9 Discussion

9.1 Comparison of Single-Train, CMWS and Search Mode

The Pareto plots of the three investigations for the two most important parameters (leak-
age time, area coverage) are summarised in figures 59 and 60 respectively.

Figure 59: Combined Pareto plots of leakage time vs number of formations

Figure 60: Combined Pareto plots of area coverage vs number of formations

9.1.1 Single-Train vs CMWS

The benefits of CMWS over single-train are immediately apparent from the summaries
above. The CMWS configuration allows to achieve significantly better performance at
the lower end of the number of formations used versus the single-train configuration.
This means that with as few as 10 satellites (2 formations of 5 CubeSats) in CMWS
configuration, the revisit performance of the ICEYE constellation at the equator (outlined
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in section 6.5.1 could be matched. Using a single-train solution, this would require 45
satellites (15 formations of 3 CubeSats) for the same performance.
This benefit is even more pronounced in area coverage as seen in figure 60. This result was
expected due to the wider swath imaged, where 25 satellites (5 formations of 5 CubeSats)
in CMWS configuration cover an area which can only be matched by 126 satellites (42
formations of 3 CubeSats) in single-train configuration. This represents an almost 5-fold
reduction in the number of satellites required for the same level of performance at lower
coverage levels especially when using CMWS configuration formation flights.

9.1.2 Scan Mode vs Search Mode

As is also clear from both figures 60 and 6.5.1 that search mode produced the best per-
formance of the two operating modes, as expected. Using this operating mode allows
for significant performance gains, especially with respect to point leakage time. Leakage
times less than half of scan mode solutions using an equivalent number of satellites were
observed from the resulting investigation. Of course, operation in this mode would require
supplementary information so that the spacecraft would know where to slew its instru-
ment. As such, when considering an isolated system which does not communicate with
competitors and looks to replace services like AIS for example, this mode of operation
(and thus the solution) may be less feasible.

9.2 Best Individuals Performance

Considering the single-train case, the leakage time deviation was approximately 8 hours
for the top 20 individuals. This significant deviation was expected for this configuration,
because as seen in figure 39 not all points are visited by this constellation in set simulation
time frame. It was anticipated that due to the fixed pointing and small swath size that
this would be the case, even with as many as 60 formations leveraging 180 satellites.
This improved for the CMWS mode, with most deviations in the order of 7 hours as
opposed to 8. However, this improvement was not as stark of a contrast compared to
the single-train results. This was clearly due to the points which were not visited in the
simulation time period significantly impacting the average leakage time across the target
area. This can be seen for the single-train configuration best MOGA individual in figure
40 with figure 61 provided as a reference for the appropriate grid numbers.

9.3 Single-Launch Performance

9.3.1 Single-Train Scan Mode

Inferring from the Pareto fronts in section 7.1.1, a single launch constellation solution
operating in single-train configuration could not meet the minimum requirements set out
at the beginning of this work. It would instead have a leakage time in the order of 20
hours, similar to what is stated for ICEYE’s equatorial revisit time in Strip Map mode
which uses a similar number of satellites with a similar swath size [41]. This served to
further validate the performance evaluation procedure used in this investigation.
Beyond this, the area coverage would be in the order of 20-30% and a minimum leakage
time deviation of 5-6 hours. As expected, the single-train scan mode single-launch Walker
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Figure 61: Reference image showing location of each grid point referenced in figure 40

constellation solution would therefore perform the worst of the 3 possible single launch
solutions explored in this work.

9.3.2 CMWS Mode

A single-launch CMWS mode constellation would be constrained even further in the
number of formations which could be deployed due to the 3 spacecraft formation size
and the 5 formation-strong flight used to produce the 150km swath. In this case, each
formation consists of 15 satellites and so only 2 formations could be completed with a
single launch, with a leftover space of 6 satellites on the launch vehicle. It is possible
that this space could be filled with 2 additional formations operating in single-train 30km
swath mode, however this possibility of mixed mode constellations was deemed to be
outside of the scope of this work.
Inferring from the Pareto plots in section 7.2.1 single-launch CMWS constellation would
be capable of achieving revisit rates in the order of 17-18 hours, with an area coverage of
35% at maximum. This would be obtained with a leakage time deviation in the order of
3 hours at best.

9.3.3 Search Mode

As previously discussed, the slew capability of a SAR instrument is what gives the platform
a much higher imaging revisit rate than the ground track repeat time of the spacecraft on
which it is mounted. As a result it is no surprise that almost all of the constellations from
the 20 Pareto points listed in table 15 are capable of meeting the minimum prescribed
performance. Under the assumption of this active slew-to-image mode of operation any
of these constellations proposed could be implemented using single-train or CMWS con-
figurations. These configurations could achieve the performance of the best individual
generated even with just a single launch worth of spacecraft.
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9.4 MOGA Performance

With a tolerance of 1e-6 the MOGA ran out of generations before stopping due to the
tolerance criterion. Given the size of the search space, the opting of accuracy over compute
speed and the limited computational power available this was somewhat expected. Despite
this non-ideal optimisation performance, several workable solutions to the problem posed
were obtained which all improved in some way upon their manual iteration counterparts.
These solutions performed similarly or in some cases better in terms of point revisit
time to current commercial solutions. Despite this, improvements in the computational
efficiency of the simulation algorithm enabling usage of a larger population and thus better
convergence is foreseen as part of future works. This larger number of individuals leading
to improved convergence would likely also address the "cloud of points" behaviour shown
in several of the Pareto plots, where a quadratic curve shape is expected instead.

9.5 Favoured Inclinations

As can be seen in tables 11, 13 and 15 inclinations for designs favoured by the MOGA
appeared to be around the minimum inclination. For the single train configuration this
value was 0.7447 radians. This was indeed expected as the target area is larger in longi-
tude than it is in latitude. This means that a ground track diagonally crossing as close
to horizontally as possible (while still reaching the minimum latitude necessary to access
all of the points as set in section 4.2.9) would be most suitable for visiting the majority
of points in the area.

9.6 Impact of Using Walker Constellations

Combinations utilising significantly more planes showed a notable decrease in leakage time
deviation as expected due to the dispersed planes increasing the ability of simultaneous
area visits by the constellation. The restriction of the Walker constellation design is likely
why combinations with 2 or 3 planes are were favoured by the MOGA. Within the set
simulation period of 24 hours, the separation of 120-180o between orbital planes of these
combinations appear to perform significantly worse than simply adding more satellites to
a single plane. Additionally, the setting of the number of planes as a variable for minimi-
sation in the optimisation process also plays a significant role in which combinations are
favoured.
It is possible that removing this inter-plane spacing constraint would produce constel-
lations which are more efficient at visiting the target area. However, this would add an
additional degree of freedom to the problem, widening an already large search space. This
larger search space would require a larger population to be explored efficiently within a
similar number of generations. Regardless, combining this with further algorithm refine-
ments and perhaps a semi-analytical approach to the problem could conceivably balance
the issue of the increase in required compute time.
This was expected as a limitation of using this global coverage pattern for a regional
application, even considering the size of the target area in question. Future works could
capitalise on this limitation by examining possible improvements using a regional coverage
pattern. The results of this work could be used to set the bounds for a regional pattern
investigation, with the expectation that such a solution would likely require less satellites
to achieve similar if not better performance across the target area.
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9.7 Impact of Simulation Period

The impact of the simulation period and time step chosen on the results favoured by the
genetic algorithm was indeed expected, however due to the search algorithm implemented
(as outlined in section 6.3 the simulation time was somewhat restricted. To increase the
simulation time one would have to increase the time-step used for calculations so as to
achieve a similar compute time. Given the likelihood of this causing the simulation to
’skip’ the satellite over the target area, the accuracy of the performance prediction would
be significantly impacted. This can be seen in the improvement in predicted performance
in the manual constellation performance analysis conducted in section 7.1.2, where the
average leakage time of the best individual is lower than its listing in section 7.1.1.
For this reason, the impact of the simulation period was simply acknowledged as a penalty
of this implementation which could be improved in future works. Regardless, the benefit
of increased number of planes was seen to be that of decreased leakage time deviation.
This would obviously be important for a case where a maximum revisit time is imposed
on the solution, which as discussed before is not the case in this work.

9.8 Preferred Solution

It is clear from section 7.3 that the search mode provides the best performance for any
constellation solution. Combining this operational mode with the CMWS configuration
would produce the best results for maritime surveillance in this case due to the wider
swath imaged and thus the greater capacity to track multiple vessels in a set area without
having to re-point (as is done with NOVASAR-S’ maritime monitoring mode [37]). That
being said, for single point imaging operating a single-train configuration constellation
under the specifications of the 14th row of the search mode best individuals represents
the minimum satellite constellation capable of providing the prescribed performance.
However, for maritime surveillance purposes generally the location of the vessels at sea
are not known a-priori. This case would only arise if the product was using supplementary
information from a service such as AIS or perhaps imaging data from other constellations
or search and rescue services. This last-known location information is what would enable
the search mode but without it the constellation would have to operate in a scanning
mode. It is likely that some degree of instrument pointing in the nominal scan mode
surveillance case would be adopted so as to maximise the amount of time that each in-
strument beam spent in the target area as is not done in this work. Considering all of this
the best performing solution would be that of the CMWS configuration’s best individual
operating in a search mode.

Parameter NovaSAR-S Sentinel-1 Capella X-
SAR

ICEYE-
X1

CMWS
Search

Satellites in con-
stellation

3 2 36 18 180

Point revisit time
(hrs)

14.4 48 ≤1 20 2.3658

Swath width (km) 20 80 5 30 150

Table 19: Proposed solution performance compared to industry offerings in StripMap
mode [40], [45], [42].

63



9 DISCUSSION L.Kelleher - 940255

As seen in table 20 this solution performs competitively against existing offerings such
as Capella X-SAR and ICEYE in terms of revisit rate while eclipsing both in swath size.
As neither of the aforementioned services offer a dedicated maritime surveillance mode it
is not possible to compare tracking results. However, it is foreseeable that the increased
swath size could compensate for the revisit performance advantage that Capella and IC-
EYE have over the CMWS search mode solution by allowing better multi-vessel tracking.
This should also be investigated as part of future works.

Parameter NovaSAR-S Sentinel-1 Capella X-
SAR

ICEYE-
X1

CMWS
Search

S/C mass (kg) 400 2300 40 85 25
Frequency
(GHz)

3.1-3.3 5.405 9.4-9.9 9.65 9.45-
9.75

Peak power (W) 1800 4800 600 3200 400
Polarisation quad quad HH VV VV
Antenna dimen-
sions (m X m)

3 X 1 12.3 X 1.02 3.5 (circu-
lar, ∅)

3.2 X 0.4 2.2 X 0.5

Max bandwidth
(MHz)

200 100 500 299 100

Duty Cycle (%) 2 12 10.4 4.6e-3 ≤15
Orbit altitude
(km)

580 693 485-525 560-580 500

Mean Power
(W)

36 576 62.4 14.72 42.8892

Table 20: Proposed solution detailed parameters compared to industry offerings [40], [45],
[42].

Despite the significantly higher number satellites used for the constellation population,
performance is approximately on par if not better than competing solutions. This is to
be considered alongside the benefits of redundancy, flexibility and robustness offered by
the formation flight configurations.

9.9 Working Point Comparison

Comparing the outcomes of the MOGA with the working point configurations establish-
ing in section 6.6.1, it is clear that both the single-train and the CMWS configurations
conceived by the MOGA are improvements over their working point counterpart. In the
case of the single-train configuration, the major improvement is that of the mean revisit
time. This was improved by almost 1 hour compared to the working point solution for
only a 5 formation, 5 plane penalty. Additionally, a planar inclination reduction of 0.0215
radians was achieved.

The CMWS optimisation produced better results in terms of number of planes, inclination
difference, mean leakage time and leakage time deviation while providing approximately
the same area coverage against its working point counterpart. A reduction of 10 or-
bital planes, 0.01217 planar inclination and approximately 0.3 hours in revisit time were
obtained for only a single formation more.
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9.10 Single-Plane Solution Risks

Something that is noteworthy is that the best solutions produced by the algorithm for
search mode and the CMWS configuration employ only a single orbital plane. As discussed
in section 9.6 this is likely due to the combination of the simulation time, the Walker
constellation constraint and the plane minimisation goal of the optimisation algorithm.
The bi-product of this is that the the satellites in the same plane are all exposed to similar
collision risks in the event that a self-collision occurs between spacecraft formations. This
collision risk compounds with each formation effected due to Kessler Syndrome [96]. The
risk also stands in the case of other orbital debris impacting the constellation.
Additionally, with an event such as this occurring the entire service would be disrupted
due to the requirement of all spacecraft in the orbital plane to manoeuvre to avoid the
debris cloud. Taking this into account, a multiple plane solution may be preferable so
as to provide redundancy in the service planes and reduce the service risks. This should
be analysed as part of the risk analysis for the service access guarantee sought after the
product the constellation seeks to provide is defined in more detail.

9.11 Tracking Performance

The tracking results obtained for each constellation give a high-level insight into the ben-
efits of CMWS for maritime tracking applications. Of all of the constellations simulated,
only the 3 of the 5 were capable of meeting the minimum positional uncertainty of 166
km. The CMWS solutions show similar revisit times to the target as was expected from
the performance measured in sections 7.2.2, 7.1.2 and 7.3.2 respectively. The main ben-
efit of the wider swath is clearly the reduced maximum revisit time and thus positional
uncertainty. This is compounded by the fact that the circular search area (constructed
from the last known location of the vessel, its speed and the time elapsed since last identi-
fication) assumed for by this tracking algorithm would likely be reduced in size in reality.
Adjacent formations passing near the true location and within the area of uncertainty
would reduce that area of uncertainty as part of that area would then be considered as
searched. Obviously a larger part of this area is searched by a wider swath and so this
reduction would be greatest while operating in CMWS configuration.
It is obvious that as discussed, the search mode requires prior knowledge of the target
before it can be used. In the case of tracking, it is possible that having first identified a
vessel in scan mode a formation could pass the last known location information to the next
formation entering the target area. This would enable the operation of that search mode
along with the benefits in revisit time and positional uncertainty. CMWS configuration
also allows for the tracking of more vessels due to the wider swath, something which is
not reflected in this single-vessel tracking simulation. It is expected that the performance
difference between CMWS and single-train modes would become more apparent when
considering multi-vessel tracking, which should be undertaken as part of further works.
What is of interest is that the single-train working point constellation was capable of
almost matching the performance of the CMWS MOGA best individual. In this case the
significant increase in the number of orbital planes used compensates for the narrower
swath used by the single-train configuration, allowing it to be the only constellation of
this configuration to meet the minimum tracking requirement set. It is possible that while
this is a more robust solution from the collision avoidance and traffic management point
of view, the number of planes which need to be populated in setup and maintenance of
the constellation may be result in it being a less favourable solution from a cost point of
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view. Again, this is part of a trade-off analysis which must be done at a later stage by
the designer for their specific needs.

9.12 Constellation Lifetime

Using the specified cold-gas thrusters, the constellation would only have an operational
lifetime of approximately 3 months. Competing solutions such as ICEYE use electrical
propulsion systems to achieve much higher service lives, as discussed in section 8.3. It
is possible that a longer operational life could be achieved with the cold-gas thruster by
increasing the orbital height, which would reduce the impacts of one of the most significant
perturbations (drag). However, the trade-off in this case would be that a higher instrument
power would be required for the same SNR due to path losses being proportional to the
cube of the return distance. Whatsmore, higher orbits are more difficult and thus more
costly to reach, making constellation maintenance a more difficult undertaking. This
trade-off analysis is something which could be conducted in more detail in future works.
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10 Conclusions
This work presented the preliminary design of a MIMO CubeSat SAR constellation for
maritime surveillance over the Mediterranean using a multi-objective genetic algorithm
(MOGA) and a set of prescribed performances and constraints. A genetic algorithm is a
type of optimisation method based on Darwin’s theory of natural selection.
The constraints were obtained from literature and a survey of similar active services as
well as some which are still in development. The benefits of MIMO CubeSat formations
over single monolithic satellites were detailed and a minimum formation capable of achiev-
ing the set performances was sized. All formations were assumed to fly in SAR trains.
The performances of interest for the constellation were set to be the point leakage time,
the leakage time deviation, area coverage, number of satellites and planes used and finally
the difference in inclination of the orbital planes from the minimum launcher inclination
at lift-off.
Genetic algorithms usually explore large search areas, so a set of simplifying assumptions
were necessary to avoid hundreds of hours of compute time. In this work, Walker patterns
were assumed for the constellation to simplify the design process. Walker constellations
are usually used for global coverage, but have been used to design for coverage of large
regions in existing literature.
This simplification offset the choice of an accurate orbit propagator and instrument geom-
etry which were considered to provide a more meaningful insight into the performance of
each constellation proposed. Simulations for the MOGA were run for a 24 hour period at
a time step of 60 seconds. A population of 200 and 100 generations were also used. The
combination of these choices resulted in some constellations which were single plane only
and likely to perform poorly on a global scale while barely meeting regional performance
requirements in most cases.
The performance of a set of manually configured working point simulations was compared
to the best individuals produced by the MOGA across the set target area as well as in a
simulated vessel tracking scenario. One fixed instrument pointing mode of operation called
scan mode was considered for 2 possible formation configurations: a single-formation flight
covering a 30km swath (single-train) and a larger formation called CubeSat MIMO Wide-
Swath (CMWS) covering a 150km swath. The performance of a second operational mode
where the instrument could slew to the target (called search mode) was also investigated.
After this, the operational lifetimes of the conceived constellations were analysed using
the General Mission Analysis Tool (GMAT) from NASA to determine the rate at which
satellites in the constellation would need to be replaced. Each spacecraft was assumed to
have a cold-gas thruster providing 25 m/s delta-v which proved to be insufficient for sus-
taining the constellation operational lifetimes to the degree of competitors. An electrical
propulsion system was instead recommended.
In analysing the results, the benefits of CMWS over single-train operation became clear.
The ability to cover larger swaths at the same time led to a reduced positional uncertainty
in vessel tracking and better leakage time performance across the target area versus the
single-train counterparts for the most part. This resulted in more of the top-individuals
from the final generation meeting the minimum constellation performance with less satel-
lites than similar single-train solutions. In general, utilisation of CMWS formation flights
enabled the achievement of a set constellation performance with fewer CubeSats used.
Figures 59 and 60 illustrate this and are reproduced here for convenience.
Similarly, as expected the MOGA produced constellations which out-performed the man-
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Figure 62: Reproduction of combined Pareto plots of leakage time vs number of formations

Figure 63: Reproduction of combined Pareto plots of area coverage vs number of forma-
tions

ual iterations across the target area. The search mode constellation performance eclipsed
those of the scan modes as expected, but this type of operating mode requires supplemen-
tary knowledge of target locations in order to work. This may not always be available for
maritime surveillance constellations and so may be less preferable as an operating mode
in the end. Assuming search mode was possible, the ideal solution was that of the best
search mode MOGA individual operating CMWS formations. Its performance compared
to industry offerings is demonstrated in table 20 and reproduced here for convenience.

Parameter NovaSAR-S Sentinel-1 Capella X-
SAR

ICEYE-
X1

CMWS
Search

Satellites in con-
stellation

3 2 36 18 180

Point revisit time
(hrs)

14.4 48 ≤1 20 2.3658

Swath width (km) 20 80 5 30 150

Table 21: Reproduction of proposed solution performance compared to industry offerings
in StripMap mode [40], [45], [42].
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Future work should endeavour to improve the computational efficiency of the algorithm
used such that a larger population and number of generations could be used for the same
search time. This could be done by semi-analytical methods or otherwise, the benefit of the
former being that the impacts of different parameters on constellation performance would
be more visible and easier to interpret. The results of this work may also be used as the
boundaries for a regional design investigation leveraging streets-of-coverage constellation
patterns. These patterns could possibly produce constellations which perform better
with fewer satellites. In any case this work has provided a working point for further
investigations for constellations leveraging promising developments in CubeSat formation
flight and distributed SAR systems, while giving a tangible insight into the performance
which could be expected from such a constellation.
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Appendices
Appendix A

Figure 64: MOGA single-train best individual orbit altitude with stationkeeping over
time

Figure 65: MOGA single-train best individual orbit fuel mass with stationkeeping over
time
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Figure 66: MOGA CMWS best individual orbit altitude with stationkeeping over time

Figure 67: MOGA CMWS best individual orbit fuel mass with stationkeeping over time
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Appendix B

Other Single-Train Pareto Plots

Figure 68: Plot of inclination difference vs area coverage for single-train configuration
30km swath scan mode

Figure 69: Plot of number of planes vs area covered for single-train configuration 30km
swath scan mode
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Figure 70: Plot of number of formations vs leakage time for single-train configuration
30km swath scan mode

Figure 71: Plot of number of planes vs leakage time for single-train configuration 30km
swath scan mode
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Other CMWS Pareto Plots

Figure 72: Plot of inclination difference vs area coverage for single-train configuration
150km swath scan mode

Figure 73: Plot of number of planes vs area covered for single-train configuration 150km
swath scan mode
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Figure 74: Plot of number of formations vs leakage time for single-train configuration
150km swath scan mode

Figure 75: Plot of number of planes vs leakage time for single-train configuration 150km
swath scan mode
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Other Search Mode Pareto Plots

Figure 76: Plot of inclination difference vs area coverage for search mode

Figure 77: Plot of number of planes vs area covered for search mode
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Figure 78: Plot of number of formations vs leakage time for search mode

Figure 79: Plot of number of planes vs leakage time for search mode
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