
Politecnico di Milano

School of Industrial and Information Engineering

Master of Science in Mathematical Engineering - Statistical Learning

Lung Cancer Cell Images Classification by Fisher Vector
and Convolutional Neural Network Features

Supervisor: Prof. Giacomo Boracchi

Co-supervisor: Prof. João Batista Florindo

Candidate:

Giacomo Ruffoni Matr. 899361

Academic Year 2019-2020



2



Abstract

In the world of public health, one of the most critical problems about lung cancer is

making fast and good diagnosis. This is a task that can be efficiently solved by ma-

chine learning image classifications techniques. In this work we use a private dataset

consisting of lung cancer cells images divided in four classes: adenocarcinoma, epider-

moid carcinoma, OAT-cells and negative cells. To solve the classification task, we first

extract powerful images features truncating a Convolutional Neural Network still at

level of convolutional layers, training it from scratch or using transfer learning with

fine-tuned parameters, both with and without applying data augmentation. Images

features are then pooled by applying different types of pooling encoders, like Fisher

Vector, Bag of Visual Words and Vector of Locally Aggregated Descriptors. This is

done in order to make them more suitable to be classified by a linear Support Vector

Machine, which is trained with the pooled features. The experiments show that, using

data augmentation and fine-tuning the parameters of a pre-trained CNN, the results

obtained with FV encoding quite overtake all the other tested techniques (best mAP:

89.8% train, 70.4% test). This work demonstrates that the above mentioned structure

reaches competitive performance in solving medical image classifications tasks.
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Sommario

Per la sanità pubblica, uno dei più grandi problemi riguardanti il cancro ai polmoni è

riuscire ad effettuare rapidamente diagnosi corrette. Questo compito può essere risolto

in modo efficiente mediante tecniche di classificazione di immagini con machine learn-

ing. In questo lavoro è stato utilizzato un dataset privato, costituito da immagini di

cellule di cancro ai polmoni suddivise in quattro classi: adenocarcinoma, carcinoma

epidermoide, cellule OAT e cellule negative. Per classificarle, vengono innanzitutto

estratte le caratteristiche delle immagini troncando una Rete Neurale Convoluzionale

a livello degli strati convoluzionali, sia allenandola da zero e sia utilizzando transfer

learning ottimizzando i parametri, in entrambi i casi con e senza data augmentation.

Le caratteristiche estratte vengono quindi raggruppate applicando diversi tipi di pool-

ing encoders, come Fisher Vector, Bag of Visual Words e Vector of Locally Aggregated

Descriptors. Questi hanno la funzione di renderle più adatte ad essere classificate da

una Macchina a Vettori di Supporto lineare, la quale viene poi allenata proprio con le

caratteristiche raggruppate. Gli esperimenti mostrano che, utilizzando data augmen-

tation e ottimizzando i parametri di una RNC già allenata, i risultati ottenuti usando

FV come encoder superano ampiamente tutte le altre tecniche testate (mAP migliore:

89.8% train, 70.4% test). Questo lavoro dimostra che la struttura sopra menzionata

raggiunge prestazioni competitive nella risoluzione dei compiti di classificazione di im-

magini mediche.
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Introduction

Cancer globally represents one of the major problems in the world of public health. In

2013 ([9]) it was estimated that worldwide there were 14.9 million incident cancer cases

and 8.2 million deaths. Of all the types of cancer, the one with the highest number

of deaths is the lung cancer, with 1.6 million deaths (20% of the total deaths) and an

estimated annually growth of 1.8 million cases. Just in the European Union, around

312,000 people (213,000 men and 99,000 women) are diagnosed with lung cancer every

year. This makes lung cancer the second and third most commonly diagnosed cancer

in men and women, respectively ([38]). In terms of economic costs, lung cancer is the

first and represents the 15% of the total cancer cost in EU, with estimated 18.8 billions

in 2009 ([37]). Nowadays the needs and the challenges in this area are still multiple,

touching fields as patients rights, treatment cost, early diagnosis and tumor detection

techniques. In the last decade, many improvements have been made and patients life

quality has drastically increased, thanks also to more safe and effective therapies and

diagnostic tools.

Figure 1: Percentage of lung cancer cases with respect to all the lethal cancers in the
EU states in 2015. Image taken from [4].
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There exist different types of lung cancers and a first categorization, both in terms

of danger and localization in the lung, is between Non-Small Cell and Small Cell ones.

To accurately give a diagnosis on the type of cancer, a pathologist has to take into

account many useful features that the cells may or may not present. Making fast and

good diagnosis represents often a problem and reducing the public health total cost

of lung cancer results difficult with an increasing number of cases per year arounf the

world. In particular, recognizing the lung cancer “patterns” in a given cell image re-

quires a “learning from experience” approach. The structure of this task is well suited

to be tackled by machine learning techniques, which could easily reduce both time and

cost of diagnoses. As a consequence, in order to do that efficiently, a world of ideas and

approaches opens up in front of the scientific community and several researchers have

studied and developed many different learning techniques to face and solve this problem.

The dataset used for this analysis is not public and was kindly offered by a col-

laboration with the Department of Pathological Anatomy, Faculty of Medical Sciences

and the Faculty of Mathematics, Statistics and Scientific Computation of University

of Campinas (UNICAMP), Brazil. As typically happens when collecting medical data,

it does not contain many samples. In particular, it is composed of 5277 lung cell im-

ages divided in four imbalanced classes that indicate the presence of the tumor and, in

the affirmative case, also its type. The four classes are Adenocarcinoma, Epidermoid

Carcinoma, Negative and OAT-cell. Examples of images are shown in Figure 2.

(a) Adenocarcinoma (b) Epid. Carcinoma (c) Negative (d) OAT-cell

Figure 2: Examples of lung cells for each class in the dataset.

The approaches that first tried to efficiently classify medical images were based on

shallow methods, which take into account low-level features of the images, relying on

things like colour, shape or texture. These traditional methods were performed di-

rectly classifying the extracted features making use of techniques like random forests

([48]) or support vector machines (SVMs) ([67]). The weaknesses of low-level features

are their poor ability to generalize to interpret high-level domain problems. New well-

performing techniques exploit instead the concept of deep-learning architectures, which

has the capability of detecting high-level features and can compute final classification

labels of the input images. The deep architectures that have been proven to be the best
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in solving image classification tasks are the Convolutional Neural Networks (CNNs), a

specific type of neural networks that is able to take into account the position of fea-

tures inside the images. Their use is not just limited to classification, but also to other

related problems like, for example, segmentation ([49]). The CNN structure is able to

perform classification by itself, but many researchers used it, as with SIFT, to extract

the important features of the images and then pass them to a SVM classifier ([8]). The

CNN’s built in classifier allows to perform training end-to-end and, in general, is pre-

ferred to the SVM, since the latter often does not improve significantly the performance

of the classification. This is why experts usually think that it is not worth to use it.

The cause of this lack in performance improvement must be sought in the fact that

high-level features extracted with the CNN are not suitable to be well-interpreted by

a SVM, which, as a consequence, is not able to learn how to classify images.

Figure 3: Basic structure of the classification learning process implemented in this
work. The features are extracted still at the level of convolutional layers, instead of
right before the last fully-connected one. In particular, this is what gives the big amount
of local descriptors for each image.

To overcome this problem, we introduce, following the work of Cimpoi et al. ([19]),

a method called Fisher Vector (FV) that could be defined as a specific Pooling Features

Encoder. Here the features extracted from the CNN are called local descriptors and

can be seen as a sort of banks of non-linear filters. The FV allows the SVM classifier to

better interpret the information contained in these local descriptors, feeding it with a

more precise images representation than the one given directly by the CNN. In Figure

3 is shown how the pooling encoders, specifically the FV, intervene in the classification

process. We will also show that FV performance improvement quite overtakes also two

other types of pooling encoders: Bag of Visual Words (BoVW) and Vector of Locally

Aggregated Descriptors (VLAD). Moreover, two techniques to obtain local descriptors

from the CNN are tested. The first one consists in the Training from Scratch of the

network, in which the CNN parameters are randomly initialized and then trained ac-

cording to the target dataset. The second approach is the so-called Transfer Learning,

17



which exploits the fact that in literature there exist networks that have already been

trained on huge amount of data and could be reused to efficiently extract features from

completely new images. Since in our specific case the available training samples are

not so many, the second method is expected to quite overtake the first one. We also

exploit two more techniques: Data Augmentation and Parameters fine-tuning, which,

in particular, should be able to reduce overfitting and slightly improve the performance

of the experiments.

The main contribution of this thesis concerns the usage of the Fisher Vector as a

very efficient pooling encoder in solving lung cancer cell images classification problems,

where Convolutional Neural Networks are used as features extractors and a linear Sup-

port Vector Machine as classifier. Moreover, we also show that when a small amount of

training samples is available, as in the specific analysis on our dataset, the proposed so-

lution can be improved using Data Augmentation and Transfer Learning techniques, in

particular fine-tuning networks parameters. Specifically, we obtained the following im-

provements: 56.5% test mAP when training CNN from scratch, 70.4% test mAP when

using data augmentation and transfer learning with parameters fine-tuning (in both

cases using FV pooling and a linear SVM). This classification framework is promising

since, when given a small amount of data, the linear SVM is computationally easy to

train and it does not tend to overfit (unlike CNN’s built in classifier). Moreover, it

manages to exploit the high-level features extracted with the CNN and then pooled

using FV to perform multi-label classification.

18



Chapter 1

Machine Learning Background

Machine Learning (ML) is a subfield of Artificial Intelligence (AI) that aim to make

predictions or decisions. They are able to solve these tasks without being explicitly

programmed to do so, but building a mathematical model based on a set of input sam-

ples. Inside the ML world there exist many different approaches to do that, depending

on the type of data available to the learning system, its structure and also according

to the task the algorithm is asked to perform. The most part of these methods can be

divided into the following three groups: Unsupervised Learning, Supervised Learning

and Reinforcement Learning. We try to give a detailed explication of the first two

categories since the latter one is not exploited in this thesis.

1.1 Unsupervised Learning

The unsupervised learning is a machine learning technique that tries to divide in classes

a set of data that it’s not originally divided into labels, i.e. it’s not known a priori the

group each sample in the dataset belong to. The logical process of this approach is

shown in Figure 1.1.

Figure 1.1: Unsupervised Learning simple block scheme.

Generally speaking, the unsupervised learning does not need an enormous quantity

of data to give interesting results ([10]), but its performance is lower with respect to

the one that could be obtained with labeled data in a supervised learning framework

(1.2). To divide the inputs in groups, unsupervised learning techniques try to detect,

during processing phase, some common pattern between samples. Depending on the

chosen learning algorithm, this is done in different ways.
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The two main families of algorithms used to classify data without labels are Clus-

tering and Association Rules. Here in this thesis, explaining the latter category would

be redundant and because of that we are presenting just the first one.

1.1.1 Clustering Algorithms

Clustering is an unsupervised learning technique that aims to group a set of data ob-

servations in such a way that the samples in different groups are very different between

each others, while those in the same group are very similar. The groups are also called

clusters. The mathematical evaluation of the notion of “different/similar” is usually

related to the distance between the data points, how they are distributed or the dense

areas they form in the samples space.

In the world of clustering, there exist many different ways to approach the problem of

how to assign samples to clusters, and so how to create them. Let’s so present some of

the widely used types of cluster models and algorithms.

1.1.1.1 Density-based Clustering

Density-based clustering is a technique based on the idea that the samples space could

be divided in clusters regions, in particular high point density and sparse ones. The

two most popular algorithms that exploit this concept are the Density-Based Spatial

Clustering of Applications with Noise (DBSCAN) and the Mean-Shift.

• DBSCAN: this algorithm, originally proposed by [20], gathers observations ac-

cording to some density criterion that has to be satisfied. In the original variant,

this criterion is defined as the minimum number of objects within a radius.

Figure 1.2: DBSCAN example with 2 clusters (taken from [2]).

The main advantages of this method are that it is computationally light, it gives

almost always the same result for every run (the only points that are not deter-

20



ministically assigned to clusters are the border points) and it is able to identify

clusters of approximately any shape (see Figure 1.2). Its biggest disadvantage is

that it expects a density drop to identify the clusters borders.

• Mean-Shift: this algorithm is based on Kernel Density Estimation (KDE) and

follows the procedure of locating the modes of a density function (i.e. the chosen

kernel). It is an iterative process that starts with an initial point that is updated

at each step, moving it in the direction of a specific dense point area. This dense

area is evaluated just on the points inside a circle with center in the already men-

tioned point and a priori fixed radius (also referred to as bandwidth). The data

observations are assigned to a cluster if they lie inside this circle at least once

during the updating process.

As DBSCAN, mean-shift can detect arbitrary-shaped clusters, but due to an iter-

ative procedure that is computationally very expansive, its convergence is usually

slower. Another weakness of this method is that it doesn’t perform well in high di-

mensional samples space. Beside this, mean-shift presents many advantages: the

only hyperparameter to set is the bandwidth of the circle, which in practice also

indirectly determines the number of clusters; it requires no model assumptions -

other than the choice of the kernel - and, thanks to KDE, it is not so affected

by outliers, which at most could lead to the creation of singleton clusters. For

further details and to see how this algorithm could be improved see [16].

1.1.1.2 Connectivity-based Clustering

Also called Hierarchical Clustering, this class of models is based on the idea that the

closer two objects are in the samples space, the more probable is that they belong to

the same cluster. The two general approaches to perform hierarchical clustering are:

agglomerative, where at starting point each observation coincides with a cluster and

moving up into the hierarchy the clusters are joined, and divisive, in which all the

objects start in one cluster which is then split during the process. To measure the

distance between two observations x and y in the dataset, a metric d(x, y) has to be

chosen. The most common metrics are the Euclidian and the Manhattan distances

(see (3.36) for their mathematical expressions), but many others could be efficiently

used. To decide how to join/split clusters, it is necessary to define how to evaluate

“proximity” between them. To do that, the user has to choose one of the so-called

Linkage Criteria, which involve the use of the already chosen distance. Some of the

commonly well-performing criteria are:

• Single-Linkage Clustering. To evaluate the proximity between two clusters X,Y ,

it considers the shortest distance between objects of the clusters:

SL(X,Y ) = min {d(x, y) : x ∈ X, y ∈ Y } (1.1)
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• Complete-Linkage Clustering. Ideally very similar to the first type, this criteria

considers the maximum distance between objects:

CL(X,Y ) = max {d(x, y) : x ∈ X, y ∈ Y } (1.2)

• Average-Linkage Clustering. In this criteria the average of all distances between

the elements of the two clusters is performed:

AL(X,Y ) =
1

|X| · |Y |
∑
x∈X

∑
y∈Y

d(x, y) (1.3)

To show how the clusters are joined/splitted during the process, it is introduced a

diagram representing tree called dendrogram (see Figure 1.3).

Figure 1.3: Dendrogram example of a 6 elements hierarchical agglomerative clustering.
It joins at each step the two nearest clusters according to the chosen linkage criteria.

Since the hierarchical clustering does not give a unique clusters partition, there exist

many different evaluation methods that the user should take into account to decide

the final number of clusters (e.g. the Elbow Method). In data mining this clustering

model performs very well and is considered the theoretical basis in cluster analysis, but,

because of its high computational complexity, it is not so applied in real problems.

1.1.1.3 Centroid-based Clustering

In centroid-based clustering the number of clusters is a priori fixed. The clusters are

represented by a vector of centroids, one for each cluster. They may or may not

be members of the dataset and their initialization is usually done at random. The

algorithm that exploits this concept with good approximation and is one of the most
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widely used in applications is the K-means clustering (also called Lloyd’s algorithm,

see [36]), fully explained in sect. 3.2.2.1.

1.1.1.4 Distribution-based Clustering

This category defines clusters simply as a set of samples belonging most likely to the

same distribution. This statistical and probabilistic point of view gives a great theo-

retical foundation to this method and allows to create very complex models, which can

usually well explain the data structure. Unluckily, they tend to overfit the data, i.e.

they are not able to generalize what they learn and may therefore fail in assigning a

cluster to new samples. This phenomenon could be reduced, for example, decreasing

the model complexity.

One of the best performing distribution-based clustering algorithm is the Expectation-

Maximization (EM) one, which exploits the so-called Gaussian Mixture Models (GMMs)

and will then be explained more in detail (3.2.1).

1.2 Supervised Learning

Supervised learning is a branch of machine learning that aims to create a function that

maps an input into an output based on training examples pairs (input, label) ([41]). It is

mainly used to solve two different tasks: classification and regression. Here we exploit

only the first one, which consists in being able to assign a label to new observation

based on the characteristics of each class learned using the training set. This training

set is employed from the learning algorithm to produce the above mentioned function,

which afterwards is used to map, i.e. to classify, the new observations (see Figure 1.4).

To correctly classify these new observations, the algorithm has to be able to generalize

as much as possible the “patterns” learned from the labeled inputs.

Figure 1.4: Supervised Learning simple block scheme.

Let now {(x1, y1), ..., (xI , yI)} be the training data, where the xi and yi represent

respectively the ith observation and its associated label. The objective of a generic

supervised learning algorithm is to search for a function g : X → Y , with X the

samples space and Y the labels one, that should be able to correctly classify the inputs.
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The strongest hypothesis of supervised classification theory is that the samples in the

training set are independent and identically distributed pairs (i.i.d.). This assumption

tends to simplify the underlying mathematics of a lot of statistical learning tasks and,

even if it is often violated in real world, is likely to work well in practice problems.

We now introduce the Loss function L : Y × Y → R+, which allows to evaluate how

good is the function g at explaining the data and intuitively represents the “cost”

associated to a mistake of g in classifying samples. Said this, let’s define the so-called

expected loss or empirical risk of g:

R(g) =
1

I

I∑
i=1

L(yi, g(xi)) (1.4)

What the learning algorithms tries to do is minimizing, over g, this risk (empirical risk

minimization), or a slightly different function J(g) = R(g) + λC(g) (structural risk

minimization), where C(g) represents a penalty function that helps reducing overfit-

ting and regularizes the optimization, while λ > 0 is a hyperparameter that, in general,

is empirically chosen by cross-validation and controls the bias-variance tradeoff ([22]).

The penalties most commonly applied are the L2 and the L1 norms. Depending on the

selected learning algorithm, the choice of the loss function may vary a lot.

In the context of supervised learning classification, there exist so many different al-

gorithms - and also variants of the same algorithm - that would be impossible to

completely describe all of them here. In this thesis, we just make use of Support Vector

Machine and a specific case of Artificial Neural Networks algorithms, and hence they

will be addressed and explained more in details.

1.2.1 Artificial Neural Networks

An Artificial Neural Network (ANN), often simply called Neural Network (NN), is a

computing system that is inspired by the architecture of the human brain to perform

tasks like, for instance, image recognition ([63]). It is based on the presence of “units”,

usually referred as neurons, that process and transfer information (signals) between

each other through connections (see Figure 1.5). These neurons receive an input and,

after processing it, they produce an output. Each input of a neuron is either the

output of another neuron or an external feature set of values. The connections are the

ANN components that allow to transfer information between neurons. They do that

assigning to every neuron output a weight representing its importance in the network.

The neurons are usually grouped in three different types of layer: input, output or

hidden (i.e. internal to the network).

Mathematically, the action of a neuron is the following:

y = ψ

(∑
i

xiwi + b

)
(1.5)
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Figure 1.5: Generic structure of a 1-hidden layer ANN with 9 total neurons.

where y is its output, ψ is the activation function (see 3.1.2.3), xi and wi are respectively

the ith input and its weight and b is a coefficient called bias which allows to perform a

shift of the activation function. In the context of supervised binary classification, the

easiest neural structure is the so-called Perceptron, first introduced in 1957 by Frank

Rosenblatt ([21]). Its structure, shown in Figure 1.6, is very simple: all the nodes in

the input layer are directly connected to a single output node (i.e. there is no hidden

layer) that uses as activation a Heaviside function or a shifting thereof (Figure 3.4). In

formula, setting t as the threshold:

ψ(x) =

1 x ≥ t

0 x < t
(1.6)

This structure is very straightforward and does not allow to solve very difficult tasks.

In the last decades, many improvements were introduced to this simple framework in

order to face all kind of machine learning problems. The two main types of ANNs are

the Recurrent Neural Networks (RNNs) and the Feedforward Neural Networks (FNNs)

([28]). Even if in this work we use just a specific subfamily of the second type, also the

first one is briefly introduced for completeness.

Figure 1.6: Structure of a perceptron with 3 inputs and a bias. xi are the inputs, wi
their weights, b is the bias and y is its output.
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1.2.1.1 Feedforward Neural Networks

This family of NNs is the straightforward evolution of the concept of perceptron. They

are based on the fact that connections do not form cycles and the information starts

from the input layer and can only move forward in the network. These networks can

present many hidden layers and can be divided in subfamilies depending, for instance,

on the activation they use or on their specific architecture. We list some of them (other

than perceptron) and give a brief description of their differences:

• Multi-layer Perceptron: this type of FNN is the first generalization of the per-

ceptron and consists in the union of the neurons to form many layers. The

information is transmitted from the input layer to the output one creating con-

nections between them and the hidden layers. In the general case, the layers are

fully connected, which means that every neuron belonging to a layer receives as

input the weighted average of the outputs of all the neurons in the previous layer.

This means that every neuron output is passed to all the neurons of the following

layer. The Figure 1.5 already showed this structure.

• Radial Basis Function Network : it is a variant of the more general multi-layer

perceptron, in which the activation function is the so-called radial basic function

and not the one shown in (1.6). This is a real-valued function ψ that depends

only on the distance between a point c and the input x, i.e. ψ(x) = ψ( ||x− c|| ),
where || · || is a chosen norm and c could be the origin or another fixed point

in the space of the inputs. In general, this network has just one hidden layer

and the chosen norm is the Euclidian, even if it has been proven that also the

Mahalanobis one perform well in image recognition problems. Usually the taken

RBF is the Gaussian:

ψ(x− c) = e−ε ||x−c||
2

(1.7)

with ε tuning parameter. This network often performs very well in function

approximation problems.

• Convolutional Neural Networks: these networks differ from the standard FNNs

because their hidden layers are not fully connected. In particular, they exploit

an operation called convolution which allows to detect the approximate location

of important and specific patterns and features in the inputs. They are very used

in the field of image classification and recognition and that’s why we are going

to describe them in details in sect. 3.1, where they are used to extract highly

specific features from images.

Thanks to their forward structure, the most suitable and widely used learning technique

for FNNs is the so-called backpropagation algorithm.
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1.2.1.2 Recurrent Neural Networks

This type of ANNs has a structure that usually presents cycles (also called loops)

that connect the layers between each other and allow to transfer the information both

forward and backward during the training step, giving a dynamic temporal behaviour

to the network. In particular, each of the neurons inside the hidden layers receives the

input with a specific delay in time. This characteristic makes the RNNs particularly

suitable in solving tasks like time series prediction and anomalies detection ([13]) and

speech synthesis and recognition ([64]).

Since there exist several different types of RNNs and they are introduced here only for

completeness, we refer to [39] for a more detailed description.

1.2.1.3 The Backpropagation Algorithm

The backpropagation algorithm is used to make a feedforward neural network (1.2.1.1)

learn to detect the input characteristics. Its purpose is to efficiently pass the learned

information to all its layers through an updating of their parameters. To explain how

it works we first introduce some notations.

Let On and Wn be respectively the output and the set of parameters of the nth layer

of the network, with n = 1, ..., N (Wn and On are actually subsets of the network pa-

rameters and outputs sets W and O). Let O0 = X = {x1, ..., xI} be the set of inputs of

the first layer. From the general structure of a FNN, we can write On = F (Wn, On−1),

where F represents the chosen activation function (3.1.2.3). We also call Li the value

of the loss/cost function given the input xi.

As explained in [33], assuming we know the partial derivative of Li with respect to any

layer output On, it is possible to use the backward recurrence and write:

∂Li
∂Wn

=
∂F

∂W
(Wn, On−1)

∂Li
∂On

(1.8)

∂Li
∂On−1

=
∂F

∂O
(Wn, On−1)

∂Li
∂On

(1.9)

Here, ∂F
∂W (Wn, On−1) and ∂F

∂O (Wn, On−1) are respectively the Jacobian matrices of F

with respect to the weights W and the outputs O, evaluated in the point (Wn, On−1).

When these equations are applied in reverse to the network layers, i.e. from the N th

to the 1st one, all the derivatives of the loss function with respect to weights can be

calculated. Finding the gradient of the loss function “layer by layer” is computationally

much cheaper than doing that for each weight individually. This is why the backprop-

agation algorithm is so efficient and hence very commonly used.

The easiest learning procedure to adjust the weights, in order to minimize the loss

function in the backpropagation setting, is the so-called gradient descent.
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1.2.1.4 Gradient Descent

The gradient descent is one of the most well performing optimization algorithms and

undoubtedly the most common in the field of neural networks. It consists of an iterative

process that aims to find a local minimum of a certain objective function. From now

on we use the same notation adopted in the backpropagation section.

Given a function L(W ) that depends on the variableW and a point Ŵ in the input space

of L, we know that if the gradient of the function evaluated in that point, i.e. ∂L
∂W (Ŵ ), is

non-zero, the direction of the gradient coincides with the direction of maximum growth

of the function L from point Ŵ . This is a useful property of differentiable functions

which is used in optimization problems to minimize a generic loss function and, hence,

to efficiently update the parameters of the network during training. In particular, when

trying to minimize the loss, the parameters are updated moving in the direction of the

negative of the gradient. If we instead move in the direction of the positive of the

gradient, the process reaches a local maximum of L and it is called gradient ascent. A

specific variant of the gradient ascent is the Stochastic Dual Coordinate Ascent (SDCA)

and it is used to solve, for instance, the maximization of the SVM dual problem ([54]).

Sticking to the case of a minimization problem, the formula for the parameters updating

between iteration t and t+ 1 is the following:

Wt+1 = Wt − η
∂L

∂W
(Wt) (1.10)

where η ∈ R+ is a small positive real number that defines the step size and is called

learning rate. Its value could be fixed a priori or vary during the updating process.

In general the algorithm guarantees convergence just to a local minimum, but if the

objective function L is convex the convergence is global. This is why the initialization

of the parameters is usually not negligible. To reach convergence, this method could

take many iterations since, often, the closer to the minimum, the smaller the value of

the gradient, i.e. the step toward the searched minimum. Check Figure 1.7 to have a

simple visual representation of the algorithm. There exist three variants of the gradient

descent, which differ in terms of the amount of data used to compute the gradient of

the objective function needed to adjust the network weights. This allows to make a

trade-off between the time needed to find the parameters update and its accuracy with

respect to the descending direction ([50]).

Batch Gradient Descent

The batch gradient descent, also called Vanilla gradient descent, is the basic version

of the gradient descent algorithm. It computes the gradient of the objective function

using all the available training data at once and hence performing just one update for

each of the preset epochs, which are the number of passes of the entire training dataset
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Figure 1.7: L : R→ R is a simple convex function. Here each red arrow represents the
direction of the negative gradient that determines the parameters updating. Note how
it gets shorter and shorter approaching the minimum.

done by the machine learning algorithm:

Wfin = Win − η
∂L

∂W
(Win) (1.11)

This variant always reaches at least a local minimum, but has the disadvantages of

taking a very long time to find the result and being infeasible with large training sets

that do not fit in memory all at once. Morover, it recomputes gradients for similar ex-

amples before each parameter update (redundant information) and finally it prevents

an online actualization of the parameters with new observations.

Stochastic Gradient Descent

Stochastic gradient descent (SGD), unlike the already described batch gradient descent,

computes the parameters update for each training example in the data. In formula the

update for the (t+ 1)th iteration:

Wt+1 = Wt − η
∂L

∂W
(Wt ; (xi, yi)) (1.12)

where xi is the ith training example and yi its label. An important thing to do when

applying SGD is shuffling data at each epoch, since the order of the inputs may bias

the optimization.

The power of this method is that it eliminates redundancy of information and allows on-

line actualization. As a consequence of the one-sample updating, the algorithm results

very fast, but it usually presents fluctuations, which could complicate the convergence

to the exact minimum during training due to the fact that the gradient direction may
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not be the best one. In practice, setting a decreasing learning rate with respect to the

epochs could help with this problem: it makes the SDG converge almost surely to a

local or a global minimum ([30]).

Mini-batch Gradient Descent

The mini-batch gradient descent tries to join both the already presented methods, per-

forming an update for every mini-batch of n training samples:

Wt+1 = Wt −
η

n

n∑
i=1

∂L

∂W
(Wt ; (xi, yi)) (1.13)

where the xi are the n training samples inside the considered batch and the yi their

labels. Note that to update the weights, this method uses the average of all the gradients

evaluated on all the inputs inside the considered batch. The commonly used number of

samples inside the batches ranges between 50 and 256, but can vary depending on the

applications ([50]). The trade-off highlighted by the batch size is the following: a small

batch makes the parameters updating very fast, but sometimes it causes the objective

function to diverge; a big batch size tends to eliminate fluctuations, but drastically

slows down the algorithm. For how it was built, this approach embraces the main

advantages of both the batch and stochastic gradient descents and deals very well with

their weaknesses. This makes it the best performing, and hence the most widely used

in many optimization problems, especially for neural networks learning tasks.

One of the things about gradient descent that really affects its convergence, besides

the batch size and the vanishing gradient problem (3.1.2.3), it is the value chosen for

the learning rates. For completeness, we just cite two techniques to do that in an

efficient way even if they are not being used in this work: via line search or using the

Barzilai–Borwein method.

1.2.2 Support Vector Machine

In this section is explained the theory behind a Support Vector Machine (SVM) classifier

and what its advantages are in applications. As already said, in supervised classification

problems it is called training data the set of all the given points {(xi, yi)}Ii=1, where xi

is the feature vector that describes the data point, yi takes the value ±1 and is the label

of the ith point1, I is the number of samples in the set. SVM training algorithm builds a

model that assigns new examples to one class or the other, making it a non-probabilistic

classifier. This classifier that SVM aims to construct is of the form:

y(x) = sign[f(x)] (1.14)

1The SVM was originally invented for binary classification problems and all the theory is based on
this hypothesis. The multi-class adaptation is going to be explained in a few pages.
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where f(x) is a decision rule function that changes depending on the complexity of the

problem.

Hard-Margin SVM

This subsection is facing the special case of linearly separable data. Suppose to know

that there exists a surface in n dimensions that completely separates the training data,

i.e. an n− 1 dimensional hyperplane defined by:

f(x) ≡ w · x + b = 0. (1.15)

Here w represents the normal vector to the hyperplane and b its offset from the origin.

As shown in Figure 1.8, since the data is linearly separable, we can find the two parallel

hyperplanes that separate the data and such that the distance between them is as large

as possible (they are called support vectors). The region between them is called margin

and the maximum-margin (or largest margin) hyperplane is the one that lies halfway

between them.

Figure 1.8: 2-dimenensional example of a SVM classifier for linearly separable data.
The red line represents the margin, the black line is the classification hyperplane, i.e.
f(x) = 0, while the dashed ones are the support vectors, i.e. f(x) = ±1.

The regions defined by the support vectors are:w · xi + b ≥ +1 yi = +1

w · xi + b ≤ −1 yi = −1
(1.16)

which could be rewritten as:

yi(w · xi + b) ≥ 1 (1.17)

Geometrically speaking, the distance between them is 2
||w||2 . What the SVM algorithm

tries to do is maximizing it, i.e. minimizing ||w||2, applying the constraint showed in
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(1.17). The resulting problem is then:

minimize:
w

1

2
w ·w

subject to: yi(w · xi + b) ≥ 1 i = 1, ..., I
(1.18)

The factor 1
2 in the objective function is just a coefficient that helps simplify some

algebra. The important consequence of this description is that the largest margin hy-

perplane is found just by looking at those xi’s that lie next to it and not all the data.

Soft-Margin SVM

Supposing that the data is linearly separable actually represents an unrealistic assump-

tion. To generalize the problem, this hypothesis is removed and in each constraint we

introduce a new slack variable ξi that acts as follows:

yi(w · xi + b) ≥ 1− ξi (1.19)

with ξi ≥ 0. The new problem is then the following2:

minimize:
w

1

2
w ·w + λ

∑
i

ξi

subject to: ξi ≥ 0,

yi(w · xi + b) ≥ 1− ξi i = 1, ..., I

(1.20)

In practice, ξi is usually calculated using the so-called Hinge Loss function as:

ξi = max(0, 1− yi(w · xi + b)) (1.21)

Note that ξi = 0 when (1.17) is satisfied, i.e. when the point is correctly classified using

the hyperplane found with Hard-Margin SVM, while if ξi > 0 the point cannot be

linearly separated. Here ξi represents the amount of discrepancy in the classification of

xi, i.e. the distance of xi from the corresponding class margin. 0 < λ < ∞ represents

a trade-off hyperparameter and its value could be improved with a process called

regularization. After all these considerations we could finally say that the Soft-Margin

SVM is a generalization of the Hard-Margin SVM specific case.

1.2.2.1 Computation of the SVM Classifier

In this section is explained how the SVM is computed, starting from defining another

way to see the minimization problem and then describing the so-called kernel trick.

2One possible variant is to use the Least Squares function as regularization term, i.e.
∑
i ξ

2
i , but

since it leads to more complicated equations and it has not been used in this thesis, it is not taken into
account.
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Primal and Dual Problems

The problems in (1.18) and (1.20) are described as quadratic programming problems,

i.e. optimization problems with a quadratic objective function in at least one variable

(in our case w), subject to linear constraints over that same variable. These problems

are called Primal Problems of the two SVMs described algorithms. Every primal prob-

lem has a Dual Problem, which could be easily thought of a different way to solve the

primal one. In a nutshell, the process consists in finding the Lagrangian of the primal

problem:

L =
1

2
w ·w +

∑
i

αi[1− yi(w · xi + b)] (1.22)

which is the objective function incorporating the constraints. αi is the ith component of

the Lagrange multiplier vector and represents the new objective variable. The following

extremum conditions:

0 =
∂L
∂w

= w−
∑
i

αiyixi (1.23)

0 =
∂L
∂b

=
∑
i

αiyi (1.24)

are then substituted in (1.22). After some calculation and rearranging the result, we

obtain the following dual problem:

minimize:
α

1

2

∑
i,j

αiyi(xi · xj)yjαj −
∑
i

αi

subject to: α · y = 0,

0 ≤ αi ≤ λ i = 1, ..., N

(1.25)

The important result, which follows from Strong Duality and Kuhn-Tucker theorems

(to have more details see respectively [14] and [25]), is that the solution from the dual

problem α̂ coincides with the solution of the primal ŵ and b̂. Once α̂ is found, we just

need to substitute its value in (1.23) to find ŵ and then to substitute ŵ in the first of

the following Karush-Kuhn-Tucker conditions to find b̂:

α̂i
[
yi(ŵ · xi + b̂)− 1 + ξ̂i

]
= 0 (1.26)

(α̂i − λ)ξ̂i = 0 (1.27)

It is now straight forward that:

• α̂i = 0 : the data point xi is on the correct side of the margin.

• 0 < α̂i < λ : the data point xi lies exactly on a support vector.

• α̂i = λ : the data point xi is inside or on the wrong side of the margin.
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What makes the usage of the dual so helpful is that almost all the calculations per-

formed to obtain its solution scale with the number of data points I (just the dot

product in the objective function scales with the dimensionality of the feature vector).

Even if it might seems odd in problems with many data points, in many others, as for

example image processing with not a lot of data but with huge feature vectors, this

could lead to a speed up of the training process (see SDCA in 1.2.1.4).

Kernel Trick

Suppose now that we would like to map a d-dimensional feature vector x into a D-

dimensional space, with D > d. This could be done imaging an embedding function ψ

as shown in the Figure 1.9.

Figure 1.9: Example of observations mapped from a 2D space to a 3D one, where non-
linear separation surfaces can become well approximated by linear ones. In real world
applications, very high dimensional embedding spaces are used.

The fundamental concept behind this function is that in D-dimensional space it

is possible to linear classify some data which, in the original space, could be labeled

only with a non-linear separating surface. Moreover, thanks to the dual formulation of

the problem, the dimension D could be set to be very high (i.e. a more precise linear

classifier) without changing the complexity of the problem, since as explained in the

previous section, it depends only on the number of data points.

We then introduce the so-called kernel function:

ki,j ≡ k(xi,xj) ≡ ψ(xi) · ψ(xj) (1.28)

which has the properties of being symmetric and having non-negative eigenvalues. Set-

ting this kernel in equation (1.25) in place of the dot product xi · xj and after some

calculation, it is easy to find the classification vector ŵ in the transformed space:

ŵ =
∑
i

α̂iyiψ(xi) (1.29)
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The bias b̂ is calculated as before substituting in the Karush-Kuhn-Tucker equations.

Note that we do not actually need to know the explicit expression of the function ψ, but

only the matrix formulation of the kernel ki,j . Some example of good working kernels

are3:

Linear: k(xi,xj) = xi · xj
Power: k(xi,xj) = (xi · xj)p

Polynomial: k(xi,xj) = (axi · xj + b)p

Sigmoid: k(xi,xj) = tanh (axi · xj + b)

Gaussian Radial Basis function: k(xi,xj) = exp

(
− |xi − xj |2

2σ2

)
(1.30)

To conclude, a problem that arises when working in a high dimensional space is that

the SVM tends to overfit the data and hence the generalization error increases. In

practice, given enough data samples, this issue is solved and the algorithm still can

achieve good classification performances.

1.2.2.2 Multiclass SVM

The goal of Multiclass SVM is to predict labels of samples by reducing the single mul-

ticlass problem into multiple binary problems. There exist many different techniques

to do that, like Directed Acyclic Graph SVM (or DAGSVM ) and Error-Correcting

Output Codes, but the most common and the one we choose to apply in this thesis is

the so-called One-vs-All one. This method consists in building a binary classifiers that

distinguishes between one of the labels and all the rest, and repeating the process for all

the existing labels. To apply this method, since the SVM is a deterministic classifier, it

is necessary to change the way the class is assigned. In particular, the equation (1.14)

is not used anymore and, each time we repeat the binary classification process for one

class versus the rest, a transformation of the decision rule function f(xi) = w · xi + b

is performed and a score is assigned to each input xi. This process is called calibration

and can be applied following different criteria. The one used in this thesis works as

follows:

yk(xi) =
w

mk −mrest
· xi +

b−mrest

mk −mrest
(1.31)

where i = 1, ..., N is the number of inputs, k = 1, ...,K is the number of classes, i.e. the

binary classifiers to be trained and mk and mrest are the medians of the f(xi), where

the xi’s belong respectively to class k and to all the rest of the classes. This method

could be seen as a sort of “median normalization” of the weights and bias trained

with the SVM and that’s why the scores yk(xi) are in general very close to zero. This

3In this thesis just the linear one was considered, the other proposed kernels could be part of a
further work study.
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technique is not computationally expensive and, indeed, it is called cheap calibration.

One of the most common used calibration technique is the Platt scaling ([46]), which is

more computationally expansive and is based on transforming the outputs of the SVM

classifier into a probability distribution over classes. The use of this type of calibration

could be implemented in some further works. Regardless of the chosen calibration

method, the classification of new instances is performed by using a “winner-takes-all”

strategy: the classifier with the function that leads to the highest output yk(xi), for a

given input xi, is chosen to assign the new instance class.

1.2.3 Problem of Imbalanced Classes

Tackling the problem of binary classification, it happens that the given data is divided

in classes which are not balanced, i.e. contain a very different number of samples. In

this situation the classifier tends to misclassify the instances of the class containing a low

amount of data. The main issue here is that the accuracy of the model (i.e the portion

of correctly classified samples over the total number of samples) could be high even if

the classifier fails in assigning the label to all the observations of a low represented class,

just because the misclassified samples are not so much. The imbalance problem appears

in many real data analysis, but in general for only two different reasons. The first one

is that it is intrinsic to the real problem, e.g. in fraud/terrorist detection analysis,

where usually the number of fraud observations is much smaller than the “honest” one

([43]). The second cause is simply due to how the samples are collected and it does not

depend on the extent of the problem, like it happens in the dataset used for this work

(see section 5.1 for a precise description of the used dataset).

To solve this problem there exist many different approaches. Nowadays, Precision-

Recall (PR) Curve and Receiver Operating Characteristic (ROC) Curve are two of the

best and most widely used. The majority of the studies that deal with imbalanced data

employ the ROC approach, but we choose to apply the PR one because it leads to a

more accurate and intuitive interpretation of practical classifier performance ([51]).

1.2.3.1 Precision-Recall Curve

The Precision-Recall (PR) Curve is a technique that allows to evaluate the performance

of a binary classifier trained on imbalanced classes. As already said, the accuracy,

calculated as:

acc =
TP + TN

TP + FP + TN + FN
(1.32)

could fail in detecting misclassification for low represented classes. To deal with this

problem, in the PR method are introduced the following two quantities:

• Precision of class C:

p(C) =
TP

TP + FP
(1.33)
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• Recall of class C:

r(C) =
TP

TP + FN
(1.34)

Check the Figure 1.10 to see the definition of the used variables and an example of a

generic confusion matrix for a binary classification problem.

Figure 1.10: Confusion matrix of a generic binary classification problem. “+” and “-”
represent the positive and negative class. TP and TN are respectively the number of
positive and negative samples correctly classified, while FP and FN represent instead
the negative and positive misclassified observations.

For a given class C, a precision score of 1 tells that all the samples predicted as

belonging to class C are correctly classified, while a recall score of 1 means that every

sample that belongs to class C is correctly classified. Since they give two different

interpretations of the goodness of the performance and between them usually exist an

inverse relation, they are both used to evaluate a classifier. Sometimes they are also

combined to form the so-called F1-score, defined as follow:

F1(C) = 2× p(C) r(C)

p(C) + r(C)
(1.35)

Besides that, the thing in which we focus is the plot of these two quantities, which allows

the visualization of performance. This curve is constructed by first plotting precision-

recall pairs, or points, that are obtained using different thresholds on a probabilistic or

other continuous-output classifier ([15]). A generic example of PR curve is shown in

Figure 1.11.
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Figure 1.11: Simple example of a Precision-Recall curve with 10 positive samples (i.e.
in C) and 20 negative ones. Taken from [15].

What is really important about this plot is the area under the PR curve (AUCPR),

also called average precision (AP), which is a single number summary of the information

given by the curve. This quantity represents a score that can be used as comparison

between different models and, since both precision and recall lie in [0, 1], the value of

the area also lies in this interval. In particular, the higher the AP, the better the model

capability of identifying, and hence classifying, the samples of a certain class C. Since

the average precision is calculated for each given class, to evaluate the total model

performance it is introduced the mean average precision (mAP), which is nothing more

than the average of the APs of all the classes in the dataset.
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Chapter 2

Image Classification Problem

As already explained in section 1.2, classification is a supervised machine learning task

that arises when, given an already labeled set of data, it is necessary or simply can be

useful to identify the common patterns shared by the observations in the training set

that belong to the same class. Since this task appeared to be very common in a lot

of research fields, a big slice of the scientific community have contributed, especially

in the last decades, to develop advanced classification approaches for improving the

classification accuracy.

(a) Forest (b) Beach (c) City

(d) Bag (e) Wardrobe (f) Couch

Figure 2.1: Possible generic images inside a dataset. 2.1a, 2.1b and 2.1c represent
examples of Scene images, while 2.1d, 2.1e and 2.1f are instead examples of Object
images.
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For what concerns image classification, the given data consists in a set of images

(see Figure 2.1) that could be divided into scene and object ones. In this context, the

classification algorithms tries to learn the features that a certain class of images can

present and, by checking their presence, to decide if the selected image belongs or not

to a certain group. To perform classification, it is better to pass from image features

instead of directly use the original images. This because the features represent, loosely

speaking, salient points on the image and should be invariant to image transformations

like rotation, translation, scaling, lighting conditions and color, even if not without a

limit. In practice, this represents a complex problem and a challenge in the machine

learning research field: solving this task with an high accuracy requires an algorithm

that is able to efficiently identify the important features in the input images. Usually,

a great amount of samples in the dataset helps the learning of these features, but this

is something that in real-world is not always feasible.

2.1 Medical Image Classification

(a) Metastatic Bron-
chogenic Carcinoma

(b) Sarcoma (c) Glioblastoma

Figure 2.2: Brain Tumor Images. Taken from [42].

(a) Basal Fracture (b) Head Fracture (c) Shaft Fracture

Figure 2.3: Hands and Wrist Bone Fractures Images. Taken from [66].
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(a) Intracerebral (b) Subdural (c) Subarachnoid

Figure 2.4: Intracranial Hemorrhages Images. Taken from [26].

In image recognition area, medical image classification proved to be a very useful tool,

helping doctors in disease diagnosis and stimulating many further researches. Its aim

is to classify medical images into different categories, which is a task that can overall

be divided in two steps: the extraction of images important features and the creation

of a model able to interpret those features in order to classify the input images.

Nowadays, the diseases in which this process is efficiently applied range from tumor

detection (Figure 2.2), bone fracture detection (Figure 2.3), identification of intracranial

hemorrhage (Figure 2.5) and many others. In the world of tumor detection, one of the

most important steps to be done in order to perform classification concerns the way

images are collected before being analyzed. We present briefly some of these techniques

for the specific type of cancer we aim to correctly classify: the lung cancer.

2.1.1 Lung Cancer Detection

In the field of medical research there exist many different tests that can be asked to

be done in order to check the presence of lung cancer. They differ in terms of price,

process time, accuracy in detecting the tumor and some of them result much more

invasive and harmful for the human body than others. Some of these techniques can

be grouped in two principal categories: imaging tests and cytologic tests.

• Imaging test : the aim of this type of tests is to identify the presence of an abnor-

mal mass or nodule inside the lungs looking at the inside of the body. This could

be done in many ways. The first is X-ray, which is not so accurate and is usually

followed by a Chest scan (also called CT scan), since it is very good in examining

lung tissue. The second one is the so-called Magnetic Resonance Imaging (MRI)

scan, which gives better results when the images need to be very detailed, looking

for cancer at places where, for instance, bone might interfere. The first method

is usually cheaper, but expose the patient to a minimal radiation that in some

situations, like pregnancy, is not appropriate. The test time also differs a lot, for

CT scan it takes approximately 5 minutes, while for MRI scan it could take from

15 minutes to 2 hours, depending on the part of the body being examinated.
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• Cytologic test : in this category of tests, differently from before, the information

is obtained by examining the structure of specific cells. The process of studying

cells, group of cells and tissues is called Histological analysis and it uses techniques

like microscopic imaging technology and stains to detect the microscopic changes

occurring at cellular and tissue level. The first cytoligic method we describe

is the Sputum cytology, which looks for cancerous cells in lung secretions or

phlegm. The patient coughs up a sample of mucus, which is viewed under the

microscope to check the tumor presence. The other way to obtain these cells is

much more common and is performed by Biopsy. In this case, the extraction of the

suspicious tissue cells can be done passing through the main airways of the lungs

(Transbronchial biopsy) or through the chest (Needle, Thoracoscopic and Open

biopsy). Some of these techniques are very invasive, need general anesthesia and

are requested just if no other method was able to detect the tumor presence and

type. They are not so expansive, but sometimes cannot be performed without a

detailed map of the lungs (obtained for instance with CT scan). Their advantages

are that they give a very detailed information about the tumor type (which is

something that imaging tests do not always reach) and that the whole procedure

usually takes 15 minutes maximum (10-20 seconds for each cell sample).

(a) Imaging Test (b) Cytologic Test

Figure 2.5: 2.5a: imaging test via CT scan. 2.5b cytologic test via biopsy.

2.2 Problem Formulation

The innovation that machine learning brought in the field of medical image classifica-

tion is very remarkable. Every year, cutting edge techniques are developed and more

and more efficient methods are introduced and applied to solve new tasks.

In this work, we use cell images that are obtained digitalizing brush cytologic prepa-

rations, as it will be better explained in section 5.1. We believe that this will help in

perform a more efficient classification of the lung cancer cells since, in general, images

obtained with this procedure are more detailed than the ones obtained by imaging test.
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Classifying lung cancer cells is a task that can be efficiently solved, once the images

are obtained, by a skilled pathologist. In particular, the process consists in identifying

specific anomalies that lung cells could present. In our specific case, as better explained

in section 5.1, we have four different classes: adenocarcinoma, epidermoid carcinoma,

OAT-cells and negative cells (the ones that haven’t been diagnosed with cancer pres-

ence). The machine learning classification process is not able to underline the chemical

differences between these four categories, like the fact they may or may not react to

some chemical agent, so, to describe their characteristics, we stick to their visual traits.

The cells affected by adenocarcinoma or epidermoid carcinoma are the most similar

and demonstrate poorly differentiated morphological features: they are, in general,

medium- or large-sized lung cells with high-grade nuclear atypia and the occasional

presence of multinucleous; they also show some gland-like formations and squamous

differentiation, respectively ([62]). On the contrary, OAT-cells present more distinct

characteristic that lead to a easier identification: small size, a round-to-fusiform shape,

scant cytoplasm, finely granular nuclear chromatin and inconspicuous, or even absent,

nucleoli ([59]). These morphological attributes are the features that a pathologist look

for when asked to classify a lung cell images. In the same way, the aim of a supervised

machine learning classifier is to implicitly detect those patterns inside the given images

and to learn how to assign them to the lung cancer class they actually belong to.

In the more general area of medical image classification, some of the nowadays main

challenges are:

• Lack of collected data. As already said, this is something that often happens in

real-world medical problems and it is difficult to deal with. It also remarkably

influences the goodness of the performance when training a network from scratch.

• Extract important features from images. In an image classification problem,

one of the most important tasks is being able to efficiently identify significative

patterns inside an image. The accuracy of the classification depends not only on

the amount of data available, but also on the ability of an algorithm to identify

these patterns and associate them with the respective class.

• Make features informative for a classifier. An expert pathologist can easily un-

derstand the characteristic of a disease in an image of a cell or in an x-ray scan,

interpret them and give an appropriate diagnosis. A classifier, instead, needs to

be fed with suitable features to be able to interpret them and correctly classify

an image.

We try to answer to the tasks above in the next subsection, where we present the

results obtained in some of the related works that guided us in formulating our proposed

solution.
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2.2.1 Related Works

The first listed challenge is one of the most difficult task to solve in medical image classi-

fication problems. Usually, patient health data is — for good reasons — well protected

by patient data laws and the standards differ considerably from country to country,

which makes the issue even more complicated. Apart from the ethic reasons, on which

we have no possibility to freely intervene, deep learning experts have found practical

methods to use the small amount of available data at best. In [40] it is presented

how data augmentation can improve the classification performance, without physically

collecting new data, in three different medical frameworks: skin melanomas diagnosis,

histopathological images and breast magnetic resonance imaging scans analysis. Here

are compared traditional methods of data augmentation, based on combinations of

affine image transformations and color modifications, with other innovative methods,

like GANs, which are based on deep learning models. The first approach is still one of

the most used to face the issue of lack of data, since it is fast and easy to implement and

is successfully applicable to many fields, but it struggles in adding new visual features

to training images. The second approach performs slightly better, but has the flaw

of being computationally very expansive. Merging the two methods could bring huge

potential for improving data-hungry deep learning algorithms, but would still require

a high computational cost.

The second listed challenge can be tackled in many different ways and, to be effi-

ciently solved, gave rise to several techniques. In [35] these techniques are applied and

used to classify lung image patches with interstitial lung disease (ILD). In particular,

they compared the Local Binary Patterns (LBP) and the very popular Scale-Invariant

Features Transform (SIFT) performances, which are known for being feature extractors

that mainly rely on low-level features like shape or color, with other structures like the

unsupervised Restricted Boltzman Machine (RBM) and the supervised Convolutional

Neural Networks (CNN), which are instead high-level feature extractors. The results

showed that the last two widely overtook the first ones and that their ability to auto-

matically extract discriminative features, without applying any manual feature design,

efficiently led to an improvement of the classification. In particular, CNN performed

even better than RBM, which demonstrates the advantage of using a supervised fea-

ture learning over an unsupervised one. For all the techniques, except for the CNN,

a Support Vector Machine (SVM) was used as classifier, while for the CNN no sepa-

rate classifier was needed since it can use directly the final fully-connected layers (see

3.1.2.5). The only problem of using CNNs is that they need a lot of samples to cor-

rectly train their parameters, especially when the data do not present - as it often

happens with medical images - easy identifiable local and global structures like edges,

corners or specific shapes. To overcome this problem, researchers proposed a technique

called Transfer Learning which exploits the knowledge of networks that have already

44



been trained using, for example, a large set of labeled natural images. However, the

substantial differences between natural and medical images may advise against such

knowledge transfer. In [57], fine-tuning is presented as method that can help adjusting

the pre-trained network parameters in order to make them capable of extracting sig-

nificative features from medical images, without the need of having a large amount of

data available. Specifically, this technique is applied to AlexNet network and compared

with the same network trained from scratch, both tested on four distinct medical im-

age applications in three specialities (radiology, cardiology and gastroenterology). The

research showed that the use of a pre-trained CNN with adequate fine-tuning outper-

formed or, in the worst case, performed as well as a CNN trained from scratch and

that neither shallow tuning nor deep tuning was the optimal choice. Moreover, as it

was expected, fine-tuned CNNs proved to be more robust, with respect to training set

size, than the network trained from scratch.

The third and last challenge consists in making the extracted features suitable to

be classified by, for instance, a SVM. In [19], one of the main brought contributions

revisits classical ideas in texture modeling in the light of modern local feature descrip-

tors and Pooling Encoders. In particular, they illustrate the benefit of truncating the

CNN earlier - still at level of the convolutional layers - in order to obtain powerful local

image descriptors that can be combined with traditional pooling encoders, like Bag

of Visual Words or Improved Fisher Vector, to be classified by a SVM. Their results

reached the state-of-the-art in recognition accuracy in several benchmarks, including

diverse sets of visual domains. The outstanding outcome is that these solutions can be

obtained without the need of fine-tuning the CNN parameters, by implicitly reducing

the domain shift problem. One of the main findings of this work is that the performance

of the structure CNN + FV is often significantly superior than the ones reached with

all the other tested structures (e.g. SIFT + FV or CNN + FC) in texture, scene and

also object recognition. The difference in the results increases when considering deeper

CNN architectures. This can be in part explained by the ability of FV pooling to

overfit less and to easily integrate information at multiple image scales. The fact that

this structure is substantially less committed to a specific dataset than, for instance,

the one using the fully-connected layers, made us think that it would have been the

perfect layout to work with in our medical image classification framework.

All these previous works led us to create and test our own proposed solution

(4), which aims to put together the techniques mentioned above and create a well-

performing classifier for our lung cancer cells images.
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Chapter 3

Image Features: Extraction and

Pooling

In general, a visual representation is a function that takes as input an image x and

transforms it to a vector φ(x) in a way that makes its content easier to understand.

When facing the problem of supervised classification of images, φ(x) represents the

features of the input image x. As explained in [19], it is useful to divide this map as

φ = φe ◦ φl, where φl represents the Local Descriptors Extractor and φe the Pooling

Encoder.

The first set can be divided in Hand-Crafted local descriptors, like Scale-Invariant

Feature Tranform (SIFT) or Local Binary Patterns (LBPs), and Learned ones, like

Convolutional Neural Networks (CNNs). It has already been proven that, concerning

image classification problems, the second category overtakes the first one and, because

of that, only CNNs are described in detail and used in the thesis.

3.1 Convolutional Neural Networks

The Convolutional Neural Networks are learned-type local descriptor that have had an

important role in the history of deep learning. They are a specialized kind of neural

network for processing data that has a known grid-like structure, like for example time-

series data (1-D grid) and image data (2-D grid).

CNNs are regularized versions of general feedforward neural networks and are able

to take advantage of the structural characteristics of the data, like the location of a

specific feature, and to use them for assembling more complex patterns. The name

“convolutional neural networks” indicates that they exploit a mathematical operation

called convolution1, which is a specialized kind of linear operation used in place of

general matrix multiplication in at least one of the network layers.

1The name convolution is used only by convention: technically speaking, the operation involved is
a sliding dot product or cross-correlation (see [23]). This has significance for the indices in the matrix
(it affects how weight is determined at a specific index point), but the idea behind the two operations
is exactly the same.
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3.1.1 The Convolution Operation

The convolution is an operation on two (real-valued argument) functions that produces

a third function expressing how the shape of one is modified by the other. The operator

is defined as the integral of the product of the two functions after one is reversed and

shifted:

(f ∗ g)(t) =

∫
D
f(τ)g(t− τ)dτ (3.1)

where D is the domain of t.

In CNNs terminology, the first argument of the convolution is often referred to as the

input, and the second argument as the kernel (in our notation those arguments are

respectively f and g). The output is usually referred to as the feature map. Usually,

working on computers, the variable t is discretized and in the specific case of 2-D

image analysis, the domain D (and so the input of the two functions f and g) is two-

dimensional. In this case the equation (3.1) becomes:

(f ∗ g)(i, j) =
∑
m

∑
n

f(m,n)g(i−m, j − n) (3.2)

Discrete convolution can actually be seen as a multiplication by a matrix, which has

several entries constrained to be equal to other entries. In two dimensions, this matrix

is a specific type of block circulant matrix (for more details see [23]), and due to the

fact that the kernel is usually much smaller than the input image, as explained in the

next section, the matrix turns out to be very sparse.

3.1.2 General Architecture

A CNN is made of an input and an output layer, and contains various hidden layers -

determining its depth - which could be of many different types. Let’s describe them to

understand how they work and how they could be combined one another to form the

network structure.

3.1.2.1 Convolutional Layer

Figure 3.1: General structure of a convolutonal layer (taken from [6] and slightly mod-
ified). The depth of the output depend on the number of channels we set for the layer
(hyperparameter).
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This type of layer is the core building block of a convolutional neural network. The

input is a n×m× d image, where n and m are respectively the width and the height

of the image, and d its depth (e.g. when considering an RGB input image, d is equal

to 3). The convolutional layer’s parameters consist of a set of learnable filters (or

kernels), which have a spatially small receptive field in width and height, but extend

on the full depth of the input volume. During the forward pass, we convolve each filter

across width and height of the input image, which in practice is equal to compute the

dot product between the input and the entries of the filter (see Figure 3.1). This will

produce a 2-dimensional activation map and, as result, the network learns how to detect

specific features at some spatial position. A complete convolutional layer is composed

of several feature maps (with different weight vector2), so that multiple features can

be extracted at same location. To ensure some degree of shift, scale and distortion

invariance, the CNNs combine three structural ideas (as explained in [32]):

• Local Receptive Fields: it is the region of the input image at which the filter is

connected. It depends on the size of the filter, which is a hyperparameter setted a

priori, and on the weights assigned to each connection, which are learned during

the training of the model. Since each neuron is connected to a small region of the

input image, the network is able to take into account its spatial structure and the

localization of its features.

• Shared Weights: as already said, the filters act on a certain receptive field and

“move” through the input image. If during this process the weights of the filter

in a particular layer do not change, we say that we are sharing weights. The idea

is that if a specific feature (like an edge) is important to be learned in a particular

part of the image, it may probably be important also in other parts. The great

advantage of using shared weights is that it is possible to substantially lower the

degrees of freedom of the problem (i.e. the number of parameters to learn and

optimize), which also implies a faster convergence to some minimum. Moreover,

this property has the effect of making the model less flexible, but this actually

works as a regularizer and helps avoiding overfitting, since the weights are shared

among neurons.

• Spatial Arrangement: three hyperparameters control the size of the convolu-

tional layer’s output:

– Depth: it corresponds to the number of filters we would like to use and

controls the number of neurons in a layer that connect to the same region

of the input volume. If for example the input is the raw image, different

neurons along the depth dimension may activate in the presence of various

blobs of color or oriented edges.

2The function that is applied to the input values is determined by a vector of weights and a bias
(typically real numbers), called filter. The learning process of the network consists in adjust iteratively
these filters.

49



– Stride: it controls how to allocate the result of the convolution around the

width and height. When the stride is 1 then we move the filters one pixel at

a time. Depending on the stride, we could find heavily overlapping receptive

fields between the columns, and also large output volumes.

– Zero-Padding : sometimes it results useful to pad with zeros the border of

the input image. Padding allows us to control the output volume spatial

size, which is often preserved in the convolutional layers.

The spatial size of the output volume can be computed as follows:

W − F + 2P

S
+ 1 (3.3)

where W is the input volume size, F is the filter (kernel field) size of the convolutional

layer neurons, S is the the stride with which they are applied and P is the amount

of zero-padding used at the border. If the number given from the formula (3.3) is not

an integer, it means the strides are not correct to make the neurons fit the input in a

symmetric way.

3.1.2.2 Pooling Layer

Another important component of CNNs are the pooling layers, which are used to per-

form a non-linear down-sampling (see Figure 3.2). As explained in [53], their purpose

is to achieve spatial invariance by reducing the resolution of the feature maps.

Figure 3.2: General structure of a pooling layer (taken from [6] and slightly modified).

Their units combine the input from a small n × n patch of units. This pooling

window can be of arbitrary size and different windows can be overlapping (depending

on the stride). Pooling layers operate independently on every depth slice of the input

and serve to progressively reduce the spatial size of the representation, i.e. the number

of parameters. They also help controlling memory waste and finally the overfitting on

training data. It is common to periodically insert a pooling layer between successive

convolutional layers in a CNN architecture. Intuitively, the idea behind the use of

pooling is that the exact location of a feature is less important than its rough location

relative to other features.
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Figure 3.3: 2×2 max pooling window with stride 2, on a 4×4 input image. It partitions
the input image into a set of non-overlapping squares3and, for each sub-region, outputs
the maximum.

There are several non-linear functions to implement pooling, among which max

pooling (shown in Figure 3.3) and average pooling are the most commonly used.

3.1.2.3 Activation Layer

As known from theory, the output y of a Linear Neuron is represented as:

y =
∑
i

xiwi + b (3.4)

where i is the index over the input connections, xi and wi are respectively the ith

elements of input vector x and weight vector w, and b is the bias. The activation

function ψ : R→ Y acts as follows:

y = ψ

(∑
i

xiwi + b

)
(3.5)

and its role is to decide whether a neuron should be activated or not. Its purpose is to

introduce non-linearity into the output of a neuron and to help normalize it (usually Y
is set equal to [0, 1] or [−1, 1]). The simplest activation function is the Heaviside (see

Figure 3.4):

ψ(x) =

0 x < t

1 x ≥ t
(3.6)

This function imposes a threshold t that determines if the neuron is activated or not,

but presents some problems in classification with more than two classes. One of the

most used activation function is the so called Sigmoid function (Figure 3.5):

ψ(x) =
1

1 + e−x
(3.7)

3The shape of the window could also be a rectangle: “Region of Interest” (RoI) pooling is a max
pooling variant, where output size is fixed and input rectangle is a parameter (details in [24]).
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This function presents several advantages: it is non-linear, its output is in the range

[0, 1] (i.e. the activation cannot “blow up”), it can do not-binary classification and it

has a very smooth gradient4.

The biggest problem that occurs with sigmoid activation function is that it gives rise

to a phenomenon called “vanishing gradient”. The sigmoid has the tendency to bring

the values of y to either the end or the beginning of the curve (i.e. any small change in

the values of x, in the region around 0, will cause values of y to change significantly),

which means the gradient in those regions is very small and y tends to respond very less

to changes in x. The main consequence is that the network “refuses” to learn further

or drastically slows down.

Figure 3.4: Heaviside Figure 3.5: Sigmoid Figure 3.6: ReLU

The most common activation function used in convolutional neural networks is

called ReLU function (Rectified Linear Unit), it is shown in Figure 3.6 and it is math-

ematically equal to:

ψ(x) = max(0, x) (3.8)

The biggest advantage of the ReLU activation is its efficiency: because of its structure,

it does not let all the neurons “fire” (sparse activation) and the network results lighter

(unlike the sigmoid function, with which the activation is dense and it is very costly).

Unfortunately, the ReLU activation function also presents some disadvantages. The

first one is that its output range is [0,+∞] and, since it is not bounded, it could “blow

up” the activation, which computationally represents a limit. Its second weakness is

the so-called dying ReLU problem: because of the horizontal line for negative x, the

gradient go towards 0 and stops adjusting the weights during descent. This means that

the neurons going into that state will stop responding to variations in error/input. This

problem could cause many neurons to just “die”, making a not negligible part of the

network passive. There are variations of the ReLU to mitigate this issue by simply

imposing a little slope on the horizontal part. This technique is called Leaky ReLU

(see [65]).

4This result is very important during the backpropagation step.
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3.1.2.4 Dropout Layer

The dropout is a regularization technique used in neural networks learning problems

(e.g. with a CNN architecture) that generally leads to a reduction of the network overfit

on the training set. This is done by approximating the train over a large number of

neural networks with different architectures in parallel ([3]).

In practice, the dropout layer could be used with most types of layers, such as convo-

lutional or dense fully connected layers, but not the output one.

Figure 3.7: Here are shown the connections in a simple neural network structure.
(a) Without using the dropout layer. (b) Using the dropout layer.

During the training phase this method randomly drops-out, according to certain

probabilities5, some nodes of the network (see Figure 3.7), in order to ignore them

and to avoid the fact that they generally appear multiple times simultaneously in the

considered model. In this way, each update to a layer during training is performed

with a slightly different network and, consequently, with a different point of view on

the configured layer. The final result is obtained by performing the weighted average

of all the different models.

This technique is computationally cheap and very effective as a regularization method.

Its consequences, in addiction to overfitting reduction, are:

• It creates a noise in the training process, making the nodes less or more responsible

for the inputs.

• It improves the generalization error, i.e. the measure of how well a classification

algorithm is able to classify unseen data.

• It leads to a more sparse training representation.

Concluding, the dropout layer usually tends to improve the network performance when

applied, but slightly increases the processing time in the learning stage.

5This is a hyperparameter which coincides with the probability to retain or not a node.
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3.1.2.5 Fully Connected and Loss Layers

The fully connected layer is an essential component of CNNs and have been proven

very useful in computer vision6. Its role is to classify the original input image into a

label using the output of the conv/pool layers. This output is flattened, i.e. converted

into a 1-dimensional vector of values, before entering the FC layer (see Figure 3.8). A

standard CNN structure can have more than one FC layer, but the important thing

is that the output of the last one has dimension equal to the number of labels. The

output of the last FC layer, for each image xi ∈ X = {x1, ..., xI}, is a vector yi ∈ RC

where C is the number of labels and every real value (yi)k in the vector is the kth class

score for the ith image.

Figure 3.8: Flattening and fully connected layer with two final classes.

After this, a loss layer is applied, which is always the last layer of the neural network.

Its role is to adjust the weights (initially setted at random) across all the network,

going through the backpropagation process (1.2.1.3). There exist many types of loss

functions and each one is appropriate for different tasks. Its choice can be a challenging

issue as the function must capture the properties of the problem and be motivated

by concerns that are important to the project. One of the most used with CNNs is

the Log-Loss (also called Cross Entropy in information theory), which can predict a

single class in a set of mutually exclusive classes. More precisely, it is based on the

concept of Maximum Likelihood Estimation (MLE), which is a method of estimating

the parameters of a probability distribution by maximizing a likelihood function over

the parameters space. Let X = {x1, ..., xI} be the images dataset and Y = {y1, ...,yI}
the output of the model, which follows a distribution with density function f depending

on a parameter w. The likelihood function is then defined as follows, both for a single

6The fully connected layer can be seen as an order-sensitive pooling encoder (3.2), but because of
its low flexibility it is exploitable just with CNNs. That’s why it is described in this section.
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sample and for all the training set:

pw(yi;xi) = f(yi|w) → pw(Y ;X) =

I∏
i=1

f(yi|w) (3.9)

In other words, the likelihood is equal to the product of probability densities of every

outcome yi when the true value of the parameter is w. The problem of maximizing this

function should intuitively select the parameter values that make the observed data

most probable. In practice, it results helpful to work with the natural logarithm of

the likelihood (log-likelihood) since it presents some nice properties as monotonicity

and it generally simplifies the representation of very big numbers. In classification

tasks, it is common to treat MLE as a minimization problem, since the loss function

should represent the cost committed in assigning wrong labels to samples. That’s why

the used function is the so-called negative log-likelihood (NLL). In formula, after some

computations:

L(w) = −
I∑
i=1

ln ( pw(yi) ) (3.10)

where {yi}Ii=1 is the output of the model, i.e. of the last FC layer. This function

coincides exactly with the Log-Loss applied in the loss layer of the CNN.

Since each output yi of the FC layer is a vector of real numbers, we need to apply a

transformation to interpret them as belonging probabilities to each class. We introduce

then the Softmax function σ : RC → RC , defined as:

σ( (yi)k ) =
e(yi)k∑C
j=1 e

(yi)j
k = 1, ..., C (3.11)

After being normalized with the softmax function, all the components of yi will belong

to the interval (0, 1) and will add up to 1. That’s why they can be interpreted as

probabilities. The result of σ(yi) is what in the expression of the loss function is

indicated as pw(yi).

3.1.3 Learning Techniques

In this section are presented two different learning approaches that exploit all the

concepts presented so far. The first one is the Training from Scratch learning, in which

the CNN is trained for the first time on the target dataset. This method generally

needs a lot of data to reach high accuracy performances, but it has the advantage of

leaving to the user the choice of the most appropriate network structure, depending for

instance on the amount of samples and on the images characteristics.

The second approach is the so-called Transfer learning. The basic idea here is that in

literature there exist network structures that have already been successfully trained on

huge amount of data and that, with slight modifications, could be reused to classify
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images taken from a new dataset. The biggest asset of this approach is that it usually

does not need a big amount of samples to perform well.

Both these approaches present weaknesses that, in real-world problems, could lead to

bad classification results. Because of that, we also present here some methods for

improving their classification performance.

3.1.3.1 Train from Scratch

Training a network from scratch needs the user to take a lot of decisions that could

lead the performance to sensibly grow or decrease. The first one, and probably also the

most important, is the choice of the network structure. In section 3.1.2 we described

the different layer types of a CNN and their role inside the network, but not how to

efficiently link them together. Unluckily, in literature there are no theoretical rules that

leads to an always well-performing network, but only some guidelines. The most part

of the effort in selecting the structure that best fits a certain problem is done empiri-

cally. In the last decades, many different architectures were tested on many different

problems to expand the empirical knowledge baggage and to reach good classification

performances even without solid theoretical foundations.

After deciding the suitable network structure, we need to set the regularization tech-

niques that help avoiding overfitting and also some important hyperparameters, like

the number of epochs, the learning rate and the gradient descent batch size. The three

main regularization techniques commonly applied are the already described dropout

layer (3.1.2.4) and the L1 (Lasso) and L2 (Ridge) penalty regularization of the loss

function. Another technique that can be thought of as a regularization one is data

augmentation, which usually results in an increasing of the accuracy when the training

set does not contain many observations.

The learning of the CNN consists in the updating of the layers weights through the

backpropagation process in order to minimize the value of the loss function and, in

some way, to make the network “understand” what are the important patterns to be

recognised in the input images.

Data Augmentation

It is of common knowledge that the more data a learning algorithm has access to, the

greater can be its effectiveness. Data augmentation is a technique that allows to in-

crease the amount of images in the training set7, without actually collecting new data,

by applying transformations that are class-invariant for the original images. Some ex-

ample of transformations are: rotation, rescale, flip, crop, shift and gaussian noise.

The class-invariance of these transformations strongly depends on the type of data that

is being analyzed, reminding that the goal is to not increase the irrelevant data, i.e. to

7It is actually possible to use data augmentation also for the test sample to make the prediction
more robust.
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use transformations that do emphasize the important features of the data structure.

As described in [40], data augmentation give us another not negligible advantage: it

represents a way we can reduce model overfitting. This is done increasing the amount

of training data using information contained only in our training data. The model per-

formance increases by reducing data bias and improving model generalization. When

the original dataset is small the augmented images can be stored directly in memory;

this technique is called offline data augmentation. If the dataset is large we can instead

apply the so-called online data augmentation, which consists in considering augmented

batches of data and fed the network with them.

Cost-Sensitive Learning

The cost-sensitive learning is based on the idea that the misclassification errors of a

model have to be weighted differently depending on the membership to a certain class.

As the Precision-Recall curve (1.2.3.1), this technique helps to deal with the problem

of imbalanced classes, but with the difference that it is applied just during the CNN

training phase (both when training from scratch and when fine-tuning the parameters

in transfer learning), while the PR curve it is used after the classification with the SVM,

regardless of how the local descriptors are extracted. In real-world binary classification

problems exist many cases in which the actual “cost” of misclassifying a sample from

the positive class is bigger than misclassifying the negative ones (e.g. fraud/cancer

detection), which in practice lead to the definition of the so-called cost matrix C:

C =

[
c(++) c(+−)

c(−+) c(−−)

]
(3.12)

where the rows represent the predicted classes and the columns the actual ones (to

see the related confusion matrix check Figure 1.10). The elements of this matrix, if

possible, are set through prior knowledge - i.e. an expert opinion on how it would cost to

misclassify each class - but sometimes happens that this information is not available. In

this case the cost is taken inversely proportional to the number of samples in each class.

To better understand this, suppose the positive class contains 100 samples while the

negative one just 1. The cost c(+−) of misclassifying a true negative is set to 100, while

c(−+) to 1. The costs of correctly classifying positive and negative samples, respectively

c(++) and c(−−), are usually set to 0. All the assigned costs are used in the total cost

expression to give more or less importance to certain misclassified samples with respect

to others. This is done weighting the misclassified samples in the loss function with

respect to their class of belonging ([47]). To heuristically apply this technique during

the CNN training, we first create a vector of weights that is then passed to the loss

layer (3.1.2.5), which will multiply every sample by its corresponding class weight before

computing the loss function. This is a particular way to apply cost-sensitivity, called

weighted learning.
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3.1.3.2 Transfer Learning

This technique is one of the most common and most used in machine learning. De-

scribed in a nutshell, the focus of this method is on the reuse of some type of knowledge,

obtained solving a certain problem, to a new and different issue, which is somehow re-

lated to the first one. More precisely, it consists in taking the parameters of an already

trained network (generally on a very large dataset, like ImageNet) to exploit its feature

extraction topology in a new classification problem.

As explained in [58], this need arises from the fact that the collection of new samples

could be very difficult and expensive in real world applications and that an insufficient

number of training data is an inescapable issue in some special domains. It seems then

very useful to use, as a starting step, good classification results that have already been

reached, with the goal of successfully learn a new task with a very good performance

and in less time. Generally speaking, the training data must be independent and iden-

tically distributed (i.i.d.) with the test data, but using Transfer Learning it is possible

to relax this hypothesis, which means that the model in target domain does not need

to be trained from scratch. This helps to reduce significantly the demand of training

data and training time in the new domain. Another advantage of using this technique

is that it also deals with the problem of overfitting. This is because the transferred

network is trained on a different set of data and this, in a certain way, makes it less

“expressive” with respect to the new one. This means that the model does not produce

an analysis that corresponds too closely or exactly to the new set of data to which it is

applied. Usually, the architecture of pre-trained networks used for image classification

is specific for a certain type of dataset (e.g. dimension and type of the input images or

the number of labels in which the network is classifying) and so, in order to make them

work, some modification to their architecture or to the dataset are needed. In general,

the features are extracted from the layer that acts before the classification ones, but

this is not always true and depends also on the complexity of the network with respect

to the new dataset (more precisely, if the network is very deep, while the used images

are small and “simple”, the features could be extracted from an earlier layer).

Parameters fine-tuning

With transfer learning, the best results are usually found when the dataset on which the

network was originally trained and the dataset of our problem are very similar. If this

does not happen, or if we just want to try to increase the performance of our model, it

is possible to fine-tune the parameters of the pre-trained network and “adapt” them to

the new dataset. This is done re-training the network on the images of interest, using

again the backpropagation algorithm and the batch gradient descent to minimize the

loss function and to update the network weights.

Given the L layers from the pre-trained network, this technique could be applied in

different ways:
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• Entirely : it is possible to train again all the L pre-trained layers, using their

weights as initialization for the new training process.

• Partially : in this case we could just choose to re-train the first or last N < L

layers, in order to model the new distribution of data for the new task, or we could

add new layers on top of the N pre-trained ones and train them from scratch.

In both cases, we need to “freeze” the layers that we don’t want to re-train and

make the other ones learn faster. This is done by changing the value of their

Learning Rate in order to accelerate the parameters adjusting.

The fine-tuning process does not always lead to an improvement in the classification

performance of the model, but compared with a network trained from scratch, it is

generally more robust to the size of the training set and, if used adequately, it usually

performs better ([57]).

3.2 Pooling Encoders

The idea of this work is not to directly make use of the CNN as a classifier, but to

exploit its characteristics in order to efficiently extract features from the lung cancer

cell images8. These features are collected and organized in the form of local descriptors.

The role of pooling encoders is to take as input the extracted local descriptors and to

produce a single feature vector which aims to be well suitable for tasks as classification

with, for example, a linear Support Vector Machine (SVM, see 1.2.2).

A smart way to divide encoders is considering whether they take into account the spatial

configuration of input features or whether they discard it (i.e. if the map φe, introduced

at the beginning of this chapter, is invariant or not to some permutation of the input).

This two different types of pooling encoders are respectively called Order-Sensitive and

Orderless ones. An example from the first family of pooling encoders is the already de-

scribed Fully-Connected Layer, while from the second one we are going to describe the

Fisher Vector, the Bag of Visual Words and the Vector of Locally-Aggregated Descrip-

tors. In our specific experiment framework, we present their classification performances

in chapter 5.

3.2.1 Fisher Vector

The Fisher Vector (FV) is an image representation obtained by pooling local image fea-

tures. Its encoding process is based on the concept of Fisher Kernels and its adaptation

to image classification ([44], [52]).

8When the dataset is not so big, as in our case, it would be better to extract features from an earlier
layer of the convolutional stage, as this will be set in more general patterns than the later ones.
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3.2.1.1 The Fisher Kernel

The Fisher Kernel (FK) is a map that gives a ‘natural’ similarity measure which takes

into account an underlying probability distribution. As the name suggests, this function

derives a kernel which is directly extracted from a generative model of the data. In the

case of FV, this model coincides with a Gaussian Mixture Model (GMM) and can be

interpreted as a “universal probabilistic visual vocabulary”. In a few words, the FK

characterizes the samples by their deviation from the GMM9.

Let X = {xi, i = 1, ..., I} be a sample of I observations xi ∈ RD. Let pλ be the

probability density function which models the generative process of the observations.

λ = [λ1, ..., λM ]′ ∈ RM is the vector of the M parameters of pλ. Note that in our case

pλ coincides with a weighted linear combination of Gaussians.

In statistics, the Fisher score function is defined as:

GXλ = ∇λ log pλ(X). (3.13)

It indicates the slope of the log-likelihood function evaluated in a specific point of the

parameter vector λ. Put differently, it represents how the parameters vector λ should

be modified to better fit the data X. Note that GXλ ∈ RM , and hence its dimensionality

does not depend on the size I of the samples set.

Let’s define the Fisher Information Matrix (FIM) as in [11]:

Fλ = E
[
GXλ G

X′
λ

∣∣λ] = Ex∼pλ
[
GXλ G

X′
λ

]
(3.14)

with Fλ ∈ RM×M . This matrix measures the information about the parameters λ that

is contained in the samples in X. As proposed in [27], the Fisher Kernel can be seen

as the similarity measure between two samples Xi and Xj as follows:

KFK(Xi, Xj) = G
X′
i

λ F−1λ G
Xj
λ (3.15)

Let’s now note that, since Fλ is positive semi-definite, its inverse exists and it is positive

semi-definite too. Hence, we can make use of the following Cholesky decomposition:

F−1λ = L′λ Lλ (3.16)

and finally rewrite the kernel as the new dot-product:

KFK(Xi, Xj) = G
X′
i

λ L′λ LλG
Xj
λ = GX

′
i

λ G
Xj
λ (3.17)

The normalized gradient vector GXλ ∈ RM is called Fisher Vector of X. The biggest

advantage of this formulation is that linear classifiers can efficiently learn from this

9In a general classification procedure, the class for a test object can be estimated by minimising,
across classes, an average of the FK distance (which is equivalent to maximize the average of the FK
similarity) from each known member of the given class to the new object.
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representation, since a non-linear kernel machine using KFK as kernel is equivalent

to a linear kernel machine using the FV as feature vector. This is beneficial because

training a linear classifier is way less computationally expensive than training a non-

linear one.

3.2.1.2 Application to Images

Let now X = {xi, i = 1, ..., I}, with every xi ∈ RD, be the local descriptors extracted

from an image (e.g. with CNN). Substituting (3.17) in (3.13) and assuming indepen-

dence between samples10, it is possible to rewrite the FV as:

GXλ =

I∑
i=1

Lλ∇λ log pλ(xi). (3.18)

Under this assumption, the FV coincides with a sum of normalized gradient statistics

computed for each local descriptor. This statistics embed the extracted features in a

higher-dimensional space where, as showed in Figure 1.9, they are more suitable to

be separated by a linear classifier. As already mentioned, we choose the pλ to be a

GMM and we denote its parameters by λ = {wk, µk,Σk} with k = 1, ...,K, where wk

represents the mixture weight of Gaussian k, µk its mean vector and Σk its covariance

matrix. We can now write:

pλ(x) =

K∑
k=1

wkfk(x) (3.19)

where fk denotes the density function of the D-dimensional Gaussian k:

fk(x) =
1

(2π)D/2|Σk|1/2
exp

(
−1

2
(x− µk)′Σ−1k (x− µk)

)
. (3.20)

To actually make sure pλ(x) is a distribution, the following constraints are imposed on

the weights:

∀k : wk ≥ 0 ,

K∑
k=1

wk = 1 (3.21)

In this representation, the matrix Σk is supposed diagonal ∀k11, and we call σ2k the

variance vector, corresponding to the diagonal of Σk. The parameters of the GMM

are estimated on the training set of local descriptors (usually a subset Y of X) using

the Expectation-Maximization (EM) algorithm to optimize the maximum likelihood

criterion. To obtain the expressions of all the normalized gradients we first need to

10Concerning images, this assumption is generally incorrect, but it is possible to deal with it as
explained in the next section on FV normalization.

11This reduces significantly the number of parameters to learn and is usually an acceptable compro-
mise in vision applications. If the data is significantly correlated, it can be beneficial to de-correlate it
by PCA rotation or projection in pre-processing.
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adopt the following re-parametrization:

wk =
exp (αk)∑K
j=1 exp (αj)

(3.22)

and so the new parameter vector is λ = {αk, µk,Σk}. Once set this, we introduce a

quantity called soft assignment of xi to the Gaussian k (or posterior probability):

γi(k) =
wkfk(xi)∑K
j=1wjfj(xi)

(3.23)

It is important to specify that in all this section the operations of division, exponenti-

ation, power or square root of vectors must be considered as term-by-term.

The last remaining step is computing the Cholesky decomposition matrix: Lλ = F
− 1

2
λ .

As shown in Appendix A of [52], under some assumption on γi it is possible to consider

the matrix F diagonal. Taking this into account and after some math calculation we

find the three normalized gradients:

GXαk =
1
√
wk

I∑
i=1

(γi(k)− wk) (3.24)

GXµk =
1
√
wk

I∑
i=1

γi(k)

(
xi − µk
σ2k

)
(3.25)

GXσ2
k

=
1√
2wk

I∑
i=1

γi(k)

[
(xi − µk)2

σ2k
− 1

]
(3.26)

The resulting fisher vector GXλ is just the concatenation of these three normalized

gradients. Note that to avoid the dependence on the sample size, the final FV is

normalized by the coefficient I (in the algorithm 1 this sample size normalization is

already performed in the gradients calculation step): GXλ ←
1
IG

X
λ .

The algorithm presented could also be expressed, and consequently solved, in terms of

the following statistics, with S0
k ∈ R, S1

k ∈ RD and S2
k ∈ RD:

S0
k =

I∑
i=1

γi(k) , S1
k =

I∑
i=1

γi(k)xi , S2
k =

I∑
i=1

γi(k)x2i . (3.27)

3.2.1.3 FV Normalization

The normalization of the FV is a necessary step to obtain good results using a linear

classifier. The methods used in this thesis and proposed by [45] act as follows.

L2-normalization: in image processing can happen that different images contain dif-

ferent amounts of background information. Let’s assume that given an image, its

descriptors X follow a distribution d. Thanks to the law of large numbers and to eq.
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(3.13) we obtain:

1

I
GXλ ≈ ∇λEx∼d log pλ(x) = ∇λ

∫
x
d(x) log pλ(x)dx (3.28)

Suppose it is possible to decompose d in an image-specific part which follows a certain

distribution q, and an image-independent (background) part which follows pλ:

d(x) = ωq(x) + (1− ω)pλ(x) (3.29)

with 0 ≤ ω ≤ 1 representing the proportion of image-specific information inside the

image. If we try to estimate λ maximizing Ex∼d log pλ(x), at least locally and approx-

imately, we can write:

∇λ
∫
x
pλ(x) log pλ(x)dx = ∇λEx∼pλ log pλ(x) ≈ 0 (3.30)

Substituting first eq. (3.29) and then eq. (3.30) in (3.28) we obtain:

1

I
GXλ ≈ ω∇λ

∫
x
q(x) log pλ(x)dx (3.31)

This shows that the background information can be approximately discarded by the

FV. To finally get rid of the dependence on ω we can just apply the L2-normalization

to the FV12. The operation of normalizing the FV could also be interpreted in terms

of changing the kernel in (3.17) as:

K(Xi, Xj) =
K(Xi, Xj)√

K(Xi, Xi)K(Xj , Xj)
(3.32)

Power Normalization: empirically speaking, it has been noticed that the more the

number of Gaussians increases, the fewer descriptors xi are assigned with a significant

probability γi(k) to each Gaussian. This means, in other words, that the fisher vectors

tends to become sparse. Remind that, on L2-normalized vectors, the dot product

coincides with the L2 distance and that this is not a good measure of similarity on

sparse vectors. Let’s then introduce the following transformation:

g(z) = sign(z)|z|p (3.33)

with 0 ≤ p ≤ 1. This function is applied to each dimension of the fisher vectors, right

before the L2-normalization step, in order to reduce the sparsity of the representation.

The value p represents a hyperparameter and is chosen to be equal to 0.5. Because

of this, in this specific case the transformation in (3.33) is also called Signed Square

Rooting.

12Actually this would work normalizing by any Lp-norm. The value p = 2 is justified from the fact
that it is the natural norm associated with the dot product.
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The algorithm to compute the normalized FV - also called Improved Fisher Vector

(IFV) - from the local descriptors is resumed in the algorithm 1.

Algorithm 1: Improved Fisher Vector (IFV) Algorithm

Input:
- GMM parameters: λ = {wk, µk,Σk; k = 1, ...,K}
- Local Image Descriptors: X = {xi}Ii=1 , xi ∈ RD ∀i

Output:
- Normalized Fisher Vector: GXλ ∈ RK(2D+1)

1. Expectation Maximization algorithm for the GMM
- Introduce αk and γi(k), ∀k = 1, ...,K:

wk =
exp (αk)∑K
j=1 exp (αj)

, γi(k) =
wkfk(xi)∑K
j=1wjfj(xi)

- Compute the normalized gradients:

GXαk =
1

I
√
wk

I∑
i=1

(γi(k)− wk)

GXµk =
1

I
√
wk

I∑
i=1

γi(k)

(
xi − µk
σ2k

)

GXσ2
k

=
1

I
√

2wk

I∑
i=1

γi(k)

[
(xi − µk)2

σ2k
− 1

]
- Concatenate all the FV components:

GXλ =
(
GXα1

, ...,GXαK ,G
X
µ1

′
, ...,GXµK

′
,GXσ2

1

′
, ...,GXσ2

K

′)
2. Normalization of the FV

- Signed Square Rooting normalization ∀i = 1, ...,K(2D + 1):

[GXλ ]i ← sign([GXλ ]i)
√
| [GXλ ]i |

- L2-normalization:
GXλ = GXλ

/
||GXλ ||L2
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3.2.2 Bag of Visual Words

In computer vision, the Bag of Visual Words (BoVW) is an encoding technique, first

introduced in [34] and then widely used in many classification problems, where the

(frequency of) occurrence in a vocabulary, of each detected feature, is used for training

a classifier (in this thesis a linear SVM classifier).

To explain how the vocabulary is constructed and how the BoVW works, we first need

to introduce the famous clustering algorithm called K-means.

3.2.2.1 The K-means Algorithm

The K-means algorithm was theoretically introduced in 1956 by H. Steinhaus ([56])

and is still one of the most used and well-performing in unsupervised machine learning

to solve clustering tasks. In short words, the algorithm objective is to partition the

observations and assign each of them to one of K clusters, using a specific association

technique.

Given the set of observations X = {xi, i = 1, ..., I}, with xi ∈ RD ∀i, the algorithm

tries to divide them in K sets, with K obviously smaller than I, called clusters and

indicated as:

S = {S1, ..., SK} (3.34)

Its objective is to minimize, over all the possible sets of clusters S, a quantity called

Within-Cluster Sum of Squares (WCSS) that represents the variance of the clusters

and is defined as:

WCSS (S) =
K∑
k=1

∑
xj∈Sk

||xi − ck ||2 (3.35)

To do that, the algorithm is divided in two essentials steps. In the first one, we initialize

a set of cluster centers or means ck, with k = 1, ...,K, and all the data points are

assigned to the cluster with the nearest center. To evaluate the distance between the

centers and the samples many distances could be used. For completeness, here are

reported just the two most used possibilities13:

Euclidian Distance: d(xi, xj) =

√√√√ D∑
d=1

(
[xi]d − [xj ]d

)2
Manhattan Distance: d(xi, xj) =

D∑
d=1

∣∣∣ [xi]d − [xj ]d

∣∣∣
(3.36)

The distance used in this thesis is the Euclidian one because it tends to give better

clustering performances ([55]).

13With [·]d we indicate the dth element of the vector inside the brackets. This notation is used here
to avoid misunderstandings, since the vector already presents a subscript.
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The next step is the updating of all the K centroids, and this is done as follows:

ck =
1

|Sk|
∑
xi∈Sk

xi , ∀k (3.37)

Once this is done, the algorithm restart the process, reassigning all the samples to the

K clusters in the same way as done in the first step, but using the new found centroids.

It generally stops when no point is reassigned to a cluster that is different from the one

it belonged at the step before. Computationally, this always leads to convergence. To

grafically see an easy 2-dimensional example of how it works, see Figure 3.9.

(a) Starting Point (b) 5th iteration (c) 10th iteration

Figure 3.9: Example (taken from [5]) in 2 dimensions of K-means algorithm, with
K = 3 and random initialization of the centroids. Note how the three centroids change
position during the process.

There exist more than one way to initialize the clusters. The common one for K-

means consists in randomly choosing K samples from the dataset and use them as first

centroids. The algorithm doesn’t always find the global optimum since the result may

depend on the initialization, but thanks to the fact that WCSS is quadratic (and so

positive), at least a local optimum is always reached.

3.2.2.2 Application to Images

Let X = {xi, i = 1, ..., I}, with every xi ∈ RD, be the local descriptors extracted from

an image. As for the FV, the encoder could be applied to any subset of features Y ⊂ X,

but we will keep the already used notation. The objective is to create a vocabulary

C = [c1, ..., cK ] ∈ RD×K , also called codebook (this is equal to the set S of the notation

used in 3.2.2.1), and to assign each local feature xi to its closest visual word14 in the

dictionary. The bag of visual words corresponds to the vector of occurrence counts of

the visual words, i.e. a histogram over the vocabulary C (see Figure 3.10).

14The use of the nomenclature “visual word” derives from the fact that this representation was
originally used in Natural Language Processing (NLP) problems. In the context of image classification,
the so-called words are represented by the image features.
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Figure 3.10: In this image (taken from [1]) it is shown how the BoVW works: first the
features are extracted and then each image is represented as a frequency histogram of
its features. Here the constructed vocabulary has K = 4.

These visual words are obtained during the training step by performing the K-

means clustering algorithm over the local features xi. The centroids ck of the clusters

corresponds to the visual words of the vocabulary and are randomly initialize. Mathe-

matically speaking, the occurrence counts for each cluster are:

bk = #{xi: xi is assigned to ck} (3.38)

The final BoVW of X is aggregated and average pooled as follows:

BX =
(
b1, ..., bK

)
, BX ← 1

I
BX (3.39)

Besides this, all the techniques of post-processing normalization applied afterwards are

the same as the ones described in 3.2.1.3.

Note that the BoVW algorithm assigns just a single visual word to each of the features

descriptors in an image. This is called hard-assignment and it is one of the biggest

differences between the BoVW and the FV encoder. This way to assign samples to

clusters mainly presents two problems:

• Codeword uncertainty: problem of selecting the correct visual word out of two or

more relevant candidates.

• Codeword plausibility: problem of selecting a visual word without a suitable

candidate in the codebook.
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Compared with the soft-assignment used for FV, the hard-assignment does not delivers

the mean information of code words and the shape of their distribution. Even with all

these weaknesses, the BoVW still represents the state-of-the-art in many applications,

e.g. large scale content based image retrieval.

In practice it has been proven ([18]) that for the BoVW the average pooling could

be substituted with the max pooling and that, depending on the problem and on the

normalization used in the post-processing, this could lead to a better performance.

Nevertheless, in this thesis we keep using the first described pooling in order to better

compare the results from the different encoders.

The BoVW general advantages are the invariance to scale and orientation of the image

and the good interpretability of the encoding, while the main disadvantages are that

it ignores the spatial relationships among the local descriptors and that creating the

codebook from large amount of data is generally costly.

The pseudo-code of the BoVW algorithm is shown in alg. 2. Here it is not reported its

post-processing normalization, as for the FV, even if performed in practice.

Algorithm 2: Bag of Visual Words (BoVW) Algorithm

Input:

- Number of clusters: K

- Local Image Descriptors: X = {xi}Ii=1 , xi ∈ RD ∀i

Output:

- Bag of Visual Words: BX ∈ RK

1. K-means Algorithm - Creation of the Codebook:

- Initialization of the clusters centroids ck ∈ RD, ∀k = 1, ...,K

while at least one xi changes cluster do

- Assign each of the xi to its nearest ck, using the Euclidian Distance

- Update the centroids ck of the cluster Sk:

ck =
1

|Sk|
∑
xi∈Sk

xi , ∀k

end

2. BoVW Aggregation

- ∀k, count how many features xi are assigned to its corresponding cluster:

bk = #{xi: xi is assigned to ck}

- Aggregate all the bk in the so-called BoVW of X: BX =
(
b1, ..., bK

)
- Average Pooling of the BoVW: BX = 1

IB
X
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3.2.3 Vector of Locally-Aggregated Descriptors

The Vector of Locally-Aggregated Descriptors (VLAD) is a pooling encoder first intro-

duced in 2010 by H. Jégou et al. ([29]).

The idea behind this technique is the same that exists behind the already explained

FV, but joined with what we showed about the BoVW. Indeed, FV and VLAD are so

similar that the differences between them could be resumed in these two observations:

• Like in BoVW, the local image descriptors are first assigned to their correspond-

ing visual word in the K elements vocabulary, using as quantizer the already

described K-means algorithm (instead of using the GMM as in FV15).

Indeed, the soft-assignment used for the FV (i.e. the posterior probability of each

GMM component), is replaced with the following hard-assignment :

vk =
∑

xi: xi is assigned to ck

(xi − ck) (3.40)

where xi is the input local descriptor and ck its closest visual word in the vo-

cabulary. The final VLAD representation of the image X, indicated with with

VX ∈ RK×D, is the concatenation of the accumulated vectors vk (see [12]):

VX =
(
v1, ..., vK

)
(3.41)

Note that all the vk have the same size, which is equal to the size of the used local

features. Before passing it to the classifier or perform the descriptor normalization

presented in 3.2.1.3, we divide it, as done for the FV and the BoVW, by the sample

size: VX ← 1
IV

X (this is equal to perform the average pooling).

• Considering the FV expressed as in (3.27), we could see VLAD algorithm as a

simplification (or a specific case) of the FV, where the contribution of the 2nd

statistic is not taken into account. This usually leads to a less precise representa-

tion of the local descriptors and, practically speaking, to a weaker classification

performance than the one obtained using FV.

15This is what is generally done in practice, even if theoretically also the GMM could be an option.
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Chapter 4

Proposed Solution

In this chapter it is presented in detail the solution we propose to solve the classification

problem of lung cancer cells images (Figure 4.1).

Figure 4.1: Detailed scheme of the proposed classification process. After cropping the
images, the features are extracted. An encoder is then applied in order to obtain the
vectors of pooled features (we write “FV Pooling” since it is the pooling encoder we
propose to use). Finally, the vectors are passed to a linear SVM to be classified.

We first face the problem of extracting the features training the CNN from scratch.

We constructed our own network, which from now on is called MyNet, taking mainly

as example the AlexNet structure ([31]), but with some modifications. The main differ-

ence between them is that MyNet is shallower and with less parameters to be trained

(AlexNet : ≈ 62 Millions, MyNet : ≈ 1.4 Millions). This is because the more parameters

to train in a network, the more images are needed to obtain good classification results.

In MyNet architecture, we also inserted two dropout layers between the fully-connected

ones. This is done to partially avoid overfitting during the training step. Moreover,

a cost, proportional to the number of samples in each class, is applied to each image

output vector to compute the value of the loss function, which is chosen to be the

so-called log-loss.
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Figure 4.2: Images pre-processing when training MyNet from scratch and when fine-
tuning VGG-m parameters. The first consists in augmenting the input image, the
second one is the subtraction of the average training image.

The structure of MyNet is explained in details in table 4.1 and its training architec-

ture is shown in Figure 4.3. Note that we set the input image size equal to 256× 256,

with 3 input channels (RGB format), to make the network more suitable for our dataset.

Right before training, we subtract to each image the average of all the training images

in the dataset (see Figure 4.2). This is done to normalize the input data and should

be able to remove their “bias”.

Figure 4.3: MyNet architecture used during training.

Once MyNet is trained, we use it to extract features. Before doing that, we crop

the input images, circumscribing a rectangle around each cell, in order to remove the

useless white background. Then, the features are extracted from the 9th layer (4th

convolutional one) of the network and hence, for each image, we obtain 64 feature maps.

Once the features are extracted, the three different pooling encoders are applied one

at a time and their outcome is then used to separately train the linear SVM classifier.

The whole process (see Figure 4.1), starting from the training of the network, is then

performed again on the augmented dataset. Due to the scarce amount of data, the

described procedure returns poor results and so we try to use a different approach.
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The local descriptors are then obtained using transfer learning. This should allow

the network to extract good features even without a great amount of data. In our work

we do that exploiting two different pre-trained networks: the already mentioned AlexNet

and VGG-m ([17]). These two networks are not very different between each other, both

in terms of depth (5 convolutional layers and 3 fully-connected ones) and types of layers,

but VGG-m generates more features maps in the last convolutional layers, and hence

presents slightly more parameters (≈ 100 Millions). Both the networks were originally

trained on ImageNet, an enormous visual database containing more than 14 millions

images grouped in more or less 20 thousands non-overlapping classes. The structures of

these two networks are respectively shown in 4.2 and 4.3. Again, before extracting the

images features, we crop the images to remove useless information. For both networks,

the features are extracted after the 13th layer (5th convolutional one), when we want to

apply a pooling encoder, and after the 19th (before the last fully-connected layer) when

no encoder is used. When extracting from the 9th layer using AlexNet, the feature maps

are 256 for each image, while when using VGG-m network they are 512. These features,

with respect to the ones extracted using MyNet, are more precise and detailed (see the

difference between their feature maps in Chapter 5), since they are obtained from a

deeper convolutional layer. The classification results obtained extracting features with

transfer learning overtake the ones of the previous method, both with and without

using data augmentation on the training set.

What we propose next is to improve again this results fine-tuning the parameters of

the pre-trained networks. Note that the networks have to be adapted when re-trained

during fine-tuning, changing the last fully-connected layer’s output dimension in order

to make it classify into 4 classes instead of 1000. This is not necessary when the pre-

trained networks are used directly to extract features. Anyway, we decide to fine-tune

just the VGG-m network since, as it has more parameters, we expect it to perform

better than AlexNet. The training architecture of VGG-m is shown in Fig. 4.4, while

we do not report the AlexNet one since its parameters are not fine-tuned.

Figure 4.4: VGG-m architecture used during training. Note that the las fully connected
layer outputs only 4 classes and not 1000, as it is in its original framework.
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Also in this case, when calculating the loss, we decide to apply a cost to the images

in order to reduce the imbalanced classes effect. We choose to optimize the parameters

from the 9th to the last layer of the network, which in practice consists in adjusting the

network weights of the last three convolutional layers and all the fully-connected ones,

and freeze the first eight ones setting to 0 their parameters learning rate. This choice

is purely empirical: we did not have enough computational power to fine-tune all the

network layers’ parameters, or even perform tests on how many layers would be ideal

to adapt on our dataset. This is, in fact, something that we aim to discover in some

further analysis. As we did with MyNet, before re-training the VGG-m, we remove the

“bias” from the input images (see again Figure 4.2) subtracting the average image of

the original training set the network was trained on (i.e. ImageNet). We could have

subtracted the average of our specific training set but, since it is significantly smaller

than ImageNet, we choose not to use it. After re-training the network, the process

of extraction, pooling and classification with the linear SVM is performed exactly as

before (Fig. 4.1).
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Layer Type Input Size Output Size Support Stride Pad

1 Convolution 256× 256× 3 63× 63× 32 8× 8 4 0

2 ReLU – – 1× 1 1 0

3 Max-Pool 63× 63× 32 31× 31× 32 3× 3 2 0

4 Convolution 31× 31× 32 27× 27× 64 5× 5 1 0

5 ReLU – – 1× 1 1 0

6 Max-Pool 27× 27× 64 13× 13× 64 3× 3 2 0

7 Convolution 13× 13× 64 13× 13× 128 3× 3 1 1

8 ReLU – – 1× 1 1 0

9 Convolution 13× 13× 128 13× 13× 64 3× 3 1 1

10 ReLU – – 1× 1 1 0

11 Max-Pool 13× 13× 64 6× 6× 64 3× 3 2 0

12 Fully-Connected 6× 6× 64 1× 1× 500 6× 6 1 0

13 ReLU – – 1× 1 1 0

14 Dropout – – 1× 1 1 0

15 Fully-Connected 1× 1× 500 1× 1× 100 1× 1 1 0

16 ReLU – – 1× 1 1 0

17 Dropout – – 1× 1 1 0

18 Fully-Connected 1× 1× 100 1× 1× 4 1× 1 1 0

19 Softmax Loss – – 1× 1 1 0

Table 4.1: MyNet architecture. The separation line between the 9th and 10th layers
indicates where we extract the image features before applying the encoders.
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Layer Type Input Size Output Size Support Stride Pad

1 Convolution 227× 227× 3 55× 55× 96 11× 11 4 0

2 ReLU – – 1× 1 1 0

3 Normalization – – 1× 1 1 0

4 Max-Pool 55× 55× 96 27× 27× 96 3× 3 2 0

5 Convolution 27× 27× 96 27× 27× 256 5× 5 1 2

6 ReLU – – 1× 1 1 0

7 Normalization – – 1× 1 1 0

8 Max-Pool 27× 27× 256 13× 13× 256 3× 3 2 0

9 Convolution 13× 13× 256 13× 13× 384 3× 3 1 1

10 ReLU – – 1× 1 1 0

11 Convolution 13× 13× 384 13× 13× 384 3× 3 1 1

12 ReLU – – 1× 1 1 0

13 Convolution 13× 13× 384 13× 13× 256 3× 3 1 1

14 ReLU – – 1× 1 1 0

15 Max-Pool 13× 13× 256 6× 6× 256 3× 3 2 0

16 Fully-Connected 6× 6× 256 1× 1× 4096 6× 6 1 0

17 ReLU – – 1× 1 1 0

18 Fully-Connected 1× 1× 4096 1× 1× 4096 1× 1 1 0

19 ReLU – – 1× 1 1 0

20 Fully-Connected 1× 1× 4096 1× 1× 1000 1× 1 1 0

21 Softmax Loss – – 1× 1 1 0

Table 4.2: AlexNet architecture. The separation line between the 13th and 14th layers
indicates where we extract the image features before applying the encoders.
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Layer Type Input Size Output Size Support Stride Pad

1 Convolution 224× 224× 3 109× 109× 96 7× 7 2 0

2 ReLU – – 1× 1 1 0

3 Normalization – – 1× 1 1 0

4 Max-Pool 109× 109× 96 54× 54× 96 3× 3 2 0

5 Convolution 54× 54× 96 26× 26× 256 5× 5 2 1

6 ReLU – – 1× 1 1 0

7 Normalization – – 1× 1 1 0

8 Max-Pool 26× 26× 256 13× 13× 256 3× 3 2 0

9 Convolution 13× 13× 256 13× 13× 512 3× 3 1 1

10 ReLU – – 1× 1 1 0

11 Convolution 13× 13× 512 13× 13× 512 3× 3 1 1

12 ReLU – – 1× 1 1 0

13 Convolution 13× 13× 512 13× 13× 512 3× 3 1 1

14 ReLU – – 1× 1 1 0

15 Max-Pool 13× 13× 512 6× 6× 512 3× 3 2 0

16 Fully-Connected 6× 6× 512 1× 1× 4096 6× 6 1 0

17 ReLU – – 1× 1 1 0

18 Fully-Connected 1× 1× 4096 1× 1× 4096 1× 1 1 0

19 ReLU – – 1× 1 1 0

20 Fully-Connected 1× 1× 4096 1× 1× 1000 1× 1 1 0

21 Softmax Loss – – 1× 1 1 0

Table 4.3: VGG-m architecture. The separation line between the 13th and 14th layers
indicates where we extract the image features before applying the encoders.
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Chapter 5

Experiments

In this chapter, other than presenting the dataset, we show the classification results

obtained applying to our set of images the learning techniques as explained in Chapter 4.

The same experiment is carried out more than one time, changing just the train and test

set, in order to have a more general point of view on our algorithm performances and to

see how much they depend on the images chosen for training. For the sake of simplicity,

we just reported the best results for each experiment. The code1 is implemented using a

MATLAB toolbox called MatConvNet (see [61]). This collection of functions develops a

clever way to use convolutional neural networks, pooling encoders and many classifiers

like SVM. In the world of computer vision (in particular image understanding) this

toolbox essentially exploit the open source library VLFeat ([60]).

5.1 Dataset

The dataset2 consists of 5277 lung cells images divided in four imbalanced classes:

• Adenocarcinoma (529 images): Non-Small Cell Lung Cancer (NSCLC), usually

occur at the outer edges of the lung.

• Epidermoid Carcinoma (484 images): Non-Small Cell Lung Cancer (NSCLC),

they are more prevalent in men and arises in the lining of the large air passage-

ways, or bronchi.

• Negative (692 images): cells where the tumor is not present.

• OAT-cell Carcinoma (3572 images): Small Cell Lung Cancer (SCLC), smaller

than normal cells, they barely present any cytoplasm. This is the more aggressive

type of lung cancer; compared with NSCLC, OAT-cells have a shorter doubling

time, higher growth fraction, and earlier development of metastases.

1The “skeleton” of the code takes a page out from the already cited article “Deep Filter Banks for
Texture Recognition, Description and Segmentation” ([19]).

2Kindly offered by the professor Konradin Metze and his research group, Department of Pathological
Anatomy, Faculty of Medical Sciences, University of Campinas, Brazil.
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One example for each type of cell is showed in Figure 5.1.

The images are retrieved by digitalizing brush cytologic preparations obtained from 132

untreated patients. This is done using the Hematoxylin and Eosin (H&E) stain, one of

the techniques most widely used in histology to make diagnosis. The resulting images

are collected with a spatial resolution of 0.1 µm/pixel (1.25 numerical aperture, 100 ×
oil immersion), as explained in [7]. Tumor and normal epithelial cells were identified

independently by two trained pathologists and only the ones with concordant diagnosis

were included in this study. The final result consists in 256× 256, RGB, ’.bmp’ format

images with luminance levels ranging between 0 and 255.

(a) Adenocarcinoma (b) Epid. Carcinoma (c) Negative (d) OAT-cell

Figure 5.1: Examples of lung cells for each class in the dataset.

To divide the train and test set, we assigned to every image an integer extracted

from a Discrete Uniform Distribution between 1, 2 and 3. If the number assigned is

equal to 3 we set the corresponding image to the test set, otherwise to the train one.

Since in this work we use different versions of the dataset, we give now their description

and the respective notations adopted:

• “lung” dataset: it is the already described dataset, i.e. the original one.

• “aug lung” dataset: to create this dataset, an offline data augmentation is per-

formed. In particular, for each lung cell image in the training set we create 5 more

augmented images applying a random rotation in the angles range of [−π
2 ,+

π
2 ]

and a random reflection (performed with probability 0.5) both in the horizontal

and vertical direction. Some transformations, like rescaling or gaussian noise, are

not taken into account because of the cells structure, and others, like shifting,

because they wouldn’t add any useful information. We choose to not augment

the test set.

• “ad-vs-ep lung” dataset: this dataset is made up of only two classes, Adenocarci-

noma and Epidermoid Carcinoma.

• “oat-vs-all lung” dataset: this dataset is constructed in order to have just two

classes. The first is the OAT-cells one and the second is the union of all images

in the other three classes.
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5.2 Experiment 01

Here are analyzed all the described techniques on both the original dataset “lung” and

the augmented dataset “aug lung”.

Training from Scratch

We start showing in Figure 5.2 the behaviour of the loss function with respect to

the training epochs (just for “aug lung” dataset, since it’s the most significative one).

The results are obtained using a batch size of 256 and a learning rate which decreases

logarithmically with the epochs between 10−4 and 10−6.

Figure 5.2: Loss Function: log-loss, the value continues to decrease but without any
evident improvement.

Even if it’s not very significative, since we will then use the SVM to finally classify

the images, the behaviour of the loss function gives us information on the network

ability to learn the important features of our images. After 100 epochs the objective is

still decreasing, but the improvement is so slow that we decide to stop. Once MyNet

is trained, we use it to extract the images features, which are then pooled and used to

train the linear SVM classifier. To have an idea of how the extracted features look like,

see one of the corresponding feature maps of a generic cell in Figure 5.3.

Figure 5.3: Feature map of a random chosen cell extracted after 9th layer of MyNet.
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The obtained performances are shown in table 5.1, where we set 64 clusters for

VLAD and FV, and 4096 for BovW. To respectively obtain the GMM parameters for

FV and the visual words vocabulary for BoVW and VLAD, we use a subset of 1000

training images.

BovW VLAD FV

Train Test Train Test Train Test

lung 91.9 50.6 36.5 28.7 95.0 56.5

aug lung 72.7 54.9 77.0 60.6 82.7 64.0

Table 5.1: Train and test mAP values (in %) when extracting features with MyNet.

We do not present the final results of the classification using no pooling encoder on

the extracted features because the SVM was completely not able to interpret them and

hence to correctly classify the images. The test performance of the algorithm improves

in all the three cases applying data augmentation. The decreasing of the training

mAP is instead a sign that we are succeeding in reducing overfitting. The results

obtained using BoVW are acceptable, even if not impressive, while the ones obtained

with VLAD are somewhat significative only with respect to the augmented dataset,

but actually forgivable on the original one. The best classification results are obtained

using “aug lung” and FV as encoder (64.0%). Concerning this case, for completeness

we also show in Figure 5.4 the APs for each class and in Figure 5.5 the respective train

and test confusion matrices (which would not be significative without the AP values

since the dataset is imbalanced).

Figure 5.4: MyNet trained from scratch. APs of the four classes using FV encoder.
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(a) Train Confusion Matrix (b) Test Confusion Matrix

Figure 5.5: 5.5a: total acc = 81.1%. 5.5b: total acc = 66.0%.

Transfer Learning

Here, to extract the important features from the input images, we use both AlexNet

and VGG-m. See in Figure 5.6 an example of the feature maps for both networks.

Looking carefully at the feature maps, it is possible to see that they present more

detailed patterns than the one shown in Figure 5.3, which makes us expect a higher

classification performance since they can identify more precise patterns in the images.

This happens because the features extracted from the two pre-trained networks are

obtained from a deeper layer than the one used to extract them from MyNet.

(a) AlexNet (b) VGG-m

Figure 5.6: Feature maps of a random chosen cell extracted after 13th layer of AlexNet
(5.6a) and VGG-m (5.6b).

The hyperparameters used in this experiment framework are the same as for the

network trained from scratch: 1000 images respectively to train and create the 64 GMM

parameters for FV and the 4096 visual words vocabulary for BoVW and VLAD. The

classification results obtained with the two pre-trained networks are showed in 5.2 when

using AlexNet and in 5.3 when using VGG-m.
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No Enc. BovW VLAD FV

Train Test Train Test Train Test Train Test

lung 78.1 62.8 86.9 56.3 90.1 64.5 92.6 64.9

aug lung 72.6 63.3 74.7 58.7 86.0 69.4 88.7 69.8

Table 5.2: Train and test mAP values (in %) when extracting features with AlexNet.

No Enc. BovW VLAD FV

Train Test Train Test Train Test Train Test

lung 76.4 62.9 88.8 56.3 93.1 63.7 95.0 65.4

aug lung 72.0 65.6 76.2 58.7 87.8 68.5 90.0 69.8

Table 5.3: Train and test mAP values (in %) when extracting features with VGG-m.

In all the above cases, the features are extracted at the 13th layer of the networks,

except for the case where no encoder is used, in which they are extracted at the 19th one,

right before the last fully-connected layer. In this scenario, the first two fully-connected

layers of the network are interpretable as a pooling encoder that transforms the features

before passing them to the linear SVM. The results are very similar between the two

networks and the differences could actually be due to random choices, like the 1000 im-

ages used for training the GMM parameters and the visual words vocabulary. Anyway,

transfer learning overtakes training from scratch, both with and without data aug-

mentation. The difference is that the performance of the network trained from scratch

improves much more with data augmentation than the pre-trained networks do because

transfer learning already helps reducing overfitting. The FV with data augmentation

remains the encoder giving the best performances (AlexNet : 69.6%, VGG-m: 69.8%).

We show, for this last case, the resulting APs for both networks in Figure 5.7.

(a) APs when using AlexNet (b) APs when using VGG-m

Figure 5.7: APs of the four classes using FV.
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Even if we already reached some good results, we try to improve them fine-tuning

the parameters of the pre-trained networks. Since the two networks performances are

very similar, we do that just for the VGG-m. We freeze the first 8 layers of the network,

setting their parameters learning rate to 0, while we train just the other ones. Their

learning rate is set to decrease with the epochs from 10−3 to 10−4 and the batch size for

the update with the gradient descent is set to 256. The behaviour of the loss function

during the tuning of the parameters, when using the augmented dataset, is shown in

Figure 5.8.

Figure 5.8: Loss Function: log-loss, the value continues to decrease for training, but
stops and starts oscillating for test.

We fine-tuned the parameters for 10 epochs, but we stopped since after the 5th one

it seems that the network starts overfitting. This is clear because the training value of

the loss keeps decreasing while the test one starts growing back. Once the network is

re-trained, both for the original and the augmented data, the classification is performed

extracting features from the same layers and setting the same parameters as before.

Since the FV already proved to be the highest performing encoder, we do not report

the final mAPs for BovW and VLAD. We also show the classification results when no

encoder is applied just to see if fine-tuning all the FC layers can, in some way, improve

the performance of this classification structure (see table 5.4).

No Enc. FV

Train Test Train Test

lung 62.9 51.6 94.9 63.6

aug lung 69.9 63.5 89.8 70.4

Table 5.4: Train and test mAP values (in %) when extracting features with VGG-m
fine-tuned from the 9th layer to the last one.
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As expected, the performance obtained fine-tuning the VGG-m network is the best

among all the others (70.4%). We show respectively in Figure 5.9 and Figure 5.10

the APs and the confusion matrices of this experiment. Unfortunately, the gain in

mAP with respect to the standard transfer learning is exiguous. The fact is that the

techniques used until now are already set to reduce a lot the overfitting of the network

on training data and, because of that, the improvement due to fine-tuning is barely

noticeable.

Figure 5.9: VGG-m fine-tuned. APs of the four classes using FV encoder.

(a) Train Confusion Matrix (b) Test Confusion Matrix

Figure 5.10: 5.10a: total acc = 89.5%. 5.10b: total acc = 69.5%.

Something that is important to underline is that we put a lot of attention in pa-

rameters fine-tuning since the use of FV is computationally much more expansive than

directly using fully-connected layers. This happens because the FV needs first to ini-

tialize and train the requested GMM parameters and, secondly, because its pooled

86



representation of the features is generally dense and hence, when working with big

local descriptors, the computing time really represents a limit.

5.3 Experiment 02

This experiment does not aim to prove the efficiency of the proposed methods, but

rather tries to highlight other doubts related to the dataset. The first one concerns

the original reason why the imbalanced dataset. The class of OAT-cells contains much

more images than other classes because, when the data was collected, the objective

was finding an algorithm being able to differentiate between this class and all the oth-

ers. This is why we created the “oat-vs-all lung” dataset and we test our classification

methods on it. The second reason derives from an analysis a posteriori on the outcomes

we obtained in section 5.2. From the test APs of those experiments it was clear that

the worst results of our classification algorithm were obtained when trying to detect the

attributes of cells in the first two classes: Adenocarcinoma and Epidermoid Carcinoma.

We identified the two main causes of this inability: (1) these are the two classes with

less samples in the dataset, and hence our algorithm struggles to learn which are the

main characteristics of these two types of cell; (2) they really are very similar in color,

shape and especially size of the tumor (as explained in section 5.1, they both belong to

the Non-Small Cell Lung Cancer family). Hence, we create the “ad-vs-ep lung” dataset

in order to test our classification algorithm just on these two classes.

This experiment is performed extracting image features with pre-trained VGG-m net-

work without fine-tuning its parameters and using only the FV encoder, since it has

already proven to be the best one. We also perform the classification algorithm ap-

plying data augmentation on both the described dataset as it was applied on “lung”

in the first experiment. We call the two augmented dataset “aug oat-vs-all lung” and

“aug ad-vs-ep lung”, respectively. As before, we use a subset of 1000 training images

to create the 64 GMM parameters3. The results are shown in tab. 5.5.

FV

Train Test

oat-vs-all lung 96.7 89.9

aug oat-vs-all lung 95.6 92.3

ad-vs-ep lung 96.9 72.0

aug ad-vs-ep lung 96.3 77.8

Table 5.5: Train and test mAP values (in %) when extracting features with VGG-m.
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The results are better than expected. Note that, as it happened before, the two

experiments are improved by applying data augmentation, both reducing overfitting

and increasing the test mAP (aug oat-vs-all lung mAP: 92.3%, aug ad-vs-ep lung mAP:

77.8%). The APs for the classification on the two augmented dataset are shown in

Figure 5.11.

(a) APs of classification on aug oat-vs-all lung (b) APs of classification on aug ad-vs-ep lung

Figure 5.11: APs for the two augmented dataset using FV.

Looking at the results on the first dataset we can say that our algorithm is almost

completely capable of identifying the differences between the two classes and hence

to properly classify them. This is probably due to the fact that, treating as a single

class the three low-represented ones, we partially reduce the imbalanced classes effect.

Moreover, joining these three classes we are implicitly putting together the images most

difficult to distinguish. Concerning the second set of data, the results still do not reach

outstanding performances, always because the scarce amount of data, but at least they

are acceptable considering the fact that the two classes in the dataset are the most

similar and, as a consequence, the most difficult to correctly classify.

3Actually, when we are classifying “ad-vs-ep lung”, the total images are 1013. Since the training
and the test images are assigned as explained in 5.1, the training set will contain less than 1000 images.
This is the only case where to train the GMM parameters it is used the whole training set and not
some randomly selected subset.
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Conclusions

By performing classification of lung cancer cell images, using Convolutional Neural

Networks as feature extractor and a linear Support Vector Machine as classifier, this

work showed that the Fisher Vector pooling leads to excellent results, even better than

using none or other types of state-of-the-art encoders. As expected, the transfer learning

approach quite overtook the trained from scratch network’s results. The performance

of this framework has been improved by applying data augmentation at first, and

fine-tuning the parameters of the pre-trained network then. Even if we saw a slight

improvement in the results using these two techniques, we did not succeed in completely

overcome the scarce amount of collected data, which indeed represents the biggest limit

in this research. Despite this, our research was primarily able to prove the FV’s ability

of pooling the features extracted from lung cancer cell images in order to make them

much more informative for a linear SVM classifier and, secondly, that applying transfer

learning with data augmentation and parameters fine-tuning really helps to reduce

overfitting. In particular, we think that parameters fine-tuning is an efficient technique

to apply when using transfer learning and the target dataset is very different from the

one used to originally train the network. Because of this, we think that this technique

should be taken into account for further works. Besides that, we believe that the

presented learning structure can be considered a valid option in solving medical image

classification tasks when a huge amount of training data is not available.
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