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A B S T R A C T

The forthcoming second quantum revolution is expected to revolutionize the way in
which the information is processed and transmitted. As a matter of fact, by controlling
and manipulating purely quantum states we will achieve for instance the realization
of fast and efficient quantum computers, capable of solving problems which are now
considered intractable. Moreover, the use of quantum carriers will allow us both to
communicate in a secure way and to measure the world around us with an enhanced
sensitivity. In this regard, quantum photonics could play an important role, thanks to
the peculiar properties of photons, which make them perfect candidates for the imple-
mentation of quantum systems, and to the recent advances achieved in the realization
of compact and stable photonic integrated circuits. Nevertheless, before obtaining use-
ful realizations with relevant effects in our everyday life, several issues should be
addressed, first of all the possibility to scale up the complexity of the fabricated quan-
tum devices. For this reason, part of the research in the quantum photonics field is
currently focused on providing intermediate results, which can be seen as milestones
in the road towards the realization of large-scale, fault-tolerant quantum systems. In
this framework, the microfabrication of photonic circuits by femtosecond laser writing
is a valuable tool, thanks to its versatility. This platform allows in fact the realization
in transparent materials, like glass and crystals, of the main components of a complex
photonic circuit, such as optical waveguides, tunable interferometers and integrated
polarization optics, without the need of clean-room facilities and lithographic masks,
thus providing a fast prototyping of circuits with innovative designs and properties.

In this thesis work we present the femtosecond laser writing of several photonic
circuits for different applications in the field of quantum photonics, including the val-
idation of waveguides for space-based optical communications, the realization of scal-
able photonic processors for quantum computing, and the fabrication of a device for
quantum metrology. Despite their diversity, these works share some common features,
such as the reconfigurability and the three-dimensionality of the fabricated circuits,
both provided by the unique capabilities of femtosecond laser writing, and the effort
towards the implementation of experiments employing a large number of photons. In
this respect, we also present the optimization of a quantum dot single photon source,
which can be interfaced with the circuits fabricated with this technology for further
scaling the complexity of the performed experiments.
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Part I

B A C K G R O U N D

The first part of this thesis is devoted to give to the reader a general back-
ground, useful for a better understanding of the experimental work that
will follow. In detail, Chapter 1 will describe the main advances that could
be provided by quantum technologies, and quantum photonics in particu-
lar, with a focus on the fields of quantum computing, communication and
metrology. Chapter 2 will provide instead a description of femtosecond
laser waveguide writing, the fabrication technique used in the experimen-
tal part of this thesis, with an illustration of its most useful features for the
development of photonic integrated quantum devices.





1
P H O T O N I C Q U A N T U M

T E C H N O L O G I E S

1.1 the second quantum revolution

The understanding of the nanometric world and its counterintuitive laws was at the
basis of some of the most important technological advances occurred in the last cen-
tury. For instance, the whole field of nanotechnologies and all its products, such as
computers and smartphones, originated from the peculiar non classical properties of
semiconductors, while the wave-particle duality was at the basis of the invention of the
laser and all its applications in the field of photonics. Because of its importance, this
tremendous scientific progress is sometimes referred to as First Quantum Revolution.

During the XXI century, a further technological improvement is expected to occur,
driven by new emerging quantum technologies. This Second Quantum Revolution will
take advantage of purely quantum phenomena like quantum superposition, entangle-
ment and teleportation, and promises to be as disruptive as the first one if a high effi-
ciency an reliability in the generation and manipulation of quantum states is achieved
[1]. Quantum technologies are expected to revolutionize several fields, enabling faster
computations [2], secure communications [3] and more sensitive measurements [4]. For
achieving this goal, in the recent years several governments and research institutions
have funded programs and projects addressing the main technological challenges. For
instance, the European Union in 2016 started the Quantum Technologies Flagship, a
1 billion € research program with a duration of 10 years [5], and similar investments
have been promoted by US [6], China [7] and also private companies such as Google
[8], IBM [9] and Microsoft [10].

There are several problems that researchers need to solve in order to achieve useful
implementations. Quantum states are quite fragile, and even the slightest interaction
with the environment could destroy their coherence [11]. For this reason, a quantum
device should be protected against any possible error, for instance by proper isolation
from the surrounding, or by the implementation of error correction techniques [12].
Moreover, to achieve a useful operation, a quantum device should be able to employ
thousands or even million of quantum states, therefore scalability is another issue
which needs to be addressed.

Among the main platforms [13] that have been proposed for the development of
quantum technologies, quantum photonics is one of the most promising. Photons are

3
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indeed robust to noise and unwanted interactions with the surrounding, thus requir-
ing less strict protection techniques. Moreover, they are well-suited for fast and efficient
communications, and can be easily manipulated with linear optical elements such as
beam splitters and delay lines [14]. With regard to the scalability issue, quantum pho-
tonics could benefit from the expertise acquired in the last years in the development
of photonic integrated circuits [15], which would provide the miniaturization and sta-
bility required in useful quantum devices.

The road for the development of quantum technologies able to outperform classical
ones is still long, and it is not clear yet whether only one platform will be able to
stand out or hybrid approaches will be preferred. Therefore, for providing a broader
background, the following discussion will not be limited to photonic implementations,
which are of interest for this thesis, but the other most promising platforms will be
considered as well.

1.2 quantum computing and simulations

1.2.1 The Qubit

The basic idea of quantum information is to replace the classical bit with the quantum
bit, or qubit [16]. While a classical bit can assume only two values, 0 and 1, a qubit lies
in a quantum superposition of the two states |0〉 and |1〉, with complex amplitudes
equal to α and β:

|ψ〉 = α |0〉+ β |1〉 =
(

α

β

)
, with α, β ∈ C. (1.1)

As long as the qubit is not measured, and in general does not interact with the environ-
ment, the superposition is preserved. However, once measured, the system wavefunc-
tion collapses on one of the two eigenstates |0〉 and |1〉, respectively with probability
|α|2 and |β|2.

The superposition state can be graphically visualized as a vector in the Bloch sphere
(Fig. 1.1), if we consider without loss of generality α = cos (θ/2) and β = e iφ sin (θ/2).
In this representation, for instance, a state in equal superposition between the two
eigenstates lies on the equator, and all the pure states lie on the sphere surface.

As in classical computing, for useful application it is necessary to act on a qubit
by means of universal gates [17], which in quantum information are represented by
unitary operations. For example, it is possible to define the NOT gate as

NOT =

(
0 1

1 0

)
. (1.2)

Its application allows to negate a qubit by switching α with β, thus converting the state
|1〉 to |0〉 and vice versa. Other notable one-qubit gates are the Z gate, which allows to
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Figure 1.1: Bloch sphere representation of a qubit. θ and φ are the polar and azimuthal angles,
while |ψ〉 is the generic qubit. The two eigenstates |0〉 and |1〉 are the north and south poles
respectively.

flip the phase of the state, and the Hadamard gate, which creates superposition from
an eigenstate [18]:

H =
1√
2

(
1 1

1 −1

)
. (1.3)

In general any one-qubit gate implements a rotation in the Bloch sphere: for instance,
the application of H to |0〉 rotates the state from the north pole to one point of the
equator.

For achieving universal computation, conditional gates are necessary as well, in
order to change the state of a qubit depending on the state of another one. This can be
done by means of two-qubit gates, which enable the interaction between two different
qubits. It can be demonstrated that universality can be reached by means of only one
two-qubit gate and a complete set of one-qubit gates, i.e. a set allowing an arbitrary
state to reach any position in the Bloch sphere [19]. An example of two-qubit operation
acting on the state |ψ2〉 = α |00〉+ β |01〉+γ |10〉+ δ |11〉 is the controlled-not or CNOT
gate:

CNOT =
1√
2


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 , (1.4)

which flips the state of the second bit if the first one is |1〉, and leaves it unaltered if
the first bit is in |0〉.

1.2.1.1 Physical implementations

Any physical system which can be in a quantum superposition of two levels is in
theory a good candidate for the realization of a qubit. However, in order to achieve
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Figure 1.2: Superconducting qubits. a) Representation of the anharmonic potential, energy
eigenfunctions and eigenvalues of a superconducting qubit (transmon), composed of a Joseph-
son junction connected to a capacitor. Image taken from [21]. b) Superconducting quantum
processor built by IBM and composed of seven supeconducting qubits. The resonators for con-
trol/readout and for the interaction between the qubits are highlighted. Adapted from [22].

functioning and useful quantum computers, many other requirements should be sat-
isfied. These are resumed in the DiVincenzo’s criteria, proposed in 2000 by David P.
DiVincenzo [20]:

1. The physical system should be scalable and based on well-defined qubits, i.e.
qubits with only two possible eigenstates;

2. It should be possible to initialize the state of the qubits;
3. The qubit coherence time should be longer than the time required for the gate

operation;
4. The physical system should provide a way to implement universal quantum

gates;
5. It should be possible to measure the qubit in a reliable way.

It is difficult to find a physical system satisfying all the criteria at the same time in
a straightforward way. This is why many technological platforms have been proposed
for the implementation of a quantum computer, with their own advantages and disad-
vantages. In the following paragraphs some of the most advanced and promising are
reported.

superconducting qubits The superconducting qubits are based on the idea
that the quantum description of an oscillatory LC circuit is formally equivalent to
the problem of a mechanical harmonic oscillator, presenting a parabolic potential and
quantized energy levels which can be used as eigenstates of a qubit [23]. However,
standard LC oscillators would slowly dissipate the stored energy by Joule effect, being
the resistance of their elements non negligible. To solve this issue, superconducting
materials have been proposed for their realization. Moreover, a harmonic oscillator is
not a good candidate for a qubit, since the equal spacing of the energy levels does not
allow to clearly address only two of them, thus violating the first DiVincenzo’s crite-
rion. In order to add anharmonicity to the potential (Fig. 1.2.a) and obtain unevenly
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Figure 1.3: Scheme of a qubit based on trapped 43Ca+ ions. The ions are trapped by a com-
bined action of DC and RF electrodes, and are prepared to the ground state by laser cooling.
Microwave electrodes or laser beams are used for control and readout. From [32].

spaced levels, it was proposed to introduce in the circuit one or more Josephson junc-
tions [24], which are thin insulating layers that the flowing Cooper pairs can overcome
by quantum tunneling.

Superconducting qubits can be excited and measured by means of microwave res-
onators working in the GHz regime, and with similar transmission lines it is possible
to pairwise connect different qubits (Fig. 1.2.b), thus allowing two-qubit operations in
few tens of ns [25]. Moreover, they can take advantage of the existing microfabrication
processes, nevertheless the scalability of the number of qubits remains a challenge.

trapped ions Ions represent good qubit candidates, since they have many un-
evenly spaced energy states that can be used as |0〉 and |1〉. The most used implemen-
tations exploit either two hyperfine levels of the ground state (hyperfine qubit), or the
ground and one of the excited states (optical qubit) [26]. For providing a stable control
of the qubits, the ions are trapped by means of electrical and magnetic fields: in partic-
ular, RF electrodes are needed, since DC fields would not be sufficient for the purpose
[27]. The qubit preparation is performed with a combination of laser-based Doppler
cooling and resolved sideband cooling down to few mK [28], in order to set the ion
to the motional ground state, followed by optical pumping. Control and readout can
be implemented by resonant microwave excitation in case of hyperfine qubits [29], or
laser excitation in case of an optical one [30]. In particular, the readout is performed by
measuring the fluorescence emission after resonant excitation, since generally only one
of the two states decays radiatively [31]. A typical setup for trapping and controlling
ions is represented in Fig. 1.3.

The realization of two or more qubit gates is quite straightforward, since ions collec-
tively interact by Coulomb forces. Therefore, no additional connections are required,
moreover the implementable operations are not limited to pairwise interactions. Al-
ready in 2003 the physical realization of a CNOT gate with this technology was re-
ported [33]. The other advantage of this platform is represented by the long coherence
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Figure 1.4: Possible encodings for a photonic qubit. a) Single-rail encoding: the photon is
present or not present in the spatial mode b) Dual-rail encoding: the photon is either in one or
the other spatial mode. c) Polarization encoding: the photon is either horizontally or vertically
polarized.

times, which can be of the order of seconds or even more [34] in ultra-high vacuum
conditions, thus providing reliable operations. However, also in this case the scalability
of the system represents an issue, since it becomes challenging to preserve the high
fidelity in many qubits systems [35].

photons Single photons provide several two-level systems for qubit encoding,
with straightforward single-qubit gates and without decoherence problems, due to
their weak interaction with the environment [36]. The simplest way to do that is by
using the |0〉 and |1〉 Fock states [37], which represent the absence or presence of a
photon in a spatial mode of a photonic circuit (Fig. 1.4.a). However, this encoding is
not robust against photon losses, therefore other approaches are more common. The
first one consists in using two different spatial modes or time bins as the two levels
of the qubit, choices which are respectively referred to as dual-rail (Fig. 1.4.b) and
time-bin encoding [14, 38]. These are good ways of encoding information, since a
photon can be transferred in a quantum superposition of the two levels by a beam
splitter or a Mach-Zehnder interferometer, whose transformation is equivalent to a
Hadamard gate with an additional phase term [39]. Another possibility is to use the
polarization encoding, which exploits the two possible orthogonal polarization states
that a photon can have, such as |H〉 and |V〉 (Fig. 1.4.c) or |R〉 and |L〉. In this case,
the quantum superposition can be achieved by using half and quarter-waveplates [40].
Other approaches for implementing optical qubits do not involve single photons but
other quantum states of light, such as squeezed states [41].

The weak interaction between photons is however one of the main limitation for
the realization of two-qubit gates and therefore for universal quantum computation.
As a matter of fact, strong nonlinearities would be necessary for making the state of
one photon dependent on the state of another one, much stronger than the ones cur-
rently available in standard nonlinear materials [42]. This problem was partially solved
when in 2000 Knill, Laflamme and Milburn proposed a protocol [43] for the imple-
mentation of two-qubit gates without the need of nonlinear elements, but employing
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only single-photon sources, linear optical circuits and single-photon detectors. In par-
ticular, this scheme involves additional ancilla photons and postselection to provide
probabilistic gates, thus exploiting projective measurements to induce the nonlinear-
ity which is needed for making the photons interact. After this proposal, two-qubit
gates schemes were demonstrated experimentally with good fidelity [44]. The main
challenge remains however the probabilistic nature of this protocol, thus making it
difficult to scale: nevertheless, efforts are being made in the scientific community to
obtain nearly-deterministic operation [45].

1.2.1.2 Advantages of a quantum computer

The interest towards the implementation of a quantum computer was born in 1994,
when Shor proposed an efficient quantum algorithm to factorize large numbers [46], a
problem whose complexity scales exponentially for a classical computer and whose so-
lution can require in some cases a time longer than the age of the universe. From that
moment, many applications were identified that would benefit from quantum com-
puting. The main conjecture is that quantum computers will not completely replace
their classical counterpart in everyday tasks, but will be mainly used for exponentially
hard problems. Moreover, it is still under debate whether they will be able to effi-
ciently solve "very hard" problems, such as NP-complete ones, though they will still
be probably faster in finding approximate solutions [47]. Nevertheless, this does not
limit the number or the importance of the possible applications of quantum computing.
First, all the optimization [48] and research [49] problems would benefit a substantial
speed-up. Then, a quantum computer is well-suited for simulating a complex quan-
tum system, such as an ensemble of hundreds of atoms and molecules, whose simula-
tion becomes quickly intractable classically due to the high number of interactions to
consider. Quantum simulators would be therefore disruptive for fields like nanotech-
nologies [50], quantum chemistry [50] and condensed-matter physics [51]. As a final
examples we cite quantum machine learning and artificial intelligence [52], which is
attracting investments from companies such as Google and Rigetti Computing [53].

1.2.2 Linear Optical Quantum Computing

As aforementioned, the development of linear optical quantum computing (LOQC)
based on the KLM protocol requires three elements as building blocks: low loss lin-
ear optical circuits, deterministic single photon sources and efficient single photon
detectors. In the following, we will revise their main requirements and possible imple-
mentations.
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1.2.2.1 Universal photonic processors

The action of any photonic linear circuit can be associated to an operator U, which can
be seen as the relation between the creation operators of the M output modes (a†

out)
and the ones of the N input modes (a†

in):

a†
out = U · a†

in. (1.5)

The inverse idea, i.e. whether to an arbitrary transformation is always associated
an implementable circuit, is not so trivial. The problem was addressed in 1994 by
Reck et al., who provided for the first time the proof that a reconfigurable N × N
linear photonic circuit with a suited geometry is able to implement any arbitrary linear
unitary N× N transformation, thus being considerable a universal photonic processor
[54]. Such a photonic circuit is based on the repetition of a 2 × 2 unit cell, that is
composed by a phase shift on one of the two spatial modes followed by a lossless
beam splitter with a tunable reflectivity (Fig. 1.5.a). This elementary circuit is able to
realize any arbitrary transformation of U(2) [55], with matrix

U2×2 =

(
e iθ cos φ − sin φ

e iθ sin φ cos φ

)
, (1.6)

where cos φ = r and sin φ = t are respectively the tunable reflection and transmission
coefficients of the beam splitter (r2 + t2 = 1), and where θ is the phase shift. A universal
linear photonic circuit can be then built as a mesh of this U(2) element in such a way
that it can be associated to the operator

UN×N = D ·
(

∏
(m,n)

Tm,n(θ, φ)

)
, (1.7)

where D is a diagonal matrix whose elements are global phase shifts, and where the
Tm,n(θ, φ) are the matrices associated to the action of only the (m, n) unit cell, which
operates on a 2-dimensional subset of the N-dimensional Hilbert space:

Tm,n(θ, φ) =



1 0 . . . . . . . . . 0

0
. . .

...
... e iθ cos φ − sin φ

...
... e iθ sin φ cos φ

...
...

. . . 0

0 . . . . . . . . . 0 1


. (1.8)

By applying a decomposition method involving a step-by-step nulling of some ele-
ments of the matrix in Eq. (1.7), Reck et al. were able to demonstrate that the triangular
mesh presented in Fig. 1.5.a can act as a universal multiport interferometer, provided
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Figure 1.5: a) Reck scheme for a reconfigurable universal photonic processor. The circuit is a
mesh of tunable beam splitters and phase shifters, which are arranged in a triangular configu-
ration. b) Example of a six-modes Clements interferometer.

that it is possible to fully reconfigure all the phase shifts and all the splitting ratios of
the beam splitters.

In 2016, Clements et al. proposed an improved version of the circuit [56], replac-
ing in particular the triangular mesh with a square one (Fig. 1.5.b). This new design
provides mainly two advantages over the one proposed by Reck, mostly concerning
its experimental realizations. First, it is a symmetric circuit, and this makes it more
loss-tolerant, since all the spatial modes are equally affected by possible losses intro-
duced by non-ideal beam splitters. Then, despite using the same N(N − 1)/2 number
of beam splitters, it is more compact, thus providing lower propagation losses and a
higher scalability.

Both circuits can be also used to implement N ×M non-unitary transformations, at
the cost of increasing their dimensions [57], and can consider realistic lossy circuits as
well by adding a scaling factor.

physical implementations Both Reck and Clements schemes have been
used for experimental demonstrations of universal processing in photonic integrated
circuits, which as already stated are preferred to bulk implementations since they pro-
vide the scalability needed for the manipulation of many qubits. In particular, the
easiest way to implement in integrated optics a tunable beam splitter, required as
building block in both configurations, is to exploit a Mach-Zehnder interferometer
with two 50:50 directional couplers and a reconfigurable phase shifter φ (Fig. 1.6.a),
which provides a tunable reflectivity R = sin2 (φ/2).

In order to induce a phase shift in the waveguides, thermo-optic [58] and electro-
optic [59] phase shifters are widely used, depending on the material. They exploit
the dependence of the waveguide refractive index on temperature or applied voltage,
respectively, allowing to change the propagation constant β of the guided light [60].
In the recent years, reconfigurable universal photonic circuits were implemented with
several technological platforms, such as silicon [61, 62], silica-on-silicon [63], and sili-
con nitride [64].
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The state of the art in this respect is represented by the 12-modes universal quantum
photonic processor (Fig. 1.6.c) by the Dutch company QuiX [65]. The device, fabricated
in Si3N4 and designed to guide light at 1550 nm, is composed by 66 MZIs with 156
thermal phase shifters disposed in the Clements configuration. The circuit proved to
be able to implement arbitrary transformations, both with classical and quantum light,
with an average fidelity of about 90% (Fig. 1.6.d). Despite the remarkable number
of modes achieved, the possibility to further scale the circuit operation is currently
affected by two factors. The first is represented by the quite high losses. As a matter
of fact, the device shows overall insertion losses of 5 dB, where 0.8 are attributed to
propagation losses and the remaining to coupling losses, 2.1 dB per facet. The latter
value can in particular be explained by the high confinement of the SiN waveguides,
which if on the one hand allows to reduce the radius of curvature and increase the
compactness of the circuit, on the other hand causes a large mismatch between the
guided mode and the mode of a standard optical fiber. The second issue is represented
by the power consumption. In particular, for implementing a π-shift, a voltage of about
10 V should be applied to every phase shifter, with an average dissipated power of
385 mW per element. It is quite understandable therefore that a careful heat dissipation
must be considered when the circuit is working with all the shifters actuated.

Figure 1.6: Examples of integrated reconfigurable quantum photonic linear circuits. a) A beam
splitter with a variable reflectivity can be obtained by an MZI built with two balanced di-
rectional couplers and a controllable phase shifter, which is used to tune the power splitting
between the two waveguides. Adapted from [58]. b) 6-modes universal linear circuit proposed
in [63] based on the Reck scheme. c) Picture showing the optical and electrical connections of
the 12-modes photonic processor by QuiX. d) Graphs comparing the theoretical and experi-
mental operations performed by the QuiX processor (random permutation, Pauli X-gate and
switching matrix respectively). Both c) and d) are taken from [65].
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1.2.2.2 Single photon sources

The efficient generation of single photons with high purity and indistinguishability
(see Appendix A) is one of the main requirement for the implementation of LOQC.
Currently, the most used way to generate them is by spontaneous parametric down-
conversion (SPDC) [66]. This process exploits the nonlinear χ(2) of some crystals, such
as β-barium-borate (BBO) and bismuth-borate (BiBO), to convert a pump photon into a
pair of signal and idler photons, whose wavelengths and directions satisfy the energy
and momentum conservation (Fig. 1.7.a). This technique enables the generation of
single photons with very high quality [67], and provides also the possibility to emit
pairs of photons entangled in several degrees of freedom, such as polarization [68]
and frequency [69]. However, being based on a probabilistic process, it does not allow
to generate photons efficiently. Different improvements were proposed in literature,
like efficient heralding schemes [70] and the integration of sources directly in optical
waveguides [71, 72] to increase the coupling efficiency. Nevertheless, the probabilistic
nature of the process remains an issue for the realization of a scalable single photon
source, and this is also true for other alternative non-deterministic techniques such as
spontaneous four-wave mixing (SFWM) in χ(3) materials [73].

A way to obtain deterministic on-demand single photon generation is by employing
physical systems which naturally act as single photon emitters upon optical or electri-
cal excitation, such as trapped atoms [74], trapped ions [75], and solid-state emitters
[76]. Among the latter, semiconductor quantum dots (QDs), which are strain-induced
nanometric islands in semiconductor materials like InGaAs [77], provide outstanding
performances in terms of brightness, purity and indistinguishability [78], and can be
integrated in photonic circuits (Fig. 1.7.b) for increasing the extraction efficiency [79].
The main challenge is however to achieve indistinguishable parallel emissions from
different samples, which would allow to implement a scalable source of N photons.
Nevertheless some improvements are under investigation, like the possibility to tune
their emission properties [80] for increasing their indistinguishability. In alternative,
a single source can be used for generating N photons by employing demultiplexing
techniques [81], at the cost of reducing the emission rate by at least a factor of N .

1.2.2.3 Single photon detectors

A system built with efficient single photon emitters and a lossless optical circuit would
not be used to its full potential without efficient photon detectors. In particular, among
the main requirements for an ideal detector we list a high detection efficiency η, which
is the probability to detect a photon when it impinges on the sensitive area; a low dead
time τd, i.e. the time the detector needs to recover its original state after a detection; a
low time jitter τj, which is the width of the output signal; and finally a low dark count
rate Cd, i.e the number of false detections per second [82].

Avalanche photodiodes (APDs) working in Geiger mode, also called single-photon
avalanche diodes (SPADs), are currently the preferred choice. They exploit avalanche
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Figure 1.7: Examples of single photon sources and detectors. a) Generation of a single-photon
pair by SPDC. A pump photon (p) is converted in a nonlinear crystal in two daughter photons,
signal (s) and idler (i). The frequencies and the momenta of the three photons satisfy the
conservation laws. From [88]. b) Excitation of a quantum dot coupled to a photonic crystal
waveguide for efficient single photon generation. From [89]. c) Working principle of SNSPDs.
A bias current slightly lower than the critical one is applied to the supercondicting detectors.
When a photon is absorbed, a hotspot is generated and the superconductivity is locally broken,
causing a sudden increase of the resistance and a detectable voltage spike. From [85].

processes subsequent to the absorption of light to amplify the generated electrical
signal, in such a way that the latter can be measured even when triggered by only
one photon. They enable detection in both visible and NIR spectra depending on the
material (Si and InGaAs respectively), with low time jitters (∼ 50 ps) and good dark
counts [83]. However, they are limited in detection efficiency, reaching in the best cases
η ∼ 65%, with lower values for telecom wavelengths. Moreover, their dead time is in
the order of tens of ns [84], thus limiting the maximum repetition rates to few MHz.

Better performances in terms of efficiency (η ∼ 80− 90%), dead time (few ns) and
dark counts (few Hz) are provided by superconducting nanowire single-photon de-
tectors (SNSPSs) [85]. These devices work close to critical conditions, so that even the
absorption of the energy carried by one single photon can temporarily destroy their
superconductive state (Fig. 1.7.c). However, their main limitation is currently the ne-
cessity to operate at cryogenic temperature, which requires complex setups and could
be a disadvantage for their integration in reconfigurable photonic circuits, since these
mainly use thermal shifters [86]. Nevertheless, there have been promising demonstra-
tions of SNSPDs integrated in passive circuits [87].
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1.2.3 Quantum supremacy in the NISQ era

In 2018, John Preskill defined the current and the next years as the noisy intermediate-
scale quantum (NISQ) era [90]. This expression includes the quantum technologies that
will be available in the near future, in particular quantum processors that will manip-
ulate up to a few hundreds of qubits with noisy gates and without reliable quantum
error correction algorithms, thus not being able to efficiently protect the quantum
states from losses and decoherence. In the meanwhile, classical computers will keep
improving their performances, both in terms of hardware and efficiency of the im-
plemented algorithms [91]. In this framework, it will be challenging to implement a
universal quantum computer capable of outperforming or even being comparable to a
classical one.

A more feasible milestone is to prove the so-called quantum computational supremacy,
i.e. the advantage that a quantum computer would provide in solving specific prob-
lems that cannot even be approximated by any classical algorithm [92]. In this respect,
the interest towards sampling problems for demonstrating quantum advantage has in-
creased over the years [93]. This kind of problems consists in sampling, exactly or even
approximately, a string composed by n qubits from a specific probability distribution.
Sampling tasks are preferred to other problems, such as factoring and decision ones,
since they can be implemented without the need of a fault-tolerant universal quantum
computer [94], thus representing an appropriate choice for NISQ technologies. More-
over, it is strongly believed that classical algorithms able to efficiently solve or even
approximate them cannot exist, since this would imply the collapse of the polynomial
hierarchy [95].

The first claim of quantum supremacy was reported in 2019 by Google researchers
[96]. By using their Sycamore processor (Fig. 1.8.a-b), composed of 53 superconducting
transmon qubits, they were able to efficiently take, in about 200 seconds, 1 million sam-
ples from the output distribution of a pseudo-random quantum circuit, a task that they
claimed to be achievable in about 10,000 years by the most performing classical super-
computer. After some time, however, IBM researchers claimed that the same problem
could be solved on a supercomputer in few days by using an optimized classical al-
gorithm [97], thus reducing the advantage achieved by the quantum calculation. This
argument shows that it is not so trivial to demonstrate a quantum advantage at the
moment, since the quantum computations should be compared with the best classical
algorithms for a fair evaluation.

In 2020, quantum supremacy also with photons was reported [98], based still on
a sampling problem called gaussian boson sampling (GBS) [99]. In particular, in the
experiment the researchers were able to sample the output distribution of an optical
bulk interferometer (Fig. 1.8.c-d), fed with 50 single-mode squeezed vacuum states,
with a sampling rate they claimed to be 1014 times faster than any state-of-the-art
supercomputer could achieve. The setup was then improved the following year, ob-
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Figure 1.8: Quantum supremacy with superconducting qubits and photons. a) Scheme of the
Sycamore quantum processor by Google. The gray crosses represent the 53 working qubits
(the white qubit was not operational), while the squares are the couplers used to implement
the two-qubits gates. b) Picture of the Sycamore chip. c) Scheme of the GBS setup, where the
sources, the optical network and the detectors are represented. The inset shows a sketch of the
bulk interferometer, built by gluing together small pieces of glass acting as beam splitters. d)
Picture of the GBS setup. Images a) and b) are from [96], c) and d) from [98].

taining samples with up to 113 photons and thus further enlarging the Hilbert space
the system operates in [100].

Due to its importance in the field of quantum photonics, the boson sampling prob-
lem will be addressed more in detail in the next section, by providing a theoretical
background and some additional examples of experimental implementations.

1.2.3.1 Boson sampling with photons

Boson sampling (BS) was proposed by Aaronson and Arkhipov as a way to exper-
imentally prove the speed-up provided by quantum computation without the need
of a universal, fault-tolerant quantum processor [101]. The problem consists in sam-
pling from the output distribution of n indistinguishable bosons which interfere in a
randomly chosen linear network, described by an m-modes unitary U, with m > n.

If we define as |S〉 = |s1s2...sm〉 the input state vector and as |T〉 = |t1t2...tm〉 the
output state, we have that the probability of transition from a specific state |S〉 to |T〉
is [102]

P[S→ T] =
|perm(US,T)|2
s1!...sm!t1!...tm!

, (1.9)
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with US,T an n-dimensional submatrix of U, obtained by repeating si times its i-th
column and tj times its j-th row, and with perm(US,T) its permanent 1. The compu-
tation of the permanent of a matrix is known to be not efficient classically, being a
#P-hard problem [103]. In fact, the best classical algorithm for its calculation requires
O(n2n) steps, so the boson sampling problem becomes classically intractable for al-
ready n ∼ 50− 100 [104]. Instead, it can be naturally solved by employing photons
that propagate in an optical random linear network. For this purpose, three elements
are needed:

• Single photon sources for the generation of the n photons. Each of the m modes
should contain either zero or one photon, since having more of them in the same
mode could make the permanent computation easier.

• An m-modes photonic interferometer associated to a Haar-random [105] unitary
operator U. The randomness is required for avoiding any particular structure
that could be exploited by a classical algorithm.

• Single photon detectors at every output of the interferometer to sample the out-
put distribution.

Moreover, since currently the most used detectors do not have photon-counting capa-
bilities [106], it is required m ∼ O(n2): in this particular case the output modes will
have indeed a very low probability of containing more than one photon, due to the
bosonic birthday paradox in Haar-random unitary matrices [107].

physical implementations The first implementations of BS with photons
[109–111] exploited SPDC sources pumped with high intensity lasers, since in this way
it is possible to generate from a single nonlinear crystal two or more pairs of indistin-
guishable photons (Fig. 1.9.a). Though with this technique it was possible to obtain
quantum interference of up to four photons, this approach is not scalable to higher
modes, since it becomes exponentially less efficient. To solve this issue, different im-
provements were reported, using integrated sources [112] or spatially demultiplexed
QD sources [113, 114] to improve the generation probability and the coupling with the
interferometer. Moreover, two more efficient variants of the original boson sampling

1 The permanent of a matrix B is defined as [103]

perm(B) = ∑
σ∈Sn

n

∏
i=1

bi,σ(i) ,

and the algorithm for its calculation is basically equivalent to the one used for calculating the determinant,
with the difference of replacing the negative signs with the positive ones:

perm


a b c

d e f

g h i

 = a · (ei + f h) + b · (di + f g) + c · (dh + eg).
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Figure 1.9: Physical implementations of boson sampling with photons. a) Scheme for boson
sampling presented in [108]. A single SPDC source is pumped with an intensity suited for the
simultaneous emission of two pairs of photons (1). The photons are then injected in an interfer-
ometer performing a Haar-random unitary transformation. Two possible implementations are
represented: a network of cascaded beam splitters with random reflectivities (2), and random
quantum walks based on continuously-coupled waveguide arrays (3). The output distribution
is then sampled by using single-photon detectors (4) connected to a coincidence electronics.
Adapted from [108]. b) Scheme for scattershot boson sampling experiment. Multiple nonlinear
crystal are weakly pumped to generate no more than a photon pair each: one of the photons is
used for heralding, the other is injected in the photonic circuit. c) Implementation of gaussian
boson sampling. Single-mode squeezed states are generated by nonlinear crystals and used as
inputs of the interferometer. Both b) and c) are from [102].

problem were proposed. In the first one, called scattershot boson sampling (SBS) [115],
k SPDC sources are used at the same time, pumped with low intensities to have only
one pair generation per crystal. Of the two emitted photons, one is used to herald the
emission of the other, which is injected in the linear network (Fig. 1.9.b). If k > n, this
approach provides a higher probability of injecting n photons in the circuit, at the cost
of having the inputs chosen uniformly at random. With this approach, up to n = 12
photons were reported [116]. The second variant of BS is the aforementioned gaussian
boson sampling (GBS), which uses single-mode squeezed states (Fig. 1.9.c) instead of
Fock states, with a further advantage in photon generation probability [99].

Despite quantum supremacy with photons was obtained with bulk optical elements,
a more scalable approach is for sure represented by employing integrated photonics,
which can provide the required miniaturization and reconfigurability. In literature, the
majority of the BS implementations used either fiber splitters [113] or integrated cir-
cuits fabricated with different platforms, such as femtosecond laser writing [110, 117],
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SiO2 [63], silicon [118] and silicon nitride [108]. To achieve the randomness required
in the implementation of the optical network, the main realizations involved the ran-
dom reconfiguration of a universal circuit based on Reck or Clements schemes, such
as [63], or non-universal layouts based either on directional couplers with random
reflectivities or on random continuously-coupled waveguide arrays (Fig. 1.9.a). The
latter proposals, relaxing the universality requirement, have the advantage of being
more compact and requiring easier fabrication processes. However, they enable the
implementation of only one Haar-random transformation.

As a final remark, we note that losses of photonic circuits are an issue to address
also in this case, since they limit the scalability of the number of photons and modes
that can be used in BS. Indeed, if one photon has a probability p < 1 of reaching a
detector after propagation in a lossy optical network, then the probability of detecting
n photons scales as pn, reaching very low values already for a small value of n if p is
not high enough.

1.2.4 Quantum computing and neural networks

There are some tasks, such as pattern recognition, decision-making and adaptive con-
trol, in which our brains can easily outperform any current supercomputer, with the
further advantage of being much more efficient in terms of dimensions and power
consumption [119]. After all, despite the non-deterministic nature of the neural links
and the lower speed at which the information is transmitted, the biological brains
can benefit both from the redundancy and the high parallelization of the connections
among neurons, which are continuously rearranged during the learning process [120].
For this reason, the idea of implementing artificial neural networks (ANN) mimicking
the biological ones was proposed in the 1940’s [121] by McCulloch and Pitts. From
that proposal, researchers showed an increasing interest in this field and, thanks to the
technological advances achieved in the last two decades, now we can see applications
of neural networks in our everyday life [122–124].

In order to perform more complex tasks, further technological advances are needed,
enabling the required parallelization of the computations and the close connections
among the several "artificial neurons". In this respect, the field could benefit from
the improvement provided by quantum computing and the realization of quantum
neural networks (QNN), which would exploit the advantages provided by quantum
superposition and quantum parallelism for a substantial speed-up both of the learn-
ing process and of the performed tasks [125]. If on the one hand the merging of the
two fields would allow to obtain quantum-enhanced neural networks, on the other
hand it would make it possible to apply the paradigms of artificial intelligence in the
simulation and analysis of purely quantum data [126].
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1.2.4.1 Principles of neural networks

In a biological neural network, the neurons are linked to each other with variable con-
nections, whose strength is weighted by complex chemical processes in the synapses.
The plasticity of the connections is actually what gives to the brain the capability of
learning, and is therefore at the basis of memory. Moreover, the output of every neu-
ron is related to the input signals it receives from the other ones in a non-linear way,
usually involving a threshold [127].

The model proposed in [121] for the realization of an artificial neuron, called percep-
tron, takes into account these aspects. In its simplest form (Fig. 1.10.a), the output yk of
the k-th neuron is the result of a nonlinear function f (·) applied to the sum of a bias
bk and the input signals xi received from the other neurons, which are weighted with
different weights wki:

yk = f
(

∑
i

wkixi + bk

)
, (1.10)

with f (·) which is often the step function f (u) = θ(u) or a sigmoid function such as
f (u) = 1/(1 + e−au). According to this model, the neuron will fire if ∑i wkixi > θth

and its output will be received by other neurons, otherwise will remain at rest.
The training of the network is based on the adjustment of the weights wki, in order

to strengthen the connections among neurons that were useful during a particular
task, and suppress the not used ones. In particular, both supervised and unsupervised
learning are possible [128]. In the first case, the network is provided with a series of
inputs, and the weights, initially chosen randomly, are adjusted in every iteration in
order to make the output of the whole network as close as possible to the desired one:

wki(t + 1) = wki(t) + η(dk − yk)xi, (1.11)

with η the learning coefficient (0 < η < 1), and dk the desired output of the k-th
neuron. Unsupervised learning, instead, includes only unlabeled data without suited
outputs, and during the training the neural network finds patterns in the data without
human intervention.

1.2.4.2 The idea of a quantum neural network

The idea behind the implementation of a quantum neural network is to replace the
classical signals with quantum states endowed with a modulus and a phase [125]. In
this respect, for fully exploiting the enhancement provided by the quantum regime, the
neural network should receive quantum signals as input, process them via a combina-
tion of linear and nonlinear operations, and provide as well quantum states as output.
The quantum neurons should be connected among each other by complex weights ŵki,
in such a way that the output of the k-th neuron can be expressed, in analogy with Eq.
(1.10), as [129]

|yk〉 = F̂
(

∑
i

ŵki |ki〉
)

. (1.12)
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Figure 1.10: a) Scheme of an artificial neuron, which receives weighted input signals xi by other
neurons and, after processing them via an activation function f , provides other neurons with
its output. b) Possible implementation of a quantum neural network in a photonic linear circuit
accepting Fock states as input It should be noted that in this case the network is composed
both by linear and nonlinear elements. From [134].

However, a critical difference between classical and quantum proposals is the train-
ing of the network. In fact, every learning procedure, in particular the supervised one,
consists in comparing in each iteration the output of the linear network with a suited
one, and then adjust the weights accordingly. Therefore, a measurement should be
performed on the output state of the neuron, thus destroying the quantum superposi-
tion. Moreover, the nonlinear activation of a quantum neuron based on the inputs it
receives from the other ones could be challenging to implement experimentally [130].
Though there are several proposals addressing the main issues [131–133], a clear im-
plementation of a quantum neural network has not stood out yet.

photonic implementation Since the proposal of quantum neural networks,
it was clear that photonics could represent a good platform for their implementation
[135], since the same features useful for quantum computation could be exploited also
in this field. For instance, it could be possible to use propagating photons as signals
between neurons, and encode the quantum information in the polarization or path
degrees of freedom, as occurring for a qubit.

In this framework, the weights ŵki are 2× 2 operators in the (|0〉 , |1〉) basis, and
they can be physically implemented by means of beam splitters, phase shifters and
tunable attenuators, the latter for controlling the strength of the neural connections.
For obtaining a trainable quantum photonic neural network (Fig. 1.10.b), however,
some nonlinear elements are needed as well [134], and this is the main challenge
that the field should overcome, together with the scalability of the system as it is in
quantum computing in general.
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1.3 quantum communications

Quantum technologies are expected to revolutionize the field of communications by
increasing both the security and the speed of the transmissions. For instance, by em-
ploying dense coding protocols [136], it could be possible to use the transmission of
entangled qubits for increasing the capacity of the communication channels, and there-
fore the bit rate. Moreover, the advanced protocols of quantum cryptography could be
used to obtain secure transmissions where an eventual eavesdropping could be clearly
detected [137], with possible applications in fields like e-commerce, privacy manage-
ment and military communications.

The transfer of qubits is important also for quantum computing, since in a complex
architecture the several element composing a quantum computer, such as quantum
processors, quantum memories and quantum sensors, should be able to interact and
exchange information encoded in quantum states [138].

Regardless of their possible application, one of the main requirements of quantum
carriers is to transfer information with high fidelity and low decoherence. Therefore,
in this regard photons represent probably the most promising implementation, thanks
to their long coherence times and negligible interaction with the environment.

1.3.1 The quest for a secure communication

The need of encrypting information in order to have secure communications is quite
old, and can be dated back to Greeks and Romans. The idea behind almost any imple-
mentation of classical cryptography is that the two parts that would like to exchange a
private message, called traditionally Alice and Bob, should both cipher and decipher
it by using a common key known only by them. In this way, even in the case and ex-
ternal eavesdropper, Eve, is able somehow to obtain the message, she will not be able
to understand it.

In principle, a theoretically secure communication could be achieved by using the
one-time-pad (OTP) protocol [139], which states that Alice and Bob should use, for
every message, a new random key of the same length of the message itself. In this
case, however, the speed at which the actual message can be transmitted would be
halved, since half of the channel capacity would be dedicated to the distribution of
the key. Moreover, it would still be necessary to exchange the key on a secure channel
for avoiding any man-in-the-middle attack. A secure key distribution, however, is dif-
ficult to achieve, and this is an issue for all the protocols implementing a symmetric
cryptography, in which the key is the same for encryption and decryption [140]. For
this reason, currently the most used and secure protocols are based on asymmetric or
public-key cryptography [141], which takes into account the existence of two different
keys, one public and one private. In this framework, when Bob wants to receive an
encrypted message from Alice, he publishes the public key that she should use to ci-
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pher the message. Once the encrypted message is received by Bob, he can decrypt the
message by using his private key, which is known to no one, not even to Alice.

Asymmetric cryptography relies on some particular functions [142] whose output
is easy to compute once known the input, but which are computationally hard to
invert given their output2. The most common cryptographic protocols use classically
hard problems, such as the factorization of large numbers or the calculation of discrete
logarithms, to guarantee their security, since a decryption of the exchanged message
without knowing the key would require an exponentially increasing amount of time
and resources [143]. In this respect, it was already explained in Sect. 1.2.1.2 that in 1994

Shor proposed an algorithm implementable on a quantum computer for efficiently
factorizing large numbers [46], therefore the construction of a large scale quantum
computer could put at risk all the current cryptographic protocols.

For overcoming this problem, two main solutions have been proposed. The first one
is to improve the public-key protocols for making them unbreakable by a quantum
computer, creating an actual post-quantum cryptography [144]. This approach would
be easily implementable with the current infrastructure, and there have been already
some demonstrations in this respect [145]. The second approach would be an improve-
ment of the infrastructure itself based on transmission of quantum states, which would
allow for example to safely distribute private keys [146]. It is likely that the two ap-
proaches will be combined, in order to take advantages from both of them.

1.3.2 Quantum key distribution

Quantum key distribution (QKD) is probably the most known implementation of se-
cure communications based on quantum mechanics. It provides a safe way for Alice
and Bob to exchange a common key, in such a way that they can use it both for en-
cryption and decryption without the risk of being eavesdropped [147]. Notably, if the
key is composed by a sequence of qubit, also in the event that Eve was able to obtain
it, she would not be able to copy it due to the no-cloning theorem, which states that it
is impossible to replicate an arbitrarily unknown quantum state [148]. Therefore, the
only way Eve can get the key is by measuring the original one, which should then be
put back in the communication channel to be received by Bob. In this case, however,
if Alice and Bob confront the sent and received keys, they will observe some anoma-
lies and so realize that an eavesdropping has occurred. At this point, they can simply
discard the distributed key and perform a second exchange.

In QKD, only the key is encoded in quantum states, since once the key is securely ex-
changed it is possible to classically transmit the message by using symmetric protocols,
like the aforementioned one-time-pad. Moreover, the quantumness of the transmission
implies that only real-time eavesdroppings are possible, since the key is destroyed

2 To be more precise, the theoretical existence of the class of one-way functions is still a conjecture, since it
is related to the P = NP problem. Therefore, cryptographic protocols can currently employ only problems
approximating them.
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when Bob measures it. However, for the success of QKD, Eve should not be able to re-
place one of the two parties, and this can be achieved by authenticated channel, which
can also be classical since in this case they can provide already a good level of security
[149].

1.3.2.1 The BB84 protocol

The most known protocol for QKD was proposed in 1984 by Bennett and Brassard,
and goes under the name of BB84 [150]. According to this scheme, Alice can send
the common key to Bob in a safe way by using single, indistinguishable photons. In
particular, the protocol starts with Alice generating a sequence of N random classical
bits. For every bit, she has the possibility to encode it in one of two uncorrelated po-
larization bases of the corresponding photon, which can be (|H〉 , |V〉) and (|+〉 , |−〉),
obtaining the relations in table 1.1. It should be noted that the choice of encoding for
every bit should be random as well.

Basis choice Bit value Final qubit state
(|H〉 , |V〉) 0 |H〉
(|H〉 , |V〉) 1 |V〉
(|+〉 , |−〉) 0 |−〉
(|+〉 , |−〉) 1 |+〉

Table 1.1: Correspondence between the bits and their encoding, depending on the chosen basis.

At this point, the photons are sent to Bob, who measures their states without know-
ing Alice’s encoding, so he must choose randomly between the two bases. Therefore,
he has a probability of 50% of choosing the same basis as Alice, and in this case he
will retrieve the correct bit value, while if he chooses the other basis he will have the
same probability of measuring the correct or the wrong bit. This uncertainty is re-
moved when, at the end of the transmission, they publish on a classical channel their
bases choices. In this way, they can discard the qubits whose measurement occurred
in the wrong basis, while they can keep the others, which will compose the so-called
sifted key. In order to understand if an eavesdropping occurred, Alice and Bob should
publish a portion of the remaining sequence and measure its quantum bit error rate
(QBER), which is the rate of qubits received in the wrong state. If the QBER is low
and in agreement with the channel noise, no one hacked the transmission and so they
can use the remaining bits as their key. However, if Eve broke into the channel and
performed some measurements on the key, re-sending it to Bob afterwords, the QBER
will be inevitably higher. Indeed, like Bob, Eve has to choose randomly the basis, and
this translates in a probability of measuring the wrong state 25% of the times. There-
fore, in this case Bob has a significant probability of measuring the wrong bit even
when he chooses the correct basis.
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Figure 1.11: Satellite-to-ground quantum key distribution with the Micius satellite [158]. a) The
Micius satellite, orbiting ar around 500 km, is able to exchange photons with ground instru-
mentation by means of optical telescopes. b) Scheme of the decoy-QKD transmitter present
in the satellite. In particular, attenuated laser light at 850 nm is injected in a BB84 setup, and
then sent out by a Cassegrain telescope. The output beam can be aligned by means of a gimbal
mirror. c) Scheme of the receiver in the ground station. The photons collected by the telescope
are sent to a BB84 decoder for their projective measurement. From [158].

1.3.2.2 Experimental implementations

One of the first experimental demonstrations of QKD was proposed by Bennett himself
in 1992 [151] by using attenuated polarized light3 propagating in free-space for 32.5
cm. From that proposal, several improvements in regard of the length of the channel
have been reported [153], mainly by employing optical fibers [154] which allow to
scale up the dimensions of the network. For instance, in 2015 a collaboration between
the University of Geneva and Corning Inc. enabled the creation of a 307 km long
secure channel [155], with demonstration of QKD with a secret key rate of 12.7 kbps
over 104 km, which degraded to 3.18 bps over the whole 307 km network. Moreover,
QKD has already been used in some selected everyday life applications, as the 2007

Swiss elections [156] or the long-term security of Chinese industries and banks [157],
and some commercial solutions are available on the market by companies such as ID
Quantique and MagiQ Technologies, Inc.

Despite the remarkable results, however, QKD over fiber networks is not easily scal-
able, due to the non negligible propagation losses of optical fibers which affect both
the bit rate and the length of the secure channel [159]. If in classical communications
losses can be compensated with the use of signal amplifiers, this is not the case for
quantum ones, due to the no-cloning theorem. Moreover, the technology that would

3 For simplifying the experimental implementation, a common choice is to use faint laser light instead of
single photon sources. However, since in this case the communication could be attacked by exploiting
the non purity of the states, some improvements have been proposed, like the use of decoy states [152].
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allow to have useful quantum repeaters in quantum networks [160] is still in its infancy,
with only laboratory realizations. For this reason, a promising way for implementing
QKD over long distances is the use of satellites in space. This solution would in fact
allow to overcome the propagation losses in optical fibers, since due to the air rar-
efaction the effective thickness of the atmosphere is of only about 10 km [161], so its
absorption is almost negligible. In this respect, the state of the art is represented by
the QUESS (Quantum Experiments at Space Scale) project [158], whose main result
was the launch in 2016 of the Micius satellite, orbiting at an altitude of around 500 km.
With it, researchers were already able to implement decoy-QKD over 1200 km, a value
that was further increased to 7600 km the following year, when the satellite was used
for exchanging the first quantum secure video call between the Chinese and Austrian
Academies of Science [162].

1.4 quantum metrology and sensing

The measurement process represents without any doubt one of the most important
aspect of science, since it allows to associate a value to the physical quantities in such
a way that a comparison among them is possible. Any measurement, however, is af-
fected by an uncertainty [163], caused both by nonidealities of the process itself and by
intrinsic limitations given by physical laws, such as the Heisenberg uncertainty princi-
ple [164]. In this framework, one of the purposes of the field of metrology is to improve
the measurement processes to overcome these limitations and increase its resolution.

Any measurement is performed by using a probe, which should be prepared in
the most convenient way for enhancing its interaction with the physical system we
would like to measure. In this way, we can retrieve information on the latter by simply
looking at the changes occurred to the probe. If we perform only one measurement,
its result can be expressed as

φ = φ0 ± σ, (1.13)

where φ0 is the actual physical quantity and σ is the uncertainty of the estimation.
In order to increase the precision, we can perform n measurements on the physical
system or, if the process is destructive, one measurement on n systems prepared in the
same way. In this case, due to the central limit theorem, the result of the measure will
indeed be

φ = φ0 ± ∆φ, (1.14)

where ∆φ is the total uncertainty, which is bounded from below by the value:

∆φ ≥ σ√
n

. (1.15)

Eq. (1.15), which is usually referred to at Standard Quantum Limit (SQL), shows that
the best improvement we can achieve with repeated, classically correlated measure-
ments scales at best with ∼ n−1/2.
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The limitation provided by the SQL, however, is not intrinsic to the measurement
process itself, but is related to a non-optimal choice of the probe. In fact, by using
particular quantum probes, this bound can be surpassed and a scaling ∼ n−1 can be
achieved, a result known as Heisenberg Limit (HL) [165]. In this way, by using the
same number of resources, it is possible to improve the measurement precision of

√
n.

The sensitivity enhancement provided by quantum metrology can be beneficial for
several applications, like biology [166], lithography [167], general sensing [168] and
imaging [169].

1.4.1 Photonic quantum metrology

Photons represent probably the most suited platform for several quantum measure-
ments, thanks to their already mentioned peculiar properties, such as the high mobil-
ity and low decoherence. In this regard, two main alternatives are possible. The first
one exploits the sensitivity enhancement provided by squeezed states, which allow to
increase the measurement precision on one physical quantity at the cost of increasing
the uncertainty on its complementary (Fig. 1.12.a), in compliance with the Heisenberg
uncertainty principle:

∆Â∆B̂ ≥ 1
2
|〈[Â, B̂]〉|, (1.16)

where ∆Â and ∆B̂ are the uncertainties on two quantities associated to the operators
Â and B̂, and [Â, B̂] = ÂB̂− B̂Â is their commutator. This approach has been used for
instance in the detection of gravitational waves [170], where an uncertainty as low as
10−18 m was required.

The second alternative, which will be further investigated in the following, is to use
entangled photons like the N00N states, which have the form

|ψ〉 =
|N, 0〉+ e iθ |0, N〉

√
2

, (1.17)

and represent a balanced superposition of N photons being either in one optical mode
or in another one, with a phase shift θ between the two components (Fig. 1.12.b).

1.4.1.1 Phase estimation with N00N states

The optical phase encodes information on some important quantities of a physical
system, i.e. wavelength, optical path length and refractive index of the material the
light is propagating in. For this reason, phase estimation is an interesting problem
in photonic quantum metrology, and can find applications in several fields, such as
imaging [171, 172], measurement of velocity or lengths [173] and biological systems
[174]. Moreover, phase estimation can be a good tool for benchmarking metrological
protocols. However, the association of a self-adjoint operator to the optical phase is an
open problem [175], therefore its direct measurement is currently not possible. Instead,
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a phase difference between two optical paths is easily measurable by looking at the
output of an interferometer, and in this regard the Mach-Zehnder interferometer (MZI)
represents one of the most common choices.

The MZI was already introduced in Sect. 1.2.2.1 as the basic element of every univer-
sal multimode interferometer. If composed by two cascaded balanced beam splitters
- or directional couplers in the integrated case - its operation can be described by the
matrix

UMZI =


e iθ cos

∆φ

2
− sin

∆φ

2

e iθ sin
∆φ

2
cos

∆φ

2

 , (1.18)

where ∆φ is the phase shift among the two optical paths (Fig. 1.12.c).
If we consider the classical case where laser light is injected in only one of the two

inputs:

Ein =

(
E0

0

)
e i(ωt−kz) =

(
Ẽ0

0

)
, (1.19)

the output intensity distribution of the MZI will be dependent on ∆φ:Iout,1 = I0 · (1 + cos ∆φ)

Iout,2 = I0 · (1− cos ∆φ),
(1.20)

where I0 = |Ẽ0|2/2 is the input intensity. In this way, the phase shift can be retrieved
from the MZI outputs by inverting the relations in Eq. (1.20).

If now we consider the simplest quantum case, i.e. a single photon injected in one of
the two arms, the quantum treatment requires to consider also the vacuum component
at the other port [37]:

|ψin〉 = |1, 0〉 , (1.21)

and this leads to the following output state:

|ψout〉 =
1
2
[
i(e i∆φ + 1) |1, 0〉+ (e i∆φ − 1) |0, 1〉

]
. (1.22)

If we take the probability of finding the system in the state |1, 0〉 or |0, 1〉, we obtain
the same relations of Eq. (1.20), since formally the propagation of classical coherent
light in an optical network is equivalent to the propagation of the wavefunction of a
single photon. Therefore, in this case the quantum measurement does not provide a
sensitivity enhancement in the phase estimation with respect to the classical case.

A different result is obtained however if we let propagate in the MZI two photons,
one per input port:

|ψin〉 = |1, 1〉 . (1.23)
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Figure 1.12: Photonic quantum metrology and phase estimation. a) Squeezing operation in the
case of position-momentum uncertainty of a photon. The wavefunction can be squeezed for
increasing the measurement precision on one of the two quantities, at the cost of increasing the
uncertainty on the other. b) Generation of the most trivial N00N state |ψ〉 = (|2, 0〉+ |0, 2〉)/

√
2

by exploiting the HOM effect. Two indistinguishable photons injected in the two input ports
of a beam splitter have a 0.5 probability of exiting together either from one output or from
the other, thus lying in a quantum superposition. c) Mach-Zehnder interferometer composed
of two balanced beam splitters. From its output power distribution it is possible to retrieve
information on the phase shift ∆φ. d) Sensitivity of the phase estimation of an MZI with one
and two photon states. In particular, if the same uncertainty is present on the measurement of
the output probability distribution, when using two photons the uncertainty on the estimated
∆φ is reduced.

In this case, we have indeed as output state [176]:

|ψout〉 =
1

2
√

2
(1− e i2∆φ) · (|2, 0〉 − |0, 2〉) +

i
2
(1 + e i2∆φ) · |1, 1〉 , (1.24)

where it is interesting to observe that now the phase shift ∆φ is multiplied by 2. There-
fore, if we take the squared moduli of the two components, which represent the proba-
bility of having either coincident detections (|1, 1〉) or finding the two photons together
in one output (|2, 0〉 or |0, 2〉), we will have as a result an oscillatory dependence on
∆φ with doubled frequency. This translates into a higher sensitivity of the measure-
ment (Fig. 1.12.d), and allows to overcome the SQL. This is possible since as a probe
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Figure 1.13: Multiphase estimation process. A suitable n-photon input state (in this example
n = 4) is prepared by the unitary operation UA, then it interacts with the n− 1 phase shifts
to be estimated, and finally a projective measurement is performed by means of a unitary UB
and single photon detectors.

to measure the phase shift we are using a N00N state with N = 2, because after the
first beam splitter the state is:

|ψBS1〉 =
|2, 0〉+ |0, 2〉
√

2
. (1.25)

In particular, it can be demonstrated [177] that the oscillation frequency is linearly
dependent on N, and that a N00N state allows to saturate the Heisenberg limit, pro-
viding an uncertainty scaling as ∼ N−1. However, if the generation of the state with
N = 2 is trivial, this is not true for higher values of N, despite some techniques
have been proposed, such as the use of post-selection [178] or the interference at a
beam splitter between squeezed and coherent states [179]. Notably, the latter process
enabled experimentally the generation of N00N states with N up to 5.

1.4.1.2 Multiphase estimation

The process of a single phase estimation can be generalized to the simultaneous esti-
mation of multiple phases by probing them with a suitable n-photon state. This result
would allow a further optimization of the measurement process, and for this reason it
is widely studied [180, 181].

As for the single phase treatment, we can consider the case of an n-arms interferome-
ter with n− 1 phase differences to be estimated ∆Φ = ∆φ1, ∆φ2, . . . ∆φn−1, defined with
respect to the first optical path (Fig. 1.13). The estimation process can be performed
by injecting in the interferometer an n-photon state, prepared accordingly by an en-
tangling unitary transformation UA, in analogy with the operation of the first beam
splitter of the MZI. Then, the probe evolves in the interferometer, and the interaction
with the phases can be described by the unitary Uφ, depending on ∆Φ. Finally, the
modified probe is subjected to another unitary UB, followed by a projective measure-
ment with single photon detectors at each output. In this way, it is possible to retrieve
an estimator Φ(x) which, if chosen properly, provides a converging estimation of the
phase differences in the interferometer.



2
F E M T O S E C O N D L A S E R W R I T I N G

In the previous chapter we already discussed the importance of integrated circuits in
quantum information processing with photons. With respect to bulk implementations,
in fact, the integration of the main functionalities in compact, monolithic devices pro-
vides a more stable operation and the possibility of scaling up the number of optical
modes. Moreover, the finer control that integrated circuits allow in the manipulation
of photonic quantum states enables the implementation of more complex designs and
tasks.

In this regard, among the possible fabrication platforms, femtosecond laser writing
(FLW) of waveguides in glass substrates represent for sure one of the most versatile
[182]. This technique is based on the nonlinear interaction between a focused fem-
tosecond laser and a transparent substrate to induce a localized modification of the
bulk material. Depending on the fabrication parameters, e.g. the laser wavelength or
the deposited energy, it is possible to obtain different results, such as the creation
of voids, the selective removal of material, and the formation of microchannels and
optical waveguides [183]. In detail, the possibility of fabricating structures capable of
guiding light was reported for the first time in [184] in a fused silica substrate by using
an IR laser beam. From that moment, the interest in this platform rapidly increased,
and now it is capable of providing complex, reconfigurable photonic circuits for quan-
tum information, with demonstrations of on-chip generation [72], manipulation [117]
and detection [185] of quantum states.

With respect to other fabrication platforms, such as lithography on silicon or silica
substrates, FLW is a direct writing process which provides fast prototyping capabilities
and does not require clean room facilities, being the processing of the bulk substrate
less sensitive to its surface cleanliness. Moreover, since the material modification is
limited to the focal spot and its immediate surrounding, it is possible to inscribe 3D
photonic circuits by simply moving the material in the three dimensions by means of
translation stages. Another advantage is its versatility, since it is possible to process
any material, as long as it is transparent, due to the nonlinear nature of the interaction.
This allows therefore to fabricate waveguides also in crystals or polymers. Its main
limitation is however represented by the low induced refractive index contrast, of
the order of 10−2 − 10−3, which if on the one hand enables a good coupling with
optical fibers, on the other hand reduces the capability of miniaturization, since it is
not possible to use radii of curvature lower than few mm without introducing non
negligible losses. Moreover, FLW is a sequential technique, and this also reduces the
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Figure 2.1: Femtosecond laser writing exploiting nonlinear absorption in transparent sub-
strates. a) A fs laser is focused by a microscope objective in a transparent material, thus in-
ducing a permanent modification which can be exploited for fabricating optical waveguides.
From [187]. b) Linear versus nonlinear absorption of a focused laser in a fluorescent material.
Image from [188].

scalability of the fabrication if compared to parallel processes, despite some advances
have been reported in this regard [186]. That being said, if we consider that in the NISQ
era the main efforts are being made for obtaining intermediate results and provide
proofs-of-concept, we can understand how FLW can nevertheless play an important
role in the implementation of photonic quantum technologies.

2.1 laser-material interaction

The process behind the modification of the material induced by its nonlinear interac-
tion with an intense fs laser beam is not completely understood yet [189]. Nevertheless,
it is known that the interaction can be divided in two well-defined physical processes,
which are the formation of free-electron plasma in the focal volume, followed by a
relaxation of the material and a subsequent creation of permanent damages.

2.1.1 Formation of free-electron plasma

FLW usually exploits a laser whose photon energy is lower than the energy gap Eg of
the material, thus avoiding any possible linear absorption, which could cause larger
modifications. In this regime, the promotion of electrons from the valence to the con-
duction band can occur by two physical processes. The first one, the multiphoton ab-
sorption (Fig. 2.2.a), consists in the simultaneous absorption of m photons by the same
electron, in such a way that if mh̄ω ≥ Eg, the provided energy is sufficient for its
promotion. The second one, the tunneling ionization (Fig. 2.2.b), occurs when the laser
intensity is high enough to distort the energy bands, causing a reduction of the po-
tential barrier and increasing therefore the probability for an electron to move to the
conduction band by quantum tunneling. Generally, for low laser intensities and high
frequencies the former process is favoured, since the simultaneous absorption of m
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Figure 2.2: Physical processes providing the seed electrons for the plasma generation. An
electron in the valence band (in red) can be promoted to the conduction band (in blue) by a)
multiphoton absorption, b) tunneling ionization or c) impact ionization, the last one leading
to an avalanche process.

photons becomes less probable as m increase, while for high intensities the latter pro-
cess is predominant. In this regard, the Keldish parameter [190] can be used, defined
as

γ =
ω

e

√
mecnε0Eg

I
, (2.1)

where ω is the laser frequency, me is the electron mass, n is the refractive index of
the material, e is the elementary charge and I is the laser intensity. If γ � 1.5, the
multiphoton absorption dominates, while tunneling ionization is more favoured for
γ � 1.5. Nevertheless, in FLW usually γ ∼ 1, so both processes concur with similar
importance.

After its promotion, a free electron can linearly absorb multiple photons without the
need to do it simultaneously, therefore it is easier for it to accumulate energy. Notably,
once absorbed m photons in such a way that the relation mh̄ω ≥ Eg is satisfied, an
electron in the conduction band can cause the promotion of another valence electron
by impact ionization (Fig. 2.2.c). In this way, every promoted electron is the seed for the
promotion of an exponentially increasing number of valence electron, thus leading to
an avalanche ionization process. This regime is what actually makes FLW deterministic
and versatile. As a matter of fact, if the modification were caused only by tunneling
or multiphoton ionization, the result would be strongly dependent on parameters like
laser frequency and energy gap, thus requiring a finer tailoring of the process.

Once the avalanche ionization is started, the density ne of free electrons greatly
increases until it reaches the critical plasma density, defined as

nc =
meε0ω2

e2 . (2.2)

From this moment, the plasma, which was previously transparent to the radiation,
becomes strongly absorbing [191], so the laser energy is now directly transferred to it
and remains localized in the focal spot.
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Figure 2.3: Modifications induced by FLW in silicate glasses. a) Generation of a smooth refrac-
tive index contrast for fabrication of optical waveguides. b) Birefringent nanogratings which
can be selectively etched by HF. From [203]. c) Microvoids. From [201].

2.1.2 Thermal relaxation and modification

After the irradiation, the plasma releases the accumulated energy to the surrounding
ions by electron-phonon interaction. Since femtosecond laser pulses are used, the gen-
eration of plasma is temporally decoupled from the subsequent heat diffusion and
relaxation, which require several ps to occur [192]. This allows to maintain the heat
confined, and therefore to increase the precision of the process.

Once the energy is released to the lattice, a permanent modification of the material
is obtained. Depending on the deposited energy and the used pristine substrate, three
main regimes can be defined [193]. Low energies induce a smooth refractive index
change, which can be engineered for fabricating integrated waveguides (Fig. 2.3.a).
Depending on the material, this change can be explained by different processes, such
as the creation of color centers in fused silica [194] or the melting and resolidifica-
tion of the processed region in the case of borosilicate glasses [195]. By increasing the
fabrication energy, in some materials such as fused silica it is possible to obtain the
formation of nanogratings (Fig. 2.3.b) with a birefringent refractive index change [196].
Notably, this modification shows a higher sensitivity to etching with hydrofluoric acid
[197], and can be exploited for the fabrication of both microfluidic channel [198] and
hollow-core waveguides in glass [199] or for nanolithography of crystals [200]. By fur-
ther increasing the laser energy, it is possible to create voids in the bulk material thanks
to the generation of a shock wave (Fig. 2.3.c), a modification which can find application
for instance in the storage of photons [201] or in photonic bandgap materials [202].

2.2 waveguides fabrication

As already mentioned, the fabrication of waveguides by FLW is achieved by exploit-
ing the refractive index modification occurring during the interaction between the
substrate and the fs pulses. In particular, the waveguides geometry can be defined by
simply moving the material in all the three dimensions by means of precise translation
stages with nanometric accuracy. The guiding structures obtained with this technique
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are characterized by a fiber-like refractive index contrast, with a guided mode showing
a cross section of few µm2.

The waveguides properties depend non-trivially on the combination of several fabri-
cation parameters, such as the translation speed, the pulse energy, the focusing condi-
tions and the laser repetition rate. Moreover, the inscription process should be tailored
on the used substrate and on the desired guided wavelength. In the following sections,
an overview of the most important aspects will be presented, with a particular focus
on fused silica and borosilicate glasses, which are the most used materials for quantum
photonics applications.

2.2.1 Deposited energy

The deposited energy per unit length can be controlled by acting on the laser pulse
energy and on the scanning speed, since if the translation is slow, the material will
interact with the laser for a longer time, thus absorbing more energy. Moreover, sev-
eral laser scans can be performed on the induced modification for a higher energy
deposition [204]. The control on these parameters enables the possibility to slightly act
on the refractive index contrast and on the dimension of the modification. In this way,
it is possible to achieve optimal guiding conditions in almost the whole transparency
window of the material, covering both the VIS and NIR spectra.

2.2.2 Repetition rate and thermal accumulation

On the repetition rate it depends the possibility of reaching the heat accumulation
regime, which can strongly affect the guiding properties [205, 206]. Notably, for low
repetition rates, i.e. < 250 kHz, the laser pulses are separated in time, and this al-
lows the material to thermally relax after every pulse, a process which requires some
µs. Therefore, the modification is mainly due to the action of the single pulse, and
this generally translates in an elongated cross section of the waveguide, with highly
asymmetric modes. Moreover, in this regime low scanning speeds are used, so long
fabrication times are required. Low repetition rates are preferred in the inscription of
waveguides in fused silica, for which usually Ti:sapphire lasers are used [207].

Higher repetition rate values (> 500 kHz) are instead preferred for the fabrication
of waveguides in borosilicate glasses. In this regime, the pulses are closer in time,
and so the material does not have enough time to relax after the absorption of a
pulse. This causes a heat accumulation, with the modification being dependent on the
combined action of the pulse train rather than on the single one. This regime enables
more symmetric cross sections and higher scanning speeds, up to 50− 100 mm/s, thus
reducing the processing time. For achieving this regime, usually Yb-based fs lasers are
used, since they provide at the same time high pulse energies and repetition rates up
to few MHz [208].
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2.2.3 Focusing conditions

In order to achieve the peak intensities needed for the process, and for providing a
confined modification, the laser beam is focused in the substrate by means of a micro-
scope objective. For obtaining a more efficient focusing, the objective can be equipped
with compensation optics reducing chromatic or spherical aberrations.

In fused silica, since the modification is dependent on the single pulse properties,
it is possible to engineer the beam shape for changing the waveguide cross section. If
we use the approximation of the linear propagation of a gaussian beam in a material
with refractive index n [189], we can write the following relations for the waist radius
w0 and the Rayleigh range z0:

w0 =
M2λ

π NA
, z0 =

M2nλ

π NA2 , (2.3)

which influence the horizontal and vertical section of the waveguide, respectively. In
the formulas, M2 represents the gaussian beam propagation factor of the beam, λ the
laser wavelength and NA the numerical aperture of the objective. Notably, the last pa-
rameter can be used to control the shape of the waveguide cross section, since a higher
NA can be used to reduce the focus elongation. Nevertheless, high NA objectives are
more affected by spherical aberrations. In this respect, oil or water immersion tech-
niques can be used to decrease the refractive index mismatch at the substrate surface
[209] and therefore improving the focusing condition.

While in fused silica it is possible to find a correlation between the numerical aper-
ture of the objective and the waveguide shape, in borosilicate glasses this task is not
trivial, due to the thermal accumulation process. For this reason, usually it is preferred
to act on other fabrication parameters, such as the writing speed and the pulse energy.

2.3 flw for quantum photonics

The first demonstration of quantum interference in a femtosecond laser-written circuit
was reported in 2009 [210], when it was observed the HOM effect (see Appendix A)
for two indistinguishable photons injected in a directional coupler fabricated with
this technology. From that moment, FLW has shown to be a complete platform for
integrated quantum photonics, mostly for what it concerns the fabrication of passive
and active circuits for the manipulation of quantum states of light. We already saw
how it is possible to combine directional couplers and phase shifters for achieving a
universal photonic processor, and FLW can provide these elements with low losses
and high fidelity. Moreover, the unique advantages of this technique, such as the low
waveguide birefringence or the 3D capability, which are both difficult to achieve with
planar lithographic platforms, can be used to exploit the photon polarization degree
of freedom or simplify the circuit complexity.
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FLW quantum photonic circuits have been used for several applications, such as the
generation of Bell states [211], on-chip quantum tomography [212], and photonic quan-
tum metrology [213]. In detail, remarkable results were achieved in the fabrication of
multi-port interferometers, used for studying multiphoton interference [214, 215] and
for implementing boson sampling experiments [110, 117]. Moreover, by exploiting the
formal equivalence between the Schrödinger equation and the propagation of light in
a photonic circuit, several FLW simulators of quantum systems or phenomena were re-
ported, e.g. quantum random walks [216, 217], Bloch oscillations [218] and topological
insulators [219]. In the following, some of the main examples will be presented, with
particular attention in highlighting the peculiar properties of FLW that made them
possible.

2.3.1 3D capability

FLW enables the implementation of circuits whose geometries cannot be replicated
by other platforms, thanks to its 3D capability. The most trivial consequence of this
feature is that waveguides can pass one over the other without any intersection [220],
a result that in planar lithography would require more complex solutions such as a
completely transmissive directional coupler.

Moreover, such a 3D capability can be used to engineer the beam splitting ratio of
a directional coupler by rotating the plane on which the two waveguides lie. Indeed,
being the guided modes slightly asymmetric, by changing the angle of the interaction
plane it is possible to change the overlap integral as well, and without affecting the
interaction length. This has been exploited for instance in an interferometer for boson
sampling (Fig. 2.4.a), for tuning randomly and independently both the beam splitting
ratios of the directional couplers and the phase shifts [110]. As a matter of fact, the
rotation of the interaction plane can be also used for obtaining polarization insensitive
couplers [221]. By exploiting the different shapes of the H and V polarized modes, it
is indeed possible to find the optimal angle at which the overlap integral is the same
for both polarizations, thus obtaining the same splitting ratio.

Another peculiar advantage of FLW is related to the inscription of continuously-
coupled waveguide arrays [222]. Indeed, while with lithographic platform it is possible
to fabricate only arrays with a 1D lattice, where every waveguide interacts only with its
nearest neighbour, FLW enables the fabrication of 2D arrays (Fig. 2.4.b), thus providing
also a second-order coupling which can be controlled independently of the first-order
one [218, 223]. Finally, the three-dimensionality provided by this platform can be used
to simplify circuits architectures, for instance it was exploited for obtaining compact
tritters [224] or interferometers implementing the quantum fast-Fourier-transform al-
gorithm [225].
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Figure 2.4: 3D capability and polarization processing provided by FLW. a) 5-modes interferom-
eter in the Reck configuration, where the beam splitting ratios of the directional couplers are
tuned by tilting the interaction plane. From [110]. b) Scheme and microscope image of the 3D
waveguide array used in [218] for the simulation of fractional Bloch oscillations. From [218]. c)
Integrated optical waveplate obtained in FLW by tilting the waveguide optical axis. From [226].
d) The behaviour of a typical directional coupler, with polarization dependent splitting ratios,
can be exploited to implement a partially polarizing beam splitter. From [227].

2.3.2 Polarization manipulation

The low birefringence of femtosecond laser-written circuits makes them suited for ex-
periments where polarization is used to encode information. Already in 2010 [228] it
was demonstrated that directional couplers fabricated with this technique preserve the
interference of polarization entangled photons, thus enabling the encoding of qubits in
the polarization degree of freedom, or even the manipulation of hyperentangled and
cluster states [229]. Notably, FLW provides a complete platform for quantum computa-
tion in the polarization encoding, a much more challenging result for other fabrication
techniques. In this regard, one-qubit gates have been demonstrated with the imple-
mentation of integrated waveplates, obtained either by inscribing waveguides with a
tilted optical axis [226] (Fig. 2.4.c) or by adding laser-irradiated tracks close to a waveg-
uide to induce a directional stress [40]. Moreover, two-qubit gates are possible by using
both partially polarizing and polarizing beam splitters, which can be obtained in FLW
by exploiting the fact that horizontally and vertically polarized modes have slightly
different coupling coefficients, and therefore different splitting ratios can be achieved
by properly choosing the interaction length [227] (Fig. 2.4.d).

Finally, polarization insensitive circuits can be obtained as well. For instance, by
adding laser damages at a proper distance from the interaction region, it is possible
to compensate for the different coupling strengths of the H and V supported modes,
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and therefore obtain polarization transparent directional couplers [204]. In the same
work, it was demonstrated how a thermal treatment after irradiation allows to further
reduce the waveguides birefringence [230], thus obtaining fully polarization insensitive
circuits without the need of ad hoc geometries or post-processing.

2.3.3 Reconfigurability

The possibility of dynamically reconfiguring an optical phase in a compact and reliable
way is a key advantage of integrated photonics, and one of the main requirement in
quantum information processing with photons. In order to achieve a localized and con-
trollable phase shift of the guided light, some physical effects relating the waveguide
properties to other external elements can be exploited.

In FLW, the main demonstrations in this respect involved the electro-optic, the elasto-
optic, and the thermo-optic effects, i.e. the dependence of the optical properties of a
material on electric field, pressure, and temperature, respectively. However, the electro-
optic effect is not trivial to exploit in glass materials due to their inversion symmetry,
and even when a non-negligible χ(2) is obtained, high voltages are still required to
induce appreciable phase shifts [231]. An elasto-optic modulator has been instead used
successfully in a quantum photonic experiment [232], where the birefringence of a
shallow waveguide was tuned by actuating a piezo-electric element placed on the
substrate surface. Nevertheless, this approach is difficult to scale to larger circuits,
where the fabrication of suited microactuators would be necessary. For this reason,
practically all the reconfigurable FLW circuits reported in literature exploited thermo-
optic phase shifters, whose integration in glass chips is much easier. In particular, these
elements are resistive microheaters deposited on top of the glass surface, in such a way
that when a voltage is applied to them, heat dissipation by Joule effects occurs, with
a local increase of the temperature of the underlying region. Therefore, this induces
a variation of the refractive index by thermo-optic effect, which can be exploited for
tuning the propagation constant of the guided light if the heater is placed in proximity
of the waveguide.

Thermal phase shifters were used for the first time in FLW quantum photonic cir-
cuits in two different works [233, 234]. Notably, in the latter, the microheaters were
fabricated by depositing a nanometric gold layer on top of a glass substrate, where
optical waveguides had been already inscribed. Then, by using the same femtosecond
laser used for the optical circuit inscription, after a careful realignment the resistors
pattern was defined by selectively ablating the metallic layer (Fig. 2.5.a). In order to
have a temperature increase only under the microheaters and not under their electrical
connections to the voltage supply, the former were designed with a much lower width.
In this way, they showed a higher resistance, albeit having the same resistivity of the
remaining gold film, and therefore dissipated most of the electrical power.
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Figure 2.5: Reconfigurable femtosecond laser-written circuits. a) After the inscription of an
optical circuit (top image), the thermal phase shifters can be fabricated on the glass surface
by depositing a thin layer of gold, which is then patterned with a fs laser for defining the
conductive paths (bottom image). From [234]. b). Three-arm interferometer for phase estima-
tion employing thermal phase shifters. Adapted from [235]. c) The fabrication of deep trenches
among waveguides, or the inscription of waveguides in bridge structures, allow to reduce both
the thermal cross-talk and the required dissipated power, thus making the integration of ther-
mal phase shifters in FLW scalable. In detail, in the graph it is shown the unwanted phase shift
induced by a resistor on a far MZI as a function of its distance. The use of insulation trenches
or bridges allows to reduce the cross-talk by more than one order of magnitude. From [236].

By using this or similar techniques, several reconfigurable devices were reported,
among them a three-arm interferometer for quantum multiphase estimation [235] (Fig.
2.5.b) and a 4-mode universal photonic processor based on the Clements scheme [237].
Nevertheless, in order to increase the circuit complexity, it is necessary to scale up the
number of thermal phase shifters that can be placed on a glass chip, and this could
be challenging due to the nature of the thermo-optic effect. As a matter of fact, for
having an efficient phase shift, the waveguide should be fabricated very close to the
surface, and despite some proposals in this regard [238], it is very difficult to achieve
distances below few µm. Moreover, glass has a non negligible thermal conductivity
coefficient, therefore a heater designed to induce a phase shift on only one waveguide
could actually affect also the neighboring ones, thus leading to unavoidable cross-talks
[239].

In this respect, a solution is represented by the selective removal of glass between
adjacent waveguides by water-assisted laser ablation [240], thus making the heat dif-
fusion less efficient and therefore reducing the cross-talk, as reported in [236]. In the
same work it was also shown how, by embedding the waveguide in an insulating sus-
pended bridge with a phase shifter on top, it is possible to obtain similar results (Fig.



2.3 flw for quantum photonics 41

2.5.c). The heat confinement in both cases provides also a reduction of more than one
order of magnitude of the needed dissipated powers, reaching values down to 20-30
mW, thus making it possible to integrate several phase shifters without needing cum-
bersome heat sinks. Moreover, the overall performances further improve if the chip
is placed in vacuum, thus reaching cross-talk and power values close and even better
than other fabrication platforms. Nevertheless, the introduced thermal insulation in-
creases the optical response time, from hundreds of ms to few seconds. However, this
is not a critical problem in the majority of experiments in quantum photonics, since
longer integration times are usually required.





Part II

E X P E R I M E N TA L

This part describes the experimental activities at the basis of this thesis
work. Chapter 3 will provide a general illustration of the experimental
setup and of the main techniques that all the performed activities have
in common. Chapter 4 will describe the space qualification of femtosec-
ond laser written photonic circuits, for their use in satellite-based optical
transmissions, both in the quantum and the classical regimes. Chapter 5

will be instead devoted to three different activities, all towards a scalable
implementation of quantum photonics experiments. In Chapter 6 we will
discuss the realization of a quantum photonic memristor, a nonlinear de-
vice with possible applications in the field of quantum neural networks.
Finally, Chapter 7 will describe the realization of a four-arm interferometer
for multiphase estimation.





3
M AT E R I A L S A N D M E T H O D S

The purpose of this chapter is to provide an overview of the instrumentation used
during the experimental activity described in this thesis. Moreover, all the procedures
and the techniques that the different experiments have in common will be presented
as well. The chapter flow is organized as a typical fabrication and characterization of
an optical sample. Therefore, the first section will describe the inscription of photonic
circuits in glass substrates. Then, an overview of the post-fabrication processing per-
formed on the sample will be given. The final section will illustrate instead how to
characterize the main components of an integrated optical circuit.

3.1 inscription of the optical circuits

The inscription of the photonic circuits presented in this work has been performed in
two different laboratories, CAPABLE and FIRE, belonging to the IFN-CNR and hosted
in the spaces of the Physics Department of Politecnico di Milano. Despite having some
specific features, which will be described in detail in the following, they share the basic
working principle. A pulsed fs laser beam with λ = 1030 nm emitted by an Yb-based
oscillator is sent, by a series of mirror, to a precise, software-controlled motion system,
which allows to move the sample with nanometric precision in the three dimensions
(Fig. 3.1). The pulse energy of the laser beam can be controlled by rotating a half-
waveplate placed before a polarizer, which also sets the polarization used during the
inscription. Moreover, a mechanical shutter is placed in the beam line for a fast on-off
switching in about 10 ms. The beam is then focused into the sample by a microscope
objective. In this regard, both fabrication lines provide a wide range of objectives, with
different numerical apertures and working conditions (e.g. dry or water-immersion).
The alignment between the sample and the focused beam can be controlled by imaging
the back-reflection at the glass surface onto a CCD camera placed behind a partially
transmissive mirror in the beam line.

3.1.1 The laser systems

fire line The laser source employed in FIRE line is the result of a collabora-
tion between High Q Laser GmbH and the Max Planck Institute of Heidelberg [241].
The system consists in a cavity-dumped mode-locked oscillator based on a KY(WO4)2

45



46 materials and methods

Figure 3.1: Scheme of the FIRE fabrication line. The 1030 nm fs laser passes through a half-
waveplate (HWP) and a Glan-Thompson polarizer (PBS) for setting both the power and the
polarization used during the inscription process. The beam is then sent to a mechanical shut-
ter (SH) and to the motion system, where is focused by a microscope objective (OBJ). Before
the shutter, two flip-mirrors (FM) in the line can redirect the beam to a lithium triborate crystal
(LBO) for second-harmonic generation at 515 nm, thus increasing the versatility of the fabrica-
tion facility.

(potassium yttrium tungstate) crystal doped with 5% ytterbium. The active medium is
pumped by an InGaAs laser diode at 980 nm and is placed in a 8.9 m-long resonant
cavity, though a reduced footprint of only 90× 50 cm2 has been achieved thanks to
a proper design of the optical cavity. A SESAM (SEmiconductor Saturable Absorber
Mirror) is used as final mirror of the cavity for inducing passive mode-locking with
an internal repetition rate of 17 MHz.

The laser pulses are then extracted by a Pockels cell placed before a thin-film polar-
izer. The former is used to rotate the polarization by applying a high voltage signal, in
this way the pulse emission can be quenched or favoured. The resulting laser pulses
have a wavelength of 1030 nm, a pulse duration of 300 fs and a maximum energy of
1 µJ, with a repetition rate that can be tuned from few kHz to 1.1 MHz covering the
integer submultiples of the internal rate of 17 MHz.

Since the system does not provide any internal second-harmonic generation, in the
fabrication line the laser beam can be redirected to a SHG stage by using two flip mir-
rors, placed before the mechanical shutter (Fig. 3.1). The employed nonlinear medium
is a lithium triborate (LBO) crystal, which is preceded by a lens with f = 15 mm and
followed by another lens of f = 30 mm, respectively necessary for focusing the IR
beam into the crystal and for collimating the generated VIS radiation.

capable line In this case the fabrication is performed by using the commercial
Pharos laser system, provided by Light Conversion (Fig. 3.2.a). The active medium is a
Yb:KGW crystal (ytterbium-doped potassium gadolinium tungstate) optically pumped
by a laser diode. Mode-locking in the oscillator at 76 MHz is achieved by Kerr lens
effect in the active crystal, which is started by a perturbation of the cavity. The emitted
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Figure 3.2: Laser source and motion system of CAPABLE line. a) Picture of the Pharos laser and
of the waveplate mounted in the Aerotech rotary stage, used in combination with a polarizer
for an automatized power control. b) Picture of the Aerotech motion system. The generous
dimensions allow both to process long glass samples and to mount directly on the planar
stage a custom-made sample holder for water-immersion microfabrications.

laser pulses, with a central wavelength of 1030 nm, a duration of about 70 - 90 fs and a
power of 0.6 - 2 W are then amplified by chirped pulse amplification (CPA). The system
comprises a pulse stretcher-compressor and a regenerative amplifier (RA) stage, based
on a second Yb:KGW crystal. The injection of seed pulses in the RA module and
the extraction of the amplified ones is controlled by a Pockels cell. Moreover, after
the amplification stage a second Pockels cell, acting as a pulse picker, allows to further
choose the repetition rate of the output laser pulses or to completely shut the emission.

The system is characterized by a very high versatility and stability in the emission
properties. For instance, by acting on the two Pockels cells it is possible to choose a
repetition rate among the submultiples of 1 MHz. Notably, by modifying directly the
Pockels cell at the input of the RA, the output power can be preserved since the repe-
tition rate reduction is accompanied by a proper increase of pulse energy. In this way,
while at 1 MHz the maximum energy per pulse is 10 µJ, by decreasing the repetition
rate at 10 KHz a maximum energy of 1 mJ can be achieved, thus keeping the output
power constant at 10 W. Moreover, the pulse duration can be tuned as well by a motor-
ized stage controlling the position of the chirped mirrors in the compressor, allowing
duration values from a minimum of 170 fs to a maximum of 12 ps. Finally, the sys-
tem is equipped with an internal SHG stage, therefore it is possible to have emission
also at 515 nm. Concerning the stability of operation, all the main components are
water-cooled in order to be insensitive to small variations of the room temperature.

For tuning the output power, beyond the internal laser control it is possible to ro-
tate a half-waveplate before two thin-film Brewster type polarizers. In particular, the
waveplate is mounted in a motorized rotary stage (Aerotech MPS75GR), which can be
interfaced with the software controlling the translation stages for providing an autom-
atized power control during fabrication.
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3.1.2 The motion systems

The translation of the sample for the waveguide inscription is achieved in both labo-
ratories by Aerotech state-of-the-art air-bearing linear stages, in particular by a Fiber-
Glide 3D system in the FIRE line and an ABL1500 in the CAPABLE one. Both systems
are composed by three independent translation stages, driven by a brushless linear
servomotor and controllable via a proprietary software by using the G-code CNC pro-
gramming language. Both stages enable a smooth, uniform movement in the three
dimensions, and provide an accuracy and repeatibility of 100 nm. Moreover, optical
encoders continuously monitor the actual position of the stages with a nanometric res-
olution. The FiberGlide 3D system allows the processing of samples long up to 10 cm
with a maximum speed of 300 mm/s, while the ABL1500 system, thanks to its larger
dimensions, allows to inscribe waveguides in 20 cm-long samples with a maximum
speed of 2 m/s (Fig. 3.2.b). For its dimensions, the latter is also the preferred system
when a water-immersion process is required, since it can easily host suitable sample
holders.

3.2 post-inscription processing

After the inscription of optical waveguides, the sample must undergo a series of treat-
ments for improving their performances, for providing a better handling and for ex-
posing the waveguides cross sections for light coupling. Moreover, concerning the
circuits that should be reconfigurable, additional steps are required for the fabrication
of thermal phase shifters on the glass surface. The main post-inscription treatments
are described more in details in the following sections.

3.2.1 Thermal annealing

Some thermal treatments can be beneficial for improving the glass properties, and are
traditionally used in its manufacturing. In particular, the so called annealing process is
used to reduce the internal strain which is generated when the glass is cooled down too
quickly [242]. This treatment consists in a fast heating of the glass up to a temperature
below its melting point but slightly above its annealing point, which is the temperature
that enables viscous relaxation of the accumulated strain in few minutes. After that, a
slow cooling is required down to room temperature, in this way no additional stresses
are induced. The low rate must be kept at least until the strain point is reached, i.e. the
temperature below which no strain can be generated by thermal processes.

Thermal annealing can be useful for improving the performances of waveguides
inscribed in borosilicate glasses. It has been associated indeed to the creation of a
more confined, gaussian-like guided mode, with a consequent reduction of the bend-
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ing losses [230], thus enabling radii of curvature down to 20 mm with negligible losses.
Moreover, in one of our works [204], we have shown how a three-days thermal anneal-
ing can be used to reduce the waveguide birefringence, for achieving a polarization
insensitive operation of directional couplers fabricated in borosilicate glass, notably
Eagle XG by Corning.

A similar process, but optimized for reducing its duration to only one day, has been
used on all the circuits fabricated for this thesis. This annealing procedure consists
in a 1-hour heating up to 750 °C, above the annealing point of Eagle XG (722 °C
according to its data-sheet). Then, the sample is cooled down to 630 °C, below the
strain point (669 °C), with a descending rate of -12°C/h, which is followed by a second
cooling down to 500 °C at -24 °C/h. After this step, room temperature is reached by
natural cooling. For this process, a muffle furnace provided by Nabertherm GmbH has
been used, which can reach temperatures up to 1200 °C and allows a fine control and
reproducibility of the heating and cooling rates.

3.2.2 Cut and polishing

After fabrication, it is often necessary to cut the glass samples, for instance for re-
moving not irradiated areas and thus providing a better handling of the chip, or for
exposing tapered or buried waveguides. For this purpose, the laboratory is equipped
with a Well 3241 diamond wire saw, by Well Diamantdrahtsägen GmbH. The machine
puts in a continuous motion a stainless-steel wire covered with diamond grains, which
is then put in contact with the glass sample to cut it with precision and reliability, with
tracks as thin as 300 µm.

After being exposed, the waveguides facets should then be polished to optical qual-
ity for providing optimal light injection with negligible losses. In this regard, the sam-
ple can be mounted on a FLex Waveguide Polisher by KrellTech, which is a machine
that enables the reduction of the glass surface roughness by putting it in contact with a
rotating abrasive disk. Several steps using disks with a decreasing grain size should be
used for an optimal procedure. Moreover, the machine allows to act on the polishing
angle, on the rotation speed of the disk and on the pressure that the sample exerts
on it, thus providing a controllable and reliable operation. In alternative, for instance
when the sample is too large and cannot be mounted on the automatic polisher, a man-
ual polishing can be performed by employing custom-made holders and by manually
moving the sample while applying the proper pressure against the abrasive disks.

3.2.3 Fabrication of the thermal phase shifters

The fabrication of the thermal phase shifters on a glass sample is based on the process
described in [236] and can be divided in three different steps. The first one consists
in the fabrication of insulation trenches between waveguides by water-assisted laser
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Figure 3.3: Water-assisted laser ablation of insulating trenches. a) Scheme of the inscription
process. The bottom surface of the glass sample is suspended in a water environment, and
the laser is focused at the glass-water interface for material removal assisted by the liquid
vaporization. In the inset, the ablation pattern of two trenches is shown. Adapted from [236]. b)
Microscope images showing a failed or non-optimal ablation of the insulation trenches. From
left to right: the ablation process was not sustained by water until the end (side view), only
one of the trenches is detached (top view), the surface quality of the non-machined glass is not
good enough for a successful metal deposition (top view). c) Microscope images of trenches
fabricated with the optimized parameters. On the left, side view of four trenches ablated until
their bases, on the right, a top view of five trenches with optimal surface quality.

ablation, for enhancing the heat confinement and reducing the cross-talk. Then, the
deposition of the gold film is performed, which is followed by the last step, i.e. the pat-
terning of the resistors by selective laser ablation of metal for creating the conductive
paths.

3.2.3.1 Insulating trenches

The machining process of the insulating trenches has been optimized during this work
in the CAPABLE line, for achieving both a high fabrication yield and a good quality
of the machined surface. The implemented water-assisted laser ablation process is
shown in Fig. 3.3.a. The glass, placed with the already inscribed waveguides at the
bottom, is glued to a sample holder, designed for keeping it suspended, and then
covered with water. By using a Zeiss 20×, 0.5 NA water-immersion objective, the laser
beam is focused 15 - 20 µm below the rear surface. In this way, the machining process
starts with the localized vaporization of the water below the substrate, which causes
micro-explosions on the glass surface and therefore the selective ablation of material.
Moreover, the presence of water favours also the debris removal. The ablated pattern is
shown in the inset of the same figure. The walls of the trench are ablated first, from the
bottom towards the top for having always the focal spot at the water-glass interface.
Then, its base is machined as well, and once the process is finished, the trench detaches
from the substrate by gravity.

The optimization of the process has been performed by scanning the main inscrip-
tion parameters such as the writing speed and the pulses energy, repetition rate and
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duration. As a matter of fact, the result of the machining is very sensitive to the fabri-
cation conditions: in Fig. 3.3.b it is possible to see the effects of a non optimal choice
of parameters. Indeed, it can happen that the ablation stops before reaching the trench
base, for instance if the modification is too small and the water cannot follow the fo-
cal spot. Moreover, an already fabricated trench can partially interrupt the laser beam
used for the machining of a second one, whose ablation therefore fails. Finally, if a too
high energy is used, the surface of the remaining glass can be ruined, and this can
prevent a good gold deposition exactly on top of the waveguide between the trenches,
where the phase shifter should be fabricated.

The result of the optimization, i.e. well-defined trenches with optimum surface qual-
ity, is shown in Fig. 3.3.c. In particular, the structures in the figure were obtained with
a laser wavelength of 1030 nm, pulse energy of 1 µJ, duration of 1 ps, repetition rate of
20 kHz and a translation speed equal to 4 mm/s. Moreover, for increasing the success
rate, the overall depth of 300 µm was ablated by sequentially detaching four smaller
trenches with a depth of 75 µm each, thus slightly increasing the processing time but
greatly improving the reliability of the technique.

3.2.3.2 Gold deposition

The deposition of the gold film on the glass is performed in Polifab, the clean-room fa-
cility of Politecnico di Milano, following the process described in [243]. The first step is
the cleaning of the glass surface for increasing the film adhesion. For this purpose, the
sample is immersed in a piranha bath, which enables the removal of organic residues.
After that, it is placed in a plasma asher (PVA Tepla 300 AL) for 5 minutes, where the
interaction with an oxygen plasma, generated by a 500 W microwave power supply,
further cleans the substrate surface.

Then, the sample is placed in a magnetron sputtering system (Leybold LH Z400),
where energetic ions have enough kinetic energy to sputter atoms from a metallic
target, which then redeposit on the sample surface. In particular, with this process 2
nm of chromium, followed by 100 nm of gold, are deposited on the glass. Notably,
chromium is necessary for providing an optimum adhesion of the gold layer, which
is chosen as conductive layer for its excellent electrical properties and resistance to
oxidation.

For improving the stability of the conductive film, an annealing process is required.
Indeed, the gold deposited by magnetron sputtering is mainly polycrystalline, which
is an energetically less favoured form if compared to the single-crystal state. Therefore,
during the normal operation of the phase shifters, their resistance value would not be
stable [244] and it would be necessary to frequently characterize their electrical prop-
erties. A thermal annealing allows to solve this issue since it induces the immediate
formation of single-crystal grains, which then remain stable in time. The treatment con-
sists in a heating ramp of 10 °C/min up to 400 °C, temperature which is maintained
for 30 minutes before a cooling down to room temperature with no thermal actuation.
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In this regard, a Nabertherm LT 9/11 SKM furnace is used, which provides operation
in a controlled N2 atmosphere. It is worth noting that the maximum temperature of
the process is well below the strain point of Eagle XG, therefore no modification is
induced on the waveguides.

3.2.3.3 Resistors patterning

The last step for the fabrication of the resistors is the definition of the conductive paths,
which can be performed both in CAPABLE and FIRE lines. In this regard, a 10×, 0.25
NA microscope objective is used to focus on the gold layer the fs laser beam with
λ = 1030 nm, R.R. = 1 MHz, EP = 200 nJ, ∆t = 170 fs in CAPABLE line and 300 fs in
FIRE one. The lower magnification allows to inscribe tracks with a thickness of 3 - 5
µm, thus increasing their insulating capability. The sample is translated at a speed of
2 mm/s, and the alignment with the already written waveguides can be achieved by
using some markers on the sample surface.

As already pointed out, since the resistors have the same resistivity ρ of the pads
which are used to contact them to external voltage supplies, their resistance values is
increased by acting on their geometry. Indeed, a higher resistance enables the local-
ization of the power dissipation, and therefore of the heating capability, in the phase
shifters. In particular, the resistance is defined as

R = ρ
l

wt
, (3.1)

where l, t and w are respectively the length, the thickness and the width of the phase
shifter. From this relation, since ρ and t are properties of the film, it is possible to un-
derstand how to increase the resistance of the phase shifters it is necessary to increase
their length and reduce their width. In particular, for inducing appreciable phase shifts
with low power dissipation, l should be of the order of some mm, while w of few µm,
however the exact values depend on the desired performances and film properties,
and are therefore precisely chosen for every circuit.

3.3 device characterization

3.3.1 Microscope inspection

The visual inspection of the elements of a photonic circuit by means of an optical
microscope is a fundamental aspect of their characterization. For instance, by looking
the sample from the top it is possible to assess the circuit design, the quality of the
induced refractive index contrast and the presence of waveguide interruptions, caused
for example by dust particles interrupting the fabrication laser beam. Moreover, the
observation of the polished facet can provide information about the waveguide cross
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Figure 3.4: Visual inspection of photonic circuits by an optical microscope. a) Top view of
damaged waveguides. b) Side view of a sample where three waveguides were inscribed.

section. A microscope inspection can be useful as well in all the steps of the phase
shifters fabrication, e.g. to evaluate the detachment of the trenches, the presence of
impurities on the gold film or the result of the resistors definition by laser ablation.

For this purpose, in this work a Nikon Eclipse ME600 optical microscope, focusing
the magnified image onto a high resolution CCD camera (PixeLINK B871), has been
used. The system allows to choose among different magnifications up to 40×, and
features both reflected and transmitted illumination. Moreover, it is equipped with a
differential interference contrast (DIC) module, which provides the enhanced vision
of low refractive index contrasts.

3.3.2 Laser light coupling

The coupling of laser light in integrated circuits can be used to characterize their opti-
cal properties, such as their transmission, their polarization behaviour and their recon-
figurability. For this reason, the characterization laboratory is equipped with several
laser sources in both VIS and NIR spectra, such as diodes and solid-state lasers.

Light injection can be achieved in two different configurations. The end-fire one
(Fig. 3.5.a) consists in focusing the laser light into the input waveguide facet by using
a microscope objective or an aspheric lens, which should be chosen for matching both
the size of the guided mode and the waveguide numerical aperture, ∼ 0.1 in case of
FLW waveguides. The second configuration, called fiber-butt coupling (Fig. 3.5.b), con-
sists instead in injecting light by means of an optical fiber, whose peeled and cleaved
tip is brought close to the waveguide input facet. Also in this case, the fiber choice
should consider the properties of the guided mode. This configuration is particularly
useful when quantitative measurements should be performed, since the fiber mode is
a reliable reference for the properties of the injected light.

The precise alignment between objective, fiber and sample can be achieved by sub-
micrometric multi-axis translation stages. In particular, the position of the element
used for coupling light in the waveguide is controlled by a three-axis translation stage
(Melles Griot NanoMax or the more recent Thorlabs MAX313D). The sample is instead
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Figure 3.5: Configurations for coupling light in an optical waveguide. a) End-fire coupling,
where a microscope objective is used to focus the laser beam into the input facet of the waveg-
uide. b) Fiber-butt coupling, where an optical fiber is brought close to the waveguide input
facet. If the laser sources emits in free-space, an end-fire configuration can be used to inject
light in the fiber.

mounted on a four-axis micropositioner (Thorlabs MBT402D), with two translation
axes enabling the motion in the plane normal to the direction of light propagation,
and two rotational axes for tilt adjustment. In the case of coupling with an optical
fiber, its distance from the sample facet can be visually controlled by using a Leica
M125C bench-top microscope, which provides up to 10× magnification.

For collecting the waveguide output light, the same configurations can be imple-
mented. When using a focusing element, however, a higher NA should be preferred in
this case for collecting more light. The output light properties can then be measured by
means of a powermeter sensor (Ophir NovaII and Anritsu ML9001A) or an imaging
camera, notably an Emdund Optics EO-1312M CCD sensor for λ < 1 µm, and a Xenics
Bobcat-640 InGaAs camera for longer wavelengths.

3.3.3 Evaluation of the optical properties

3.3.3.1 Mode profile

The measure of the mode profile gives preliminary information about the waveguide
properties. From this analysis it is for instance possible to distinguish between single
mode and multi-mode waveguides (Fig. 3.6), which is an important information since
usually the higher-order modes are more lossy and less controllable. Moreover, from
the mode dimension it is possible to retrieve a rough estimation of the waveguide
refractive index contrast and on its confinement capabilities, which are related e.g. to
the bending losses. The evaluation of the mode profile is also useful when designing
directional couplers, since the interaction distance should be low enough for provid-
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Figure 3.6: Mode profile of a) a multi-mode and b) a single mode waveguide.

ing appreciable overlap integrals but not too low for avoiding reciprocal disturbance
between the waveguides.

The mode profile analysis is usually performed by butt-coupling the waveguide
with an optical fiber, and by imaging the output intensity distribution by means of a
sensitive camera. It is worth noting that, in the case of single mode waveguides, the
intensity measurement provides all the necessary information since, due to the absence
of sign inversion, the intensity profile is directly related to the electric field: |E(x, y)| ∝√

I(x, y). Moreover, for performing a quantitative measurement, the mode of the fiber
can be imaged as well by keeping constant the distance between the collection optics
and the camera, and therefore the system magnification. In this way the fiber mode,
whose dimension is usually known, can be used as a reference.

3.3.3.2 Loss analysis

We already discussed how the losses introduced by integrated optical waveguides are
a very important aspect in quantum photonics, since high losses are associated to a
degradation of the performances and limit the scalability of the implemented circuits.
Nevertheless, we did not discuss yet which are the main sources of losses. For this rea-
son, in the following we will present the main physical phenomena associated to light
loss in the circuit, and how we can measure them. For practical reasons, the introduced
losses are usually expressed in dB, since in this way their addition is straightforward.

fresnel loss When injecting light in an optical waveguide, the refractive index
mismatch at the environment-substrate interface causes a partial reflection of light,
which is therefore not coupled. This kind of loss increases with the refractive index of
the material, and can be calculated as

FLdB = −10 · log10

[
1−

(n2 − n1

n2 + n1

)2]
, (3.2)

where n1 and n2 are the environment and substrate refractive indices, respectively. In
particular, if we consider an air-glass interface, the Fresnel losses are about 0.18 dB.
For reducing this value, ideally to zero, index-matching oils can be used between fiber
and glass, thus preventing the Fresnel reflection.
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coupling loss The amount of light that is injected in the waveguide depends on
the coupling conditions. In fiber-butt coupling, if the fiber mode E f and the waveguide
one Ewg are not perfectly matched, coupling loss arises, which is defined as

CLdB = −10 · log10

( |
∫∫

Ewg E f dx dy|2∫∫
|Ewg|2 dx dy ·

∫∫
|E f |2 dx dy

)
(3.3)

and is dependent on the overlap integral between the two guided modes. In particular,
the coupling loss can be estimated once the intensity profiles of the two modes are
retrieved with an imaging camera. It is worth noting that Eq. (3.3) provides only a the-
oretical value, being the actual coupling loss usually higher since other nonidealities
also play a role, such as a non perfectly cleaved fiber facet or slight misalignments with
the waveguide. Moreover, a similar relation is much more difficult to find in case of
end-fire coupling, since the injection efficiency depends not only on the electric field
distribution at the focal spot, but also on the lens NA.

propagation loss The unavoidable imperfections of the waveguide profile,
such as roughness, inhomogeneities of the refractive index contrast, defects or ab-
sorption centers, can cause an exponential attenuation of light as it propagates [245].
In particular, if we define an attenuation coefficient α, which takes into account all the
aforementioned causes of loss, after a propagation length l the optical power will be
P(l) = P(0) · e−αl , with P(0) the initial power. In this framework, the propagation loss,
defined as the loss for every cm of propagation, can be retrieved as

PLdB/cm =
− 10 · log10[P(l)/P(0)]

l
, (3.4)

and it can be directly related to the attenuation coefficient by considering PLdB/cm =

10 αcm−1 log10 e ' 4.3 αcm−1 .
The propagation loss value can be estimated by the cut-back technique, consisting

in measuring the output power of a straight waveguide which undergoes several cuts,
gradually reducing its length. In this way, it is possible to retrieve the exponential
attenuation coefficient, and from it the propagation loss per cm. This technique can be
time consuming, since after every cut the sample facet should be polished, moreover
it is destructive for the fabricated circuit. For this reason, an alternative can be the
measurement of the total insertion loss of the straight waveguide, defined as

ILdB = 2 FLdB + CLdB + PLdB/cm · l, (3.5)

and the retrieval of the propagation loss from it:

PLdB/cm =
ILdB − 2 FLdB − CLdB

l
, (3.6)

once both the Fresnel and coupling losses are known. This method is affected by a
non negligible uncertainty for short waveguide, however it becomes more and more
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reliable as l increases, since the propagation loss becomes predominant on the other
sources of losses.

The insertion loss can be estimated in the fiber-butt coupling configuration by mea-
suring first the waveguide output power Pout, and then the input power Pin by collect-
ing with the same lens the light coming from the optical fiber:

ILdB = −10 · log10

(Pout

Pin

)
. (3.7)

It is important to use the same collection optics since in this case the loss introduced by
it equally affects both the measurements of Pin and Pout, and therefore its contribution
in Eq. (3.7) cancels out.

bending loss The waveguide curvature introduces an additional source of loss
which is not present in a straight one. As a matter of fact, in bending waveguides the
guided mode is partially distorted, and for this reason it can couple with radiation
modes which are not confined in the core. In particular, the amount of light which
is lost in a curved waveguide exponentially increases as the radius of curvature R
decreases [246]. In this regard, the bending loss value can be defined as

BLdB/cm = c1 e−c2 R, (3.8)

where BL is measured in dB/cm as the PL, and where c1 and c2 are two constants
depending on the waveguide properties. Notably, a strong confinement, provided by
a large refractive index contrast, enables a reduction of both of them, allowing lower
radii of curvature with negligible losses. This is why, for instance, the circuits fabri-
cated in silicon can be miniaturized much more than the silica-based ones.

The analysis of the bending loss can be performed by measuring the insertion losses
of several curved waveguides, fabricated with different radii of curvature Ri but with
the same length lc of the curved part. In this way, by comparing them with the IL of a
straight waveguide inscribed in the same fabrication run and of the same length, the
BL for every Ri can be retrieved as:

BLi =
ILRi − ILstraight

lc
. (3.9)

The values of c1 and c2 can then be obtained from a fitting procedure of the experi-
mental data.

3.3.3.3 Polarization and birefringence

An important aspect that should be considered when assessing the properties of a
waveguide is how it affects the polarization of the guided light. We already discussed
that there are some cases, for instance when using polarization as a way to encode a
qubit, when the integrated circuit should have a behaviour transparent to polarization.
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Moreover, also the polarization of the guided light can have consequences on the cir-
cuit operation, for instance on the size of the guided mode and on the splitting ratio
of the directional couplers.

In this regard, the polarization state of the guided beam can be fully described by
means of the Stokes vector, defined as

S =


S0

S1

S2

S3

 =


1

(IH − IV)/I

(ID − IA)/I

(IR − IL)/I,

 (3.10)

where Ii is the intensity retrieved by a projective measurement on the i polariza-
tion state (horizontal/vertical, diagonal/antidiagonal, circular right/left-handed re-
spectively), and where I is the total power. In this framework, the action of the waveg-
uide on the guided light can be completely characterized by the so-called Müller ma-
trix M:

Sout = M · Sin. (3.11)

In particular, for FLW waveguides, the Müller matrix takes the form of the transforma-
tion induced by a birefringent medium with a single, fixed optical axis [247]:

M =


1 0 0 0

0 cos2 2δ + sin2 2δ cos φ sin 2δ cos 2φ (1− cos φ) sin 2δ sin φ

0 sin 2δ cos 2φ (1− cos φ) sin2 2δ + cos2 2δ cos φ cos 2δ sin φ

0 sin 2δ sin φ − cos 2δ sin φ cos φ

 , (3.12)

being δ the angle between the optical axis and the horizontal direction, and φ the phase
difference between the light components along the extraordinary and ordinary axes.
Notably, φ is related to the waveguide birefringence b = ne − no and to its length l by

φ =
2π

λ
· b l. (3.13)

Therefore, by measuring φ it is possible to directly retrieve the waveguide birefrin-
gence, thus gaining information on the rotation induced on the polarization of the
guided light.

The matrix M can be experimentally obtained by using the setup presented in Fig.
3.7. A fixed polarizing beam splitter (PBS), together with a half (HWP) and quarter
(QWP) waveplates mounted on two motorized rotation stages (Thorlabs PRM1/MZ8)
allow to inject in the waveguide by end-fire coupling any arbitrary polarization state.
The output light is then collected by a microscope objective and, after manipulation
with the same optical components placed in a reversed order, is focused on a powerme-
ter sensor. In this way, it is possible to perform a tomography of the output polarization
state by projective measurements on the three bases involved in the definition of the
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Figure 3.7: Experimental setup for the analysis of the waveguide polarization behaviour. A
preparation stage, composed of a polarizing beam splitter, a half and a quarter waveplate, is
used to prepare the input light in an arbitrary polarization state. At the waveguide output, the
same elements are used to perform a projective measurement and retrieve the Müller matrix.
From it, both the birefringence and the orientation of the optical axis can be inferred. Adapted
from [247].

Stokes vector (H/V, D/A, R/L), and therefore measure Sout. Since Sin is known, a fit-
ting procedure on Eq. (3.11) enables the reconstruction of the Müller matrix, and so the
retrieval of both δ and φ. It is worth noting that φ is measured up to integer multiples
of 2π, therefore, for removing any ambiguity on the estimation on the birefringence b,
the same measurement should be repeated for waveguides with different lengths.

3.3.3.4 Evanescent coupling

We already mentioned that the coupling properties of the optical waveguides depend
on the overlap integral, and therefore on the mode profile. In particular, from the
coupled-mode theory [248] it is known that two identical waveguides interacting for a
length L can exchange light by evanescent coupling. In this framework, the reflectivity
R (or equivalently the splitting ratio) can be defined as the fraction of power that
remains in the injection waveguide:

R(L) = cos2(kL + φ), (3.14)

where φ is related to the interaction occurring already in the curved regions, and k is
the coupling coefficient, proportional to the overlap integral between the two waveg-
uides modes:

k ∝
∫∫

E1(x, y) E2(x, y) dx dy. (3.15)

Notably, k can be expressed in terms of the interaction distance d, since a lower d will
cause a higher overlap and therefore a stronger coupling:

k(d) = a · e−bd, (3.16)

with a and b two constants depending on several parameters such as the refractive
index contrast and the light wavelength.

In theory, once all the properties of the system are known, a modelling of the evanes-
cent coupling could be possible. Nevertheless, this task is quite difficult to achieve with
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FLW waveguides, due to their low confinement and nontrivial mode profile. Moreover,
the coupling occurring already when the waveguide start to interact in the bending
regions makes it even more difficult to obtain reliable results. For this reason, the de-
sign of the directional couplers for achieving the desired reflectivities is based on an
experimental scan of the main geometric parameters, i.e. d and L, while the radius of
curvature of the bent parts is usually chosen as a compromise between low losses and
a compact circuit. In this regard, the most trivial scanning procedure is the fabrication
of directional couplers with an increasing interaction length at a fixed distance. By
coupling light in one waveguide, and by measuring the output power of the injection
waveguide (Pbar) and of the other one (Pcross), the reflectivity R(L) can be retrieved as:

R(L) =
Pbar

Pbar + Pcross
, (3.17)

from which it is possible to estimate k by a fitting on Eq. (6.17). Moreover, by per-
forming this measurement for different distances d, the exponential dependence of
the coupling coefficient on this parameter can be retrieved as well.

In this way, however, for achieving a certain reflectivity with a given distance it
could be necessary to use interaction lengths of some mm, thus increasing the length
of the circuit. A solution in this respect is to exploit the evanescent coupling occurring
in the bending regions for achieving directional coupler with actual interaction length
L = 0. In this case, the scanning of the parameters is performed by fabricating a series
of directional couplers with different interaction distances and zero length, whose
reflectivity is then measured. From these data, a fitting procedure on k(d) can be
performed, whose results can then be used to choose the exact distance for a desired
splitting ratio. As it is possible to understand, not only this technique provides more
compact directional couplers, but it is also less time consuming since the number of
devices that should be fabricated for deciding the suited geometry is reduced.

Finally, we should note that the characterization of the directional couplers can occur
both in the end-fire or fiber-butt coupling configurations. In particular, when the po-
larization of the guided light should be considered, the former is the preferred choice,
while fiber coupling is used when it is necessary to measure the insertion losses of the
devices.

3.3.4 Reconfigurability

The evaluation of the thermal phase shifters properties is first performed by measuring
their resistance R with a digital multimeter. Then, for characterizing the induced phase
shifts, light is injected in the circuit and the output power distribution is analyzed
while tuning the voltage or the current that is applied to the resistor. As an example,
let us consider the simplest case, i.e. a MZI composed of two balanced directional
couplers with a heater fabricated on top of one of the two arms (Fig. 3.8.a). The applied
phase shift can be retrieved from the measurement of Pbar and Pcross, since the circuit
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Figure 3.8: Characterization of the optical phase shift induced by a resistive heater. a) The
characterization of the reconfigurability of a MZI can be performed by measuring the bar and
cross output power, while applying a known voltage (or current) to the resistor. b) Typical
experimental dependence of the MZI reflectivity on the induced phase shift.

will show an oscillating reflectivity with a sinusoidal dependence on the dissipated
electric power (Fig. 3.8.b). In formulas, R(∆φ) = cos2(∆φ/2), where the induced phase
shift is linearly dependent on the dissipated power Pdiss:

∆φ = α Pdiss + ∆φ0. (3.18)

In this relation, α is a proportionality coefficient which is related to the light wave-
length λ, the thermo-optic and thermal conductivity coefficients of glass − nT '
10−5 K-1 and k = 0.9 W/(m·K), respectively − and on the distances r1 and r2 between
the resistor and the two arms of the MZI [234]:

α =
2nT

λk
log
( r1

r2

)
. (3.19)

By considering that Pdiss = V2/R in controlled-voltage operation, and Pdiss = RI2

in the controlled-current one (where R in this case is the electrical resistance), it is
possible to retrieve which values should be used for inducing a desired phase shift.

In the case with more than one heater, Eq. (3.18) assumes a matrix form, since every
phase is in principle affected by the action of all the resistors, which sum up linearly. In
particular, the off-diagonal elements represent the cross-talk terms, since they describe
how a resistor affect the phase of a waveguide not fabricated beneath it. In presence of
insulating trenches, these terms are greatly reduced, nevertheless they should be still
considered for a good device operation. In this case, the characterization is performed
by measuring all the phase shifts induced by every resistor, so that a full knowledge
on the linear system can be obtained. It is worth noting that cross-talk does not play
in principle a negative role, since, once characterized, its effects can be controlled.
However, when the number of resistors is increased, it makes the preliminary charac-
terization of the system more time consuming and, if too high, could cause an increase
of the dissipated power necessary for inducing a desired phase shift.
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Figure 3.9: Pigtailing setup. a) The two hexapods (at the sides) and the sample holder (in
the center) provide a complete control on the alignment between fiber arrays and waveguides.
b) Device after pigtailing. For increasing the resistance of the fibers to mechanical stresses,
custom-made metallic holders can be used.

3.4 packaging and pigtailing

For providing stable and reliable operation, it is possible to permanently connectorize
the inscribed photonic circuits with optical fibers or fiber arrays, both at the input and
the output facets. This procedure, called pigtailing, is performed by precisely aligning
the fibers to the waveguides, and then by gluing them by means of a UV-curing glue,
which solidifies when exposed to UV radiation.

The pigtailing setup used in this thesis is shown in Fig. 3.9.a. For the alignment
of both the launch and collection fibers, two 6-axis computer-controlled hexapods (H-
811.F2 by PI-Physik Instrumente) are used, which enable a precise and repeatable
movement in all the six degrees of freedom thanks to brushless DC motors. Notably,
the resolution of the three translation axes is 100 nm, while a minimum value of 2
µrad can be achieved for the three rotation ones. The device positioning is instead
performed by means of a sample holder that provides a manual control over the three
rotation axes, and a motorized one (M-110 by PI) in the plane normal to the direction
of propagation of light. The visual inspection of the whole process is enabled by two
cameras equipped with a macro objective and placed on the top and on one side of
the system.

Once the optimal coupling between fibers and waveguides is achieved, the UV-
curing process can be performed. In this regard, the glue is carefully placed on the
fiber facet and, once the optimal coupling is restored, it is cured by irradiation with
a UV-LED source (L14310 by Hamamatsu) which causes its solidification in few sec-
onds. Moreover, since the glue has the same refractive index of glass, the Fresnel loss is
greatly reduced since an index-matching condition is achieved. Finally, some custom-
made metallic holders can be used (Fig. 3.9.b) for increasing the mechanical stability
of the connectorized fibers.
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S PA C E Q U A L I F I C AT I O N O F

F LW WAV E G U I D E S

In this chapter we investigate the effects that a space mission in a low Earth orbit
environment would have over femtosecond laser-written waveguides in Eagle XG. By
proper irradiation with γ-rays and protons, and by performing tests on temperature
variations and vacuum conditions, we show that FLW circuits are a valuable tool in
the implementation of satellite-based optical communications, both in the classical and
quantum regimes. This work has been carried out in collaboration with Prof. Ping Koy
Lam and Dr. Tobias Vogl, both affiliated with the Department of Quantum Science of
the Australian National University and it has been published in [249]. In this activity
I performed the fabrication of all the circuits, their characterization with laser light
before and after irradiation, and the comparison of the retrieved data.

4.1 motivations of the work

In Sect. 1.3.2, we showed that a promising implementation of a global quantum net-
work for secure communications involves relay satellites and ground stations exchang-
ing quantum states of light. This approach would allow to overcome the intrinsic
locality of the free-space transmissions without the need of lossy optical fibers. In this
respect, it must be mentioned that the footprint of the optical elements placed in a
satellite should be as low as possible, considering that both the dimensions and the
weight of a satellite are minimized, e.g. for reducing the fuel consumption. Moreover,
during a space mission, it would be very challenging to compensate for sudden mis-
alignments, therefore the used instruments should be mechanically stable and resistant
to shocks and vibrations. These are the main reasons why in this field an important
role could be played by photonic integrated circuits, which on the other hand have
already been used in laboratory demonstrations of integrated QKD [250, 251].

However, before being employed in a space mission, the instrumentation should be
tested [252] to verify that it will withstand the space environment conditions, which
include the presence of high energy radiation, temperature oscillations, high-vacuum,
vibrations and mechanical shocks. Despite the functioning of some photonic integrated
components, such as single photon detectors [253] and sources [254], has been verified
in such harsh conditions, there is little or no knowledge about the space qualification
of photonic integrated circuits, mostly because it requires the access to special sites
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Figure 4.1: SPENVIS simulations of the concentration distribution of protons in the LEO space
environment. a) Distribution of the proton flux at an altitude of 700 km, calculated by means
of the AP-8 MAX model in SPENVIS. b) Annual proton fluence for different proton energies
after a 1.85 mm-thick aluminum shield. Three notable trajectories are highlighted: in red the
International Space Station, in green the Micius satellite, and in blue the Van Allen probes.
Also in this case, the considered altitude is 700 km. Both images are from [249].

such as particle accelerators and sources of γ radiation. In this regard, in literature
some studies have been proposed about FLW waveguides, nevertheless they focus
more on the effects of radiation for sensing applications in nuclear facilities [255], or
they limit the treatment only to the guiding properties of straight waveguides [256].
For this reason, we decided to further expand our study to the main components
of a passive photonic circuit, i.e. straight waveguides, directional couplers (DCs) and
Mach-Zehnder interferometers (MZIs). After their fabrication and preliminary char-
acterization, we irradiated them with the proper quantity of protons and γ-rays for
simulating a three-years mission in the low Earth orbit (LEO). After this, we measured
again their main properties and confronted them with the pre-irradiation characteriza-
tion. We finally performed also a study on the effects of temperature variations on the
inscribed circuits, for addressing the day-night alternation that they would undergo in
a satellite orbiting the Earth.

4.2 space environment

The LEO environment, which is usually where the satellites used in space communi-
cations orbit the planet, is characterized by a high concentration of charged particles,
mostly protons. Indeed, if on the one hand the geomagnetic field efficiently protects
the Earth ground from the energetic charged particles in the solar wind, on the other
hand it traps them in the so-called Van Allen belts, which are two toroid regions sur-
rounding our planet. In particular, the inner one is a reason of concern in the telecom-
munications field, since it extends in the altitude range 200 - 12000 km and thus affects
the satellites orbits. Moreover, since the Earth magnetic dipole and rotation axes are not
aligned, its distribution is not homogeneous (Fig. 4.1.a), and reaches its maximum in
the South Atlantic Anomaly [257]. Therefore, the amount of radiation which a satellite
is subjected to during its operation is not constant, and for this reason the properties
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of the internal instrumentation should be chosen in function of the predicted mission
trajectory (Fig. 4.1.a).

Concerning the energy of such charged particles, we must consider that satellites are
usually equipped with protective shields for preserving the operation of the electronic
instrumentation. However, these shields are not thick enough for completely stopping
the whole impinging radiation since they would be too heavy. They are in fact able
to block only the low-energy particles, while the high-energy ones are simply slowed
down. This translates therefore in a red-shift of the energy spectrum of the radiation. In
particular, by using the SPace ENvironment Information System (SPENVIS) software,
provided by the ESA, it can be found that, after a typical shielding enabled by 1.85
mm of aluminum, the radiation arriving in the internal volume of a satellite at an
altitude of 700 km is mainly in the range 100 keV - 400 MeV (Fig. 4.1.b). Moreover, the
integrated fluence per year is simulated to be about 3 · 10 9 cm-2.

In space, as we already mentioned, the satellites undergo also a significant exposure
to γ-rays, which are mainly generated by the interaction between the cosmic rays and
the gases composing the atmosphere [258]. In particular, at an altitude of 700 km,
according to the simulations the annual absorbed dose would be of few tens of Gy. As
a final consideration, we note that the instrumentation in a satellite should withstand
high-vacuum conditions (' 10−7 Torr) and temperature fluctuations of the order of
∆T ' 20 K [259].

4.2.1 Interaction between protons and waveguides

For the simulation of the interaction between the protons and the waveguides, we used
the Stopping and Range of Ions in Matter (SRIM) code [260], which allows to calculate
the penetration depth of protons and electrons in a material, as long as its chemical
composition is known. In this regard, we used the typical composition of borosilicate
glasses [261] (55.0% SiO2, 21.0% CaO, 10.41% Al2O3, 7.0% B2O3, 5.6% MgO and 1.0%
SrO), being the actual Eagle XG one a trade secret. Fig. 4.2.a shows the estimated
penetration depth of protons impinging on the substrate surface in function of their
energy. As intuitively expected, a particle with a high kinetic energy can propagate
longer in the material before being slowed down and then completely stopped.

For our analysis, the most interesting depth range was about 10 − 50 µm, which
is where the FLW waveguides are usually inscribed when thermal phase shifters are
used, since in this way they are closer to the corresponding heater. For this reason, we
decided to focus our treatment on the energy values of 770 keV, which is related to
protons stopping in a depth of about 10 µm (Fig. 4.2), and of 3 MeV, a value enabling
the particles propagation up to a depth of 100 µm. Therefore, while in the former case
we could analyze the effects of protons stopping in the waveguide core, the latter al-
lowed us to understand the influence on the waveguide performances of the creation
of defects caused by the passage of energetic protons. It is worth noting that using pro-
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Figure 4.2: Simulations of the penetration of protons in Eagle XG. a) Penetration depth of
protons in Eagle XG as a function of their kinetic energy. b) Monte-Carlo simulation of the
trajectory of 500 protons with an energy of 770 keV in Eagle XG. It is possible to notice how
the trajectories end at a depth of about 10 µm. Both images are from the supplementary infor-
mation of [249].

tons with even higher energies would only lead to a higher number of defects, mostly
vacancies according to our simulations, however the involved physical phenomena
would still be the same.

In regard to the γ-rays penetration, we do not expect their energy to be attenuated
during the interaction with the glass, thus they completely go through it. For this
reason, the previous considerations about the waveguides depth are not necessary in
this case.

4.3 fabrication and irradiation

Our simulations allowed us to choose the irradiation parameters to be addressed,
which are the proton energy and fluence, and the dose of γ-rays. Moreover, we also
showed the importance of the waveguides depth in this treatment. For investigating
the main possible combinations, we decided therefore to fabricate seven identical sam-
ples, and then expose six of them to different irradiation conditions, while one was
kept as control sample.

4.3.1 Design and fabrication parameters

The scheme of the seven samples can be found in Fig. 4.3. In each of them, the main
building blocks of a passive photonic circuit, i.e. straight waveguides (SWG), direc-
tional couplers (DCs) and Mach-Zehnder interferometers (MZIs), were fabricated. Fur-
thermore, we decided to investigate the optical properties of circuits optimized for
two different wavelengths, notably 850 nm and 1550 nm, relevant for both classical
and quantum telecommunications. For providing statistical significance, in particular
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Figure 4.3: Content of the seven samples for space testing. In each of them, two sets of circuits
are present, optimized respectively for operation at 850 nm and 1550 nm. Every set is composed
by 5 SWGs, 8 DCs and 8 MZIs. From [249]. In the table, the main inscription parameters used
for fabricating the circuits are highlighted.

we inscribed 5 SWGs, 8 DCs and 8 MZIs per sample and per wavelength. In this
way, we were able to monitor the eventual changes concerning the propagation losses
and birefringence of SWGs, the evanescent coupling, and therefore the mode profile
properties, of DCs, and finally the optical phase in the MZIs.

The fabrication of all the 7 replicas occurred in the same run and in the same Eagle
XG glass sample, which was then cut. This choice was made for providing a fabrication
of the seven samples as uniform as possible, for then being able to confront their re-
sults. The inscription was performed in the FIRE line with the cavity-dumped Yb:KYW
laser, which as explained in Sect. 3.1 emits pulses with λ = 1030 nm, ∆t = 300 fs, rep.
rate = 1 MHz. The laser beam was focused by a 50×, 0.6 NA microscope objective.
After an optimization procedure of the remaining fabrication parameters, i.e. pulse
energy Ep, sample translation velocity v and number of laser scans n, the optimal com-
bination was found to be Ep = 370 nJ, v = 40 mm/s and n = 5 for the waveguides at
850 nm, and Ep = 480 nJ, v = 40 mm/s and n = 6 for the ones working at 1550 nm.
The processed glass chip was then annealed, polished to optical quality, and cut for
separating the seven samples.

4.3.2 DCs and MZIs design

After a study of the DCs interaction distance d and length L at the two wavelengths,
we chose d = 8 µm and L ranging from 1 to 4.5 mm for the DCs at 850 nm, while at
1550 nm we used d = 9 µm and L in the range 0− 3.5 mm. In both cases, the scan
of the interaction length was performed with a spacing of 0.5 mm, and was chosen
in such a way to clearly observe the oscillatory dependence of the reflectivity on L. A
radius of curvature equal to 50 mm was employed, a quite standard value when the
compactness of the circuit is not a strict requirement for the experiment.
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Concerning the design of the MZIs, the DCs composing them were fabricated with
the same geometry. Notably, one of the two arms of the MZIs was designed slightly
longer than the other one, for introducing a passive phase shift of π/2. We decided to
introduce this deformation for obtaining a balanced output distribution between the
two waveguides of the MZIs built with balanced DCs, thus enhancing the sensitivity
of the measurement of an eventual phase change.

4.3.3 Waveguides depth

The desired depth of the inscribed circuits was 10 µm for the first five samples, and 40
µm for the other two. We indeed already explained that shallow waveguides are more
interesting than deeper ones since they provide good reconfigurability. However, if the
waveguides are directly inscribed so close to the surface, their optical performances
are greatly reduced since the fabrication process would be very sensitive to the surface
cleanliness, and even the smallest particle of dust could interrupt the focused laser
beam and thus increase the waveguide losses. For this reason, we decided to inscribe
the circuits deeper in the glass, at 170 µm and 200 µm respectively, and then use a
chemical etching for removing the material above them and so reduce their depth.
To this purpose, we used a hydrofluoric acid solution with a 10% concentration and
a controlled temperature of 35 °C, where the glass sample was immersed for 100
minutes, thus enabling the removal of 160 µm of glass.

4.3.4 Irradiation with protons and γ-rays

After a preliminary characterization of their optical properties, which will be discussed
in the next section, six among the seven processed samples were irradiated with pro-
tons and γ-rays in different conditions, summarized in Tab. 4.1. In particular, two
samples (#2 and #3) were irradiated only with γ-rays, three (#4, #6 and #7) only with
protons and one (#5) with both for observing eventual combined effects.

Concerning the proton irradiation, as already explained, the kinetic energies of 770
keV and 3 MeV were used. Notably, between the two samples with waveguides at a
depth of 10 µm, one was irradiated with the former, and one with the latter. In this
way, we could observe both the effects of protons stopping near the waveguides and
protons passing through them. The two samples where the waveguides were inscribed
at 40 µm below the surface, instead, were both irradiated with the most energetic
protons, since the 700 keV ones would not reach them according to our simulation.
Moreover, we investigated the effects of fluence values of 1010 cm-2, corresponding to
a space mission with a duration of three years at an altitude of 700 km, and of 1012

cm-2, the amount of protons that would interact with the samples in a mission of 300

years. Of course this value is not realistic, however we decided to implement such a
harsh irradiation for enhancing the effects of the interaction. Finally, in respect to the
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Sample Depth [µm] p+ energy [MeV] p+ fluence [cm-2] γ-ray dose [Gy]

1 10 - - -

2 10 - - 10

3 10 - - 100

4 10 0.77 1012 -

5 10 3 1012 50

6 40 3 1012 -

7 40 3 1010 -

Table 4.1: Irradiation conditions of the seven samples.

γ irradiation, we used the doses of 10, 50 and 100 Gy, which are the typical values
expected in the LEO space environment for a three-year mission.

The exposure to protons was performed in the Heavy Ion Accelerator Capability,
which is a NCRIS facility at the Australian National University. The protons were
generated by ion sputtering of a TiH target. The Ti ions were filtered by deflecting them
with a 90° magnet, while the protons were accelerated by means of a 1.7 MeV tandem
accelerator, which could provide an energy of up to 3.4 MeV per charge. The protons
kinetic energy was defined within ±5 keV, while their fluence to the glass sample had
an uncertainty of less than ±10%. The irradiation occurred at an angle of 7°, a value
which is usually employed in the irradiation of crystals for avoiding ion channeling
along the main crystallographic directions. In this case it was not necessary since the
glass is amorphous, however we decided to keep the standard alignment anyway. The
irradiation occurred at room temperature at a pressure of 10−7 Torr.

The γ-irradiation was instead performed in a facility of the Australian Nuclear Sci-
ence and Technology Organisation. For this purpose, we used a sample of the radioac-
tive Co-60 isotope, emitting two γ-rays with an energy of 1.17 and 1.33 MeV. The dose
per minute arriving at the glass samples was 4.329(36) Gy/min.

4.4 post-irradiation analysis

4.4.1 Microscope inspection

The first characterization that we performed after the irradiation consisted in a micro-
scope visual inspection of the devices. In this regard, Fig. 4.4 shows the lateral facets
of the irradiated samples after irradiation, confronted with the not irradiated one (#1).
In detail, the facets of samples #2, #3, #4 and #7 were not affected by the irradiation,
at least qualitatively. However, an evident change was observed for samples #5 and #6,
consisting in a degradation of the waveguides cross-sections and a change of color of
the glass, mostly in a superficial region about 100 µm-thick. Notably, these samples
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Figure 4.4: Microscope images of the waveguides cross-sections after exposure. Notably, sam-
ples #5 and #6, which were irradiated with protons with the highest energy and fluence, show
a degradation of the waveguides and a color change of the material. The bar in the first picture
corresponds to 100 µm. From [249].

were both irradiated with the highest dose of 3 MeV energetic protons. This result
is consistent with our simulations, which predicted a penetration depth of about 100
µm for protons with such kinetic energy. The fact that this degradation did not occur
for sample #7, irradiated with protons with the same energy, can be explained by the
lower dose, which led to a lower density of generated defects.

4.4.2 SWGs performances

4.4.2.1 Propagation loss

The measurement of the propagation loss (PL) of the SWGs was performed by cou-
pling them with an optical fiber, in detail an SM800 at 850 nm and an SMF28 at 1550
nm. As explained in Sect. 3.3.3, its value was retrieved by the measurement of the in-
sertion loss (IL), to which the Fresnel (FL) and coupling losses (CL) were subtracted. In
particular, the loss occurring at the coupling between fiber and SWGs was estimated by
calculating the overlap integral between the two guided modes, which were measured
by using an imaging camera. The length of the samples was 2.2 cm.

The results of the analysis are represented in Fig. 4.5.a, which shows the average, for
every sample and wavelength, of the PL of the 5 SWGs of every set. It should be noticed
that the measurement was affected by some variability, as it is possible to retrieve from
the data of sample #1. This was mainly due to the difficulty of obtaining a reproducible
fiber coupling, which led to a certain degree of variability on the CL and therefore on
the retrieval of the PL from it. As a matter of fact, the more reliable procedure, i.e. the
cut-back, could not be implemented in this case since it is destructive for the samples.
All this considered, we can anyway conclude that the PLs in samples #2, #3, #4 and #7

did not change, at least in a statistically relevant way. Instead, the samples #5 and #6,
whose waveguides cross-sections were qualitatively degraded by the irradiation, also
showed a relevant increase of the PL value for both wavelengths, up to 0.5 dB/cm.
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Figure 4.5: Propagation loss and birefringence of the seven samples before and after irradiation.
a) Average of the propagation losses of the 5 SWGs in every set sample/wavelength. Except
for samples #5 and #6, which shows a relevant increase, the others were not affected by the
irradiation. b) Birefringence of one SWG in every set sample/wavelength. In all the cases we
did not observe changes within the precision of the measurement. Both from [249].

From this analysis it can be concluded that the waveguides were affected neither by
the γ-rays nor by protons with the lowest investigated fluence (1010 cm-2), regardless
of their energy. These are exactly the conditions which are expected in a standard
mission in the LEO environment. The waveguide losses were instead increased by the
irradiation with a high fluence (1012 cm-2) of more energetic protons, which probably
generated a large number of defects in glass while passing through it. However, it
should be stressed again that this irradiation condition is not realistic for a standard
satellite-based space mission.

4.4.2.2 Birefringence

The birefringence of the SWGs was measured by the retrieval of their Müller matrix
with the setup presented in Sect. 3.3.3. In particular, the measurement was performed
for two SWGs in every sample, one at 850 nm and one at 1550 nm. Moreover, the
uncertainty of the procedure was estimated by performing the same measurement
without any sample in the setup, thus effectively measuring the residual birefringence
related to nonidealities of the optical components, retrieving an uncertainty value of
2 · 10−7 at 850 nm and 1 · 10−7 at 1550 nm. The comparison between pre- and post-
irradiation measurements is shown in Fig. 4.5.b. In this case, it is possible to observe
how all the values are the same within the precision of the measurement. It can be
noticed that the birefringence in samples #5 and #6 seems to be affected by a systematic
slight increase, however the precision of our setup did not allow to confirm it with a
statistical relevance. Nevertheless, even if this was the case, the change would be very
small, and would not affect the operation of a circuit.
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Figure 4.6: Bar transmissions of the most balanced DC and MZI for every sample and wave-
length, using V polarized light. All the measured quantities were not significantly affected by
the irradiation. Both from [249].

4.4.3 DCs and MZIs performances

The characterization of the DCs and MZIs was performed by end-fire coupling of one
of their input ports, and then by measuring the bar and cross output powers, thus
retrieving their reflectivity, or equivalently their bar transmission. The measurement
was carried out for H and V polarizations. Moreover, its uncertainty, mostly attributed
to the collection of uncoupled light, was estimated to be about 1%, a value which was
retrieved by measuring several times the reflectivity of the same directional coupler in
different coupling conditions.

As a result of the characterization, we did not observe any relevant change of the
DCs and MZIs reflectivities after irradiation. As an example, we show in Fig. 4.6 the
bar transmissions of the most balanced DCs and MZIs for every wavelength and sam-
ple, coupled with V polarized light. As a matter of fact, the closer is the splitting
ratio to 50%, the higher is the sensitivity on any change of the evanescent coupling
properties in the DCs and of the optical phase difference in the MZIs. Moreover, the
characterization with H polarization, not shown in the figure, provided the same re-
sult, and interestingly the irradiation did not cause any change in samples #5 and #6,
as it is represented in detail in Fig. 4.7.

This analysis allows us to conclude that neither the evanescent coupling properties
nor the optical path were affected by the exposure. Since both elements are related to
the refractive index contrast, at least in the weakly guiding regime as it is for FLW
waveguides, we can state that the defects generated by the protons leaved it basically
unaltered.
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Figure 4.7: Bar transmission of all the MZIs of sample #5 and DCs of sample #6 for H polariza-
tion, before and after irradiation. From [249].

4.4.4 Effects of vacuum and temperature variations

In a space mission, the instrumentation in a satellite is expected to operate in high
vacuum conditions and with temperature fluctuations. Concerning the functioning in
vacuum of the FLW waveguides, no further investigations were needed in our analysis,
since the irradiation with protons already occurred at a pressure similar to the one
expected in LEO, so it was part of the experiment. Moreover, borosilicate glass is
known to withstand high-vacuum conditions with negligible outgassing, and as a
matter of fact it is often used in the view ports of vacuum chambers.

In regard to the temperature variations, we decided to study their effect on the
reflectivity of some MZIs, which among the fabricated circuits are for sure the most
sensitive to this parameter. In particular, we investigated a temperature variation of
70°C, which is much higher than the one expected during standard operation in space
(about 20°C). For controlling the temperature of the sample we used a Peltier plate,
while light was injected in one input of the MZIs by means of a microscope objective.
Notably, the sample was mounted in a custom-made copper holder for providing a
uniform heating or cooling (Fig. 4.8.a).

Fig. 4.8.b shows the measurements performed on two MZIs, one working at 850 nm
in sample #1, thus not irradiated, and one operating at 1550 nm from sample #4. Also
in this case, we show the data of the MZIs with the reflectivity as close as possible
to 50%. The represented graphs demonstrate that the reflectivity is independent of
temperature, this means that a uniform temperature variation, as it would be in a
satellite, would not affect the MZIs operation.
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Figure 4.8: Measurement of the temperature sensitivity of MZIs. a) Picture of the used setup.
The sample was put in a copper enclosure, which was in contact with a Peltier device for
controlling the sample temperature. The MZI input and output ports were coupled by using
two microscope objectives. b) Reflectivity of two MZIs from samples #1 and #4, respectively
operating at 850 nm and 1550 nm. The temperature ranges from 10°C to 80°C. From [249].

4.5 conclusions and further developments

In this work we showed that FLW waveguides can be a valuable tool in space-based
applications, mostly in the field of classical and quantum optical communications.
In particular, we addressed the performances of the building blocks of any passive
photonic circuit inscribed in the Eagle XG substrate. We demonstrated that the inter-
action with the protons and γ-rays which are expected in the LEO space environment
in a three-years mission would not affect the propagation losses, the birefringence,
the evanescent coupling properties and the propagation constant of waveguides. We
found that harsher environments, equivalent to a mission with a duration of 300 years,
could affect the waveguides losses, nevertheless all the other properties would remain
unaltered, thus allowing also in this case a reliable operation. Moreover, we also inves-
tigated the effect of high-vacuum and temperature variations of the circuits, finding
no relevant changes.

In light of this work, it would be interesting to also test the other fundamental
components of FLW circuits. For instance, there is little or no information about the
behaviour of thermal phase shifters in vacuum, and it has never been investigated
whether they could withstand prolonged exposure to charged particles and energetic
radiation without a degradation of their properties. Moreover, if the effect of vibra-
tions was not tested in our work since the waveguides were inscribed in monolithic
glass chips, of course the resistance to mechanical shocks of the other components, for
instance the pigtailed optical fibers, should be addressed for providing a stable and
reliable operation.
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S C A L A B L E P H O T O N I C

P L AT F O R M F O R Q U A N T U M
I N F O R M AT I O N P R O C E S S I N G

In this chapter we present three different works towards the implementation of a scal-
able photonic integrated platform for quantum information processing.

The first, carried out in collaboration with Prof. Fabio Sciarrino of La Sapienza Uni-
versity of Rome, consists in the proposal of a new class of photonic circuits for boson
sampling. In particular, we show that the unique 3D capability provided by FLW can
be exploited for the fabrication of a reconfigurable three-dimensional interferometer,
capable of performing unitary Haar-random operations with a reduced length if com-
pared to the standard 2D meshes of MZIs. This work has been published on ArXiv
[262] and is currently under the submission process.

The second work consists instead in the fabrication of a six-modes universal pho-
tonic processor whose performed unitary operation can be controlled by means of
thermal phase shifters with a reduced cross-talk and power dissipation. By charac-
terizing it with classical light, we show that it can be reconfigured for performing
several unitary linear transformations, with state-of-the-art fidelities, losses and power
consumption.

Finally, we report about the characterization and optimization of the emission of a
single photon source based on a semiconductor quantum dot emitter. With our anal-
ysis we show that a single photon emission with high brightness, indistinguishability
and purity can be achieved, thus paving the way for the use of this kind of sources
in the implementation of experiments with a number of photons higher than the one
currently provided by SPDC sources.

Concerning my personal contribution, in the first two activities I worked on the
optimization of the fabrication process, the design and the inscription of the final
circuits, and their characterization with classical light. The last activity was instead
performed during a four-months period as a visiting student in the Quantum Optics,
Quantum Nanophysics and Quantum Information group of the University of Vienna,
led by prof. Philip Walther. Under the supervision of Dr. Juan Loredo, I participated
to the collection of the data presented in this work, while also supervising the master
student Virginia Oddi.
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5.1 reconfigurable continuously-coupled

3d circuit for boson sampling

5.1.1 Motivations of the work

We explained in Sect. 1.2.3 that the implementation of the boson sampling problem
represents one of the most feasible ways to demonstrate the quantum advantage over
classical computation. However, one of the main issues in this respect is represented by
the dimensions of the system capable of performing this task with the required com-
plexity. As a matter of fact, we discussed the realization of a gaussian boson sampling
(GBS) setup built by bulk components, reported in [98], which allowed to achieve quan-
tum supremacy by sampling up to 76 photons at its output. If on the one hand this is
a milestone result, on the other hand the scalability of the presented setup to a higher
number of modes is a quite challenging task. Moreover, it does not provide the recon-
figurability required for the implementation of arbitrary transformations, since only
passive micro-optics elements were used. In this regard, photonic integrated devices
could solve these issues, being scalable and fully reconfigurable. The most common
choice is to perform boson sampling with circuits based on the universal decomposi-
tion schemes proposed by Reck and Clements. However, in this case the number of
modes is limited by the propagation losses, since the length of these devices generally
scales with the number of modes.

For this reason, in this work we tried to address this issue by proposing a new ap-
proach. Instead of using 2D discrete meshes of MZIs, we exploit FLW for fabricating
a 3D continuously-coupled waveguide array, and we demonstrate that in this way we
can reduce the minimum footprint required for the realization of Haar-random matri-
ces. Moreover, we use thermal phase shifters on top of the waveguides to obtain the
possibility to reconfigure the device. This approach, though not providing a universal
processing, is suited for boson sampling experiments, where the true randomness of
the performed transformation is more necessary than universality.

5.1.2 Discrete and continuous coupling

In an integrated interferometer, notable efforts should be dedicated to the reduction
of the insertion losses. In particular, in FLW circuits, given the optimum compatibility
of the guided mode with the fiber one, the losses mainly arise from the propagation
in the waveguides. For this reason, the length of a circuit should be as low as possible.
In this discussion, we will consider the length dependence on the number of modes
of two different approaches for the implementation of non-universal interferometers,
based respectively on discrete and continuous coupling among the waveguides.
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Figure 5.1: Multi-mode interferometers based on discrete and continuous coupling between
waveguides. a) Clements configuration for a non-universal 6-ports interferometer built as a
mesh of cascaded directional couplers with interaction distance d, coupling length LC, pitch
p and length of the S-bends LS. b) Cross-section of a continuously-coupled array where the
waveguides are arranged in a triangular lattice. The coupling coefficient between the nearest
neighbour waveguides is equal to k. Both images are adapted from [262].

clements configuration Let us consider the Clements scheme for build-
ing an integrated multi-mode interferometer with m optical modes, which, as we dis-
cussed, is more compact than the proposal by Reck. For the moment, we will limit the
discussion to a non-universal realization composed of cascaded directional couplers
with static reflectivities in place of reconfigurable MZIs, a configuration which as we
already showed is sufficient for boson sampling, as long as both the reflectivities and
the phase shifts are random. In this case, the overall length of the circuit, if we exclude
the input at output waveguides segments, can be calculated as:

LClem = (m− 1) · LS + m · LC, (5.1)

where LS is the projection of a DC S-bend on the propagation direction, and LC is the
interaction length of a DC (Fig. 5.1.a), which as a first approximation can be considered
the same for all of them. Notably, while LC is dependent on the design of a DC, and
can be even reduced down to 0 if the evanescent coupling in the S-bend region is
exploited, the length LS is instead dependent on the minimum radius of curvature
Rmin that can be employed, and therefore cannot be arbitrarily minimized. As a matter
of fact, if we design the bent region with a sinusoidal shape, which is the preferred
choice since it provides a continuous second derivative and therefore reduced loss, we
have

LS =
π

2

√
2Rmin p, (5.2)

where p is the waveguides pitch (with p much greater than the interaction distance d),
and where we imposed that the minimum radius of curvature of the S-bend, occurring
at its beginning and at its end, is exactly equal to Rmin.
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Therefore, in the approximation of reaching the desired splitting ratio with LC = 0
by a proper choice of d, we can write the whole length of the circuit as:

LClem = (m− 1) ·
π

2

√
2Rmin p, (5.3)

where a scaling law proportional to the number of modes m is evident. In particular,
if we consider the typical values of Rmin = 30 mm and p = 80 µm for FLW circuits,
we have that the footprint of the device increases of about 4 mm per mode. Moreover,
if a certain degree of reconfiguration of the circuit is necessary, we should introduce
additional straigth regions for placing the thermal phase shifters, and replace the DCs
with MZIs. In this case, as a rule of thumb we can say that the dependence found in
Eq. (5.3) would be at least doubled, further increasing the circuit length.

3d continuous coupling Let us consider now a continuously-coupled inter-
ferometer where waveguides are arranged in a triangular lattice configuration (Fig.
5.1.b). As opposed to discretely-coupled ones, in this case it is not possible to imple-
ment a decomposition method enabling universality. Nevertheless, intuitively we can
state that, for good operation, a continuously-coupled array should be long enough to
enable interference among all the propagating photons, regardless of their input port.
For this reason, we can take as Lmin the length that allows the photon wavefunction
injected at port 1 to spread until the mode m, which is the farthest one.

The propagation of a photon wavefunction in a continuously-coupled waveguide
array [263] can be described by a set of differential equations for the destruction oper-
ators âi , with i the waveguide index:

− i
dâi

dz
= ∑

j 6=i
kij âj, (5.4)

where z is the light propagation direction and kij is the coupling coefficient between
modes i and j. This set of equations has as a solution a plane-wave of the kind:

âi = Â e i (βzz+βxx+βyy), (5.5)

where βz, βx and βy are the components of the wavevector respectively on the propa-
gation direction and on the two axes of the 2D Bravais lattice.

If now we consider coupling only with the nearest neighbour waveguides, and that
in a triangular lattice the coupling coefficients are all equal to k, we can obtain the
following dispersion relation

βz = 2k (cos βx + cos βy + cos
(

βx + βy
)
) (5.6)

by using in Eq. (5.4) the plane-wave solution. Moreover, we can retrieve the group
velocities in the two directions x and y as:

vx,y =
∂βz

∂βx,y
= −4k sin βx,y, (5.7)
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Figure 5.2: Achieving random transformation with continuously-coupled waveguide arrays.
a) By randomly displacing the waveguides with respect to their ideal position in a triangular
lattice, it is possible to obtain a random modulation of the coupling coefficients. b) By inducing
a temperature gradient in the array, it is possible to obtain a non-uniform distribution of the
waveguides propagation constants.

which govern the spreading of the wavefunction in the Bravais lattice. In particular,
being the photon spatially point-like, it will contain all the transverse components,
therefore also the one spreading with the maximum velocity |vx|max = |vy|max = 4k.
Now, if we consider that the maximum number of modes in x and y that the wave-
function should travel across is

√
m, we have that the minimum length of the array

enabling a spreading of the wavefunction in the whole lattice is

Lmin =

√
m

|vx,y|max
=

√
m

4k
. (5.8)

Therefore, as opposed to planar interferometers, the 3D disposition of the waveguides
enables a faster spreading of the wavefunction in the extreme sites of the arrays, since
it can travel in both x and y directions at the same time.

Of course this treatment considers the most favorable case, in which the maximum
velocity in x and y is achieved. Moreover, it could be necessary to propagate longer
for implementing useful transformations. Nevertheless, these nonidealities can be ad-
dressed by increasing the length of the device by a proper factor B > 1 in such a way
that L = BLmin, and the scaling law retrieved in Eq. (5.8) would still be valid.

5.1.3 Implementation of random transformations

Until now, we have considered the propagation of light in a homogeneous waveguide
array. However, this kind of devices is not suited for a boson sampling experiment,
since they provide highly symmetric transformations which could be easy to simulate
classically. For this reason, we decided to introduce the randomness required for the
experiment by randomizing the coupling coefficients kij and the propagation constants
(βz)i of the waveguides, which in some ways replace the random reflectivities and
phase shifts of the Clements configuration.

Notably, we achieved a random distribution of the coupling coefficients kij by ran-
domly displacing the position of every waveguides by a distance ∆d and an angle
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Figure 5.3: Scheme of the 3D photonic circuit.

θ with respect to the ideal triangular arrangement (Fig. 5.2.a). This modulation was
performed several times along the propagation direction for increasing the achieved
randomness.

Concerning the modification of the propagation constant of every waveguide, we de-
cided to fabricate some thermal phase shifters at the two sides of the array for inducing
thermal gradients in the interferometer. By exploiting the thermo-optic effect, in this
way we induced a non-uniform distribution in the transverse plane of the (βz)i (Fig.
5.2.b). Moreover, the introduced reconfigurability, despite not providing universality,
enables the implementation of a larger number of random transformations, which is
for sure an added value if compared to a static passive device.

5.1.4 Design and fabrication of the optical circuit

5.1.4.1 Design

The design of the optical circuit is shown in Fig. 5.3. It includes:

• n = 6 input modes, spaced by a pitch of 127 µm for coupling with standard fiber
arrays;

• a continuously-coupled interferometer composed by m = 32 waveguides placed
in a 8× 4 triangular lattice. The waveguides distances are randomly modulated
9 times along the propagation;



5.1 reconfigurable continuously-coupled 3d circuit for boson sampling 81

Figure 5.4: Fabrication of waveguides with uniform properties in a depth interval of 750 µm.
The microscope image shows the cross-sections of some waveguides inscribed at different
depths for some combinations of the inscription parameters. In the table, the optimal parame-
ters resulting from the optimization procedure are shown.

• an output distribution of the waveguides matching an 8 × 4 commercial fiber
array, with a square arrangement and a pitch of 250 µm.

Moreover, cosinusoidal fan-in and a fan-out regions enable the waveguides remapping,
to connect respectively the input and output ports with the waveguides of the interfer-
ometer. It should be noted that the depth interval of the circuit is equal to 750 µm, as
required by the output fiber array. The choice of using a 2D fiber array for collecting
the output light instead of a 1D, thus increasing the complexity of the fan-out region,
has the purpose of reducing the footprint of the device. As a matter of fact, a linear
fan-out would place less strict requirements on the fabrication of the circuit, since
the output waveguides would be on the same plane. Nevertheless, it would require a
longer propagation for remapping them, thus introducing additional losses.

5.1.4.2 Optimization of the waveguide performances

The first step of the fabrication of the interferometer was the optimization of the in-
scription parameters for obtaining a waveguide guiding light at 785 nm with low losses
and a good mode profile in the required depth range. The chosen wavelength corre-
sponds to the single photon emission of the SPDC source used for the boson sampling
experiment.

The fabrication was performed in the CAPABLE line, with the standard emission
of the Pharos laser (λ = 1030 nm, rep. rate = 1 MHz, ∆t = 170 fs). For reducing the
spherical aberrations, and so the sensitivity of the focal spot properties to the focusing
depth, a water-immersion objective was used, with a 20× magnification and 0.5 NA.
The optimization was performed on the pulse energy Ep, the translation velocity v, and
the number of scans n, obtaining the optimal values Ep = 290 nJ, v = 20 mm/s and
n = 6. The choice was made for obtaining as uniform as possible guiding properties in
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Figure 5.5: Engineering of the waveguides distance for achieving the required randomness.
a) Dependence of the coupling coefficient on the interaction distance. b) Three simulations
where light, injected in the same input, propagates in interferometers with different random
modulations of the interaction distances. As it is possible to see, the three modulations lead to
significantly different output distributions, thus strongly affecting the light propagation.

the depth range 300− 1070 µm (Fig. 5.4). In particular, the mean measured propagation
loss was of 0.25 dB/cm, with a maximum value of 0.4 dB/cm 300 µm below the glass
surface, and a minimum of 0.1 dB/cm for the waveguide fabricated at a depth of 1070
µm (or equivalently, fabricated 30 µm above the bottom surface). The mode size ranged
from of 4.1× 4.3 µm2 to 4.6× 4.9 µm2 as the inscription depth increased. It should be
noted that, despite some variability is present, the achieved level of reproducibility
and quality of the guiding properties in such a large inscription depth range is quite
a remarkable result, enabled as already explained by the immersion in water of the
sample.

After inscription, the waveguides were subjected to the thermal annealing presented
in Sect. 3.2 for reducing their birefringence and bending loss. Concerning the latter,
these fabrication parameters enabled the used of a minimum radius of curvature of 30
mm with negligible additional losses.

5.1.4.3 Study of the evanescent coupling

We studied the evanescent coupling properties of the waveguides by fabricating direc-
tional couplers with zero interaction length and different interaction distances d. The
fabrication occurred 30 µm above the bottom surface, since this was the planned depth
of the final interferometer, chosen for providing a good reconfigurability by means of
the thermal phase shifters. By a fitting procedure on the reflectivities of the directional
couplers we were able to estimate the curve k = k (d), as shown in Fig. 5.5.a.

We then used the retrieved curve for estimating the degree of randomness intro-
duced by the modulation of the waveguides positions in the lattice. For this purpose,
we performed some simulations of the behaviour of the interferometer. In particular,
we split it in a series of shorter arrays, each one characterized by a fixed, random
distribution of the waveguides positions, which was obtained by applying to every
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Figure 5.6: Fabrication of the final circuit. a) Ablation pattern of the resistors necessary for
inducing thermal gradients along the array. In particular, the 16 resistors can be controlled
individually by 24 contact pads, 8 of which provide connection to ground. b) Scheme of the
final device, including the input fiber array (1D-FA), the fan-in (FI), the continuously-coupled
waveguide lattice (CCWL), the fan-out (FO) and the 2D fiber array used for collection (2D-FA).
In the inset, a picture of the assembled device is shown. Adapted from [262].

waveguide a displacement with modulus ∆d and angle ranging in the whole trans-
verse plane. In particular, ∆d could not be completely arbitrary, for avoiding excessive
overlaps of the guided modes. Considering that the mode diameter was about 5 µm,
we chose the value d = 11 µm as the pitch of the ideal triangular lattice, and fixed
the maximum displacement to ∆dmax = 2 µm. In this way, the distance between two
neighbouring waveguides could not be lower than dmin = d− 2∆dmax = 7 µm, which
is a safe value for avoiding any disturbance between them. With these parameters, we
performed some simulations of the propagation of light in the array (Fig. 5.5). This
analysis showed that it was possible to obtain a good degree of randomness with a
36 mm-long interferometer, with a modulation of the waveguides positions occurring
every 4 mm, thus 9 times along the array.

It should be noted that, considering k ' 0.2 mm-1 as it is for davg = 11 µm, and due
to the fact that the two lattice sizes are not the same (∆x = 8, ∆y = 4), the minimum
length calculated in Eq. (5.8) should be roughly modified in

Lmin '
max{∆x, ∆y}

4k
= 10 mm, (5.9)

since the light must travel across more waveguides in the x direction than y. With a
length L = 36 mm we are therefore sure that the light is interfering in all the modes of
the arrays. If now we consider a Clements interferometer, and we use the scaling law
of 4 mm per added mode, the total length becomes LClem ' 13 cm. It is therefore clear
that the continuously-coupled approach provides a much higher compactness.

5.1.4.4 Fabrication of the final circuit

After the optimization procedure and the choice of all the parameters, we fabricated
the optical circuit in a 1.1 mm-thick Eagle XG sample by using the scheme in Fig.
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Figure 5.7: Reconfiguration of the output power distribution by applying an increasing voltage
on a phase shifter.

5.3. In detail, the final length of the circuit was 8 cm, including the 3.6 cm of the
interferometer and the footprint of both the fan-in and fan-out regions.

After the inscription of the waveguides, 16 thermal phase shifters, 8 per side, were
fabricated on the glass surface by using the process described in Sect. 3.1. In particular,
after deposition of 2 nm of chromium and 100 nm of gold, the conductive paths were
defined by using the Pharos laser, with an energy per pulse of 200 nJ and a translation
speed of 2 mm/s. A 10×, 0.25 NA microscope objective was used for obtaining 5
µm-thick tracks. It should be noted that no insulating trenches were fabricated since
the heat was supposed to be distributed in the whole array, rather than localized
on specific waveguides. The ablation pattern and the arrangement of the resistors are
shown in Fig. 5.6.a. In particular, the phase shifters were designed with a width w = 20
µm and a length L = 3 mm, with a resistance value of R = 70± 13 Ω. For their control,
the phase shifters were connected to two pin headers, which were glued at the two
sides of the glass sample.

Finally, the sample was pigtailed to an input fiber array, including six 780-HP fibers
linearly arranged with a pitch of 127 µm. Moreover, for providing both thermal dissi-
pation and mechanical stability, the device was mounted on an aluminum heat sink.
The result of the fabrication process is presented in Fig. 5.6.b.

5.1.4.5 Characterization with classical light

Before using the device with single photons, we performed a characterization with
classical light addressing the insertion losses and the capability of reconfiguring the
output distribution by acting on the phase shifters.

The insertion loss was measured after pigtailing, by injecting in the six input fibers
laser light at 785 nm. The 32 output modes were collected by a 25× microscope ob-
jective, and their output power measured singularly with a powermeter. Notably, the
used magnification was high enough for clearly separating the output modes on the
sensor head. The measured insertion losses were in the interval 3.2− 3.6 dB depending
on the chosen input, corresponding to a transmission of the input light between 43%
and 48%.

As a final analysis, we measured the output power distribution for different voltages
applied to different resistors, while coupling light in one of the six inputs. As shown
in Fig. 5.7, by acting on the phase shifters it was actually possible to change the output
distribution of the array.
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Figure 5.8: Experimental setup for the generation, manipulation and detection of the single
photons interfering in the circuit. Legend: BBO = beta-barium borate, HWP = half-wave plate,
BPF = band-pass filter, PBS = polarizing beam splitter, PC = polarization controller, DL = delay
line, PS = power supply, TDC = time-to-digital converter. From [262].

5.1.5 The boson sampling experiment

Here we present the measurements performed with the device at the Quantum Infor-
mation Lab of La Sapienza University of Rome. After a brief description of the ex-
perimental setup, we will discuss the preliminary characterization of the circuit with
quantum states of light, followed by the actual boson sampling experiment.

5.1.5.1 Experimental setup

The setup used in the experiment is shown in Fig. 5.8. The single photons were gener-
ated by an SPDC source, based on a BBO (beta-barium borate) crystal pumped with
the second harmonic of a Ti:sapphire laser for having emission of photons at 785 nm.
Depending on the laser intensity, the crystal could emit either one or two pairs of pho-
tons. The former regime was useful for the preliminary characterization of the circuit,
while the latter was necessary for injecting more photons in the device during the
boson sampling experiment. After generation, the photons were split in four different
spatial modes by means of half-wave plates and polarizing beam splitters. Moreover,
3 nm band-pass filters were used for increasing their indistinguishability. Polarization
controllers and delay stages provided the possibility to manipulate the polarization
and the time of arrival of the photons before coupling with the circuit, thus control-
ling their indistinguishability. At this point, the four photons were injected into the
input fibers of the device. In alternative, one of the photons could be coupled into
a fiber that was directly connected to one detector, thus heralding the arrival of the
other three, at the cost however of reducing the number of photons useful for the
experiment. After propagation in the circuit, the four (or three) photons could be col-
lected by the output fiber array and detected by 32 SPADs, which were connected to a
time-to-digital converter for identifying the coincident detections.
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5.1.5.2 Preliminary analysis with single photons

The full characterization of the unitary operation U of a continuously-coupled inter-
ferometer is more difficult to perform if compared to the discrete ones, since it is not
possible to directly associate an element of the matrix to a component of the circuit.
For this reason, the characterization started by assuming the most general form of an
unitary transformation composed of complex elements:

U = {Ulm} = {ρlm · e iφlm}, (5.10)

where the moduli ρlm and the phases φlm can be retrieved by a proper measurement.
In particular, the moduli are associated to the probability ahk

ij of finding two distin-
guishable photons in the output modes i, j when injected in the inputs h, k:

ahk
ij = ρ2

ihρ2
jk + ρ2

jhρ2
ik. (5.11)

This quantity can be retrieved from the output probability distribution of heralded
distinguishable photons injected in inputs h and k, or in alternative from the output
power distribution of laser light injected in the same inputs.

Concerning the phases, they are associated to the visibility of the Hong-Ou-Mandel
(HOM) dip, defined as the normalized difference between ahk

ij and the same probability
when the two photons are indistinguishable:

Vhk
ij =

ahk
ij − |UihUjk + UjhUik|

ahk
ij

= −
2ρihρjkρjhρik

ahk
ij

· cos (φih + φjk − φjh − φik). (5.12)

This value can be retrieved from the measurement of the output probability distribu-
tion while scanning the difference in time of arrival between the input photons, thus
switching from the distinguishable to the indistinguishable case.

By implementing this reconstruction procedure, it was possible to characterize the
unitary operation of the circuit for several configurations of the phase shifters. As an
example, we show in Fig. 5.9.a one of the 4 × 32 reconstructed matrix, being 4 the
number of used input ports and 32 the number of the modes in the interferometer. In
this way, it was possible to understand whether the realized transformations could be
considered random. For this purpose, by changing the currents applied to the 16 resis-
tors, 15 different transformations were implemented for retrieving the frequencies of
the phases and the moduli of the corresponding matrix elements. The resulting distri-
butions were then compared to the ones expected for a set of Haar-random unitaries,
obtaining a good agreement (Fig. 5.9.b and 5.9.c).

Finally, the reproducibility of the phase shifters was addressed by injecting a single
heralded photon in one of the input ports and by measuring the probability distribu-
tion at the output of the circuit. The measurement was performed in three different
days, while keeping the same configuration of the applied currents. As shown in Fig.
5.9.d, the three measured distributions are basically the same, with a similarity equal
to 99.8%.
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Figure 5.9: Reconstruction of the unitaries and implementation of random transformations. a)
Reconstructed moduli and phases of an 8× 4 sub-matrix of the unitary U for a fixed combi-
nation of currents applied to the resistors. b-c) Comparison of the frequency distributions of
the phases (b) and squared moduli (c) between 15 experimental 3× 32 sub-matrices and 15

sub-matrices sampled from a Haar measure. d) Reproducibility of the output probability dis-
tribution measured in three different days by using the same applied currents. All the images
are from [262].

5.1.5.3 Boson sampling with 3 and 4 photons

Once performed the preliminary characterization of the circuit with quantum light,
the boson sampling experiment with 3 and 4 photons was implemented. As previ-
ously explained, the SPDC source could provide the injection in the circuit of either 3

photons, with the fourth one used for heralding, or all the 4 photons without heralding.
Moreover, since the used SPADs could not distinguish between the arrival of one or
more photons, only collision-free events could be recorded. Nevertheless, we already
explained that if m ∼ n2 this is not an issue, since, due to the bosonic birthday para-
dox, the case of two or more photons exiting from the same output mode has a very
low probability.

The output distribution was sampled with rates of ∼ 300 and ∼ 60 events per hour
in the case of three- and four-fold coincident detections, respectively. To understand
whether the sampling was occurring from a truly random distribution rather than a
trivial one, some validation techniques were implemented. The validation of a boson
sampling experiment it is indeed not straightforward since it cannot be simulated
classically. In this regard, the performed tests allowed us to validate the experiment
against the uniform distribution and the distinguishable sampler hypotheses. Notably,
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Figure 5.10: Boson sampling validation against the uniform distribution (a) and distinguishable
sampler hypotheses. From [262].

this analysis includes the calculation of two counters, C in the former case and W in
the latter, which are decreased when the measurement is sampling respectively from
a uniform distribution or from the distribution of distinguishable particles, while are
increased in the opposite case, i.e. when the experiment has been performed success-
fully. As an example, we show in Fig. 5.10.a and 5.10.b the result of the measurement.
In particular, it is possible to see that when the boson sampling is performed correctly
(blue curve) the experimentally retrieved counters increase, while if the photons are
made distinguishable (green curve) or the distribution is made uniform (red curve)
they decrease, thus validating the correctness of the experiment. The definition of the
counters W and C goes beyond the scope of this thesis, and can be found in [262].

5.1.6 Conclusions and future perspectives

This work showed that continuously-coupled waveguide arrays can be used as an
alternative to discrete interferometers for the realization of boson sampling experi-
ments, with the advantage of being much more compact when the number of modes
is increased. As a matter of fact, this approach allowed us to fabricate the integrated
interferometer for boson sampling with the highest number of modes ever reported in
literature. Moreover, thermal phase shifters fabricated at the side of the array can be
used to induce thermal gradients and therefore provide randomness and reconfigura-
tion capabilities.

Despite being a non universal approach, we believe that this scheme can be used
to greatly scale the complexity of the realized experiments. In this respect, we are
planning a new circuit with at least 64 modes and 40 phase shifters with comparable
length and loss, and with low additional efforts in terms of fabrication. However, the
main limitation in this work was not the circuit performance, but rather the emission
rate of the SPDC single photon source. In this regard, an advance could be achieved
by using much more powerful sources such as quantum dot emitters, which provide
higher emission efficiencies, as it will be explained in Sect. 5.3.
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5.2 low-power reconfigurable six-mode

photonic processor

5.2.1 Motivations of the work

In Sect. 1.2.2 we discussed the importance of reconfigurable photonic circuits for
achieving a universal quantum processing. A quantum photonic processor can be built
by means of a multi-mode interferometer, either bulk or integrated, realizing any ar-
bitrary linear transformation on a quantum state of light. For achieving this result,
both the Clements and Reck schemes can be used. In integrated photonics, both imple-
mentations include cascaded reconfigurable MZIs preceded by reconfigurable phases,
arranged in such a way to allow any injected photon to interfere with all the others.

The largest universal photonic processor ever reported in literature [65] is a SiN
Clements interferometer enabling the manipulation of 12 optical modes with fidelities
higher than 90%. As we discussed, however, that circuit is affected by two important
issues: the insertion losses and the high power dissipation. As a matter of fact, the
high confinement provided by SiN waveguides causes a poor coupling efficiency with
optical fibers, thus resulting in an insertion loss higher than 5 dB, corresponding to a
transmission of about 20%. This quite low value does not allow to perform 12-photons
experiments with high rates, in particular when combined to the low emission effi-
ciency of the SPDC sources, which currently are the most used ones. Moreover, for
achieving a π phase shift on a single MZI, the needed power dissipation on the corre-
sponding heater is reported to be about 385 mW. It is clear that this high value places
strict requirements on the heat dissipation of the chip when several phase shifters are
used, and further limits the scalability.

In this regard, we can exploit femtosecond laser writing for addressing and solve
these issues. It has already been explained that this fabrication platform enables high
coupling efficiency with optical fibers, and very low power dissipation of the phase
shifters thanks to the micromachining of insulating structures in glass. Moreover, this
is also accompanied by the reduction of the thermal cross-talk, in particular when
operating in vacuum, as described in [236]. However, the possibility of fabricating
several phase shifters with such a high quality has never been addressed in literature,
therefore the realization of a complex FLW circuit with low power dissipation is not
straightforward. Moreover, the low confinement has the negative effect of limiting
the miniaturization of the circuit, and so the number of modes. For this reason, as a
first study, we decided to fabricate a smaller device, i.e. a 6-modes universal photonic
processor, to test whether FLW could be suited for the integration of such a high
number of components on the same device.
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Figure 5.11: Scheme of the 6-mode photonic processor fabricated by FLW. The inset shows the
unit cell, composed of a MZI which can be fully reconfigured by controlling two phase shifters.

5.2.2 Design and fabrication

5.2.2.1 Scheme of the device

The preliminary design of the 6-mode interferometer is represented in Fig. 5.11. The
unit cell of the device is composed by a MZI whose internal and external phases can
be controlled by means of two resistors, each with a length LR = 1.5 mm and a width
wR = 10 µm, and delimited by two 300 µm-deep insulation trenches with the same
length and width wT = 60 µm. The unit cell is repeated 15 times according to the
Clements scheme, which has been preferred to the Reck one since it is more compact.
This results in the fabrication of 30 phase shifters and 60 trenches. Concerning the
optical circuit, the design wavelength is set to 785 nm as in the previously described
experiment, and the inscription depth is 30 µm for providing an optimal reconfigura-
bility. Moreover, the input and output ports are spaced by 127 µm for coupling them
with standard fiber arrays, while the pitch of the MZIs is set to 80 µm for reducing
the footprint of the device. Therefore, a fan-in and a fan-out region are necessary for
remapping the waveguides from the larger pitch to the smaller one. Finally, the mini-
mum radius of curvature is fixed to 30 mm as a compromise between compactness and
reduced bending loss. With these parameters, and overall length of the whole circuit
of about 8 cm is obtained.

5.2.2.2 Optimization of the inscription parameters

The optimization of the fabrication consisted in a scan of the parameters for finding
the combination reducing the loss of the circuit. In particular, the geometry of the in-
scribed waveguides resembled the one of the first spatial mode of the final device, thus
directly measuring its expected insertion losses, which after all is the most important
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Figure 5.12: Bending loss and directional couplers. a) Bending loss for different radii of curva-
ture. In red the measured data, in blue the exponential fit. b) Reflectivity of directional couplers
with zero length and different interaction distances. In red the measured data, in blue the fit
used to retrieve the distance guaranteeing a balanced splitting.

parameter. The fabrication was performed in the CAPABLE line, with the Pharos laser
(λ = 1030 nm, rep. rate = 1 MHz, ∆t = 170 fs), and 1.1 mm-thick Eagle XG glass
samples were used. Since the waveguides were supposed to be at 30 µm from one of
the two surfaces of the glass, a 20×, 0.5 NA was used to focus the laser 30 µm above
the bottom surface. This side of the sample was chosen because, when the waveguides
are fabricated close to the upper surface, they are generally of lower quality, while
the water immersion was implemented for reducing the spherical aberrations when
focusing in such a thick portion of material. The resulting parameters from the opti-
mization procedure, i.e. energy per pulse of 330 nJ, translation speed of 25 mm/s and
6 scans, provided a waveguide with IL ' 2.5 dB for a length of 8 cm, and a mode size
of 4.5× 4.7 µm2. Also in this case the waveguides underwent the thermal annealing
described in Sect. 3.1.

Moreover, to make sure that the chosen radius of curvature was not too low, we
studied the bending loss of the waveguide for different radii of curvature, as explained
in Sec. 3.3.3, finding an almost negligible value of 0.1 dB/cm for R = 30 mm (Fig.
5.12.a).

5.2.2.3 Balanced directional couplers

We studied the evanescent coupling between waveguides to find the optimal geometry
of directional couplers providing a splitting ratio as close as possible to 50%, which
is the condition for achieving fully reconfigurable MZIs. For reducing the footprint
of the circuit, we limited our study to couplers with LC = 0, thus exploiting the
evanescent coupling occurring in the S-bends. To find the distance guaranteeing a
balanced splitting, we fabricated several directional couplers with different interaction
lengths, and then we characterized their reflectivities (Fig. 5.12.b). By performing a fit
procedure, the optimal distance was estimated to be equal to d = 5.9 µm.
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Figure 5.13: Fabrication of the resistors and final packaging. a) Ablation pattern (in red) of
the phase shifters on the optical circuit (in blue). Notably, the 30 resistors can be controlled
by means of 36 electrodes, 6 of which provide connection to ground. The latter were designed
slightly wider than the others, since more current is expected to pass through them. b) Micro-
scope image showing the laser ablations near a group of six trenches. c) Picture showing the
final packaging of the device.

5.2.2.4 Fabrication of the final circuit

After finding the optimal design and inscription parameters, the optical circuit was
inscribed on the basis of the scheme in Fig. 5.11, then annealed and its facets polished
to optical quality. After a preliminary characterization to check whether all the optical
performances were as expected, the insulation trenches were fabricated by using the
procedure in Sect. 3.1, which, as already explained, was the result of an optimization
process performed as a part of this thesis. Notably, of 60 trenches, 59 completely de-
tached from the bulk glass, while one was removed only partially, up to a depth of
225 µm. Nevertheless, this was not a problem while operating the circuit since the
defective trench was deep enough to provide a sufficient heat confinement.

Then, the chromium-gold film was deposited on the glass surface, and patterned
(Fig. 5.13.a-b) in the CAPABLE line by means of the fs laser, with an energy per pulse
equal to 200 nJ and a translation speed of 2 mm/s. A 10×, 0.25 NA microscope ob-
jective was used, thus obtaining 5 µm-thick ablations. The pattern was carefully op-
timized for concentrating the heat dissipation on the resistors, rather than on their
electrodes. As a matter of fact, while the heaters had a size of 10 µm× 1.5 mm, show-
ing an aspect ratio of 150, their connections were designed to have an aspect ratio
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Figure 5.14: Output power distribution and insertion losses of the passive optical circuit.

lower than 2. In this way, their parasitic resistance in series to the one of the actual
resistors was lower than 1.3%, thus leading to a negligible power dissipation.

Finally, the sample was pigtailed to an input fiber array for a stable coupling, and the
electrodes were connected by a conductive glue to two printed circuit boards (PCBs)
for providing the electrical connections with the external power supply. Moreover, the
sample was put in contact with an aluminum heat sink for stable operation. The final
packaging of the device can be found in Fig 5.13.c.

5.2.3 Characterization

5.2.3.1 Performances of the passive circuit

The optical performances of the passive photonic circuit were assessed at first by se-
quentially coupling its six inputs with laser light, and by measuring the output power
distribution for each input (Fig. 5.14). In particular, we measured an insertion loss
value of about 2.7 dB for each input, thus providing more than 50% of transmitted
light. Moreover, in the image we present also the light power distribution from the
six output waveguides for each input. It is possible to see that, without any reconfig-
uration, the resulting output distribution is quite random. This is mainly caused by
the poor control that we have on the passive phase shift of the MZIs, which is very
sensitive to any variability of the fabrication process, such as nanometric positioning
errors of the translation stages or laser fluctuations. Nevertheless, this is not an issue,
since this phase shift can be characterized and compensated when operating the phase
shifters.

5.2.3.2 Performances of the phase shifters

The resistance value of a phase shifter is generally dependent on the current or voltage
applied to it, since if the dissipated electrical power increases, the temperature of the
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resistor increases as well, thus causing a change of the resistance, which is mostly pos-
itive for metals. For this reason, the resistance of the 30 phase shifters was measured
both in the low and high voltage regimes. Moreover, every data was taken after a wait-
ing time of about 2 minutes, for allowing thermal stabilization of the phase shifters.
The measured resistances in the low-voltage regime were in the range 118− 132 Ω,
with an average value of 124.5 Ω, while in the high voltage regime they increased to
132− 146 Ω, with an average of 139.6 Ω. It should be noted that the retrieved resis-
tances are all compatible with the Qontrol Q8IV controller which were later used for
controlling all of them at the same time. This device is able indeed to provide up to
24 mA of current per channel, thus with these resistance values up to 75 mW per
phase shifter could be dissipated, which is much higher than the power dissipation
P2π needed for inducing a 2π shift.

Then, the electrical stability of the resistors was studied. As a matter of fact, the
stability of the circuits is a crucial parameter in quantum photonics experiments, since
usually long integration times are required and so the operation of the devices should
not change. For this purpose, some resistors were controlled for 12 hours with a volt-
age slightly higher than V2π, for simulating a typical operation. The measurement was
performed both in room pressure and medium vacuum (2.7 · 10−3), finding respec-
tively a change of 0.73% and 0.14%, corresponding to variations in optical phase of
0.05 rad and 0.009 rad. It should be noted moreover that these measurement were per-
formed without a control of the room temperature, therefore they take into account
also temperature fluctuation occurring for instance between day and night. Never-
theless, the retrieved values are negligible and allow therefore a reliable and stable
operation of the device.

5.2.4 Reconfigurability and arbitrary transformations

5.2.4.1 Calibration of the induced phase shift

For achieving the capability of implementing arbitrary transformations, the depen-
dence of the induced phase shift on the dissipated power should be retrieved for every
resistor. However, given the complexity of the interferometer, this task is not trivial,
since only for some particular configurations it is possible to find a unique correspon-
dence between the output of the circuit and the power dissipated by a single phase
shifter. As a matter of fact, for the characterization of the processor it is necessary to
use the decomposition method which can be found in [56].

The first step of this procedure is the characterization of the phase shifters control-
ling the internal phases of the MZIs. Let us start by considering the MZIs placed on
the diagonal of the circuit (Fig. 5.15.a). If we inject light in mode 1, the output of mode
6 will depend only on their internal phases (highlighted in gold in the figure), since
the light that eventually enters in the other MZIs cannot spread until the last output
waveguide. Moreover, the output light power is not affected by the external phases
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Figure 5.15: Calibration of the phase shifters. a) The diagonal MZIs can be characterized by
injecting light in the first input an by measuring the output of the last one. The MZIs are
labelled according to the order in which they should be calibrated. b) The upper sub-diagonal
can be analyzed by setting the MZI with R = 1, thus simulating the case in a) with a 5× 5
triangular sub-circuit. c) The external phases of the MZIs can be calibrated by individuating
proper interferometric rings (in light blue) containing them. The MZIs delimiting these rings
should be set accordingly to simulate a larger MZI. e) Curve of the bar transmission of MZI
5 as a function of the dissipated electrical power, when light is injected in input 1 and all the
MZIs in the diagonal are set in transmission mode. e) Phase shift induced on MZI 5 when
controlling the upper resistor in the same column.

either, since they only contribute to a global phase term which does not influence the
output power of mode 6. Therefore, if for instance we control only the resistor labelled
as 1, we can retrieve the induced phase shift by measuring the oscillations in the output
power of mode 6. Once the resistor is characterized, then it can be set in transmission
mode, in this way all the light enters the second MZI of the diagonal, labelled as 2.
At this point, this element can be characterized as well, and the procedure goes on
until the last MZI of the diagonal, labelled as 5, is set to be fully transmittive, and
all the light injected in the circuit exits from output 6. Then, the MZIs belonging to
the upper sub-diagonal (Fig. 5.15.b) can be analysed by setting the MZI 1 in reflection
mode for injecting all the light in the MZI 6. This configuration is the same as before,
with the difference that the 5× 5 sub-circuit delimited by the sub-diagonal should be
considered. By reiterating this procedure, it is possible to characterize all the MZIs
present in the upper triangular matrix. Then, by injecting light in the mode 6, and
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by measuring the light coming from waveguide 1, it is possible to perform the same
process and characterize the lower triangular mesh. The MZI not belonging to any of
the two meshes, which is the one placed in the first column and combining modes 3
and 4, can be straightforwardly characterized by injecting light in one of its two input
ports, and by setting the other MZIs in such a way that the output power distribution
depends only in it.

The analysis of the external phase shifters of the MZIs is more complicated. In this
case it is indeed necessary to find some large interferometric rings (Fig. 5.15.c) in the
circuit, and to set their input and output MZIs to a balanced operation, while the MZIs
belonging to one of the two interferometric arms should be set with reflectivity equal
to 1. In this way, the external phase shifters of the MZIs act as internal shifters of these
large interferometers, and therefore their action can be measured by looking at the
output power distribution of the circuit. However, since more than one resistor share
the same ring, for unequivocally retrieving their phase shift more than one ring per
resistor should be considered.

By performing this calibration procedure, it was possible to find the relation be-
tween the applied current and the induced phase shift for each heater (Fig. 5.15.d). In
particular, we found that a 2π shift can be obtained by dissipating only 30 mW, thus
confirming our preliminary hypothesis. Moreover, we analyzed also the thermal cross-
talk by measuring the phase induced on a MZI by a far phase shifter. The analysis in
this case was limited to the elements of the same column, since in the propagation di-
rection the MZIs are too far for having cross-talk effects. We found that the application
on a resistor of the current needed for a 2π shift induces a phase shift on the neigh-
boring MZI of about 1− 1.5 rad, which corresponds to a cross-talk of about 15− 20%
(Fig. 5.15.e).

Finally, we performed also some preliminary tests in vacuum, in detail at a pressure
equal to 3 · 10−3 mbar. In this case, as expected both the power dissipation and the
thermal cross-talk values drop, respectively to 10 mW and 2%.

5.2.4.2 Implementation of arbitrary operations

After the full calibration of the phase shifters, we tested with classical light the pro-
cessor performances when implementing arbitrary unitary matrices. In Fig. 5.16 we
show the measured output distribution of the circuit for some particular transforma-
tions, such as the identity (a), the X-Pauli (b) and the antidiagonal (c) matrices. As it
is possible to notice from the figure, the obtained transformations are almost indistin-
guishable from the theoretical ones. For estimating the goodness of the implemented
matrices, we used the fidelity value, defined as:

F =
1
6
· Tr ( |U†

th| · |Uexp| ), (5.13)

where Uth and Uexp are respectively the ideal and the experimental transformations.
In all the cases, we found very good fidelities, with values higher than 99%.
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Figure 5.16: Implementation of arbitrary transformations. Every graph shows how the light is
distributed in the output waveguides when injected in one input port. a) Identity operation
b) X-Pauli gate. c) Anti-diagonal matrix. It should be noted that the fidelity of the obtained
distributions with respect to the theoretical ones is higher than 99%.

Further investigations are in progress about the possibility to implement Haar ran-
dom matrices, which need also the control of the external phase shifters of the MZIs.
This kind of transformations would indeed allow a full characterization of the perfor-
mances of the circuit, since they uniformly cover the space of all the possible unitary
matrices.

5.2.5 Conclusions and future perspectives

In this work we showed that femtosecond laser writing can be used for the fabrication
of a low-loss and low-power photonic processor, able to implement 6 × 6 arbitrary
transformations with very high fidelity. In particular, the low power dissipation is
enabled by a novel ablation process which allows the fabrication with an almost 100%
yield of insulating structures between the phase shifters. For achieving a 2π shift, we
showed that in average 30 mW should be dissipated on every resistor, thus obtaining
a fully operational circuit with an overall maximum power dissipation of about 500
mW. This is for sure a remarkable result, if we consider that in the Quix processor a
similar amount of power is required by a single resistor for inducing a 2π shift.

Despite the outstanding fidelities achieved on the presented transformations, we
are planning to implement a large set of Haar matrices with the circuit, since as al-
ready discussed this would enable a more complete characterization of its universality.
Moreover, also the quantum response should be addresses, and this is why we have in
program to characterize the processor with single photons.

Concerning the possibility to increase the number of modes, some problems should
be addressed first. While we showed that the power dissipation is not a problem, some
efforts should be dedicated to the further reduction of the propagation losses of the
circuit. Moreover, a higher miniaturization of all the components should be achieved
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as well, for reducing the length of the circuit, or equivalently for arranging a higher
number of MZIs in the same footprint. In this regard, we are studying the possibility
to fabricate the phase shifters on the S-bends of the directional couplers, which would
allow us to avoid the fabrication of the straight arms of the MZIs. Moreover, we are
also investigating the possibility to use different borosilicate glasses for reducing the
propagation and bending losses: in particular, we are finding promising results in
Borofloat 33 by Schott, however further studies are still needed. On another topic,
concerning the quantum experiment, a low-loss circuit with a high number of modes
would be useless if probabilistic single photon sources are used. For this reason, our
idea is to interface the new versions of the photonic processor with more efficient
deterministic sources, for instance quantum dots.

5.3 study of a bright quantum dot

single photon source

5.3.1 Motivations of the work

Probabilistic single photon sources, based on SPDC or SFWM processes, have allowed
the research in quantum photonics to achieve interesting and useful results. Neverthe-
less, now they are among the elements that are currently limiting further advances in
terms of complexity and scalability of the quantum photonic implementations. As a
matter of fact, this kind of sources has a very low probability of emitting a photon
upon excitation, and this greatly affects the maximum number of photons that can be
used in an experiment. For this reason, some alternatives have been proposed towards
a deterministic emission.

In this regard, semiconductor quantum dots are among the most promising plat-
forms. They consist in strain-induced defects with nanometric dimensions which ef-
fectively act as artificial atoms with discretized levels, in such a way that they can be
pumped either electrically or optically to obtain the nearly on-demand emission of a
photon. Due to their high quality, single photon sources based on quantum dots are
attracting interest in the community, and the number of laboratories where they are
being installed is increasing. Nevertheless, being the field still in its infancy, plug-and-
play sources are not available yet. Therefore, before using them for actual experiments,
a careful optimization of their emission properties should be carried out for finding
the best working conditions.

For this reason, in this section we describe the characterization and optimization of
the emission of a commercial InGaAs quantum dot, developed by the French company
Quandela, a spin-off of the CNRS group led by Prof. Pascale Senellart. As already men-
tioned, this activity was performed during a secondment at the University of Vienna,
in a laboratory led by Prof. Philip Walther, where the source had just been installed.
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5.3.2 Quantum dots as single photon emitters

This section will describe the main characteristics of quantum dots, ranging from their
growth process to their optical performances. In particular, the discussion will be lim-
ited to InGaAs QDs, since not only they are of interest for this thesis, but they are also
among the most studied in this field thanks to their large emission spectrum, in the
range 850− 1400 nm.

5.3.2.1 Fabrication

The growth process of self-assembled semiconductor QDs is usually performed by
molecular beam epitaxy (MBE) or metal-organic vapor phase epitaxy (MOVPE) in
the Stranski-Krastanov mode [264]. For InGaAs QDs, the process starts by depositing
a layer of InAs on a GaAs substrate. At the beginning, a thin 2D wetting layer is
created. However, due to the lattice mismatch of about 7%, if the deposition continues a
considerable strain is induced, thus causing the creation of nanometric InAs islands in
random positions (Fig. 5.17.a), which is the energetically most favoured configuration
[265]. At this point, for avoiding the oxidation of the grown QDs, a capping GaAs layer
is deposited (Fig. 5.17.b). The result is therefore the fabrication of three-dimensionally
confined QDs with typical in-plane size of 10− 30 nm, and thickness equal to 2− 5
nm [266]. It should be noted that the capping layer affects the optical properties of the
dots, since intermixing of GaAs in InAs can occur: in particular, it causes a shift of the
lowest optical transition to a wavelength in the range 900− 1000 nm. Moreover, the
randomness of the process leads to a very low indistinguishability of photons emitted
by different quantum dots, even if grown in the same sample. To partially overcome
this problem, at least concerning the emission wavelength, it is possible to exploit
strain or electric field for achieving the same emission spectrum for all the dots [267].

5.3.2.2 Energy levels and pumping schemes

Due to their strong confinement, QDs are characterized by discrete shell-like energy
levels [268]. In the case of InGaAs QDs, the confinement is enhanced by the large
difference between the energy gaps of InAs and GaAs, respectively equal to 0.422 eV
and 1.522 eV. In Fig. 5.17.c it is shown a typical band structure, with the GaAs and
the wetting layers presenting continuous energy levels, while the QD shows p- and
s-shells with lower energy gap.

The excitation of the QD can occur by shining it with laser light, both in continuous
or pulsed regime. As a matter of fact, the optical pumping causes the promotion of
an electron in the conduction band, with the creation of a hole in the valence band.
Regardless of the pump energy, the created electron and hole eventually get trapped
in the quantum dot and form an excitonic state by Coulomb interaction. At this point,
the generated exciton can radiatively recombine with the emission of a single photon.
Depending on the spin of the involved particles, only the transitions with projection
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Figure 5.17: QD growth, energy levels and pumping schemes. a-b) Transmission electron mi-
croscopy of InGaAs QDs, obtained by a random growth of InAs islands on a GaAs substrate.
From [264] and [266] respectively. c) Discrete energy levels and pumping schemes of a In-
GaAs quantum dot. 1: non-resonant excitation, leading to the generation of an electron-hole
pair in either the GaAs or the wetting layers. 2: quasi-resonant p-shell pumping. 3: resonant
s-shell pumping. In all the three cases, the emission occurs when the electron and the hole are
trapped in the s-shell: while in 3 this happens immediately after pumping, in 1 and 2 this is
possible after collisions and emission of optical phonons. d) Resonant s-shell pumping, with
νpump = νphot. e) Off-resonant s-shell pumping assisted by longitudinal-acoustic phonons, with
νpump + νphon ' νphot, where νphon � νphot, νpump.

of the angular momentum Jz = ±1 are optically allowed, usually referred to as bright
excitons. Moreover, if two electron-hole pairs are trapped in the dot, a biexciton is
formed, thus leading to the emission of two single photons with slightly different
wavelengths due to Coulomb interaction. Beyond these neutral states, also charged
excitons known as trions can be formed, if for instance one electron or one hole is
trapped in addition to the electron-hole pair.

The optical pumping can occur in three different regimes. If a non-resonant process
is used, i.e. if the employed energy is much higher than the s-shell gap, the electron-
hole pair is generated from the GaAs or the wetting layers and then trapped in the QD
states by carrier collisions and emission of optical phonon. This pumping scheme is
the most trivial one, since it does not require a careful tuning of the laser wavelength.
Moreover, spectral filtering can be used to separate the single photon emission from
the excitation laser reflected by the dot surface. Nevertheless, the emitted photons in
this case have very low indstinguishability, in terms of both time of arrival, due to the
introduced time jitter, and wavelength, since the pair can be trapped in other defects
with different energy gap [269].

The other two choices consist in the direct excitation of either the p- or the s-shell by
quasi-resonant and resonant processes, respectively. In particular, the resonant scheme
(Fig. 5.17.d) allows to obtain an emission with higher quality, since it does not require
the interaction with the solid state environment. In this case, however, it becomes
impossible to separate the laser from the emission of the dot by simply using spectral
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Figure 5.18: Quantum dots in micro-cavities. SEM images of a) a micropillar cavity and b) a
microdisk cavity. Both from [272]. c) The application of a bias voltage allows to control the
emission wavelength of a QD by Stark effect. This can be exploited to achieve a resonance
condition among the excitonic transition (X) and the cavity mode (CM), thus enhancing the
emission efficiency. From [78].

filtering. Therefore, either the pumping should occur in a different direction than the
emission, or a cross-polarization setup should be used, which consists in the collection
of photons whose polarization is orthogonal to the pump one.

In alternative, an off-resonant pumping of the s-shell can be achieved by exploiting
the interaction with longitudinal-acoustic (LA) phonons (Fig. 5.17.e). In this scheme,
an intense detuned laser pulse is able to cause the dressing of the ground and the
excited states, which is then followed by a relaxation of the system into the excited
state through the emission of LA phonons, and then by the radiative decay to the
ground state. With this technique it is possible to achieve photons with high purity
and indistinguishability [270], moreover it enables the spectral filtering in collection of
the pump. However, this process leads to a slightly lower brightness if compared to
the resonant one, and requires much higher intensities [271].

5.3.2.3 Purcell-enhanced emission

In order to improve both the brightness and the indistinguishability of the emitted sin-
gle photons, quantum dots can be coupled to a single cavity mode. In absence of any
external factor, a dot in fact spontaneously emits photons in all the directions, there-
fore their collection with objectives or optical fibers becomes challenging. Moreover,
the high refractive index mismatch between the semiconductor and its environment,
usually vacuum, further reduces the efficiency of the system, because of the total in-
ternal reflections occurring at the material surface. However, by embedding the QD in
a cavity, which can be a micropillar (Fig. 5.18.a), a microdisk (Fig. 5.18.b) or in general
a structure providing a strong confinement, it is possible to increase the collection ef-
ficiency β [272], defined as the ratio between the collected photons and the emitted
ones. Moreover, the coupling with an optical cavity mode also causes a reduction of
the QD lifetime by the Purcell effect, thus leading to higher emission rates and lower
time jitters [273].
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In detail, if we express as Q the quality factor of the cavity, and as V its volume, we
can define the Purcell factor as [274]

Fp =
3

4π2

(
λ

n

)3 Q
V

, (5.14)

where λ/n is the wavelength of the cavity mode, being n the refractive index of the
material. A high Fp leads to an efficient collection of the emitted photons, which can
be estimated as

β =
Fp

Fp + γ
, (5.15)

where γ ' 1 is a parameter related to the spontaneous emission of photons coupled
to the leaky modes of the cavity. Concerning the emission rate of photons in the cavity
mode, it can be expressed as

1
τ
=

Fp

τf ree
, (5.16)

thus obtaining an increase by a factor Fp with respect to the free case 1/τf ree. It is
therefore clear that the Purcell effect allows an improvement of the dot emission if
the cavity has a high Q and low V. Moreover, the cavity mode energy and profile
should be matched to the QD emission wavelength and position. In this regard, the
resonance condition can be obtained by a temperature tuning or by quantum confined
Stark effect (Fig. 5.18.c), while the position of the cavity can be chosen after the random
growth of the QDs, thus effectively fabricating it around the emitter [275].

Among the possible implementations, micropillar cavities provide very high bright-
ness and reduced lifetimes thanks to their low volume, which can be of the order of
few λ3 [276], and high quality factors, up to 2.5 · 105 [277]. Micropillar cavities can
be obtained by growing the dot between two distributed Bragg reflectors (DBR), com-
posed of several alternating λ/4 layers of two materials with different refractive index,
such as GaAs and AlGaAs in the case of InGaAs QDs [78].

5.3.3 Experimental setup

5.3.3.1 The Quandela source

The source studied during this activity was a chip containing 35 InGaAs QDs, embed-
ded in GaAs/Al0.9Ga0.1As DBR micropillar cavities (Fig. 5.19.a) and emitting single
photons with a wavelength of around 928 nm. The cavities were fabricated after the
QDs growth by an advanced in situ lithography technique, with a precision on their
positioning of about 50 nm [78]. Moreover, the micropillars were doped to obtain n-i-p
diode structures, which were then put in contact with a large mesa (Fig. 5.19.b) for
providing electrical connection with the surrounding and enabling a slight tuning of
the wavelength by Stark effect.
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Figure 5.19: The Quandela source characterized in this thesis. a) The InGaAs QD is placed
at the center of a DBR micropillar λ-cavity. From [271]. b) Microscope images showing the
micropillars connected to metal pads for providing electrical control. Top image from [78],
bottom from [266]. c) Cross-polarization setup enabling the filtering of the reflected laser pump,
thus leading to the collection of only the single photons emitted by the source.

The sample was kept at 4 K and at a pressure of 1 · 10−6 mbar in an attoDRY800
cryostat system. Its alignment with respect to the pump laser could be controlled by
means of a 3-axis piezo nanopositioner, which provided also the necessary equipment
for connecting the diode structure to a voltage supply external to the vacuum chamber.

5.3.3.2 Pump and collection

The scheme of the cross-polarization setup used for pump and collection can be found
in Fig. 5.19.c. For pumping the dot, a Tsunami Ti:sapphire laser by Spectra Physics
was used, emitting laser pulses with tunable duration (2 − 100 ps) and wavelength
(690− 1080 nm) at a repetition rate of 80 MHz, a value which could be slightly mod-
ified by an active control of the cavity length. The laser beam passed through a half-
waveplate (HWP) and a polarizer (POL) for fixing its polarization and controlling the
pulse energy. A fraction equal to 3% of the laser light was reflected by a 97:3 beam split-
ter (BS) into the vacuum chamber, after a further manipulation by a set of a half- and a
quarter-waveplate (QWP) to align the pump polarization in between the two orthogo-
nal modes of the cavity, in order to excite both of them. A lens inside the chamber was
used both to focus the laser beam on the QD sample and to collect the emitted photons.
In a collinear configuration, however, the collected beam contains also a fraction of the
reflected pump laser, detrimental for the purity and indistinguishability of the source
output. For this reason, the polarization of the collected beam was controlled after the
BS by a set of QWP+HWP+POL for letting through only the polarization orthogonal
to the one of the reflected pump. In this way only the single photons could pass, be-
ing originally in a mixture of both parallel and orthogonal polarizations. This choice
allowed therefore to obtain high quality single photon states, however at the cost of
introducing losses of about 50%. Nevertheless, this is currently the only possibility
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when collecting the resonance fluorescence of the QDs whose emission is collinear to
the pump path.

5.3.3.3 Emission analysis and coincidence electronics

For measuring the rate of emission of the source, at the beginning some Excelitas Si
SPADs were used, which provided a detection efficiency of 20-30%, a time jitter of
about 300 ps and a dead time in the range 30-40 ns. However, during the activity
a Single Quantum system based on 8 SNSPDs was installed in the laboratory, thus
enabling much better performances in the spectral window of the dot emission. In
particular, this new system was characterized by a detection efficiency higher than
80%, a time jitter as low as 17 ps and a dead time lower than 15 ns.

The output signals of the single photon detectors were sent to a coincidence electron-
ics (Time Tagger by Swabian Instruments) for the analysis of the coincident detections.
Notably, this device allowed the measurement of the count rates, and could show the
time correlations between two or more detectors with a time jitter of 9 ps and a dead
time of 2 ns.

Concerning the analysis of the emission spectrum, a SpectraPro HRS-750 spectrom-
eter by Princeton Instruments was used, providing a resolution of 17 pm.

5.3.4 Characterization of the source

5.3.4.1 Determining the best QD by non-resonance fluorescence

As previously explained, the studied chip contained 35 quantum dots. Therefore, the
first analysis was devoted to find the best dot among the fabricated ones, focusing in
particular our attention on the spectral distance between the emission of the dot and
the cavity mode. In fact, if the two central wavelengths are too far, for instance because
of fabrication uncertainties, the tuning enabled by the control on the diode voltage is
not enough to achieve a resonance condition, thus leading to a low brightness.

The characterization of the dots was performed by exciting them one by one via
a non-resonant process enabled by two pulsed fiber-coupled diode lasers (Thorlabs
MCLS1) at 780 nm and 850 nm. A non-resonant excitation was preferred at this
stage since it is generally easier to implement, and allows the population of both
the quantum dot states and the cavity mode. After proper pump extinction by a cross-
polarization scheme, the output of the QDs was then sent to the spectrometer and the
spectral distance with respect to the cavity mode was evaluated. By this analysis we
determined the dots that were more in resonance with the cavity, and that for this
reason were worthy to be characterized with resonant pumping, which as anticipated
provides single photons with higher quality.
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5.3.4.2 Characterization of the resonance fluorescence

brightness The characterization of the resonance fluorescence of the QDs was
performed by exciting the samples with the Ti:sapphire laser, emitting pulses with
duration fixed at ∆t = 20 ps and a central wavelength matching every time the dot
emission.

Since they are two-level systems, the quantum dots show Rabi oscillations if excited
with a resonant pulse. This means that the occupation probability of the excited state

P|X〉(t) = sin2
(Φ(t)

2

)
(5.17)

has a sinusoidal dependence on the area Φ(t) of the pulse that has interacted with the
system until time t:

Φ(t) =
µeg · ε̂

h̄

∫ t

−∞
E(τ) dτ, (5.18)

where µeg is the electric dipole moment of the transition and E(t) the electric field
[278]. Moreover, if the pulse duration is much smaller than the lifetime of the excited
state, as it occurs for QDs in microcavities, the temporal dependence of Φ(t) can be re-
moved, and so the whole area of the pulse can be considered. Eq. (5.18) notably shows
that if the area is increased, either by modifying ∆t or E(t), the system coherently
oscillates between the excited and the ground state. In particular, for low pulse areas,
the dot absorbs a photon from the cavity mode with a probability which increases
with the area, thus leading to a more and more probable spontaneous emission of a
single photon until a pulse area equal to π is reached. However, if the area is further
increased, the system is driven back to the ground state by stimulated emission of
a photon that, having the same properties of the pump, is filtered in collection, thus
leading to a reduction of the detected count rate. For achieving an optimal operation,
the occupation probability of the excited state must be therefore maximized.

For this purpose, we performed a scan of the pump pulse area while measuring the
rate of emission of the excited dot. In particular, we modified the pulse area by rotating
the half-waveplate placed before the input polarizer, thus controlling the attenuation
of the laser beam. In Fig. 5.20.a we show the measurement performed on the dot that
presented the highest emission rate for a π-pulse, equal to 10.5 MHz. From this value,
the brightness of the setup could be calculated as:

B =
C

R · η ' 0.16, (5.19)

where C is the measured count, R = 80 MHz is the laser repetition rate and η ' 80%
is the efficiency of the SNSPD used as a detector.

The retrieved brightness is quite good, considering that it is measured at the end of
all the collection setup, thus includes all the losses introduced by the cross-polarization
setup and by the fiber coupling. This means that the brightness of the source alone
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Figure 5.20: Measured Rabi oscillations and lifetime of the brightest QD. a) Emission rate
of the source versus pulse area. A maximum rate of 10.5 MHz was reached for a π-pulse
excitation. The measurement becomes noisy for large pulse areas for two reasons: the collected
excitation laser is increased, and in this region the angles of the HWP used for controlling
the pump power are the ones maximizing the effects of any rotation uncertainty. b) Lifetime
measurement of the QD. The time when the maximum emission occurs is highlighted, for
making it easier the localization of the beginning of the exponential decay.

would be at least doubled, thus achieving an emission of a photon every three exci-
tation pulses. Unfortunately, the collinear resonant pumping requires the filtering of
the emitted photons having the same polarization of the reflected laser, however as
we discussed different configurations can be used to overcome this limitation, for in-
stance a pumping occurring in a different direction than the one of the emitted beam.
Nevertheless, this brightness value is for sure an improvement with respect to SPDC
sources, with emission efficiencies which are hardly higher than 1%.

As a final remark, the wavelengths of the dot emission and the cavity mode were
measured equal to 928.14 nm and 928.055 nm respectively.

lifetime We already discussed that the lifetime of the excited state is an impor-
tant parameter when evaluating the performances of a quantum dot, since faster de-
cays provide the possibility to use higher repetition rates. For this reason, we measured
the time evolution of the emission of the most efficient QD of the chip. The measure-
ment was performed by synchronizing the SNSPD to the clock signal of the pump laser,
thus having an exact indication of when the excitation of the dot occurred. We show
in Fig. 5.20.b the resulting graph, where in particular the y axis reports the normalized
number of emissions occurring at a time t after excitation. The count rate exhibits an
exponential decay, with a 1/e time constant estimated to be equal to τ ' 140 ps. This
means that after t = 1 ns the system provides already the 99.99% probability of having
emitted a photon, thus repetition rates up to 1 GHz could be used without the risk of
pumping the dot when it is still in the excited state. From this measurement it was also
possible to conclude that the characterized dot was a trion, or charged exciton, since
this kind of sources present an exponential decay, while neutral ones show a more
peculiar behaviour, with the presence of revivals [279].
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Figure 5.21: Measurements of the source purity. a) Coincident detections versus time delay
at π-pulse excitation, measured by performing an HBT experiment. In particular, the lower
peak in the center shows a photon anti-bunching, though with low purity. In the inset, the dip
present at the center of the zero-delay peak is highlighted, thus showing that the low purity is
mainly caused by re-excitation of the dot within the same laser pulse. b) Coincident detections
versus time delay at 2π-pulse. In this case, a photon bunching can be observed. c) g(2)(0) for
different pulse areas, showing minima for the odd multiples of π, and maxima for the even
ones.

purity The purity of the source emission under π-pulse excitation was analyzed
by measuring its second-order autocorrelation function g(2)(t) through a Hanbury
Brown and Twiss experiment (see Appendix A). In detail, the photons coming from
the source were sent to a balanced beam splitter, whose outputs were collected by
two optical fibers and measured by two SNSPDs. The detectors were connected to the
time tagger for the analysis of their temporal correlation, in this way the coincident
detections could be recorded. The result of the measurement is the graph shown in
Fig. 5.21.a. From it, it was possible to retrieve the g(2)(0) as:

g(2)(0) =

∫
∆τ C(0)

〈
∫

∆τ C(τ)〉
' 0.06, (5.20)

where C(0) and C(τ) are the coincident detections at zero delay and at delay τ = n/80
MHz-1 (side-band peaks) respectively. Both peaks were integrated over a time interval
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∆τ = 3 ns for a better estimation. From the g(2)(0) value, the probability of emitting
more than one photon was estimated to be equal to

p(n > 1) =
g(2)(0)

2
〈n〉2 ' 3%, (5.21)

where we used the approximation 〈n〉2 ' 1 since the source emits single photons most
of the time. Despite showing a clear anti-bunching of photons with a sub-Poissonian
statistics, this value is quite high for providing reliable operation.

We tried to investigate the reasons of this low purity value. From literature [279] it is
known that charged excitons (or trions) systematically show lower purity than neutral
ones. This is due to the different excitation mechanism occurring in the two cases.
In particular, while in neutral excitons a spin rotation is involved, which delays the
population of the excited state, in the case of trions this rotation does not occur, and
the excited state starts to get populated as soon as the laser pulse arrives. This leads
therefore to an emission of a photon when the quantum dot is still interacting with the
pump pulse. When this happens, the dot can be re-excited by the remaining fraction
of the pulse, and thus it can emit a second photon in the same time-bin. This was
confirmed experimentally in our case by a more detailed analysis of the central peak
of the g(2)(0), shown in the inset of Fig. 5.21.a. By increasing the temporal resolution,
i.e. by reducing the time-bin width of the detection, a dip in the center of the peak was
clearly visible. This means that if we consider very short time interval, the quantum
dot was still emitting only one photon at a time. Therefore, in resonant excitation the
purity of our trion source was limited by the non-negligible probability of re-exciting
the dot within the same pulse. For overcoming this problem, a delay between the
excitation and the emission should be introduced, as we will show in the following
when discussing the off-resonant excitation of the source assisted by LA phonons.

We conclude the analysis of the purity of the source by addressing the g(2)(0)
value for different pulse areas. Interestingly, for a 2π-pulse excitation, we have that
g(2)(0) > g(2)(τ), showing thus a clear bunching behaviour (Fig. 5.21.b). This can be
explained if we consider that the area of a 2π-pulse is equal to the sum of the areas
of two subsequent π-pulses, and that during the interaction with the pulse some deco-
herence could affect the system. In this framework, once the first half of the pulse has
interacted with the dot, which is now in the maximum population of the excited state,
an emission of a photon can occur, accompanied by the de-excitation of the system. At
this point, the dot can be pumped again by the second half of the pulse, thus emitting
another photon. It is therefore clear that the dot emission will contain vacuum compo-
nent most of the time, as it is possible to see from the Rabi oscillation, however, due
to decoherence, there is still a certain probability of emitting one photon, immediately
followed with a high probability by a second emission. This behaviour occurs for all
the even multiple of π, while for the odd ones we obtain again a photon anti-bunching,
though with a higher g(2)(0) (Fig. 5.21.c).
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Figure 5.22: Indistinguishability measurement. a) The stream of emitted photons is sent
through a path-unbalanced MZI in such a way that photons initially beloning to two subse-
quent time-bins have the same time of arrival at the second BS, thus interfering. The coincident
detections are then recorded. b) Coincident detections for different time delays. The indistin-
guishability can be retrieved from the central peak: the lower it is, the more identical are the
two photons.

indistinguishability As a final analysis of the source performances, we show
the measurement of the indistinguishability of the emitted photons. For the purpose,
we used the setup presented in Fig. 5.22.a, which allowed us to perform an HOM
experiment between two subsequent photons. In detail, one of the two was delayed
by means of a fiber loop matching the laser repetition rate, and then both were sent
to a balanced beam splitter, where quantum interference could occur. As in the HBT
setup, the outputs of the BS were measured by single photon detectors for retrieving
the coincidence events. The result is shown in Fig. 5.22.b. Being the beam splitter
balanced, the indistinguishability could be directly estimated from the visibility of the
central peak

M = VHOM =

∫
∆τ C(0)− 〈

∫
∆τ C(τ)〉

〈
∫

∆τ C(τ)〉
' 0.87, (5.22)

where the peaks were integrated for ∆τ = 3 nm as in the purity measurement. How-
ever, for taking into account also the high g(2)(0), which could lead to coincident
detections even in the case of identical photons, we calculated also the corrected indis-
tinguishability [280], finding a very good result:

M∗ =
M + g(2)(0)

1− g(2)(0)
' 99%. (5.23)

5.3.4.3 Off-resonant excitation assisted by LA phonons

From the analysis of the resonance fluorescence, we obtained a source with high bright-
ness and indistinguishability, but quite low purity. As explained, this was mainly due
to the fact that the characterized dot was a trion, and in this case the population of
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Figure 5.23: Off-resonant excitation mediated by LA phonons. a) The interaction with LA
phonons provides a delay between the arrival of the pump pulse (dashed line) and the maxi-
mum occupation of the excitonic state (in blue), thus reducing the probability of re-excitation
(in light green) and consequent re-emission (in red). From [270]. b) g(2)(t) measurement re-
trieved by an HBT experiment in the case of LA phonon-assisted pumping. The central peak
is much lower than the one obtained in resonance fluorescence, with a g(2)(0) < 0.01.

the excited state starts as soon as the pump laser pulse arrives, thus leading to a non-
negligible probability of re-excitation within the same time-bin. For this reason, we
further analyzed the source emission also by pumping it with an off-resonant process
which exploits the interaction with longitudinal-acoustic phonons for populating the
excited state. It is in fact known [270] that this additional step introduces a delay be-
tween the arrival of the excitation pulse and the increase of the occupation probability
of the excited state (Fig. 5.23.a). In this way, the system is maximally excited, and thus
has the maximum probability of emission of a photon in the cavity, only after the pulse
is gone, and this leads to a much lower probability of re-excitation.

In detail, the dot was pumped with a laser detuned by ∆λ with respect to its emis-
sion. Since the brightness of the source is dependent on this parameter, we performed
an optimization which provided the best value ∆λ = 0.5 nm. Moreover, since it is im-
portant not to have laser component in the spectral window of the dot emission, which
would lead to a residual resonance fluorescence, we used a band-pass filter for further
suppressing the pulse tails. For comparing the results to the ones obtained in reso-
nance fluorescence, we decided to keep the cross-polarization setup in collection, even
though the detuning between laser and dot emission allowed a spectral filtering. The
maximum obtained count rate was equal to 7.3 MHz, about 70% of the value obtained
in resonance fluorescence. As a matter of fact, this process provides lower brightness,
which in general does not go beyond the 80% of the value obtained with resonant
pumping [271]. In our setup, we achieved a lower value since this excitation scheme
also requires 10− 20 times higher energies than the resonant case, which we could not
obtain with our pumping setup. Nevertheless, despite the lower efficiency, it should be
considered that employing the spectral filtering instead of the cross-polarization setup
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Figure 5.24: Active demultiplexing of the emission of a quantum dot source. The photons
are rerouted in n spatial modes by a demultiplexer, and synchronized by using fibers with
different lengths. The result of this setup is a train with spacing equal to n · ∆t of n photons
propagating in different spatial modes within the same time-bin.

would allow the collection of all the emitted photons, therefore it would still provide
an advantage.

Concerning the purity of the emitted states, we were actually able to obtain much
better results, shown in Fig. 5.23.b. From the graph, it is possible to see how the cen-
tral peak related to coincident detections at zero delay almost disappeared, providing
a g(2)(0) < 0.01, with p(n > 1) < 0.5%. We then addressed the photon indistinguisha-
bility. It is known that the introduced delay can slightly increase the time jitter of
the emission, thus leading to a higher uncertainty in the emission time. By an HOM
measurement, we retrieved a corrected indistinguishability value equal to M∗ = 97%,
which is indeed lower than the one obtained with resonant pumping, but still high
enough for having good quantum interference.

5.3.5 Conclusions and further perspectives

In this work we showed the optimization of the emission of a trion InGaAs quantum
dot fabricated by the company Quandela. By pumping it in resonance with the exci-
tonic transition, we were able to obtain a brightness at the output fiber equal to 0.16
with a corrected purity equal to M∗ = 99%. However, we also found that, because of
a non-negligible probability of double excitation of the dot in the same time-bin, the
purity of the source was limited to P = 94%, which is a quite low value for many
quantum protocols, such as boson sampling and QKD. In this regard we showed that
a LA phonon-assisted off-resonant pumping allowed to increase the purity of our trion
source by adding a delay between excitation and emission. With this scheme, we were
notably able to obtain a brightness of 0.11, with a purity higher than 99% and an in-
distinguishability equal to 97%. Moreover, it should be noted that the brightness was
the result of the filtering of the photons with the same cross-polarization setup used
in resonance fluorescence, which is not needed in LA excitation since spectral filtering
can be used. In this case the brightness could be almost doubled, reaching at least a
value of 0.2.

The LA excitation provides therefore a high quality and high brightness source
which can be used to scale the number of photons in a quantum photonics experiment.
Since the quantum dot is a sequential emitter, a demultiplexing setup would be needed
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(Fig. 5.24) for obtaining n photons in the same time-bin but different spatial modes, as
it is required for instance at the input of a n-mode interferometer. The demultiplexing
stage, which can be both active or passive, allows the rerouting of the photons to the
different spatial modes, while optical fibers with different lengths would introduce
proper delays for achieving their synchronization in the same time-bin. It should be
noted that the most trivial implementation, i.e. the use of n quantum dots pumped
by the same laser, cannot be considered due to the low indistinguishability of photons
emitted by different quantum dots.

We conclude this discussion by providing some numerical examples about the prob-
ability of emitting n photons in n spatial modes both with a typical probabilistic source
and with the quantum dot analyzed in this work. The main limitation of SPDC sources
is the compromise between brightness and purity. As a matter of fact, increasing the
former leads to a decrease of the latter, for this reason for having a g(2)(0) < 0.02
usually B < 0.01 is required [78]. Therefore, if we consider the most efficient way of
implementing an n-photon source by SPDC, which is the use of n heralded crystals
pumped by the same pulse, we have that the rate of emission of n photons scales as
Cn ∼ BnR, where R is the pump repetition rate. This relation is valid in the approx-
imation of having a 100% heralding efficiency, thus it is an upper bound. If now we
consider for instance n = 8 and R = 80 MHz, which is the typical rate of a Ti:sapphire
laser, by using B = 0.01 we have C8 ' 1 · 10−8 Hz, which corresponds more or less to a
coincidence every 3 years. If instead we use the quantum dot source of this work in LA
excitation, followed by an active demultiplexer, the rate of emission of n photons in all
the n spatial mode will scale as Cn ∼ Bn · R/n, where the rate is reduced by n since
we are using only one source. Therefore, if we consider a brightness B = 0.2, which as
we said can be easily reached in our case by slightly modifying the setup, we obtain
that 8 photons will be emitted with a rate equal to C8 ' 25 Hz, with a clear advantage
with respect to the SPDC source.
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P H O T O N I C I N T E G R AT E D

Q U A N T U M M E M R I S T O R

In this work we present for the first time the realization by FLW of a photonic inte-
grated quantum memristor, a device whose operation depends on the mean number
of photons it has processed until that moment. This feature is notably provided by a
Mach-Zehnder interferometer with an internal phase shifter, controlled by a feedback
loop which is based on the measurement of the previous output states. By charac-
terizing the memristor with Fock states encoded in the path degree of freedom, we
demonstrate that it presents a hysteresis behaviour and preserves the quantum coher-
ence. Thanks to their "memory", this new class of devices could provide the variable
connections among photonic neurons in a quantum neuromorphic network, for appli-
cation in the quantum artificial intelligence field. This activity has been carried out in
collaboration with the group of Prof. Philip Walther, which provided the design of the
circuit and performed its characterization with quantum states of light, while my con-
tribution regarded the fabrication of the circuit and its characterization with classical
light. The work has been published on ArXiv [281], moreover at the time of writing it
has been accepted for publication on Nature Photonics.

6.1 motivations

In Sect. 1.2.4 we mentioned that classical computers based on a von Neumann ar-
chitecture are inefficient in some peculiarly human tasks, such as speech or image
recognition, in which the biological brain is way more performing with a much lower
power consumption. For this reason, the field of neural network has raised, with the
purpose of building artificial networks mimicking the brain structure. In this regard,
if the most successful results have been obtained so far by neural networks based on
algorithms still executed on digital von Neumann machines, a further advance would
be the actual physical realization of such networks with a dedicated hardware, en-
abling the storage of data in the same elements that process it, an approach known as
neuromorphic computing [282, 283]. This remarkable result would be a step forward
the realization of a quantum artificial neural network, as long as all the used elements
preserve the quantum coherence of the processed states.

In this framework, one of the most promising approaches is represented by the use
of analog silicon devices, which would allow for instance the simulation of the spiking
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neuron activity by means of properly designed circuits [284], with the advantage of
exploiting the scalability provided by the VLSI technology. However, one of the main
challenges is represented by the realization of the variable non-linear connections with
memory capability, necessary for the simulation of the synapses between neurons.
For this purpose, electrical memristive devices based on ion transport in nanometric
junctions have been proposed [285, 286], despite no quantum implementation has been
demonstrated so far.

A valid alternative would be the implementation of a photonic neuromorphic net-
work [287], which not only could take advantage of the already existing technology
for the fabrication of photonic integrated circuits, but would provide also a substan-
tial reduction of the computation times, thanks to the higher speed of optical signals
with respect to electrical ones. In this regard, there have been some proposals for the
realization of spiking photonic neurons in the classical regime [288]. However, this
feature is much more difficult to achieve in a quantum network, despite some prelim-
inary results have been achieved with solid-state quantum dots in waveguides [289].
Therefore, a photonic element behaving like an electrical memristor but still able to
preserve quantum coherence would be a remarkable result in the field, enabling an
advancement towards the realization of more complex architectures.

6.1.1 Features of a memristive device

The idea of a memristor, or memory-resistor, has been introduced for the first time in
[290]. In that paper, this device was theoretically postulated as the missing fundamen-
tal circuital element together with the resistor, the inductor and the capacitor. In fact, it
relates the magnetic flux φ and the charge q passing in it by means of the memristance
M:

dφ = M dq. (6.1)

If M is constant, we retrieve the usual resistive behaviour, however if a dependence
on the charge itself is introduced, we obtain a non-linear relation between voltage and
current, characterized by a hysteresis loop pinched in the origin which shrinks as the
driving frequency increases (Fig. 6.1.a).

Beyond the electrical definition, a memristive device can be generally defined as an
element whose input u(t) and output y(t) satisfy the following relations [291]:

y = f (s, u, t) u,

ṡ = g(s, u, t),
(6.2)

with s(t) a state variable whose choice depends on the considered system. As a matter
of fact, these relations provide a figure-of-eight hysteresis loop which always crosses
the origin, a feature caused by the fact that u directly multiplies f (·) in Eq. (6.2).

The memristive model was used in [285] for explaining the behaviour of nanometric
junctions, which are known to show hysteresis. It is possible to consider as an example
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Figure 6.1: Implementation of an electronic memristor. a) Hysteresis loop presented by a mem-
ristive device driven by an alternating current with frequency ω0. As ω increases, the loop
shrinks leading to a more resistive behaviour. b) If driven by an alternating electric field, the
position of the junction between a doped and an undoped semiconductor will oscillate because
of the migration of ions at the interface, thus leading to a memristive behaviour.

a junction between two regions of a semiconductor (Fig. 6.1.b), one pristine and the
other doped, characterized by resistance values respectively equal to Rp and Rd, with
Rp � Rd due to the different dopant concentrations. Therefore, in absence of a driving
electric field the overall resistance of the element can be computed as Rtot = Rd w/D +

Rp (D−w)/D, where D is its total thickness and w is the thickness of only the doped
region. However, when an alternating voltage v(t) is applied to the junction, the ions
in the doped region will drift in the undoped one, thus effectively changing in time
the thickness of the material with the lower resistivity value w = w(t), and therefore
the overall resistance Rtot = Rtot(t). This leads to a set of two equations for voltage
and current which are formally equivalent to Eq. (6.2):

v(t) =
[

Rd
w(t)

D
+ Rp

(
1−

w(t)
D

)]
· i(t),

ẇ(t) = µ
Rp

D
· i(t),

(6.3)

where µ is the ion mobility. As it is possible to notice, the width, and thus the resistance,
is dependent on the integral of the current, which is the charge accumulated in the
element. In particular, in the approximation of Rp � Rd, we can express the resistance,
which now we can call memristance M, as

R(t, q) = M(t, q) = Rp

(
1− µ

Rd

D2 · q(t)
)

. (6.4)

We showed how this model allows to explain the hysteresis found in already existing
nanometric elements, which can now be considered as classical memristors [292].

However, if we want to realize a quantum meristor, such a component is required to
show an additional feature beyond the hysteresis loop, which is the coherent process-
ing of quantum information. However, these two properties are somehow in contradic-
tion, since the presence of the memristivity would require a non-Markovian behaviour
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in the interaction of the quantum system with the environment [293], a feature leading
however to decoherence. Therefore, a careful engineering of this interaction is neces-
sary, for providing memristivity while preserving quantum coherence, and in fact this
is very hard to achieve [294].

6.2 towards a photonic quantum memristor

The model explaining the hysteresis of a memristive device was applied in [295] for the
theoretical proposal of a photonic implementation, achieving a memristive behaviour
when using coherent states and quadrature operators of the electric fields. Neverthe-
less, when processing Fock states, which are among the most interesting ones in quan-
tum photonics, the proposed element presented a hysteresis loop not pinched in the
origin, thus not satisfying one of the requirements for a memristive device. Moreover,
the proposed implementation was quite challenging to achieve experimentally, due to
the difficulty of tuning and measuring quadrature operators.

In this regard, we propose an improvement of this scheme for obtaining a proper
memristive behaviour in the processing of Fock states. Moreover, we switch from
single-rail to dual-rail encoding, which is a more common choice. If we consider the
beam splitter with a tunable reflectivity R(t) shown in Fig. 6.2.a, we have that the
photon number expectation value 〈nout(t)〉 at its output C will be equal to

〈nout(t)〉 = [1− R(t)]〈nin(t)〉, (6.5)

where 〈nin(t)〉 is the expectation value of the number of input photons at time t. This
relation is remarkably equivalent to the one presented in Eq. (6.3) for the voltage v(t):
if we consider Rd ' 0, which is a reasonable approximation since the resistance of
doped semiconductors is usually very low, we have in fact:

v(t) ' Rp

(
1−

w(t)
D

)
· i(t). (6.6)

Thus, in this framework the beam splitter will provide a hysteresis loop between
〈nout(t)〉 and 〈nin(t)〉 if

Ṙ(t) = α 〈nin(t)〉, (6.7)

where α is a constant and R(t) plays now the role of w(t), i.e. the state variable of
the system. Therefore, if we are able to update the reflectivity value based on a mea-
surement of 〈nin〉, then we obtain a complete formal equivalence. This is possible to
achieve by simply measuring 〈nout(t)〉 at the output port D, from which we can im-
mediately retrieve 〈nin(t)〉 once R(t) is known, which is generally true since we are
actively controlling it. Moreover, in Eq. (6.7) we can choose α equal to 1 without loss of
generality, since this will only cause a rescaling of the hysteresis loop. However, if we
use Ṙ(t) = 〈nin(t)〉, the reflectivity will keep increasing and eventually will assume
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Figure 6.2: Realization of a photonic quantum memristor. a) A beam splitter whose reflectivity
is updated depending on the measurement performed on its output is formally described by
the same equations of a memristive device, thus being considerable as a photonic memristor.
Moreover, this element is able to preserve quantum coherence, as opposed to the electronic
realization. b) Hysteresis loop obtained for the mean number of input and output photons
of the proposed photonic quantum memristor. As opposed to the electronic one, in this case
the loop extends only in the positive quadrant. c) Photonic quantum memristor in dual-rail
encoding. The input state is in a superposition of |1〉A and |1〉B: the former state will propagate
in the straight waveguide, thus providing the same output |1〉A, while the latter one will enter
in the variable beam splitter.

values higher than 1, which is obviously not physically acceptable. Therefore, Ṙ(t)
should also take negative values, and this is provided by a simple shift:

Ṙ(t) = 〈nin(t)〉 − 0.5 〈nmax〉, (6.8)

where 〈nmax〉 is the maximum value that 〈nin(t)〉 can achieve in time. By using this rela-
tion, our simulations show a hysteresis loop pinched at the origin (Fig. 6.2.b). However,
since the number of input and output photons can only be positive, it will be limited to
the positive quadrant, as opposed to the electronic memristor which showed a figure-
of-eight loop extending also in the negative one. As a final remark, the memristive
behaviour of the presented device is also achieved in the classical regime, since the
equations governing the beam splitter operation are the same.

Let us now address the issue of the preservation of the quantum coherence when
the input state at port A is in a quantum superposition of the |0〉A and |1〉A Fock states,
whose projections depend on t:

|ψin(t)〉 = α(t) |0〉A + β(t) |1〉A . (6.9)

This result can be achieved for instance by a modulation of the mean number of photon
〈nin(t)〉 = |β(t)|2, bounded by 〈nmax〉 = 1. If now we perform a measurement on port
D, which as we said is necessary for knowing 〈nin(t)〉 and thus update R(t), we have
that if a photon is detected, then the output state at port C will be equal to vacuum
|0〉C. However, if no photon is detected in D, then at port C we have again a quantum
superposition:

|ψout,C(t)〉 =
α(t)
√

N
|0〉C +

β(t)
√

1− R(t)
√

N
|1〉C , (6.10)
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with N a normalization factor, thus preserving the quantum coherence of the input
state.

6.2.1 From single-rail to dual-rail encoding

Up to now we presented a scheme for single-rail encoding of Fock states. Nevertheless,
this configuration is quite difficult to implement experimentally in a reliable way, due
to the presence of losses. For this reason, we switched to a similar scheme, but in
dual-rail encoding, which is represented in Fig. 6.2.c. In particular, instead of the |0〉
and |1〉 states in the same input, the basis is represented by a photon injected either in
waveguide A or in waveguide B, in such a way that the input is a superposition state
of the two cases:

|ψin(t)〉 = α(t) |1〉A |0〉B + β(t) |0〉A |1〉B , (6.11)

with |α(t)|2 + |β(t)|2 = 1. While waveguide A is straight, B is the input of a beam
splitter with reflectivity R(t)1. In this framework, we have that the output of the circuit
is:

|ψout(t)〉 = α(t) |1〉A |0〉B |0〉C + β(t)
√

1− R(t) |0〉A |1〉B |0〉C +

+ iβ(t)
√

R(t) |0〉A |0〉B |1〉C .
(6.12)

Therefore, if we consider as output of the memristor the waveguides A and B, while
we use a measurement of output C to update R(t), we have again two possibilities. If
a photon is detected in output C, the output state of the memristor will be

|ψout(t)〉 = |0〉A |0〉B , (6.13)

while if no photon is detected in C, then the photon will remain in a superposition
dependent on R(t):

|ψout(t)〉 =
α(t)
√

N
|1〉A |0〉B +

β(t)
√

N

√
1− R(t) |0〉A |1〉B . (6.14)

As it is possible to see by a comparison with Eq. (6.10), this result is formally equivalent
to the one obtained for a photonic memristor in single-rail encoding, thus is expected
to show hysteresis in both classical and quantum regimes.

Concerning the modulation of α(t) and β(t), it can be easily achieved by placing
before the A and B input ports of the memristor a tunable MZI fed with the |1〉A Fock
state, whose output is indeed a superposition between |1〉A and |1〉B, with projections
dependent on the imposed phase shift.

1 For being consistent with the published paper, in the following part of the chapter we will use as defini-
tion of reflectivity R = Pcross/(Pbar + Pcross), a convention different than the one used in the rest of the
thesis, but still widely accepted in literature.
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Figure 6.3: Scheme of the device. The actual memristor is preceded by an MZI preparing the
input superposition state, and is followed by a tomography stage in the dual-rail encoding.
The actual output ports of the device are A and B, while the signal from C is measured and
used to update the state of PS3. Adapted from [281].

6.3 design and fabrication of the device

6.3.1 Scheme

Based on the previous considerations, in Fig. 6.3 we show the final scheme of the
device. As it is possible to see, it can be divided in three stages:

• Input and state preparation. The |1〉A Fock state is injected in a tunable MZI for
generating the superposition state

|ψin(t)〉 = α(t) |1〉A |0〉B + β(t) eiφ(t) |0〉A |1〉B , (6.15)

where α(t) and β(t) can be controlled by acting on the phase shifter PS1, while
PS2 is used to modify φ(t).

• Actual memristor, implemented with the already presented scheme, i.e. a straight
waveguide and a tunable MZI with reflectivity R(t), which can be controlled by
means of phase shifter PS3.

• State tomography and output. While the output C of the memristor is directly
sent to a detector for updating R(t) by means of a feedback loop, the outputs
A and B are the input ports of another MZI, with external and internal phases
controlled by the phase shifters PS4 and PS5 respectively. This element allows
the characterization of the output state by performing a tomography in the path
degree of freedom.

6.3.2 Fabrication by fs-laser writing

The fabrication process started as usual with a scan of the inscription parameters for
minimizing the propagation losses at 1550 nm, which was the wavelength chosen for
the quantum experiment. The optimization was performed in the FIRE line, by using
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Figure 6.4: Inscription parameters for achieving the best guiding properties at 1550 nm. The
figures show the guided mode (left) and the waveguide cross-section (right).

the cavity-dumped Yb:KYW laser, with the standard emission properties (rep. rate = 1
MHz, λ = 1030 nm, 300 fs pulse duration). A 50×, 0.65 NA microscope objective was
used for focusing the beam 25 µm above the lower surface in a 1.1 mm-thick Eagle
XG sample. Notably, the objective was equipped with a correction collar for reducing
the spherical aberrations, a choice which is equivalent to using oil or water immersion
techniques, but which requires a simpler setup. The optimization was performed on
the remaining parameters, obtaining a minimum propagation loss equal to 0.15 dB/cm
when using a pulse energy of 520 nJ, a translation speed of 40 mm/s and 6 scans (Fig.
6.4). The resulting waveguide presented a mode size of 8× 8.5 µm2, providing a 96%
overlap with the mode of a SMF-28 fiber and negligible bending losses (< 0.1 dB/cm)
for a radius of 30 mm. It should be noted that also in this case the thermal annealing
described in Sect. 3.1 was performed on all the inscribed waveguides.

The geometry of the directional couplers was then optimized for achieving a bal-
anced splitting. In particular, while the interaction length was kept equal to zero, the
distance and the radius of curvature of the S-bends were studied, obtaining the de-
sired splitting ratio for R = 40 mm and d = 7.5 µm. It should be noted that a radius
of 30 mm could not provide a balanced operation without an excessive overlap of the
two guiding regions, thus it was not used.

After this optimization, the final optical circuit was inscribed, with input and out-
put pitchs equal to 127 µm for optimal coupling with standard fiber arrays. Then, the
phase shifters were fabricated with the technique reported in Sect. 3.1 for providing
the possibility to tune the MZIs reflectivity. First, the insulation trenches were ablated
between the waveguides (Fig. 6.5.a), a step that was then followed by the deposition
of the chromium-gold layer and the definition of the conductive paths by a fs-laser
ablation, which was performed in the CAPABLE line. At the end of this process, resis-
tors with a width wr = 30 µm and length L = 2 mm were obtained, corresponding
to an average resistance of 38 Ω and P2π = 55 mW (Fig. 6.5.b). It should be noted
that, if compared to the other works presented in this thesis, a higher dissipation was
required due to the employed larger wavelength, which reduced the achieved phase
shift under the same dissipated power. For the same reason, longer resistors were re-
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Figure 6.5: Thermal phase shifters and final packaging. a) Microscope top image showing the
two trenches ablated around the waveguide of PS1 before the gold deposition. b) Reflectivity
of the MZI of the tomography stage with respect to the power dissipated on PS5. In particular,
a dissipation of 55 mW is required for obtaining a 2π phase shift. c) Final packaging of the
device after connection to a PCB and pigtailing.

quired as well. Concerning the dimensions of the trenches, they were designed with a
width equal to wt = 97 µm, thus having wr + wt = 127 µm, a depth of 300 µm and a
length of 2 mm.

At the end of the fabrication process, the sample was wire-bonded to a printed
circuit board (PCB) for providing the external electrical connections, and pigtailed to
input and output SMF-28 fibers (Fig. 6.5.c). The overall insertion loss from connector
to connector was measured to 2 dB, corresponding to a transmission of 63%.

6.4 characterization with single photons

6.4.1 Experimental setup

The setup used for the generation of single photons, the implementation of the feed-
back loop and the measurement of the memristor output can be found in Fig. 6.6. A
collinear type II SPDC source based on a periodically-poled KTP crystal was used to
generate two identical photons at 1550 nm, upon pumping by a CW diode laser emit-
ting a beam at 775 nm with an average power of 80 mW. Of the two generated photons,
one was used to herald the emission of the other, which was injected in the input fiber
of the memristor, after passing a half- and quarter-waveplate for the adjustment of its
polarization. The output A and C of the circuit were then measured by two SNSPDs
with an efficiency higher than 95% at 1550 nm.
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Figure 6.6: Experimental setup for the quantum experiment. An SPDC source is used to gen-
erate an heralded photon, which is injected into the input port of the memristor. The phase
shifter controlling its operation is actuated by a microcontroller, which computes the neces-
sary phase shift for properly updating R(t). The calculation is based on the mean number of
photons measured at output C in the time interval T. From [281].

The signals coming from the three detectors (heralding + two outputs) were then
sent to a logic unit, with the purpose of analyzing their coincident detections and
choose the voltage to apply on PS3. In detail, the mean number of input photons
could be estimated by a microcontroller from the counts of detector C as

〈nin(t)〉 =
〈nout,C(t)〉

R(t)
, (6.16)

and used in the feedback loop for updating the new value R(t + ∆t):

R(t + ∆t) = 0.5 +
1
T

t

∑
τ=t−T

( 〈nout,C(τ)〉
R(τ)

− 0.5
)

∆t, (6.17)

which is the discretized solution of Eq. (6.8). A summation over a sliding time window
T was required for avoiding the divergence of the sum in case of constant or slowly
varying input signal. The logic unit was then followed by an RC low-pass filter with
RC = 100 ms, for converting the coincidence spikes into a continuous voltage signal.
Moreover, it should be noted that ∆t = 50 µs since the microcontroller updated R with
a rate of 20 kSa/s. As a final remark, we point out that the SPDC source provided sin-
gle photons at 30 kHz, while the mean of the input number of photons was integrated
over a time interval equal to RC. This means that 〈nin(t)〉 was calculated over about
3000 events, thus providing an actual average.

6.4.2 Experimental demonstration of the memristive behaviour

The phase shifter PS1 of the preparation stage was actuated with a sinusoidal voltage
of period Tosc for obtaining at the input of the memristor the superposition state:

|ψin(t)〉 = cos
(

π

Tosc
· t
)
|1〉A |0〉B + sin

(
π

Tosc
· t
)
|0〉A |1〉B , (6.18)
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Figure 6.7: Results of the quantum operation of the photonic memristor. a) Dependence be-
tween 〈nin(t)〉 and 〈nout(t)〉 for different driving frequencies. As the ratio T/Tosc increases,
three different behaviours can be observed: first, a strong non-linear dependence without hys-
teresis, then a hysteresis loop, and finally a linear behaviour. b) The same behaviour is obtained
when the frequency of oscillation approaches the cutoff of the resistors. In the last graph, the
average input number of photons does not span the whole [0, 1] interval since the PS1 used to
control the superposition state is operating as well above its cutoff. Both from [281].

with mean number of photons entering the MZI of the memristor equal to 〈nin(t)〉 =
|β(t)|2 = sin2(π t/Tosc). At this point we measured 〈nout(t)〉 for different ratios T/Tosc,
obtaining the behaviours shown in Fig. 6.7.a .

When T � Tosc, corresponding to very slow oscillations, a non-linear behaviour
without hysteresis was observed. It is possible to explain this result by looking at Eq.
(6.17). For almost constant values of 〈nin(t)〉, the averaged summation will give as re-
sult its input variables, thus leading to a reflectivity value equal to R(t+∆t) ' 〈nin(t)〉
and an average number of output photon equal to 〈nout,A(t)〉 = 〈nin(t)〉 − 〈nin(t)〉2.
This relation is the one describing a parabola crossing the x axis at 0 and 1, and pre-
senting a maximum value of 0.25, which is exactly what we observed experimentally.

When increasing T/Tosc, as expected the device showed a memristive behaviour
with a hysteresis loop pinched in the origin, which shrinks as the ratio further in-
creases, i.e. when the oscillations become faster. Finally, for T/Tosc approaching 1, the
summation in Eq. (6.17) goes to 0, therefore the reflectivity tends to the constant value
of 0.5 and a linear dependence is observed. We point out that integrating for a time
interval higher than the period would lead to the same results, therefore we did not
analyze larger ratios. Moreover, the scan was performed on T while keeping Tosc con-
stant at about 10 s. This choice was made for operating well below the cutoff frequency
of the resistors, which was of about fcut = 5 Hz, corresponding to a minimum integra-
tion period of Tcut = 0.2 s. Interestingly, when a frequency higher than fcut is used, a
memristive behaviour can be obtained as well from the phase shifters, since they act



124 photonic integrated quantum memristor

as low-pass filters, as it is possible to see in Fig. 6.7.b. In particular, these results were
obtained by implementing a feedback loop imposing R(t) = 〈nin(t)〉, thus making it
evident the sole hysteresis effect given by the shifters.

For confirming the preservation of the quantum coherence, we performed a tomog-
raphy of the output state by using the integrated stage. As an example, when impos-
ing |β|2 = 0.3 and R = 0.7, the measured output density matrix provided a fidelity of
99.7% with respect to the theoretical one, with a purity Tr(ρexp) = 0.66 ' Tr(ρth) =

0.67. In general, by performing a tomography for several values of |β|2 and R an aver-
age fidelity of 98.7% was achieved.

6.5 conclusions and further developments

In this work we showed the implementation of the first quantum memristive device.
First, we theoretically demonstrated that a simple beam splitter can present a memris-
tive behaviour for quantum states of light encoded in the path degree of freedom if
its reflectivity is updated depending on the average number of output photons. Then,
we exploited femtosecond laser writing for the actual fabrication of the circuit. No-
tably, the tunable reflectivity was enabled by a phase shifter controlled by a feedback
loop, and the device was equipped also with input preparation and output tomogra-
phy stages, both integrated. By performing a measurement with single photons, we
showed that the device behaved as expected, satisfying the definition of a memristive
device [291] in both the classical and quantum regime.

Despite the achieved results, of course the presented implementation is affected
by some limitations. First, the speed of operation could not be increased to few Hz
due to the slow response of the thermal phase shifters. However, in current quantum
experiments this is not a critical issue, since in any case long integration times are
required when using sources with low emission efficiency. However, if one wants to
increase the speed of operation, for instance when using deterministic sources, the
proposed scheme is easily transferable to other fabrication platforms providing fast
phase shifts in the GHz regime thanks to the electro-optic effect [296]. Another advance
would be the integration of all the components, both electronic and photonic, in the
same device, thus enabling a scalable implementation. Once this improvements are
achieved, the proposed scheme could play an important role in the implementation of
photonic quantum neural networks, providing the required non-linearity.
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F O U R - A R M I N T E R F E R O M E T E R

F O R M U LT I P H A S E E S T I M AT I O N

In this final chapter we present the fabrication and characterization with classical light
of a four-arm interferometer, with application in the field of quantum metrology. In
particular, by interfacing two quarters, i.e. the four-mode equivalent of two balanced
beam splitters, this device would allow the contemporary estimation of the three phase
differences between three of its arms and the fourth one, taken as reference. This
work is part of a collaboration with the Quantum Information Lab of La Sapienza
University of Rome, led by Prof. Fabio Sciarrino, which proposed the experiment. In
this regard, my activity was devoted to the design of the circuit, its fabrication by FLW,
and its characterization with laser light. The photonic chip is currently in Rome for
its characterization with quantum states of light and for the implementation of the
metrology experiment.

7.1 motivations

We discussed in Sect. 1.4 that by using a properly prepared probe it is possible to
increase the sensitivity of a measurement, saturating the Heisenberg limit. In photonic
quantum metrology, an interesting and useful problem is the simultaneous estimation
of n phases in an interferometer, which can be achieved with a reduced number of
resources if multiphoton states are used, rather than classical or one-photon states.

This improvement was for instance demonstrated in [235], where a three-arm inter-
ferometer was realized by FLW and then used for the estimation of two phases. In the
circuit, a first tritter allowed the preparation of the probe by a balanced splitting in
three different spatial modes. Then, the resulting state interacted with the three op-
tical phases of the three waveguides, and then another balanced tritter followed by a
projective measurement allowed the estimation of the phases, to be more precise of the
difference of two phases with respect to the third one. In this work we make a further
step towards scalability, by realizing an interferometer with four arms, thus enabling
the estimation of a third phase difference.

125
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Figure 7.1: Scheme of the proposed four-arm interferometer. A quarter followed by four phase
shifters φA ... φD enables the preparation of the probe. In particular (inset) the quarter is com-
posed of four balanced directional couplers, a phase shifter and a waveguide crossing (in red),
and allows the interaction of all the four spatial modes with the others. After preparation, the
probe interact with the four phase shifts induced by other four resistors φ1 ... φ4, which simu-
late the physical quantities to be estimated in an actual metrology experiment. Then, another
quarter allows the projective measurement of the probe.

7.2 design of the four-arm interferometer

The proposed scheme for the realization of the four-arm interferometer is presented
in Fig. 7.1. In the following, we will analyze more in detail how a balanced splitting
among four spatial modes can be achieved by using a quarter, and how two quarters
can be used to realize the equivalent of a four-mode MZI.

7.2.1 Quarter

The quarter is a 4× 4 device which equally splits into its four outputs the light injected
in any of its inputs. Its operation can be described by the matrix [297]:

U4×4(θ) =
1
2


e iθ e iθ 1 1

−e iθ −e iθ 1 1

−1 1 −1 1

1 −1 −1 1

 , (7.1)

where θ is a phase shift which can be induced without altering the splitting properties
of the device, thus defining an equivalence class of infinite quarters with θ in [0, π], a
feature arising only for n ≥ 4.
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Concerning its implementation, of course it would be possible to use a Clements
or Reck scheme. However, here we propose a more compact design enabled by the
3D capability of FLW, represented in the inset of Fig. 7.1. In particular, a quarter can
be implemented by using only four balanced directional couplers and a waveguide
crossing, which allows one waveguide to pass above the other without intersection.
In this way, while two DCs enable the interaction between modes 1 − 2 and 3 − 4,
after the crossing a further interaction between modes 1− 3 and 2− 4 occurs at two
other DCs. This results in a balanced splitting of the input light, regardless of which
is the injection port. Moreover, on one of the two external arms a phase shifter can be
fabricated for controlling θ and thus achieving the realization of an arbitrary quarter
transformation in the whole equivalence class.

7.2.2 The interferometer

At this point, as two DCs are used to form an MZI, two quarters can be put together
to realize a four-arm interferometer. For the quantum experiment, eight phase shifters
should be fabricated on the four arms, two per spatial mode. As a matter of fact, while
four of them (labeled as φ1 ...φ4 in the figure) are used to impose the actual phase shifts
that should be estimated, the other four (φA ... φD) allow the optimal preparation of the
probe by an adaptive protocol that maximizes the measurement sensitivity.

The resulting operation can be calculated therefore as:

U4arm = U4×4(θ2) ·U[1...4] ·U[A...D] ·U4×4(θ1), (7.2)

where U4×4(θ1) and U4×4(θ2) are the matrices of the first and second quarter respec-
tively, and where U[1...4] and U[A...D] are the matrices related to the phase shifts, defined
as:

U[1...4] =


e iφ1 0 0 0

0 e iφ2 0 0

0 0 e iφ3 0

0 0 0 e iφ4

 = e iφ4


e i∆φ1 0 0 0

0 e i∆φ2 0 0

0 0 e i∆φ3 0

0 0 0 1

 , (7.3)

where φ4 has been taken outside the matrix as a global phase. Interestingly, when all
the phase shifts ∆φ and θ are set to zero, the device shows a symmetric behaviour if
light is injected in only one input: for instance, if only input 1 is coupled, then light
will come only from output 4, while if injected in 2, it will exit only from 3, and so on.

7.3 fabrication of the circuit

The fabrication recipe used for the realization of this circuit was the one described in
Sect. 5.2 when treating the implementation of the six-mode photonic processor. As a
matter of fact, both devices shared the same design wavelength, equal to 785 nm, the
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Fabrication parameters Value
Laser system Pharos (1030 nm, 1 MHz, 170 fs)

Objective 20×, 0.5 NA, WI

Pulse energy 330 nJ

Translation speed 25 mm/s

Number of scans 6

DC distance for 50:50 5.9 µm

S-bend radius 30 mm

Table 7.1: Fabrication parameters for straight waveguides and balanced directional couplers.

Figure 7.2: Normalized output power distribution of the fabricated quarter, showing a fidelity
of 99.99% with respect to the ideal case.

same substrate (Eagle XG) and the same inscription depth (30 µm above the bottom
surface). The main inscription parameters are summarized in Table 7.1. In particular,
the optimization of the fabrication process resulted in waveguides with propagation
loss of 0.1 dB/cm, mode size of 4.5× 4.7 µm2, bending loss of 0.1 dB/cm for a radius
of 30 mm, and balanced zero-length directional couplers for an interaction distance
equal to 5.9 µm.

Concerning the crossing at the center of each quarter, one of the two waveguides was
fabricated in the plane, while the other was designed to pass 20 µm above the other,
thus avoiding any unwanted coupling among the two. Moreover, the depth change
was designed to be smooth enough not to introduce additional losses. For balancing
the optical paths, the lengths of the three in-plane waveguides were matched to the
one of the bridge by a tuning of their radii of curvature.

With these parameters we fabricated a preliminary quarter device for controlling
that it was actually able to equally split the input light among the four modes. In
fact this characterization would have been less straightforward in a full interferometer,
since in this case a control of the thermal phase shifters would have been required.
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Figure 7.3: Scheme and picture of the fabricated four-arm interferometer. a) Scheme of the
optical circuit (in blue), of the insulation trenches (in grey) and the laser ablation of the gold
layer (in red). Concerning the phase shifters, a total of 16 pads are used, 4 of which provide
connection to ground. b) Picture showing the final packaging of the device, mounted on the
pigtailing setup at the end of the gluing process.

Notably, the fabricated quarter showed a balanced splitting of all its inputs, with a
measured fidelity with respect to the ideal operation of 99.99% (Fig. 7.2).

The final circuit was then fabricated with the scheme presented in Fig. 7.3.a. In
particular, after the inscription of the optical waveguides, deep trenches were water-
ablated for thermally insulating the phase shifters, which were fabricated by deposit-
ing a chromium-gold layer and then patterned by the process presented in Sect. 3.1.
In this case, the resistors were designed with a width of 5 µm and a length of 1.5
mm for having a resistance of about 120 Ω, a choice made after the measurement of
the sheet resistance of the deposited layer for being compatible with the output of the
Qontrol Q8IV controller. In the figure, the laser ablations are highlighted in red, the
insulation trenches in grey, while the optical waveguides in blue. Finally, the sample
was glued to two PCBs, providing the electrical connections of the phase shifters, and
then pigtailed to both input and output fiber arrays, with an overall insertion loss of
2.2 dB (Fig. 7.3.b).

7.4 preliminary characterization

7.4.1 Phase shifters operation

A characterization of the phase shifters was performed for evaluating both their sta-
bility and the dissipated power needed for inducing a 2π shift. Moreover, we also
studied whether the induced phase shift was dependent on the polarization of the
guided light, which could happen since the propagation constants of the two orthogo-
nally polarized mode H and V are in general different. This study was made necessary
since the input and output fibers cause a change of polarization, therefore in this sit-
uation it is no more possible to know which polarization state enters the circuit. This
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Figure 7.4: Characterization of the phase shifters. a) A dissipated power equal to 22 mW is
needed for inducing a 2π phase shift. b) Polarization dependence of the output power distri-
bution when applying an increasing voltage on a resistor. As it is possible to see, no relevant
changes are observed between H and V. c) Stability measurement of the resistance value over
45 hours.

is in general not a problem if the whole device has the same operation regardless of
the polarization of the guided photons, since they can be set to the same (unknown)
polarization by looking at their quantum interference, which occurs only if they are
indistinguishable.

Some of the results we obtained are presented in Fig. 7.4. Concerning the needed
power dissipation, we retrieved an average value of P2π = 22 mW. The resistance val-
ues also proved to be quite stable in time, since by continuously measuring it over
about 45 hours we found a variation lower than 0.4%. Finally, concerning the polar-
ization dependence, we injected either H or V polarized light in one input, and mea-
sured all the four outputs while increasing the applied voltage on a resistor, finding
no relevant differences between the two distributions, thus validating the polarization
insensitive operation of the phase shifters.

7.4.2 Study of the induced phase shifts

As a final analysis, we show some examples of the phase shifts induced by the resistors.
The purpose of this characterization was not the retrieval of the full transfer matrix of
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Figure 7.5: Measurement of the output power distributions when acting on some phase shifts.
a) Effect of θ1, the internal phase of the first quarter. b) Effect of θ2, the internal phase of the
last quarter. This is the most trivial behaviour to explain, since no other interferometric rings
are present after the shifter. From the output of modes 3 and 4, which in theory should be
unaltered, it is possible to notice the effect of thermal cross-talk. c) Effect of φ3 and d) effect of
φC, which are both fabricated on top of the third arm of the interferometer. Their equal effect
means that their fabrication process is highly reproducible.

device, since this will be performed with single photons before the quantum metrology
experiment, but to control whether the output distributions changed in a reasonable
way when applying a voltage on the resistors. In detail, in Fig. 7.5 we show the result
obtained when injecting light in mode 1 and controlling separately the phase shifts θ1,
θ2, φ3 and φC. Concerning the phase θ2, which is the one internal to the last quarter, its
effect is easier to explain since it basically acts only on the phase difference between
modes 3 and 4. As expected, the power coming from these two spatial modes showed
two opposed sinusoidal behaviours, i.e. when one reached its maximum, the other was
minimized and vice versa. However, from Fig. 7.5.b it is possible to see that also modes
1 and 2 were slightly affected by the power dissipated on this resistor. This was due
to the presence of cross-talk, which from this measurement can be estimated of about
10%. As already explained, this residual value, remaining despite the fabrication of
the insulation trenches, can be further reduced by operating in vacuum. Nevertheless,
it usually does not represent a problem, as long as it is fully characterized.
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In Fig. 7.5.c-d we show instead the results for two internal phase shifters, namely φ3

and φC. In this case the interpretation is more difficult since the output power distri-
bution is changed in a non trivial way. Nevertheless, from this preliminary character-
ization it is possible to show that the two resistors, which are fabricated on the same
waveguide, present very similar behaviours, and this confirms the reproducibility of
their deposition and ablation processes.

7.5 conclusions and further perspectives

In this activity we showed the fabrication of a four-arm interferometer, whose real-
ization is beneficial for the simultaneous estimation of multiple phases on the same
chip. By characterizing it with laser light, we showed that the optical circuit presented
low insertion losses, and that the fabricated quarters were able to perform the bal-
anced splitting in the four optical modes with very high fidelity with respect to the
ideal case. Moreover, the characterization of the resistors provided very good results
in terms of stability, reproducibility and low power dissipation, enabling the complete
manipulation of the operation implemented by the circuit.

The device is currently in the Quantum Information Lab at La Sapienza University,
where by using single photons a more detailed characterization is being performed.
After the preliminary results presented in this thesis are confirmed, the circuit will be
used with 3 and 4 photons for the estimation of the internal phase shifts by means of
adaptive protocols enabling the saturation of the Heisenberg limit.



C O N C L U S I O N S

In this thesis work we demonstrated that femtosecond laser writing can be a valuable
tool in the realization of scalable, reconfigurable photonic circuits. For this purpose, we
exploited here all the main features that distinguish this fabrication platform from the
others, like the possibility to realize three-dimensional circuits, the low birefringence of
the inscribed waveguides, and the low power dissipation enabled by efficient thermal
phase shifters.

First, we showed that passive femtosecond laser written circuits could be used in
the implementation of satellite-based optical quantum communications. In particular,
by replicating the typical conditions experienced by the instrumentation of a satellite,
including the exposure to charged particles and high-energy radiation, high vacuum
and temperature variations, we demonstrated that the inscribed devices could with-
stand such a harsh environment without any degradation of their operation during a
three-year mission.

Then, we discussed three different activities towards the implementation of a pho-
tonic platform for quantum information processing. In detail, in the first work we
showed that the unique 3D capability of FLW can be used to realize interferometers
based on continuously coupled 3D waveguide arrays, with a clear advantage in terms
of compactness and losses if compared to discrete implementations. In particular, we
presented the realization of a 32-mode continuously coupled interferometer that, by
means of 16 phase shifters, allowed the implementation of a large number of Haar-
random transformations in a boson sampling experiment involving up to four photons.
In the second work we showed instead the realization of a low-loss and low-power six-
modes universal photonic processor. The reconfigurability required for its universality
was achieved by means of a mesh of 15 MZIs, whose internal and external phases
could be controlled by 30 thermal phase shifters, fabricated between isolation struc-
tures for reducing both their thermal crosstalk and their power consumption. After a
proper characterization with classical light, we showed that the inscribed circuit could
implement arbitrary unitary transformations with state-of-the-art fidelity and losses.
The last activity, carried out at the University of Vienna, involved instead the opti-
mization of the emission of a semiconductor quantum dot single photon source for
achieving high brightness, purity, and indistinguishability, thus enabling the efficient
generation of multi-photon states which can be then injected in a multi-mode interfer-
ometer.

The following work involved the femtosecond laser writing of the first quantum
photonic memristor, a device composed by an MZI whose internal phase is controlled
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by a feedback loop based on the measurement of its output. By injecting in the de-
vice an arbitrary superposition state with an oscillating average number of photons,
we showed that the MZI output presents a hysteresis curve pinched at the origin, thus
satisfying the requirement of a memristive device. In addition, by performing a tomog-
raphy of the output state, we also showed that our photonic implementation preserves
the coherence of the processed quantum states, and therefore could be useful in the
realization of quantum photonic circuits requiring nonlinear sites, like quantum neu-
romorphic networks.

Finally, we presented the inscription and the characterization with classical light of
a four-arm interferometer, the four-modes equivalent of an MZI. Notably, this device
would enable the simultaneous quantum estimation of three optical phases with an
enhanced sensitivity if compared to a classical measurement, thus finding applications
in the field of photonic quantum metrology.



A
P R O P E RT I E S O F S I N G L E

P H O T O N S O U R C E S

a.1 brightness

Any single photon source, both deterministic and probabilistic, can emit photons only
upon proper excitation. In this respect, the brightness B is defined as the probability
of triggering the emission of a single photon, and in the ideal case it is equal to 1.
The stream of photons coming from a source with B < 1 will contain some vacuum
component |0〉, and this limits the scalability of a quantum system in the same way as
photon losses or non-efficient detectors do.

Since there are several kinds of sources, a unique operative definition of the bright-
ness cannot be expressed. For quantum dots, in particular, the brightness depends on
the position where it is measured, for instance at the first lens (Blens) or at the output
of the collection fiber (BSMF). In general, for deterministic sources B can be retrieved
from the measured count rates, since it is directly related to the probability of having
one photon per pulse:

B = p (1), (A.1)

which is valid if p (1)� p (n > 1). Operationally, the relation

BSMF =
C

R · η (A.2)

can be used, where C is the detected count rate at the output of the collection fiber, R
is the repetition rate of the excitation pulses, and η is the detection efficiency of the
detector used to measure C.

a.2 purity

For several applications, it is necessary that the source truly emits only |1〉 Fock states
after every excitation. For instance, if more than one photon is used in the QKD proto-
col, an eavesdropping could occur by simply "stealing" the additional photon, while in
boson sampling two photons in the same spatial mode could lead to wrong samplings
events.
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Figure A.1: Purity and indistinguishability measurements of single photon sources. a) Hanbury
Brown and Twiss experiment for measuring the g(2)(0) of a stream of photons. b) Houng-Ou-
Mandel experiment for the measurement of the indistinguishability of two single photons.

The capability of a source of emitting a stream of only single photons can be evalu-
ated by measuring its purity, which is defined as

P = 1− g(2)(0). (A.3)

In Eq. (A.3), g(2)(0) is the value at zero delay of the second order autocorrelation
function g(2)(t, τ), defined as

g(2) (t, t + τ) =
〈â†(t) â†(t + τ) â(t) â(t + τ)〉

〈â†(t) â(t)〉 , (A.4)

where â† and â are respectively the creation and annihilation operators, and τ is the
time difference at which the autocorrelation is evaluated. It is worth noting that for
sources whose operation is stable in time, the dependence on t can be removed.

The value of g(2)(0) can be experimentally measured by performing the Hanbury
Brown and Twiss (HBT) experiment [298]. The emitted stream of photons is split by
a balanced beam splitter in two different spatial modes, which are sent to two single
photon detectors (Fig. A.1.a). These are then connected to a coincidence electronics,
which records the correlation at different delays of the detection events. In particular,
a g(2)(0) > 0 implies that for some events both detectors revealed a photon at the
same time, which means that in the source output some pulses contained at least two
photons.

From the g(2)(0) value, it is possible to retrieve the probability of emitting at least
two photons as:

p(n ≥ 2) = p(1) ·
g(2)(0)

2
, (A.5)

which is equal to zero for an ideal source. It should be noted that p(1) can be retrieved
from the brightness measurement.
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a.3 indistinguishability

For having quantum interference, the photons should be identical in all their proper-
ties, such as wavelength, polarization and time of arrival, in a way that they cannot
be distinguished by any measurement. For an estimation of their indistinguishability,
an Hong-Ou-Mandel (HOM) experiment can be performed [299] by using the setup
in Fig. A.1.b. If two identical photons are sent to the two input ports of a balanced
beam splitter, quantum interference occurs. In particular, the cases where one photon
per output is present interfere destructively, and therefore only the bunching of both
photons in one of the two outputs is possible, with a 50% probability each. Instead,
if the photons are made distinguishable, for instance by tuning their polarization or
time of arrival, then the probability of having coincident detections at the two output
increases.

In this framework, the indistinguishability M can be measured by looking at the
visibility VHOM of the quantum interference, defined as

VHOM =

∣∣∣∣Cdist − Cind

Cdist

∣∣∣∣, (A.6)

where Cdist and Cind are the rates of coincident detections in the distinguishable and
indistinguishable cases, respectively. Ideally, it should be VHOM = 1. If the beam split-
ter is balanced, then the indistinguishability M is exactly equal to VHOM, otherwise M
is defined as:

M = VHOM
R2 + (1− R)2

2R(1− R)
, (A.7)

for taking into account the different reflectivity R of the beam splitter.
If the photon emission is not pure, the retrieval of the indistinguishability from the

HOM setup could be spoiled by the coincident detections caused by the presence of
more than one photon per input port, thus leading to low M values even when the
photons are actually identical. For this reason, the corrected indistinguishability can
be defined as

M∗ =
M + g(2)(0)

1− g(2)(0)
, (A.8)

which however provides reasonable results only when g(2)(0) � 1 [280]. This def-
inition makes sense for quantum dots, since the indistinguishability and the purity
are depending on different physical processes, thus it is reasonable to consider them
separately.
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