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ABSTRACT

T
_jJLECTRIC—powered aircraft introduce propulsion architectures so differ-
ent from the old fuel-based ones that classic aeronautical design is defi-
cient in terms of objectives and design methods. Thanks to these new
technologies, parts of the air transport system can be rethought. This
work proposes an exploration of new possible design objectives and re-
lated techniques, laying solid analytical foundations to design and anal-
ysis of aircraft with innovative electric propulsion and their integration
into the air transport system. First, the development and validation of
a new hybrid-electric aircraft conceptual design tool is shown. Second,
a study on an innovative procedure for the optimal sizing of airport in-
frastructures in support to hybrid-electric transition is discussed. Third,
models and tools for assessing the effect of hybrid-electric power-trains on
the reduction of acoustic and chemical pollution are presented. Finally,
the design of a zero-emission, liquid hydrogen-fuelled 19-seater aircraft for
very short-haul air transportation is carried out, making use of the imple-
mented methodologies and showing the benefits that such miniliner could
bring to European citizens.
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SOMMARIO

GLI aeroplani muniti di propulsione elettrica introducono delle differenze
radicali nell’architettura propulsiva rispetto agli aeroplani convenzionali
alimentati a combustibile. Tali differenze rendono impossibile 'utilizzo di
metodi di progettazione classici e richiedono la definizione di nuovi ob-
biettivi di progetto. Grazie a queste nuove tecnologie, parte del sistema
di trasporto aereo deve essere ripensato. Questa tesi descrive lo sviluppo
di una serie di strumenti per la progettazione di aeroplani da trasporto
commerciale muniti di propulsione elettrica. In primis, viene illustrato
lo sviluppo e la validazione di un nuovo strumento per la progettazione
concettuale di velivoli ibridi-elettrici. Poi, ¢ proposta una originale pro-
cedura per il dimensionamento ottimo delle infrastrutture aeroportuali
in supporto di una transizione verso la propulsione ibrido-elettrica. In-
fine sono mostrati dei modelli e degli strumenti per la stima degli effetti
delle nuove architetture ibrido-elettriche sulle emissioni gassose e sul ru-
more. Queste procedure sono utilizzate per il dimensionamento di un
rivoluzionario aeroplano da 19 posti per il trasporto a cortissima distanza,
battezzato miniliner. Il miniliner ¢ un aereo a zero emissioni da poter
usare come un autobus per andare al lavoro o all’'universitd. E propulso
con delle celle a combustibile alimentate a idrogeno, presente a bordo in
forma liquida. Questo velivolo potrebbe portare molti benefici al sistema
di trasporto europeo, specialmente nelle aree dove il trasporto terrestre e
poco sviluppato.
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INTRODUCTION

IN the aerospace and aviation industries, electric propulsion is trigging
substantial shifts in several aspects of aircraft design, production and op-
erations, leading to the biggest radical innovation since the introduction
of jet engines.

A strong political push to dramatically cut gaseous emissions deriving
from air transportation is currently undergoing [1]. Climate change poses
increasingly severe risks to commercial aviation and the related economy.
While flying is a fundamental capability for many aspects of human life
and, in the author’s opinion, a very cool thing to do, year 2019 has seen the
rise of flight shaming: hashtags like flightskam became viral and people
started discussing the environmental consequences of flying. Moreover,
several countries implemented the so called green taxes: passengers have to
pay a CO, tax on plane tickets in Switzerland, France and the Netherlands,
in order to discourage them to fly [2].

Apart from the push of the green wave, there are several advantages and
opportunities brought in by electric-powered aviation.

First of all, new aircraft equipped with pure-electric and hybrid-electric
power-trains may have the most visible and audible effects in the vicinity
of airports, where terminal manoeuvrers and circuit patterns may be flown
in pure-or partially-electric mode. This new capability has the potential to
cut the noise usually associated to airports and increase public acceptance
of near-ground air operations well beyond today’s limits.

The flexibility brought by the electrification of the power-train opens the
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door to a new set of airframe configurations that can take advantage of
distributing the thrust across several small electric motors. These config-
urational choices can change considerably from the traditional tube-and-
wing, generating very different problems/design solutions.

Thanks to the reduction of noise, gaseous emissions and the increase
in take-off and landing performance due to aero-propulsive interactions
such as distributed electric propulsion, hybrid-electric aircraft may oper-
ate from secondary airports and smaller airfields, which may reveal as key
nodes of a more connected continental transportation network through
enhanced, environmentally sustainable regional air travel, especially in
territories with inefficient ground transportation services. The use of this
network can open new aviation markets, including urban air mobility and
a new sub-regional market.

New propulsion architectures represent a good opportunity for the en-
trance of new companies in the aviation market, both as operators and
manufacturers, subtracting the monopoly in the production of aircraft and
engines from the usual players. This might have a disruptive effect on a
market that has been impenetrable for decades and which for years has
been stuck to configurations that are almost identical to themselves.

Finally, the use of batteries and innovative fuels, as alternative means of
propulsion can finally relieve the burden of oil price on airplane tickets
and disengage the air travel market from the dynamics of the oil market.
In particular, the adoption of hydrogen can offer the very first chance
of true energetic independence, being possibly produced from domestic
energy sources.

On top of this, the sharp drop in demand for passenger air travel due to
the COVID-19 pandemic and containment measures are jeopardizing the
profitability of many companies in both the air transport market and the
rest of the aviation industry, with many jobs at stake. The industry has
proven many times its ability to bounce back from unanticipated shocks
and the recent crisis looks like a good opportunity to get back on feet and
introduce radical innovations.

This thesis aims at contributing to the research effort towards a more sus-
tainable aviation and is framed in two European Commission’s projects
about hybrid-electric aircraft: Horizon 2020 MAHEPA and Clean Sky 2
UNIFIER19. MAHEPA has developed a thermal hybrid-electric and a
hydrogen-driven fuel cell power-train for two 4-seater aircraft scheduled
for flying in early 2021. UNIFIER19 is designing a zero-emission 19-seat
miniliner for very short haul transportation featuring a hybrid fuel cell
system with liquid hydrogen tanks. MAHEPA and UNIFIER19 are co-
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ordinated by Pipistrel Vertical Solutions, a leading light aircraft manu-
facturer strategically committed to innovative technologies, and involve
several universities (Politecnico di Milano, TU Delft, University of Ulm,
University of Maribor), research centres (DLR) and SMEs. Both projects
aim to build-up a technological know-how and study the possibility to
scale the acquired technology to larger airplanes. Several activities were
carried out in this sense during the PhD.

The present work addresses a broad variety of topics, which may appear
somewhat disparate, but are mutually connected by the final goal of en-
abling an accurate and reliable conceptual design solution for an innovative
electric-powered passenger aircraft. In order to present the material in an
orderly fashion, the thesis in structured in two parts.

The first part is methodological and initially provides a technology review
focusing on enabling technologies, without reporting about historical and
current aeronautical realizations. An excellent discussion of concepts and
prototypical development in the area of electric-powered aircraft can be
found in [3, 4]. Further on, a set of original procedures and methodologies
for the design of hybrid-electric airplanes and the study of their impact on
the environment and the market is described. The following description
details the chapters in Part I:

o Chapter 1 — Setting the picture: opportunities and needs
introduces the reader to the main challenges and design space freedom
brought by novel propulsion technologies.

o Chapter 2 — Technology review provides an extensive technolog-
ical survey, discussing the main aspects and main performance indi-
cators of several items present in hybrid-electric power-trains, such
as batteries, electric motors, fuel cells, and hydrogen storage devices.

o Chapter 3 — Innovative aircraft modelling for design and
analysis presents some design and performance modelling techniques
for the main components of hybrid-electric architectures. In particu-
lar, focus is placed on the estimation of key parameters such as fuel
cell and electric motor efficiency and on suggesting suitable proce-
dures to size critical elements, as hydrogen storage devices. Secondly,
an aero-propulsive interaction model is proposed and reframed for the
adoption in the aircraft design process. The goal of this chapter is to
build a knowledge-base for the preliminary sizing of hybrid-electric
airplanes, discussed in Chapter 4.

o Chapter 4 — Aircraft preliminary sizing shows a general proce-
dure for the preliminary sizing of innovative pure-electric and hybrid-
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electric airplanes, with the ambition to provide a tool applicable to
propeller-driven, fixed-wing vehicles of arbitrary size and mission re-
quirements.

o Chapter 5 — Airport infrastructures for innovative aircraft
describes an original methodology which provides the optimal solu-
tion to the sizing of airport battery recharging infrastructures for a
future airports hosting hybrid-electric aircraft.

o Chapter 6 — Environmental assessment of innovative aircraft
presents the development of an acoustic and gaseous pollution pre-
diction model to quantitatively evaluate the advantages, in terms of
emissions, of the application of modern electric power-trains to air-
planes.

The second part focuses on the miniliner concept, an innovative 19-seat
hybrid-electric aircraft designed to foster the intra-continental transport
within Europe. This part introduces an original methodology for the
prediction of the relevant market and goes on with the application of the
design methodologies discussed in Part I. The following description details
the chapters in Part II:

o« Chapter 7 — The miniliner concept introduces the miniliner,
illustrating the motivation and some example applications.

o Chapter 8 — Market studies illustrates some of the strategies
adopted to set the top-level aircraft requirements for the miniliner.
Application examples in different geographic contexts provide useful
information for the definition of crucial design requirements such as
payload, range, runway length, and cruising airspeed.

o Chapter 9 — Top-level aircraft requirements for the miniliner
sums up the results obtained in the market study and states the top-
level aircraft requirements for the design process.

o Chapter 10 — Preliminary sizing of the miniliner shows the
application of our preliminary sizing tool introduced in Chapter 4 to
the design of the miniliner, providing also sensitivity analysis.

o Chapter 11 — Towards a conceptual design of the miniliner
proposes a first example of a Class I conceptual design of the mini-
liner, with geometric sizing and a first geometrical representation.

It is important to clearly state that this work is the fruit of a substantial
team effort carried out in the FMSlab (Flight Mechanics and Flight Sys-
tems laboratory) at the Department of Aerospace Science and Technology,
under the coordination of my supervisor Prof. Lorenzo Trainelli and co-
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supervisors Prof. Carlo E. D. Riboldi and Prof. Alberto Rolando. An
important part of the activities presented in this thesis have been carried
out with the help of several MSc thesis students who graduated during
the years of my PhD. Further information is provided at the beginning of
each chapter and in the Conclusion.
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Part 1

A new framework for
innovative aircraft design and
analysis






CHAPTER 1

SETTING THE PICTURE: OPPORTUNITIES
AND NEEDS

AERONAUTICS is a vital sector of European society and economy and is
now directly concerned by new challenges regarding its competitiveness,
performance and sustainability. European Commission invited key stake-
holders of European aviation to come together in a high-level group to
develop a vision for Europe’s aviation system and industry: Flightpath
2050 [5]. This includes several ambitious goals, including:

o 90% of travellers within Europe will be able to complete their journey,
door-to-door, within 4 hours;

o flights will arrive within 1 minute of the planned arrival time regard-
less of weather conditions;

o the number of accidents will be reduced by 80% compared to 2000
taking into account increasing traffic.

In this vision, protecting the environment and the energy supply is a
key element: in 2050, technologies and procedures will allow a 75% re-
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duction in CO, emissions per passenger kilometre and a 90% reduction in
NO, emissions. The perceived noise emission of flying aircraft will be also
reduced by 65% with respect to the capabilities of typical new aircraft in
2000. The EU targets are considered as being on an equal footing with
those announced by International Civil Aviation Organization (ICAO), In-
ternational Air Transport Association (IATA), National Aeronautics and
Space Administration (NASA) [6-8]. To fulfil these long-term emission
goals, it is not possible to rely on conventional thermal propulsion: such
technology has already been pushed to the edge. Indeed, a radical inno-
vation is required.

Electric propulsion has recently emerged in the aerospace industry, buoyed
by the pace of change in the automotive sector. Hybrid-Electric (HE)
aerial vehicles promise several benefits: low- or zero-emission flight, the
potential to open up new missions for aircraft, the possibility of safer flight,
and - crucially - the design flexibility enabled by distributed propulsion
and other innovative configuration elements. There are also drawbacks
hindering the trend to HE propulsion: low technological maturity of en-
ergy storage devices, lack of regulation for future mobility concepts and
uncertainty on future market demand.

1.1 Propulsion architectures

With the goal to explore the design space as much as possible, an initial
identification of all the possible technological solutions for the propulsion
systems is necessary.

First of all, when considering emissions (chemical and noise), as well as
costs, the choice of the energy supply to be used to produce the required
power is important. Today, a number of potential references exist to be
used at least at a theoretical level for air-transport applications. In this
thesis the following options will be considered for the qualitative trade off:

o Fossil Fuel: conventional AVGAS and Jet Fuel represent the bench-
mark when different energy sources are analysed.

» Batteries: batteries are used as electrical energy storage devices; cur-
rently, design and manufacture efforts have been focusing on boosting
their weight and volume properties in order to be applied efficiently
for air travel purposes.

o Hydrogen: hydrogen is in principle a very appealing energy source be-
cause of its very high specific (gravimetric) energy density together
with the low emissions production when used in a thermal engine.

4
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Hydrogen combustion in thermal engines, however, achieves very
low burning efficiencies (around 25%). On the other hand, using
hydrogen in a fuel cell system, where electrical energy is obtained
by electrochemical reaction with an oxidizing agent, brings much
higher efficiencies (50-70%) and only emits water vapour. This water
vapour, being entirely free of soot particles cuts down the formation
of contrails [9], which appear to be a significant portion of aviation-
attributable climate warning. In principle, this technology allows to
achieve a zero gaseous emission propulsion system, apart from water
vapour.

Concerning the configuration of the propulsion system, many topological
classifications exist. A tentative classification is based on the amount of
sources of energy used that can be differentiated:

 Single energy source configuration: this group covers both traditional
jet engines, turboprop/turboshaft and reciprocating engines used in
aeronautical applications, as well as complete electrical systems fea-
turing only batteries and fuel cells. In this case, energy is derived
from a single source and transformed into mechanical power that can
be connected to a thrust generation system (propeller or fan).

o Hybrid configuration: in this case, multiple sources of energy may be
used (also simultaneously) to generate thrust. The use of a second
source is generally meant to circumvent the shortcomings of a primary
source in such a manner that the system’s total output (for example,
in terms of peak power or reliability) is somehow improved.

Various options of single energy source and hybrid configurations can be
found in the scientific literature, mirroring and/or inspiring real aircraft
prototypes and concepts under developments [10]. A number of repre-
sentative schematics of these topologies are displayed in Fig 1.1. These
architectures can be grouped in 4 categories:

1. Pure-electric (or all-electric, full-electric, fully electric, universally
electric, electric propulsion): no thermal engine is included. The
battery is the only source of energy and electric power, which is
converted into mechanical power by an electric motor. The electric
motor is then connected to the propeller or fan to produce thrust.

2. Serial (or series) hybrid-electric: electric motors are fed by batteries
and/or electric energy coming from a PGS. This may be based on a
thermal engine or a fuel cell system. A variation of this architecture
is the turbo-electric one, where no battery is present.

3. Parallel hybrid-electric: both electric motors and thermal engines are

5
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1.1. Propulsion architectures

mechanically connected to propellers/fans. In this case, batteries are
used to provide power boosts in high demand phases.

4. Conventional: the conventional power-train, with fuel burning ther-
mal engines.

These configurations can be differentiated using quantitative indicators
called degrees of hybridization or hybridization factors, trying to establish
a connection among the various architectures. These were introduced in
[11] and recalled by [10]:

P,
Hp = 1.1
P Ptot ( )
Ey
Hp = 1.2
g Etot ( )

where P,, and Ej, are usually intended as the power and energy of the non-
polluting source of energy, usually battery or hydrogen. It is noted that all
the possible design choices cannot be completely defined by the schemes
in Figures 1.1. Moreover, there is no clear understanding about which
of these configurations can be the most sustainable for the environment
or the cheapest. Few studies have been performed in this regard [12, 13]
and cradle-to-grave environmental assessments concluded that there is a
great difficulty in making an accurate prediction due to the dependence
on many uncertain parameters, such as the energy sources employed to
recharge the batteries, the usage of rare materials within the batteries
and other factors. Notwithstanding these difficulties, a strong effort is
currently being exerted in the investigation of these matters, especially in
the frame of EU-funded research programs. The present work is indeed
aimed at contributing to such effort, as it will be discussed in the following.

For this work, three types of architecture have been selected among the
aforementioned ones:

1. Pure-Electric (PE).
2. Serial Thermal Hybrid-Electric (THE).
3. Fuel Cell Hybrid-Electric (FCHE).

PE and FCHE architectures can be called zero emission architectures at
aircraft level, as they produce no harmful gaseous emissions. On the other
hand, serial THE architectures can put together the advantages of thermal
engines and electric motors, thus allowing to increase efficiency and reduce
emissions without renouncing to good flight performance, as it happens
for the PE case. Among the possible THE architectures, the serial option
offers more possibilities in terms of innovation, as it does not need any
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mechanical link between the thermal engine and the propeller/fan. This
capability is crucial to exploit advantageous aero-propulsive interaction
elements and the design freedom offered by the small size and weight of
electric motors. For instance, the overall thrust can be distributed across
multiple electric motors, placed along the wingspan and/or in other differ-
ent locations, avoiding the use of wing pylons and reinforced wing ribs: this
kind of arrangement is called DEP. The purpose of DEP is to optimize the
vehicle’s aero-propulsive efficiency by achieving advantageous interaction
between the propulsion systems and the rest of the airframe. Distributed
propulsion systems pledge aero-propulsive performance enhancements by,
for example, decreased wing area and needing a smaller wing structure.
Another example of a beneficial aero-propulsive interaction are wing-tip
propellers. Wing-tip propellers are placed at the tips of the wing, counter-
rotating with respect to tip vortices, with the consequence that the related
induced drag may be reduced. From a design perspective, this solution
entails a higher apparent wing aspect ratio with improved flight perfor-
mance in most mission conditions. The installation of this technology was
not possible in the past, because of the heavy weight of thermal engines
to be mounted at the wing tip arising substantial aero-elastic concerns.
With the advent of light electric motors, this solution seems now feasible
and potentially advantageous.

As depicted in Figure 1.2, the following macro-elements are common to
the selected PE, serial THE and FCHE architectures:

« Energy storage: fuel, batteries and/or supercapacitors.

« Power Generation System (PGS): all the elements capable of gener-
ating electrical energy to feed the motors. Usually the PGS involves
either a fuel cell system or a thermal engine coupled with an electric
generator.

« Power Management Control and Delivery (PMCD): the PMCD is
a complex module, made up by multiple elements (regulators, buck-
boost converters, power electronic devices, high-power and low-power
bus, fault current limiters, etc.) necessary for the correct operation
of the various power-train electrical system. Particularly, the PMCD
has the ability to allocate the energy flows from the systems for energy
storage and power generation. The PMCD has access to the state
parameters of all the modules, in order to apply predefined logics for
the control of power flows on the basis of such measurements.

e Flectric drive: the combination of electric motors and controllers
necessary for their use.
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Figure 1.2: Schematics of selected power-trains (top: pure-electric, middle: fuel cell
hybrid-electric, bottom: serial thermal hybrid-electric).
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o Thrust Generation System (TGS): this includes devices used to pro-
duce thrust, that are mechanically moved by the electric motors, i.e.
propellers and/or ducted fans.

Chapter 2 provides a detailed description of the state of the art of many
building blocks of these power-train macro-elements, namely: battery,
supercapacitors, hydrogen storage systems, fuel cells and electric motors.

1.2 Scenario studies

Towards the understanding, applicability and profitability of novel electric-
powered aircraft, it is crucial to perform a quantitative analysis of the air
transport network they can support and assess the main changes that are
required to the existing airport infrastructure.

Indeed, the existing airport framework was not designed for supporting
the operations of this new type of aircraft. Therefore, setting up an ade-
quate ground infrastructure is necessary in view of a massive penetration
of HE-based regional transportation. Particularly, battery charging in-
frastructures will play a paramount role, given the need to support the
timely recharge of large aircraft battery packs. This entails a need for
an increased electric power supply in the reconfiguration of an existing
airport. Therefore, the price of electric energy, or the ability to produce
it on site, will represent a major cost to be taken into account, in addi-
tion to the acquisition and maintenance costs of the chargers and possible
adaptations to the airport grid.

The airport infrastructure will be impacted also by the transition towards
hydrogen-fuelled flights [14]. The entire hydrogen supply chain, from the
production to storage and distribution, should be adapted to the existing
and future airport network, exploiting what is already in place for other
transport modes. There are many ways of producing hydrogen which
bring to very different cost schemes and environmental impact. The steam
methane reforming of natural gas is the most widely used and cheapest
in the industry, but it has a net negative impact in terms of CO,. The
sustainable way of producing hydrogen (the so-called green hydrogen) is
through electrolysis, but this process is the most expensive, both mone-
tarily and energetically. On the other hand, green hydrogen can be pro-
duced locally and sustainably near airports, resorting to renewable energy
sources, such as solar or wind power. If not produced locally, hydrogen
must be transported to airports in gaseous or liquefied form by road (trail-
ers), rail, and water or by pipelines. . Once at the airport, hydrogen must
be stored in one of the following ways:

10
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« as gas inside storage pressure vessels,

« as a compressed supercritical fluid,

e as a liquid in cryogenic tanks,

« in materials based Hy storage systems, or
« as slush hydrogen (solid state) [15].

Hydrogen refuelling points should be put in place together with safety and
monitoring equipment.

Finally, the interest in serial THE propulsion for future airplane lies also
in the ability of this architecture to allow a PE flight mode, for exam-
ple during terminal manoeuvrers, thus greatly reducing the chemical and
acoustic footprint of departure and arrival operations. In general, HE
aircraft allow reducing the power of the fuel-burning component, which
does not need to support the total power requirement for the flight. De-
spite these evident advantages, a methodology to quantify the noise and
gaseous emissions of this novel type of power-train has not been identified
yet. Therefore, a contribution in this direction would represent a funda-
mental step towards the assessment of the potential contribution of HE
aircraft to a greener aviation global scenario.

1.3 Research framework: the MAHEPA and UNIFIER19 projects

As anticipated in the Introduction, this thesis is framed within the MA-
HEPA project. The MAHEPA project is a four-year research effort funded
in the EU’s Horizon 2020 programme, ending in mid-2021. Within the
project, HE technologies have been brought to a high Technology Readi-
ness Level (TRL) by developing a thermal hybrid-electric power-train and
a hydrogen-driven fuel cell power-train for two 4-seater aircraft, from ini-
tial design to flight testing [16].

The first aircraft is the HE version of the conventionally-powered Pan-
thera, featuring a cutting edge serial THE power-train: the Panthera Hy-
brid. The propeller of the Panthera Hybrid is driven by an electric motor
powered by a traditional turbocharged internal combustion engine (Rotax
915 with a power output of 104 kW) and a battery system consisting of
two parallel battery packs fitted in the wing. A picture of this beautiful
airplane is shown in Figure 1.3. The Panthera Hybrid is currently in an
advanced state of development, with the maiden flight expected in early
2021.

11



Chapter 1. Setting the picture: opportunities and needs

Figure 1.3: Picture of the Pipistrel Panthera Hybrid.

The second aircraft is an hydrogen-driven double-fuselage aircraft, built
starting from the airframe of Pipistrel Taurus motor glider: the HY4.
The FCHE system composed by fuel cell stacks and batteries supplies the
maximum power of 90 kW required during the flight to the electric mo-
tor. Hydrogen tanks and batteries are positioned in the fuselages behind
the occupant seats, while the fuel cell system is located right behind the
electric motor, inside the pot at the center of the mid-wing section. The
HY4 has successfully flown at the end of 2020. Figure 1.4 portrays the
peculiar shape of this airplane.

In addition to the design, development and testing of the new modular HE
power-trains, the MAHEPA project involves a substantial research effort
towards the possibility to extend the developed technologies to commercial
aviation and the effects of a future fleet switching from conventionally-
powered to HE regional airliners. The Department of Aerospace Science
and Technology at Politecnico di Milano is strongly involved in two work
packages of the MAHEPA project related to such research activities:

o Scalability studies (WP9): among HE configurations, a need arises
for the availability of methods capable to support the conceptual /pre-
liminary design and analysis of HE vehicles, departing from tradi-
tional procedures for conventionally-driven aircraft that cannot be
immediately extended to electric-powered realizations. A thorough
assessment of numerical predictions will be performed, based also on
flight data coming from the Panthera Hybrid and HY4 flight test
campaign. When a validated, reliable framework is established, a
fundamental step forward is the extension of the technology from the

12
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Figure 1.4: Picture of the HY/.

current light aircraft application to the conceptual design of a 19-seat
commuter aircraft and a 70-seat regional liner, both specifically de-
signed for a HE propulsion system. In this regard, the determination
of scalability relations and parameters is crucial.

Scenario studies (WP10): strategies for maximizing the impact of
hybrid-electric aircraft on near-term, medium-term and long-term
scenarios. The analysis performed in the HE aircraft design field,
will enable to gather, analyse and compare in-flight performance and
emission data to build prediction models and quantify the advan-
tages and limitations of HE propulsion for the environment and for
the market. Indeed, the MAHEPA project aims at defining the regu-
latory implications, airport infrastructure requirements and airspace
procedural practices necessary with the introduction of HE aircraft
and to give estimates on fleet switching and operating costs. There
is a remarkable lack of information about this topic in the literature,
little data being only available for terrestrial hybrid-electric applica-
tions.

On top of the knowledge acquired in project MAHEPA, another Clean
Sky 2 funded project, UNIFIER19, guided the development of the present
thesis.

The ultimate goal of UNIFIER19 (commUNIty Frlendly minilinER 19) is
perform the conceptual design for a 19-passenger commuter with freight
and passenger cabin configurations powered by a modular hybrid-electric
power-train. This 19-passenger aircraft has been named the miniliner.
The modular architecture of the propulsion system should allow the pro-
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to Hybrid Electric
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Figure 1.5: MAHEPA logo.

duction of a single airframe capable of handling several configurations of
propellers, batteries and range-extending technologies, each customized to
commercially effective zero emission operations on specific markets.

The design criteria for the miniliner will be gathered considering the Eu-
ropean demand for mobility in at least two types of service [17, 18]:

e the microfeeder service: for the transfer of passengers to a major hub
from scattered small aerodromes in the area surrounding it, to avoid
longer and less comfortable car traveling

 the intercity service: as easy as a bus, aimed at linking small airports
to each other through scheduled or on-demand services

Ultimately, the miniliner goal is creating an innovative environmentally
sustainable zero emission air mobility solution for European communities,
specially aimed at those that lack of adequate ground-based transport

“
UNIFIER)]

COMMUNITY FRIENDLY MINILINER

Figure 1.6: UNIFIER19 logo.

The UNIFIER19 initiative not only focuses on the design of the miniliner,
but is a detailed and creative plan that focuses on multiple aspects of the
overall transportation system. Apart from aircraft design, this includes
market studies, sustainability analysis and cost analysis, not only from the
operating point of view, but also by considering in detail the underlying
technological issues.
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CHAPTER 2

TECHNOLOGY REVIEW

In this chapter, a technology review of the main PE and HE power-train
components is reported. This review has the purpose of identifying the
most important performance indicators of each component and what are
the current and future predicted values of such indicators. Once assessed,
the performance indicators will be used in the design exercises discussed
in the next chapters, in reference to the current and future technological
scenarios.

2.1 Battery

For PE or HE aircraft, batteries represent the source of all or part of the
propulsive power. They are typically separated from the airframe load-
bearing elements, being installed in dedicated bays or conformal to struc-
tural elements, in order to provide mass distribution advantages. Another,
very advance type currently undergoing development is that of Structural
Batteries (SBs), i.e. multifunctional composite materials that can store
electric energy while contributing to withstanding loads. As such, they
can be conceived as a part of the aircraft structure itself [19-21]. In the
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following, we shall refer to non-structural batteries, given the low TRL
value associated to SB technology. Battery research and development has
surged in recent times, mainly due to the spread of electric vehicles [22-24].
The most common battery types on the market and/or in development
today are:

o Lithium-ion Battery (LIB).
o Lithium Sulfur Batteries (LSBs).
o Lithium Air Batteries (LABs).

Batteries are usually compared and contrasted considering several param-
eters. Some of the most important are:

1. Specific energy: energy stored per mass unit (Wh/kg or J/kg), usu-
ally expressed in the charged state.

2. Specific power: available power output per mass unit (W /kg). Some-
times can be expressed in terms of C-Rate or rated power.

3. Energy density: the amount of energy stored per volume unit (Wh/1
or J/1).

4. Cycle life: no. of full charge/discharge cycles that a battery can
withstand before losing 20% of its original capacity.

Other important parameters are operating temperature range, maximum
and optimal charging rate, calendar life, safety and cost. It is interesting to
note that battery technology developments are not following trends such
as Moore’s law which postulates that the capacity of computers doubles
every 18 months [25]: indeed, from 1950 to 1990 the specific energy of
batteries has increased by 3 % per year. Since then the growing rate was
about 5-8% per year [26].

2.1.1 Lithium-ion technology

The state of the art of modern electrochemistry for electric mobility appli-
cations is represented by LIBs [27-29]. LIBs are near an optimal perfor-
mance and might reach their full potential on a shorter term than other
battery types still in early development [30]. Many different kinds of
LIBs exist, based on the cathode option, as shown in Table 2.1. The
most common types are: Lithium Titanate Oxide (LTO) Lithium Iron
Phosphate (LFP), Lithium Cobalt Oxide (LCO), Lithium Manganese Ox-
ide (LMO), Lithium Nickel Cobalt Aluminum Oxide (NCA) and Lithium
Nickel Manganese Cobalt Oxide (NMC).
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Table 2.1: Common cathode options for Li-ion batteries. Data from [/, 81, 32].

.. Specific energy C-Rate Energy density
Li-ion type [Wh/ke] [1/h] Voltage [V] [Wh/I
Actual Theo. Chg Dhg Nom.
LTO 80 420 5 10-30(peak) 2.4 177
LFP 120 580 1 25 3.4 292
LCO 140 600 1 1 3.8 380
LMO 200 470 1 10-30(peak) 4.1 560
NCA 200 800 1 1 3.7 380
NMC 350 700 1 2 3.7 390

Currently, commercially available batteries with the highest specific en-
ergy use NCA or NMC, such as the Panasonic NCR18650A or 2170 cells
in current Tesla battery packs [33]. One of the biggest drawbacks of some
LIBs is the intensive use of cobalt and nickel, which are at a premium and
usually come from countries with disputable mining ethics [34]. Commer-
cially widespread LIBs, show a specific energy of about 250 Wh/kg at
cell level, see Figure 2.1. In 2020, the LIB specific energy was around
300 Wh/kg, at a cell level. Values of 400 Wh/kg and 500 Wh/kg are
considered attainable by 2025 and 2030 according to [26]. However, due
to physical and chemical limitations, LIBs will soon reach their ceiling in
specific energy values. Considering a packing efficiency between 65-80 %
[4], a specific energy density of 350 Wh/kg is the expected full potential
for this type of batteries at battery level [12], which is still two orders of
magnitude lower than kerosene or jet fuel.

On the other hand, according to BloombergNEF results!, lithium-ion bat-
tery packs cost plummeted from 650 $/kWh in 2013 to 176 $/kWh in 2018,
following an exponential trend as reported in Figure 2.2.

For what concerns battery life (usually intended as the number of cycles
before battery gets to 80% of its rated capacity), values ranging between
1,500-2,500 cycles are common [33], but recent tests showed that LIBs can
get up to 5,000 cycles, claiming life ranges for cars in the order of millions
of kilometres (Figure 2.3) [36].

2.1.2 Lithium sulfur technology

Lithium Sulfur Batteries feature lithium at the anode coupled with sul-
fur at the cathode to generate high energy density. LSBs are the most

1 https://about.bnef.com/blog/behind-scenes-take-lithium-ion-battery-prices/
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Figure 2.2: LIB price survey [35]
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Figure 2.3: Residual capacity with discharge cycles for LIBs [36].

promising low-cost, high-capacity energy storage device available due to
their high charge-storage capacity, and the wide availability of low cost
sulfur. Sulfur is naturally abundant and therefore cheap, but the use of
lithium-metal anode may soon be a problem due to the limited availability
of lithium sources. An extensive review tailored for aeronautical applica-
tions of this technology can be found in [4, 12, 37-39]. The theoretical
specific energy of LSBs is 2,567 Wh/kg but they have a low open circuit
voltage of 2.1 V, compared to 4.1 of Li-ion. LSBs have also lower power
rate when compared to LIBs [4]. A number of companies have the man-
ufacturing capability to produce large capacity LSB cells featuring more
than 300 Wh/kg in specific energy. Examples could be the American
SionPower (500 Wh/kg [40]), OxisEnergy [41] and works on developing
batteries with 1,000 Wh/kg from Innolith [42] that is predicted to be
available for industrial use between 2025 and 2030. The Global Lithium-
Sulfur Battery Market [43] says that the global LSB market could grow
of 71% during the period 2018-2022. High performance cannot be main-
tained over long periods of time as the cycle lives and stability of current
LSB cells are not competitive with the current-day lithium-ion technology
(500-1,000 cycles vs 2,500 cycles, respectively). LSBs also have a lower
energy density than LIBs due to the use of sulfur cathode (700Wh/1 vs
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Figure 2.4: Theoretical specific energy of metal air batteries [27].

450 Wh/1), which naturally has a low density compared to LIB materials.
In [37] it is pointed out that LSB cells may be most appropriate for ap-
plications where minimizing the mass is more important than the volume,
and therefore powering electric heavy-duty vehicles, aerial vehicles, high
altitude aeronautical vehicles, and energy-storage plants.

2.1.3 Lithium air technology

Lithium Air Batteries fall into the wider class of Metal Air Batteries
(MABs). Several MABs using alkali metals (Li, Na, and K), alkaline earth
metal (Mg), and first-row transition metals (Fe, Zn) or Al as the anode
have been investigated and their theoretical specific energies are presented
in Figure 2.4 [27]. LAB is composed of metallic lithium as the anode, and
oxygen as the cathode. The theoretical specific energy is around 115,000
Wh/kg or 3,500 Wh/kg depending on the inclusion of the oxygen in the
calculation. LABs might deliver the required step-change in the battery
market. Initial LAB systems required an air feed system with a compres-
sor, as well as air filters and dehumidifiers to get rid of moisture on the
oxygen side [44]. Additionally, capacity fading was present, strongly de-
pendent on the purity of oxygen. However, LAB has been transformed
over the last six years with the introduction of redox mediators and Li
anode protections. Now, significant quantities of water can be tolerated,
alleviating the need for heavy, complex and bulky air handling. Consider-
ing these recent advances, [27] predicts the specific energy and the energy
(volumetric) density of a full air battery, including the balance of plant,
to be 610 Wh/kg and 680 Wh/I respectively, without specifying a pre-
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Figure 2.5: Specific energy of future battery technologies at cell level.

cise time frame. Other authors speculated differently as reported in [12].
Figure 2.5 tries to summarise in a graphical way all the speculations on
future battery specific energy with a bar plot, and the level of uncertainty
is very high also for a short time horizon. The LAB depicted in Figure
2.6 by Samsung [45] proved a performance of 1,214 Wh/kg and 896 Wh/1
at cell level.

2.1.4 Metal-S, Metal-ion and Metal-air

Based on the development and progress achieved with LSBs, and due to
the rising price and scarcity of lithium on the planet, researchers have
explored a broad range of metal-sulfur batteries, metal-air batteries and
metal-ion batteries. In general, these are referred to as Metal-X Batter-
ies (MXBs). Metallic anodes examples are sodium, potassium, magne-
sium. MXBs have all high theoretical capacity and low material cost.
However, MXBs also face similar challenges as LSBs and LABs with re-
gard to stability, number of cycles, and corrosion of the metallic anodes.
MXBs are actively being researched in [28, 37, 44-48].
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2.2 Supercapacitors

Supercapacitors are electronic devices which derive from conventional ca-
pacitors. They are called supercapacitors as they are able to store a large
amount of electric energy. A supercapacitor consists of two electrodes
with a solid or liquid electrolyte in the middle. The thickness of the
electric double layer is around 1 nm. Usual materials employed for the
manufacturing of the electrodes are nano-structured carbon applied on an
aluminium foil as a current collector. Analogously to battery cells, su-
percapacitor cases are usually cylindrical or prismatic (pouch) [49]. Much
attention is being payed to supercapacitors as they are very efficient and
can be rapidly charged and discharged at extremely high power. Moreover,
they feature a high cycle life and are considered safe. As for batteries, the
main performance parameters for supercapacitors is represented by

« Specific energy (Wh/kg).
 Energy density (Wh/1).

Supercapacitors have higher specific energy than conventional capacitors,
but less than batteries (e.g. 10 Wh/kg, compared to 200-250 Wh /kg for
LIBs). On the other hand, they can deliver energy much faster. For in-
stance, current specific power values are 5 to 10 times bigger than the
batteries (10 kW /kg vs 1-2 kW /kg). This enables rapid charge and dis-
charge, which is ideal if a sudden burst of power is required. The calendar
life of supercapacitors can be over 15 years, compared to approximately
five years for batteries. Research is currently under way worldwide to
improve the specific energy of supercapacitors without losing their high
specific power [50, 51]. Yunasko [52], an energy storage company based in
Ukraine, has reported working towards marketing a 30-40 Wh/kg hybrid
battery-supercapacitor while retaining the power density at 3-5 kW /kg
with an efficiency of 80%. Research at universities aims to increase the
specific energy of supercapacitors on a laboratory scale as well. Reported
numbers for specific energy range from 50 to 150 Wh/kg. Such result is
based on studies on a laboratory scale and must be proven on a manu-
facturing scale. Graphene and carbon nanotubes seem to lie at the root
of these improvements [47]. A recent supercapacitor breakthrough was
reported by start-up company Superdielectrics, Ltd., which has developed
a novel polymeric material [53]. The new polymer delivers largely higher
capacitance than usual supercapacitor materials and could potentially ac-
tualize energy densities of up to 180 Wh/kg. Rolls-Royce is working to-
gether with Superdielectrics on these topics [54]. A supercapacitor with
high specific power and reasonable specific energy (50-100 Wh/kg), could
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be employed during power intense flight phases, possibly helping in the
use of smaller batteries

2.3 Fuel cells

Fuel Cells are similar to batteries, but the reactants are stored outside
the cell. FC operation is based on a redox reaction that takes place in
two separate, but electrically connected, anode and cathode. As usual,
oxidation happens in the anode and reduction in the cathode. When
operating with pure hydrogen, Hs molecules are oxidized at the anode
and lose two electrons which feed the electric load. At the same time,
hydrogen ions (H™) travel through the electrolyte, closing the circuit. Oy
is reduced at the cathode producing, in this case, just water. FCs can be
fed also with compounds containing hydrogen, such methane, methanol
or ethanol. In this case emissions are not only water, but also carbon

compounds (i.e. CO and CO3) [55].

It should be noted that FCs are not energy storage devices, but electric
power generation devices. Energy is stored in the hydrogen fuel contained
in an external tank, while the oxygen is normally present in the ambient
air. This differs from batteries, where the device operates at the same
time as an energy storage system and a power generation device.

Two types of FCs are mostly used: the Solid Oxide Fuel Cell (SOFC) and
the Proton Exchange Membrane Fuel Cell (PEMFC) [56-58]. The former
uses solid ceramic oxide as electrolyte and works at high temperatures
(800-1000°C). SOFCs are usually used for stationary applications, due to
their heavy weight, slow start up time (in the order of hours) and fragile
nature of the ceramic materials. PEMFCs have proven to be the most
successful commercially, especially for mobility applications. [59-61]. The
PEMFC runs at relatively low temperatures (70-80°C). The performance
of the PEMFC is highly sensitive to impurities, such as carbon monoxide
and sulphur, which are produced during the reforming of hydrocarbon-
based fuel to hydrogen. Therefore, pure hydrogen is the preferred fuel
choice for the PEMFC [47]. Single FCs are connected in series in order
to reach the desired voltage value, creating a subsystem called stack. Dif-
ferent stacks can be connected in parallel and the resulting current is the
sum of each stack current. A complete FC system includes one or multi-
ple stacks, as well as balance of plant equipment, such as heat exchangers,
pressure regulators, water management systems and possibly air compres-
sors to eventually pressurize oxygen. Further details about FCs can be
found in the textbooks [55, 62] where it is outlined that performance of
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aFCsystem can be evaluated trough some key figures of merits:
« Specific power (kW /kg).
 Cost per power unit ($/kW or €/kW).

o Lifetime: usually given as the loss of the cell voltage per 1000 h, as
electrodes and the electrolyte gradually deteriorate. The FC life is
declared over when it can no longer deliver the rated power.

o Efficiency: electrical energy delivered by the system compared with
the energy supplied as fuel.

PEMFC efficiency ranges between 50% and 60%, as discussed in Chap-
ter 3. For what concerns specific power, DOE Technical Targets for Fuel
Cell Systems and Stacks for Transportation Applications [63] specifies that
the specific power of current state of the art FC system (including balance
of plant: compressor, stack modules, cooling system) ranges between 0.6
and 1 kW /kg. Developmental PEMFC systems have specific power in the
order of 1.6 kW /kg at system level. However, increasing the power density
of the PEMFC is not the current focus of development efforts for auto-
motive and ground power applications. Instead, the emphasis today is on
reducing costs, decreasing platinum loading, and increasing life [47]. It is
estimated that specific power may be improved up to 8 kW /kg only by
optimizing current FCs for aviation applications [60]. The power density
of existing PEMFC systems oscillates around 0.6 - 1 kW/1. Current costs
at system level are around 45 $/kW. However, this figure is expected to
drop as production of PEMFCs for middle to heavy ground transport ap-
plication will ramp up. For what concerns lifetime, US DOE found that
service life of FCs for automotive applications was around 2,500 hours
(corresponding to about 120,700 km) in 2015 [63]. In 2018, [62] claimed
that the service life had increased to more than 20,000 or even 100,000 h
in stationary energy storage applications. The lifetime improvement has
occurred since the mechanisms of cell depletion have become more known
and can be safeguarded.

2.4 Hydrogen storage

Hydrogen is present on Earth only in the form of compounds with other
elements, unlike oxygen or nitrogen that are commonly present in the at-
mosphere at a molecular level. When separated from these compounds,
being the lightest element of the periodic table, it naturally rises and dis-
sipates. Hydrogen is indeed a very light element and is gaseous at ambient
temperature, which implies some difficulties in storing it efficiently. The
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storage of hydrogen is the most difficult challenge associated with hydro-
gen economy (64, 65]. According to [56], the main quantities to assess the
goodness of a storage device are:

« Gravimetric density or gravimetric index: usually the ratio between
the fuel mass and the total storage + fuel mass.

e Volumetric density: same as gravimetric density, but for volumes,

(Wh/1).
« Operating temperature.
o Operating pressure.
e Cost.

Hydrogen storage methods can be divided in physical and chemical meth-
ods as illustrated in Figure 2.8

As testified by the rise in the number of technical reports and regulation
guidelines, hydrogen usage on airplane is moving from successful isolated
experiments on small aircraft, to larger applications [66, 67]. Types of
hydrogen storage system exist which involve chemical absorption of hy-
drogen in other materials [68, 69]. Although many of them might seem
appealing, they are at a very early development stage and not suited for
application with PEMFC. Therefore, only physical storage systems are
illustrated hereafter.

2.4.1 Gaseous hydrogen

Gaseous Hydrogen (GH2) tanks are the current industry standard for
mobility applications. Several engineering and regulation standards are
already in place, to detail the production and testing of this type of stor-
age. An extensive review of these Regulations, Codes and Standards is
reported in [70]. GH2 pressure for mobility applications typically ranges
between 20 and 70 MPa. The trend in the transportation field is to use
a pressure storage value of 70 MPa [69]. There are four main types of
hydrogen pressure vessels Figure 2.7 Most of FC-driven cars use GH2
carbon-fibre Type IV tanks that are pressurized at a global standard of
70 MPa. Some public transport applications use 35 MPa composite tanks
since gravimetric density is less important in larger vehicles. Composite
fibres are usually assembled using filament winding. However, a public
concern exists because of such high pressure (70MPa). Moreover, the hy-
drogen compression can use up to 20% of the energy content. Future
outlook of compressed hydrogen storage in terms of gravimetric density is
still unclear. More attention is being payed to safety, cost reduction and
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Figure 2.7: Hydrogen pressure vessel types [71].
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operation optimization. Refuelling current compressed gaseous hydrogen
tanks takes no more than 5 min, which is comparable to gasoline [65, 69,
72-75].

2.4.2 Liquid hydrogen

Hydrogen liquefies at -253°C or 20 K at atmospheric pressure, therefore,
a LH2 tank must be designed to minimize heat transfer through its walls.
However, zero heat transfer is not possible, so, in order to avoid pressure
increase inside the tank, a relief valve is added, usually called the boil-
off valve. This valve lets expanded hydrogen escape. The best shape for
a LH2 tank is the one that maximises volume to surface area ratio, i.e.
a sphere. This shape minimizes the heat transfer, main responsible for
the boil-off effect. Of course, this shape is not particularly suitable for
aeronautical application. LH2 storage has been extensively used for in-
dustrial and space applications and has improved significantly in the last
years, achieving the best gravimetric density (15%) among other hydro-
gen storage systems [65, 66, 76, 77]. The cost of hydrogen liquefaction
is significant, both in terms of energy and equipment, resulting in a 40
% energy loss. However, LH2 storage is strongly temperature-dependent
and implies the addition of a heat management system which adds cost,
complexity, and mass. Liquid hydrogen tanks do not have to withstand
high pressure, but they must be heavily insulated, which results in reser-
voirs with thick walls. The costs associated with hydrogen liquefaction
can reach 1.00 $/kg [68].

Apart from some historical experimental campaigns ([78-81]) and one
practical application on an experimental UAV [82], some recent works
are found, at a conceptual design level, on LH2 tanks for transport air-
craft in [83-86]. These studies focus on the entire design process of the
LH2 tank, including the effect of heat leakage during the flight mission
and the boil-off losses. The sizing is specifically tailored for transport
aircraft and is done taking into account the outgoing mass flow rate of
hydrogen that has to feed the FCs/thermal engine and optimizing the
tank design for the flight profile. The resulting gravimetric index of the
cryogenic tank can range between 60 and 75 % with very small boil-off
losses. This result seems very promising for future aircraft applications.
One example of the peculiar cabin layout featuring LH2 integral tanks
fitted in the semi-monocoque fuselage structure is shown in Figure 2.9.
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Figure 2.9: Changes in cabin layout due to integration of LH2 tanks [85].

2.4.3 Cryo-compressed hydrogen

Since LH2 storage requires a certain level of complexity and a careful heat
management system to handle very low temperatures, it might be imprac-
tical for small-scale use in mobility applications. A possible workaround
is to store hydrogen in liquid form, but under pressure. This process is
commonly called cryo-compression. Smaller internal pressure than GH2
allows for lesser strength material, less expensive composites and cheaper
metals. The boil-off problem is extremely limited, with a record of 0%
losses within a week duration [56]. References [87, 88| report that Cryo-
compressed hydrogen (CCH2) turned out to be the most attractive hydro-
gen storage method for what concerns overall energy efficiency and global
well-to-wheel cost, even though this system had the highest energy use,
hydrogen cost and GreenHouse Gas (GHG) emissions. GHG emissions are
particularly high, mainly due to the significant amount of energy to con-
vert gaseous hydrogen into a liquid state. This drawback affects also LH2
storage. However, GHG emissions are largely dictated by the method used
to produce the hydrogen. Currently, limited development has been made
for onboard liquid hydrogen fuel tanks for automotive use [56, 89].

2.5 Electric drive system

Regardless of the chosen power-train architecture, another key component
is represented by Electric Motors and their controllers. There are several
types of Electric Motor (EM). A good summary of the most used types
in aeronautical applications is reported in [10]. Usually EMs are coupled
with a controller or converter. For instance, brushless DC motors need a
converter to provide electricity to the windings with the correct phase.

Aeronautical propulsive applications of EMs are found in some general
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Figure 2.10: Maximum continuous power vs. mass of existing EMs for aeronautical
applications. The full database is in Appendiz A.

aviation and ultralight aircraft [10]. The main motor manufacturers to-
day are Siemens (whose electric aircraft division has been sold to Rolls
Royce), Compact Dynamics, EMRAX and YUNEEC International. EMs
are usually much simpler and durable than thermal engines, allowing for
scalability, working well for both small and big applications. Aircraft EMs
must be designed with a special focus on safety and redundancy. Apart
from this, three quantities are usually named as performance indicators
when comparing different EMs:

« Specific power [kW /kg].

o Overrating: the amount of extra power, with respect to maximum
continous power, that can be drawn for limited period of time.

« Efficiency.

Current values of specific power for aeronautical applications have been
obtained from a survey on existing EMs, illustrated in Figure 2.10. The
vast majority of EMs feature very small power ratings, and are not used for
propulsive applications. However, there are examples of EMs with specific
power up to 7 kW /kg. NASA [90] claims that EMs with specific power of
13.2 kW /kg and efficiency greater than 96% as well as power converters
with 19 kW /kg and efficiency greater than 98% will be attainable by 2030.

Several research programmes have addressed both cryogenic and ambient
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temperature conducting electric technologies for EMs [91]. Superconduct-
ing systems can achieve superior performance with lower heat waste and
are conceived for the megawatt class. A superconducting system features
peculiar zero-resistance conductors, but this property vanishes at ambient
temperature. Therefore, liquid nitrogen is usually employed to control
the temperature. It is immediate to reckon the possibility of using LH2
instead. In fact, hydrogen must be heated up before entering the FCs and
the EMs must be cooled down. This would be a win-win solution. How-
ever, in [92] NASA envisages that cryogenic systems would not be ready
for the operation on an aircraft in the mid-term due to the lower develop-
ment of cryogenic superconductors. Furthermore, the National Academies
of Sciences, Engineering and Medicine is even more cautious, hypothesiz-
ing a shy value of 9 kW /kg for the specific power of MW-order EMs in
the next 20 years [93]. Predictions in [94] lay in the middle, considering
specific power in the range of 13-16 kW /kg for the electrical machine and
10-19 kW /kg for the power converters of a turbo electric 150-seat aircraft.
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CHAPTER 3

INNOVATIVE AIRCRAFT MODELLING FOR
DESIGN AND ANALYSIS

THIS chapter illustrates modelling techniques for the performance evalu-
ation and sizing of some of the most important and innovative power-train
components, namely:

» Battery.

o Fuel cell.

o Hydrogen tank.
« Electric motor.
e Thermal engine.

The purpose is to detail some of the modelling techniques that will
be applied in the following chapters for aircraft preliminary sizing and
conceptual design. For some of these components, such as the battery and
electric motors, multiple modelling approaches with different level of detail
are illustrated and compared, in order to understand the applicability
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to design applications. Secondly, an aero-propulsive interaction model is
adopted from literature in order to simulate the effect that DEP has on
the wing aerodynamics. This model is reframed for the sake of aircraft
design and is included in the assessment of the SMP for the determination
of the wing and power loading.

A part of the work presented was developed with the contribution of
the following MSc students in the frame of their thesis project: Gabriele
Poiana (ICE-hybrid power-train modelling), Davide Comincini (fuel cell
modelling), Luis Miguel Chacha Guevara (hydrogen tank modelling), An-
drea Matrone (DEP modelling).

3.1 Battery

The battery is one of the most critical component to be sized and modelled
as it must safely feed EMs and store energy for the full flight mission or
important parts of it. Its inherent weight inevitably implies a significant
effect on the overall aircraft sizing. A BP is usually formed by battery
cells connected in series and/or parallel to achieve desired current and
voltage levels. A Battery Management System (BMS) must be added, as
it provides control of battery parameters to prevent any possible over /un-
der voltage, over temperature, over current and other possible dangerous
events. Good BMS design is critical to get a fail safe battery.

Multiple ways of modelling battery performance are found in the litera-
ture, at various levels of detail. Examples are:

1. Electrochemical-thermal models.
2. Electric-circuit based models

3. Energy-in-the-box models.

Electrochemical-thermal models Electrochemical-thermal modelling im-
plies the specification of mass and charge conservation equations in various
regions of the battery cell. This requires a detailed knowledge of battery
chemistry and is useful when a special focus on internal battery elements
is necessary [95]. Therefore, a detailed electrochemical-thermal model is
outside the scope of this work.

Electric-circuit based models FElectric-circuit based models are the most
commonly employed in engineering applications. Part of the power pro-
duced during the electrochemical reaction within a battery is lost in the
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Figure 3.1: Discharge curve of LIB cell.

process. A common way to model this behaviour is representing the bat-
tery as a lumped resistance and voltage source [96]. The battery output
voltage V' is

V =V,(c) — R(e)I (3.1)
whereas the battery output power P is
P,=VI. (3.2)

In the previous equations, V,. is the open-circuit voltage, i.e. the voltage
that the battery would provide in the absence of current, R, the internal
resistance of the battery, I the current and V' the output voltage. Both
V,. and R depend heavily on the battery chemistry and on the battery
State Of Charge (SOC) ¢. Power is mainly lost due to ohmic, activation
and concentration losses. Figure 3.1 plots the voltage curve of an LIB cell
[4]. The blue line represents the open circuit voltage, while the orange
line is the resulting battery output voltage V including the voltage drop
RI in the resistance. However, the battery voltage V' cannot drop below
a certain cutoff voltage V., (dashed line) as it would damage the battery
chemistry. This poses a clear limit to the maximum current I,,,, (and
therefore maximum C-Rate, defined as the ratio I,,4,/C, where C is the
battery capacity in Ah) that can be drained from a battery:

Voe(c) — cht(c)'

ool =" g

(3.3)
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Figure 3.2: Ragone plot of LIB cell with p, = 1200 W/kg and e, = 200 Wh/kg

This effect is reversed when charging the battery: there is a limit charging
current, so as the battery peak voltage V... is not exceeded. Unfortu-
nately, the maximum discharging/charging C-Rate depends on the battery
SOC. There is no notional value of the SOC to be used in defining the
nominal C-rate. The most common choices are 50% or 80% state of charge

97).

As a consequence of the internal resistance, battery capacity decreases
depending on the current it is presently providing. This effect can be
shown by time integrating a range of power values to find the amount
of available energy, using the battery discharge curve. This leads to the
well-known Ragone plot [98], shown in Figure 3.2. The battery specific
power pp, on the y axis, is plotted against the specific energy e,. The
Ragone plot graphically illustrates that is not possible to use the entire
stored energy of the battery at full power.

In [4, 99, 100] it is shown that it is possible to use a simplified electric-
circuit model (where R and V,. depend only on SOC) for aircraft concep-
tual design, simply knowing specific points of the open circuit discharge
curve or using experimentally derived functions for the open circuit voltage
and internal resistance.

Energy in the box models An energy-in-the-box approach simplifies the
dependency of open-circuit voltage on SOC, assuming a constant nominal
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value. Losses are accounted for with charging (%) and discharging effi-
ciencies (n%) and maximum charging/discharging C-Rates can be set. In
this case, the total amount of battery energy is

ty .
Ep > / " Ep(t)dt (3.4)
0
where o (1)
by =B pp 35)
B

The term P& is the discharging battery power and Pj' is the charg-
ing battery power. Although very simplistic, this method is particularly
suitable for aircraft preliminary sizing exercises where battery technology
is often not yet defined and assumptions on the battery discharge curve
cannot be made.

For what concerns mass sizing, battery mass is sized by two parameters:
the maximum battery power and the battery stored energy. To represent
this interaction, the battery mass is given by

PBMax E18>

)
bB €B

Mp > max ( (3.6)

where Pgpsq, is the maximum battery power.

3.2 Fuel Cell

The considered FC type is the Proton Exchange Membrane (PEM), which
is the most suited for transport application. Hydrogen enters the FCs in
gaseous form, and the air flow necessary for the redox reaction may be
compressed using a compressor, which acts as an auxiliary system. The
proposed modelling of the FC system is based on its inner physics and
specifically on the polarization curve that relates current density input ¢
to the voltage output V' [101]. The current density of the cell, is defined
as the ratio between the current I..; and the cell area A..;.

3.2.1 Polarization curve

The polarization curve V(i) is described as

V(i) =v- - thre 1n<z>—RT;Cm(AOQ (1-))- LY

aF 10 o Uim Om
——
activation loss concentration loss ohmic loss
(3.7)
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where three types of losses decrease the anode voltage of the FC, V:
 activation loss,
« concentration loss,
e ohmic loss.

In Equation (3.7), the symbols R and F' recur multiple times and indicate
the universal gas constant and the Faraday constant respectively

J C
=8.314 —— F =96485 —. .
R=8314 " 96485 (3.8)

Also, a = 0.8 is the charge transfer coefficient of hydrogen and Tr¢ is the
operating temperature of the cell.

The anode voltage V'~ is given by
_ RTrc

VT = ¥a In(Apg,) (3.9)

where P
Ay, = —FC_ Y 3.10
2 RTFC Cref ( )

is the hydrogen activity. For ideal-like gases, the activity is the ratio
between the operating pressure Ppc and a reference pressure P,.s. Note
that in case of unpressurized FCM, Prc, is not constant but changes
according to the outside pressure. The term

7)ref

Cre S —
/ R Tref

(3.11)

is the reference constant C,.f, estimated with a reference temperature

Ter = 80 °C = 353 K and a reference pressure P,.; = 1 atm = 101 325 Pa.

The hydrogen molar fraction yg, is (considering 100% relative humidity

and 80°C)

L 047-10°

v, = Prc

The term 17, in the activation loss indicates the reaction exchange current
density, which represents the reaction rate,
A

Qg =2-10" —. (3.13)

m

(3.12)

In the concentration loss, Ap, expresses the oxygen activity,

PFC Yo,

A, —
o2 RTFC Cref

(3.14)
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where yp, is the air oxygen molar fraction
Yo, = 0.209. (3.15)
To evaluate the limit current density in the cell i;,, two parameters are

defined with regard to the gas diffusion layer: the gas diffusion layer dif-
fusivity

P m?
Depr = 0.05- 1074 <L — 3.16
oL ol = (3.16)
and the gas diffusion layer thickness
dgpr = 200-107°-2.5 m. (3.17)
Hence, limit current density i, is
. Prc Depr
. RTrc vo, dapr (3.18)

Finally, to evaluate the ohmic loss, the membrane thickness J,, and ion
conductivity o, are set as

6m =30-107% m, (3.19)
S

Om = 4.39 —. (3.20)
m

Another important curve used to evaluate FC performance, is the polar-
ization power curve. It is obtained by multiplying the current density ¢
by the voltage V'

P(i) =1 V(i). (3.21)

An example of the polarization curve is reported in Figure 3.3.

3.2.2 Fuel cell sizing

A Fuel Cell Module (FCM) is composed by several elementary cells con-
nected in order to achieve the required power, through the product of
output current and voltage. These two parameters can be varied by con-
necting the total number of cells in different ways. Specifically, by con-
necting cells in series, the total voltage is the sum of the voltage of each
cell, and a new sub-system, called stack, is obtained. Connecting multiple
stacks in parallel, the total current is the sum of the current flowing in
each stack:

Nstack Ns
I = Z Z.celli Acelli V= Z Veell - (322)
i=1 k=1
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Figure 3.3: Ezample of voltage polarization curve [101].

The polarization curve, and especially the cell power curve, are used for
the FCM sizing. N is the number of cells in series and NV, the number of
stacks in parallel. The total number of cells in the module Npcys is

Npcar = N, N.. (3.23)

Multiple design choices arise when it comes to sizing the FCM, as de-
picted in Figure 3.4. The red curve represents the efficiency of the single
FC, the blue curve the efficiency of the FC including auxiliary systems
(compressor, humidifier, pumps) and the yellow curve is the polarization
power curve, obtained multiplying the polarization voltage curve by the
respective current density. The two dotted vertical lines represent two
possible sizing solutions:

e Sizing for power: the maximum point polarization power curve is
chosen in order to size the FCM for maximum power. However, this
working point could be a source of instability, due to the tendency
of the polarization curve to have an increasing slope, typically in the
region above i = 1.2 A/em?. This slope is the effect of the concentra-
tion loss in the cell, see Figure 3.3. A workaround is to use a current
density igi.e < imar using a scale factor v (v < 1).

« Sizing for efficiency: efficiency changes with ¢ as shown in Fig-
ure 3.4. Therefore, designing the FCM such that the most recurrent
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Figure 3.4: Ezample of FC efficiency and power polarization curve with the sizing
points for power and efficiency.

working condition is the one with the maximum efficiency could be a
valuable option to reduce fuel consumption. However, this condition
does not occur at the maximum power point. Hence, the fuel cell
ends up being oversized.

The mass of the FCM can be estimated resorting to the specific power
Prc, SO that

Mpo = —/=. (3.24)
Prc

For what concerns the volume of the fuel cell system, a similar approach
is followed:
Prc

Ve = —. (3.25)
PFC

The term ppc represents the power density of the fuel cells, i.e. power per
unit volume. In order to relate the power density to the specific power, an
analysis on existing FC systems led to the regression depicted in Figure 3.5
(the complete database is found in Appendix A).
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Figure 3.5: Fuel cell power density regression vs. specific power. Full database is in
Appendiz A.

3.2.3 Fuel cell performance

The FCM performance during operation can be evaluated using the FC
efficiency ng¢, defined as

Nre = ——— (3.26)

where P, = VI is the electrical power of the FCM, P, is the power of the
auxiliary systems, 1y, the hydrogen mass flow rate and eg, the hydrogen

lower heat value S

er, = 119.96 - 10° e (3.27)
The hydrogen mass flow rate is given by
M, = W, [, (3.28)
where
jug, = i L Nre (3.29)

2 F

is the molar flow rate of hydrogen, that is a function of the current I in
the stack. The parameter A represents the excess of reactant with respect
to stoichiometric value:

Ap, = 1.05. (3.30)
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The term

k
wi, = 2.02-107% 2 (3.31)

mol
is the molar mass of hydrogen.

The power of the auxiliary systems considers the power required by a
compressor, which guarantees a constant air operating pressure to the
FCM. The power consumed by the compressor, called P, (auxiliary
power), is function of the ambient pressure (altitude) and of the air mass
flow rate required by the FCM. The compressor work [. is evaluated
using the adiabatic compression equation and considering a compressor
efficiency 7.. P and T are the local values of pressure and temperature,
in a specified flight condition:

L= LepT(1— 55 (3.32)

C

in which  is the compression ratio, x is the air heat capacity ratio and
cp is the air specific heat at constant pressure

k=T =14, (3.33)
Cy
Prc
= — 3.34
5=k (3.34)
1005 I (3.35)
C = . .
F kg K
Hence the total power of the compressor is
Paum = mair lc (336)
where the air mass flow rate r,;, is
mair = Wair ,uair- (337)

As usual, the terms s fiq; and w,;, are the molar flow rate and the molar
mass of the air

. . Aair I NFC
Hair = T aF (3.38)
_3 kg
Weir = 28.96 - 1077 —. (3.39)
mol

The excess of reactant with respect to stoichiometric value for air is
Agir = 1.7. (3.40)
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3.3 Hydrogen tanks

3.3.1 Gaseous hydrogen tank

In reference to the discussion in Chapter 2, Type III and Type IV ves-
sels are commonly used for the storage of hydrogen gas. Type III tanks
are composite pressure vessels with metallic liners and usually compress
the hydrogen at 35 MPa. The metallic liner has many advantages, such
as elevated anti-collision performance, good impermeability and distinct
plasticity, which enhance the overall performance of composite vessels by
applying autofrettage pressure. Type IV tanks manage to halve the over-
all volume of the tank by increasing the pressure to 70 MPa. These vessels
are made of a composite wound around a polymer liner. Type IV pressure
vessels are the considered tank type for GH2 in aeronautical applications.

The mass M; of GH2 tanks can be retrieved using the tank gravimetric
index p, and knowing the mass of hydrogen My, that has to be stored.
The gravimetric index is defined as

Mp,

=2 3.41
MH2 + M, ( )

Hg

For what concerns the volume, assumed a certain mass of hydrogen My,
and knowing the operating pressure P = 70 M Pa and temperature T =
357 K (maximum operating pressure of the hydrogen pressure vessel), it
is possible to estimate volume of hydrogen within the tank V.

My

Vi, = —2 (3.42)
PH,

where ppy, = is the density of the compressed hydrogen. At this

P
Ry, T
point, the volume of the tank+hydrogen assembly (i.e. the filled tank)
can be found using a corrective coefficient y:

Vi = Vi,(1+x) (3.43)
A value of x = 0.1 is found from the analysis on state of the art GH2
tanks in Appendix A.

3.3.2 Liquid hydrogen tank

Liquid hydrogen is better, in terms of energy per unit volume, when com-
pared to gaseous hydrogen (2.3 kWh/L vs 0.003 kWh/L). Moreover, LH2
tanks display higher gravimetric indexes than their gaseous counterpart.
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However, the main drawback of LH2 systems is the very low temperatures
required to keep the hydrogen in the liquid state (about -253°C). In addi-
tion to this, PEM FCs must be fed with hydrogen in a gaseous form and
with at a minimum pressure (P,,;,), hence LH2 must evaporate before be-
ing sent to the FCs. In order to do this, it is necessary to allow some heat
flux to enter the LH2 tank and control the LH2 evaporation flow rate so
that it matches the GH2 flow rate necessary for the FCs. In this manner,
it is possible to keep the boil-off losses to a minimum. On the other hand,
it would be possible to size the tank to avoid the boil-off completely, but
ending up with a heavier tank, with a thicker insulation layer. In both
cases, the presence of the boil-off and the need to control the evaporation
rate requires a more detailed approach for the sizing of LH2 tanks with

respect to the simple assumption of a predetermined gravimetric index,
as for GH2 tanks.

3.3.2.1 Liquid hydrogen tank design

The design of cryogenic tanks for aeronautical applications has been stud-
ied in many works in the literature, as shown in Section 2.4.2. Verstraete’s
design process [102] sizes the tank so that the venting pressure P4, the
pressure at which the boil-off valve opens, letting GH2 in excess be ex-
hausted, is never reached during the flight. In this case, boil-off losses are
not present by design and no hydrogen is lost. In contrast, Winnefeld’s
approach [86] allows for some boil-off and sizes the tank so that the di-
mensionless storage density or corrected gravimetric index

M, eq

—_— 3.44
Vo, + M, (3.44)

Hreq =

is maximised. In Equation 3.44 the term M,., is the hydrogen mass, re-
quired throughout the flight for propulsion. Additional hydrogen is stored,
if some mass has to be vented, Mye,:. Hence, My, = M,eq + Myens.

A schematic of the LH2 tank sizing procedure that will be applied for
preliminary sizing is sketched in Figure 3.6.

The main inputs of the procedure are

 The three non-dimensional parameters (Figure 3.7) that can be used
to univocally describe the shape of tank (A, ¢, 1)), generically featur-
ing elliptical shell and ellipsoidal heads.

o The feeding pressure and tank venting pressure P,,;, and Ppuz-
» The requested fuel flow from the FCs rh,.,(t) at every time step of

the flight mission.
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Figure 3.6: Procedure for the design of LH2 tanks for aeronautical applications.
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Figure 3.7: Geometry of LH2 tanks for aeronautical applications [86]
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o Other mission parameters, such as airspeed, altitude, external tem-
perature and pressure.

Then, the outer loop of the procedure stems from guessing a value for the
insulation thickness s;,s. A set of values for s;,, will be tested and the
value that maximises the dimensionless storage density i, resulting from
the design procedure will be selected.

For what concerns the inner loop of the tank design process, the tank
volume V; is estimated and also its dimensions (a, b, ¢, ;) are found inte-
grating 7,.¢q.

After this, the thickness s, of the tank necessary to bear the mechanical
loads is found and, following a thermal analysis, the heat Q(t) leaking
into the tank and the tank temperature distribution across the insulation
layers are calculated for the entire flight mission.

Finally, the tank internal pressure P(t) as well as the mass flow rate of
vented hydrogen 71, (t) and the extra heat Q.(t) necessary to evaporate
the LH2 requested from the FCs can be computed at every time step.

By time integrating e, (t) along the mission, it is possible to estimate
the mass of vented hydrogen M,.,; and use this value to correct the volume
of the tank V;. The inner loop goes on until the tank size keeps changing
and AV is greater than a prescribed tolerance.

This methodology differs from [86] only in what concerns the internal
convection of the tank that is not considered in the thermal analysis. The
proposed methodology has been validated in [103].

3.4 Thermal engines

Thermal engines are mostly employed as part of the PGS within THE
airplanes. Thermal Engines (TEs) are complex machines and, despite in-
cremental improvements, constitute a well-known technology. The study
of TEs is beyond the scope of the present thesis. However, for the sake
of aircraft preliminary sizing, it is necessary to derive appropriate and
reliable surrogate models to estimate the Brake Specific Fuel Consump-
tion (BSFC) of TEs in order to accurately estimate fuel needs. Another
important aspect of TEs is the decrease of maximum power with altitude
that inevitably impacts the correct sizing of the engine. For the present
purposes, two types of TEs were considered:

o Turboshaft engine.

» Reciprocating engine.
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3.4.1 Effect of altitude in the engine rated power

Some simple models are used to estimate the effect of altitude on the
power performance of an engine.

The first one can be applied to turboshaft engines. In such model, the
power P, at an altitude z is given by

P, =P <5>§. (3.45)

The terms p and p. indicate the air density at the desired altitude at the
engine critical altitude. The exponent ¢ is an engine-dependent constant
that ranges between 0.7 and 0.9 [104, 105]. In this case, is was assumed
equal to 0.8. The critical altitude z., is the altitude up to which the engine
can provide full rated power P,.

A similar model is used for reciprocating engines, the Gagg and Ferrar
model [106]. For turbocharged engines

P, for z < 2z,
P, = (3.46)
A
Pr(a,/pc+b>, for z > z,
where ¢ = 1.132 and b = —0.132. For normally aspirated engines, z.

corresponds to sea level.

3.4.2 Brake Specific Fuel Consumption
3.4.2.1 Turboshaft engine

For the turboshaft model, a reference BSFC map as a function of the
flight Mach number M, altitude z and throttle § was derived from Thrust
Specific Fuel Consumption (TSFC) maps in the appendices of [107]. This
map for the BSFC cp were normalized by cp,, that represents the BSFC
at sea level and 0 = 1:

A cp

Cp— —.

Cp,

The map for z = 8000 ft is reported in Figure 3.8. Other maps for different
altitudes are reported in Appendix A.

(3.47)

3.4.2.2 Reciprocating engines

Reciprocating engines for aeronautical applications have usually featured a
large displacement and very low RPM, as a way to increase reliability and
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Figure 3.8: Map of normalised BSFC ¢p as a function of Mach number M and
throttle 6 for a representative turboshaft engine at 8,000 ft.

reduce mechanical stress on the engine. However, greater manufacturing
precision and new materials are pushing the usage of more efficient high-
RPM reciprocating engines (such as the Rotax 91x family). Low-RPM
reciprocating engines and high-RPM reciprocating engines show very dif-
ferent behaviours in terms of BSFC with respect to throttle. Hence, two
different efficiency maps are employed for each type of reciprocating en-
gine.

Low-RPM reciprocating engine Three fuel flow maps were extracted from
three models in the Lycoming engine series: 10360-A,-C,-D,-J-K, 10540-
A-B,-E,-G,-P and 10720-A. Whenever present, a Best Power Mizture
setting was selected to obtain a function that depends only on the throttle.
Three curves were thus derived. These curves were averaged and fitted
using an exponential curve. The result is shown in Figure 3.9 in terms of
normalised reference BSFC ¢p as a function of P, that is a fraction of the
rated power:

P=_ (3.48)
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Figure 3.9: Map of normalised BSFC as a function of fraction of rated power for
low-RPM reciprocating engines.

High-RPM alternative engine The Rotax 915 BSFC map was usqd as a
reference map for High-RPM reciprocating engine as a function of P. The
map is displayed in Figure 3.10.

3.5 Electric motor and generator

Electric Motors are easier to operate and maintain thanks to the lower
number of moving parts, and are less exposed to component failures than
TEs. EMs normally work within a lower temperature range, and a warm-
up process is not needed for this purpose. By design, an electric motor
can serve as an electric generator receiving external mechanical power.
As mentioned in Chapter 2 brushless Direct Current (DC) and Alternate
Current (AC) induction motors are extensively used in hybrid vehicle ap-
plications. Brushless DC motors have several apparent advantages in-
cluding higher efficiency and reliability, longer lifetimes, reduced noise,
the elimination of sparks from the commutator, and less electromagnetic
interference. However, due to higher costs, brushless DC motors are gen-
erally used in higher-end applications. On the other hand, AC induction
motors are less expensive and are thus suitable for cost-sensitive appli-
cations. No matter what type of motor is used, the model for system
performance analysis and simulation is the same and is used primarily
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Figure 3.10: Map of normalised BSFC as a function of fraction of rated power for
high-RPM reciprocating engines.

to describe the external electrical and mechanical behaviours. Electric
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Figure 3.11: Map of EM efficiency as a function of normalized torque and
normalized rotational speed [108].
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motors are usually rated in terms of efficiency 7,

Pshaft

- 3.49
7 P (3.49)

Ppape is the mechanical shaft power, provided by the EM fed with an
input electric power P;,. By definition

Popage = Tw (3.50)

T is the motor torque and w is the rotational speed. The EM efficiency

can also be written as
Pshaft

Pshaft + PL
where the term P;,, was written as FPgpqpe + Pr, in which Pp, is the total

power loss. A simple efficiency model developed by [97] shows that the
main sources of losses are

n= (3.51)

o Iron losses: eddy currents and hysteresis, mainly in the rotor. They
depend on the change of the magnetic field, i.e. on the rotational
speed.

o Copper losses: or ohmic losses, they are caused as electric current
flows through the "copper" windings.

o Friction losses: mechanical friction in the bearings and air-drag.
o Constant losses: losses due to motor drives, and electronics.

A possible way to estimate the efficiency of EMs is the rubber motor
technique introduced in [108]. This starts from the map of a real EM
and a loss model. By selecting the desired optimal efficiency, torque and
rotational speed the model can be customised to any specific application.
This model results in the plot shown in Figure 3.11 where the EM efficiency
Nm is plotted against the normalized torque 7" and normalized rotational
speed w. From the plot it is clear that in 75% of the working conditions
Nm is greater or equal to 90% of the maximum efficiency. Therefore, a
constant efficiency model can be adopted if a complete EM map is not
easily applicable to the design process. A safety factor can be applied for
the sake of conservativeness.

The mass of electric machines is estimated using the specific power p,,.
Usage of this assumption is encouraged by the scalability of EMs as seen
in Chapter 2. However, there is a maximum power rating at which the
expectation of constantly increasing power for an increasing size of the
motor is no longer true. This happens when heat control criteria become
important in the sizing of the motor after a certain power threshold. In
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this analysis, this effect is not modelled as the values for p,, are taken from
regressions that take into account the technological scenario in which the
EM will be used.

3.6 Distributed electric propulsion

Distributed Electric Propulsion (DEP) is currently seen as one of the main
innovations brought by aeronautical power-train electrification. A boost-
ing interest in the possible advantages that may be secured through DEP
is easily witnessed by looking at the scientific literature and the concepts
under development across all segments from Urban Air Mobility (UAM)
applications to airliners [109, 110]. Notwithstanding the investigations
carried out in the modelling of the related aero-propulsive interactions
[111-114] and the experimental assessment, such as with wind tunnel test-
ing [115] as with respect to other innovations, there is a lack in general
conceptual design methodologies capable to introduce DEP effects from
the performance point of view, as well as other important aspects (such
as the inherited changes in the wing structure).

A contribution in this direction is presented here, starting from basic con-
siderations about the changes that DEP may induce in the preliminary
sizing of the aircraft, and particularly, the transformation of the Sizing
Matrix Plot (SMP) and the feasibility design area that it defines. The
SMP, also known as performance matching plot, is a peculiar graph that
can be used in the determination of the design power loading Wro/Ps
and wing loading Wro/S, being Wro the design gross weight, P, the
shaft brake-power and S the wing surface. This design point guarantees a
number of point and terminal (take-off and landing) performance require-
ments derived from mission analysis, certification standards, and other
design specifications. Figure 3.12 shows a typical SMP for a single-engine
GA aircraft complying with the CS-23 regulations. Each curve in the di-
agram corresponds to a specific performance requirement, including flight
and field characteristics. These include

1. Stall speed in landing configuration (red).
. Take-off distance (blue).

. High-speed cruise or maximum cruising speed (green).

2
3
4. Maximum rate of climb (purple).
5. Climb gradient (yellow).

6

. Absolute ceiling (black).
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Figure 3.12: Example of SMP for a GA aircraft.

7. Service ceiling (dashed black).
8. Landing distance (cyan).

Let us remark that some of these required performance items are part
of the regulation requests, mainly inspired to safety of operations, while
others represent design desiderata, derived from market studies and other
considerations. As the curves represent feasibility boundaries, admissible
values for the design power loading/wing loading pair lie under each curve
or on the left in the case of vertical lines, and the admissible area is found
as the region which satisfies all performance constraints. In the case of
Figure 3.12, the feasibility region is bounded, from increasing values of
the design wing loading, by the maximum cruising speed and the stalling
speed in the landing configuration. Any point in this region, painted in
green, may be chosen for the design solution. However, a typical choice
is to stay close to the corner where the vertical line of the stalling speed
crosses the nearest constraint curve, yielding an aircraft with minimum
wing size at given design gross weight. In the case of Figure 3.12, this
design point is chosen exactly at the intersection of the high-speed cruise
constraint and the stall speed constraints.

The classical SMP is radically changed in the case of DEP implementation.
In this case, the distributed array of high-lift propellers on the wing leading
edge is able to increase the local dynamic pressure on the wing section
laying behind, thus augmenting the corresponding lift coefficient. This
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aero-propulsive interaction couples the power loading and wing loading in
a more complicated way than that shown in Figure 3.12 for the traditional
"concentrated" propulsion case. This section has the purpose of showing
how the constraints in the SMP are affected by DEP. Particularly, new
analytical expressions are derived for each curve and these expressions
include the eztra lift and drag coefficients deriving from the high-lift DEP
propellers. For the sake of brevity, and also because of their paramount
importance in the sizing of aircraft in the category of interest in Part II
of this work, only three constraints will be analysed in detail:

1. Stall speed in landing configuration.
2. Take-off distance.
3. Maximum cruising speed.

A wider array of constraints is discussed in [116].

3.6.1 Aerodynamic model

In order to model the aero-propulsive interaction effects deriving from
DEP, extra delta terms for the lift coefficient, AC}, and the drag coeffi-
cient, ACp are calculated.

The model adopted for the estimation of these delta terms is based on
the modelling by Patterson and German [111] and de Vries et al. [117,
118]. The model by De Vries et al. stems from [111] for the estimation
of the lift coefficient C, but adds the drag coefficient estimation from
Biber’s research [119] and makes the model suitable for preliminary design
applications.

The model represents the propellers as actuator disks and the wing as
a flat plate, incorporating Patterson’s semi-empirical correction for finite
slipstream height. The model includes several assumptions worth high-
lighting:

o The velocity increase at the actuator disk is computed assuming uni-
form axial inflow.

 Variations in lift due to swirl are neglected (actuator disk assump-
tion).

e The flow over the wing is attached.
o The effect of each propeller on the adjacent ones is neglected.

o The effect of the propeller on the wing is limited to the interval de-
fined by the contracted diameter’s slipstream of the single propeller.
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Figure 3.13: Representation of the airfoil and propeller angle of attack [111].

o Within this span-wise interval, the effect on the wing is considered
uniform in span-wise direction.

o The wing is supposed to be fully immersed in the slipstream, that is,
half of the slipstream flows under the wing and half over the wing.

o The stall behaviour of the wing is not taken into account.

3.6.1.1 Lift coefficient

From [118], the sectional lift coefficient increase depends on the axial in-
duction factor at the wing leading edge a,, and on the finite-slipstream
correction factor [ as

AC, = 2( [(sina — aypfsini,) \/(awﬂ)2 + 2a,,8 cos ( +ip) + 1 — sin a} (3.52)

where « is the geometric angle of attack of the wing and 7, is the propeller
setting angle, as depicted in Figure 3.13. Since in the sizing process the
angle of attack of the wing is unknown, it has to be estimated using
the three-dimensional lift coefficient. For this purpose, the expression
presented by Roskam [120] can be used:

_( CLu )
“= 2rAR

In the above equation C7p, is the unblown lift coefficient, M is the free-
stream Mach number, AR the wing aspect ratio and A,/ the wing half-
chord sweep angle.

2
2+JAR2(1—M2) <1+tanAC/2> 4|, (353)

1— M?

The finite-slipstream correction factor 5 can be estimated from a surrogate
model in Patterson and German’s work [111] as a function of R/¢, the ratio
between the propeller disk radius R and the airfoil chord ¢, the velocity
of the contracted slipstream far downstream of the disk and the distance
x upstream of the leading edge where the disk is placed. According to
Patterson’s theory, § = 1 is imposed as an effective upper limit.
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In order to derive the axial induction factor at wing leading edge a,,, we
must compute the axial induction factor at the propeller disk ap, which
is a function of the propeller thrust coefficient 7T, and derived from the

actuator disk theory
1 8T,
== 1 -1 3.54
ap 9 ( + T ) ( )

The thrust coeflicient of each propeller is defined as

Tpp
T, = ——— 3.95
2quD2 ( )

where ¢ = %pV2 is the dynamic pressure, N the number of high-lift
propellers, D the diameter of the high-lift propellers and, Tpp is the thrust
of the DEP system. Hence, a,, is given by

ap + 1
Ay = ———5 —
Ry
(%)
where the contraction ratio of the slipstream at the wing leading edge R—é"
is, from momentum theory principles

1 (3.56)

Fw _ L+ap (3.57)

R .
1+ap 1+#2
(%) +1

The axial position of the propeller x, the radius of the propeller R and
the chord can be expressed using the three non-dimensional parameters
r.=x/c,xp =x/R and r. = R/c.

Finally, the AC; can be extended to three dimensions, as shown by Pat-
terson

8

b

where byown is the span of the contracted slipstream upon which the pro-
peller is acting. This term too can be derived from momentum theory
principles, resulting in:

ACp = fj (AC), (b""’“’"> (3.58)

=1

1+a,

14a, 14+ ———
(%) "+
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3.6.1.2 Drag coefficient

The increased dynamic pressure due to high-lift propellers increases the
friction drag on the wing. This contribution can be calculated as indicated
by [118] as

N
b own b own
ACpo = aicy ( blb ) = N a’cs < blb > (3.60)
i=1 i
where ¢y is the sectional skin friction coefficient, for which a typical value
of 0.009 is used in [111]. Let us remark that this equation does not include
the contribution to friction drag due to pylons and nacelles.

The increase in induced drag is instead estimated from ACp and the
unblown lift coefficient Cf,, as

ACp; = K (2C1,AC,, + ACY) (3.61)
The terms K is the quadratic coefficient of the drag polar, defined as
1
K = .62
mTARe (362)

where e is the Oswald factor. The total increase in drag coefficient is
therefore obtained as

ACp = ACpy + ACp;. (3.63)

3.6.2 Adaptation to sizing matrix plot formulation

The delta terms introduced in Equations (3.58) and (3.63) must be elab-
orated to highlight their dependence on the wing loading and power load-
ing and include them in the SMP analysis. Starting from the DEP model
described above, the first step is to express the non-dimensional thrust
coefficient of single propeller T, as a function of the total thrust 7" and,
ultimately, as a function of the total power P,. In this section, we shall
apply a simplified modelling assuming that all the DEP thrust units (pro-
pellers and motors) are the same and that they are uniformly distributed
along the wing span. A special condition will be included in case of the
presence of a thrust unit at the wing tip.

Geometrical parameters Some geometrical parameters must be introduced,
in order to rewrite Equations (3.58) and (3.63) and explicit their depen-
dence on Wro /S and Wro/ Ps First of all, the effective wingspan b, is ex-
pressed as the difference between the wing span b and the fuselage width
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b/2

Figure 3.14: Frontal view of the DEP array.

by as
be = b — by (3.64)

Then, we introduce two geometric parameters:

o ( takes into account the position of the propellers along the wing

(3.65)

% if the propeller is located at the wing tip
¢ = . :
1  otherwise

o & represents the span-wise separation between each propeller along
the DEP array as a fraction of the propeller diameter D.

Figure 3.14 depicts a situation in which both the distance between the

fuselage and the first propeller disk and that between the last propeller

disk and the wing tip are £D/2. The definition of b., ( and £ allows to

express the propeller diameter D as a function of the effective wingspan
1 be

D:1+5N+2(§—1)' (3.66)

Then, the geometric parameter ¢ is defined as

0= — .
2 (3.67)
and can be elaborated into
D 1 (b, 1
=5 (8) ey .
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As an example, when ¢ = 1 (no wing-tip propellers) and £ = 0 (no spacing
between propellers), § becomes

5— 1b7 _ (bb> ]1/ (3.69)

Let us remark that the non-dimensional ratio b./b is introduced in the
equations in order to remove the dependence on the wingspan b. During
the preliminary sizing phase, b./b can be gathered from historical regres-
sions or can be guessed from back-of-the-envelope sketches of the aircraft,
especially for classic "tube and wing" configurations.

Thrust coefficient and axial induction factor With some manipulation,
the non-dimensional thrust coefficient of single propeller T, is rewritten as
function of total thrust:

Tpp Tx X T Wro S

T, = = = — .
NpV2D?2  NpV2D?2  NpV2Wro S D? (3.70)
and therefore of shaft power as
_ XnNp Ps WTO bg
© NpV3Wpo S AR D? (3.71)
_xnp (WTo)‘l(WTo) 1 '
NpV3 \ P, S ) AR §°
where Tpp is the thrust of the DEP system and y is
T,
= % (3.72)

Taking advantage of the geometrical quantities introduced in the previous
paragraph, 7T, can be evaluated as a function of the two variables of the

SMP, WTO/Ps and WTo/SZ

T o X (WTO)_l(WTO> L (148 (N +2(¢-1)° (3.73)

¢ NpV3 \ P, S ) AR (b./b)?

Plugging this expression of T, into the expression for the axial induction
factor at the propeller disk ap we obtain

—1 2 —_1))2
ap=§(\/1+§{]@<g§3 (Wge)  (Mge) A 1”}1) (3.74)
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Finally, the axial induction factor at wing leading edge a,, is rearranged
as

(S R O )

. (3.75)
(1 (5)+ )

It is worth pointing out that, at certain altitude (p fixed), once the geo-
metric parameters (£, (,0,x/R), the wing wing aspect ratio AR, and the
propeller efficiency np are known T, ap and a,, become functions of only
four variables:

WTo Wro )
T.="1T. VN 3.76
( S P, ( )
WTo Wro )
— VN 3.77
“w ap( s P (3.77)
WTo Wro )
w — Uy VN 3.78
= a ( B (3.78)

Replacing these relationships in Equation 3.52, the sectional lift coefficient

is

WTo Wro
S P,

AC, = AC, ( VN, CLU> . (3.79)

Moving to the 3D lift coefficient, we get

N bblown
ACL =30 (AC), (M) =

=1

S ; (3.80)
_NA ro Wro y v > blown
€ (=52 52 VN O (2
that can be rewritten more explicitly as
WTo Wro )(D>
AC, =NAC VN, Cry ) | —
L l ( S Ps y Vy 4V, WL b

1+ ap (Y2, %22, V, N) (3.81)
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Making use of Equation 3.68, the last expression becomes

o be WTO WTO
ACL—<b>ACl< s VNCLU>

1+ ap (Mo, Moo v, N) (3.82)

1+ ap (Y2, %20, V, N) (1+( T) )
+1

Considering the term b./b a constant for tube and wing airplanes, we
eventually can concisely state that

WTO Wro
S P,

ACy = AC), ( VN, (JLu> . (3.83)

The same line of reasoning can be applied to the ACp terms. In particular,
the parasite ACp is

b own b own
AODO ZCL Cr < o > :Nazjcf (blb> =

WTo Wro
—AC (
no\ g P
while the induced term ACp; is

(3.84)

VN)

[QCLuACL(WTO Wio VN, Cp) + AC, (W52, Wee VN, cLu)2]

=
b TAR e
(3.85)
Ultimately,
Wro Wro )
A =A N
Cp Cpo ( SE:) V, +
Wro W
+ AC: (252, 210 VN, Cr) = (3.86)
S P,
Wro Wro
_ACD< S ) Ps 7V7NaCLu)

In order to illustrate what actually results from Equations (3.83) and
(3.86), Figure 3.15 shows the application to a wing layout inspired by
that of NASA X-57 aircraft, a remarkable example of a DEP concept in
advanced state of development. The selected airspeed is the NASA X-57
stall speed at sea level (29.8 m/s). The full list of values for the parameters
in Equations (3.83) and (3.86) are summarised in Table 3.1. Particularly,
Figure 3.15a depicts the variation of AC;, with the number of propellers
N, while Figure 3.15b that of the AC po.
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Figure 3.15: Increase in lift coefficient (a) and zero-lift drag coefficient (b) with
respect to the number of propellers considered for the DEP system in Table 3.1

Table 3.1: Input data for evaluation of ACL and ACp on NASA X-57

Input data

Numeric values

Units

Wro/S
WTO /Ps
Vv

CLu
Cpou

§

9
N

AR
be/b
x/c
/R
Ac/2

ip
e

Cf

2154.6
0.0542
29.8
2.8
0.022
0

1

12

15
0.873
0.310
0.691
1.9
0.0

0.8
0.009

N/m?
N/W
m/s
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3.6.2.1 Stall speed

The stall speed Vg requirement is a limit on the minimum allowable op-
erating speed in a specific configuration, usually landing. In general, a
low stall speed is desirable, since this results in a safer aircraft. This
requirement is classically represented by the equation

(WST,O> - ;povg Cp max = 0. (3.87)
In the conventional case, there would be no dependence on the power
loading Wro/Ps since Equation 3.87 derives from the (simplified) vertical
equilibrium at stall, with the stall lift coefficient C';, 3y 4x. However, adapt-
ing the stall speed requirement to the DEP model, the lift coefficient must
be expressed as the sum of the stall lift coefficient of the unblown wing
Cru max and the delta lift coefficient derived by Equation 3.58. Hence,

("52) = 500V [Cru arax + ACL (52, "32. Vs, N. Cra arax)| =0 (3.88)

Graphically, Equation 3.88 is represented by the blue solid line of Fig-
ure 3.16, as opposed to the constraint relative to the conventional case
represented by the vertical red solid line. The graph has been derived
using the same data of Table 3.1 and sea level air density. In Figure 3.17,
it is possible to observe the behaviour of the stall speed constraint with
an increasing number of blowing propellers N along the DEP array. Since
the stall speed Vg represents an upper limit, the area of the graph on
the left side of the curve is the region where the stall requirement is met,
while on the right side the stall requirement is not. The stall speed curve
in the DEP case tends to increase the acceptable design region for the
determination of the design point within the SMP as N increases. Partic-
ularly, the wing loading that satisfies the stall speed requirement becomes
a function of power loading, as opposite to the conventional case where
the stall wing loading is totally independent from Wpo/P;. Furthermore,
comparing the conventional case and the DEP case, it can be observed
that the stall speed requirement derived with the DEP model degenerates
into the vertical line of the conventional unblown case when N = 0 (no
DEP system).

3.6.2.2 Take-off distance

The take-off distance constraint represents the limit on the minimum
ground distance required to safely take-off, from sea level or any different
altitude.
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Figure 3.16: Change in the SMP stall constraint with the DEP model
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Figure 3.18: Take-off run breakdown in the ground run and airborne phase [122].

The take-off constraint is classically formulated making use of the Take-
Off Parameter (TOP) [107, 121]. The TOP for a FAR-23/CS-23 propeller-
driven airplane is defined as

() (%)
0o UL MAX
where pro/po is the air density ratio at the airport level, and C79,
is the stall lift coefficient in take-off configuration. The values of the
TOP have been historically derived using statistics on different categories
of airplanes, from GA to two-, three- and four-engine certified airplanes.
Once the TOP is known, the resulting constraint on the SMP is
<WTO> B TOPPIOCT G ax
= e .
a ("5)
Unfortunately, DEP systems are fairly new and there is not enough histor-
ical data to set up a TOP estimation. Therefore, the use of Equation 3.90
is not advisable. However, it is possible to evaluate the SMP require-
ment for DEP fixed-wing aircraft following the equations suggested by
[104, 122]. Sadraey models the take-off run as an accelerated motion. The
take-off distance St is split into the ground run Srog and airborne phase
that ends when a reference obstacle (35 or 50 ft) is crossed, as portrayed
by Figure 3.18. The aircraft speed varies from standstill to rotation speed
Vk and then to take-off speed Vo at the lift-off. The take-off speed is
assumed slightly greater than the stall speed in take-off configuration VI

and is set to Vyo = 1.2VI9 while Vg = 1.15VI©. The resulting expression
for the take-off run is

(3.90)

1.65 (Yz2)
7 gpo (CF2 = uCEo)
W ) oo
s (ifs) = = ap0 P’
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As a general warning, it is important to remark that Equation 3.91 is
derived by [122] as the result of an integration process on the accelerating
airspeed. This integration process should be repeated entirely and the
equation should involve an integral function. After some manipulations
with the goal of highlighting the dependencies on Wro/S and Wro/ P,
Equation (3.91) becomes

WTO> Vro
Toy
< -Ps np

1 —exp (() 6prog (CHO — uCF)Sro (%)71> (392)

- TO _,, ~TO 1 =
= (u + G0 werd )> {exp (0.6pmg (CFO — nCEO)Sro (Y52) ﬂ

where ¢ is the gravity acceleration and p is the static rolling friction co-

efficient (considered through standard value for dry concrete/asphalt sur-

faces). The terms CT9 and CLO are the aircraft lift and drag coefficients

at lift-off and, due to the effect of DEP, they are expressed as
{ CTo = C19 + ACYO (Vze, Mo Vio, N, CEQ)

3.93
CIO = CEQ, + ACE + ACE? (WTO,WTO Vro, N, C17) .

The term CFLS is usually derived from the airplane clean Cpg by adding
the contribution of ﬂaps and the landing gear. The term CTY was as-
sumed, as CT9 = CTO, .+ /(1.2)* while the take-off speed V7o is unknown
and can be derived from the vertical equilibrium. Hence, the full system
of equations is

. 1—exp (0 6prog (CHO—pC “’)sm( TO) ]>
(w%) ‘;TTO - (CTO,“CTO) - — =0 (3 94)
n— <#+#> [exp (U.()'pTOg (cg(L,LCZO)s,,,O(Wgo) )} .

TO
l.lQC‘L

(WT?Q) - %POV%O Ci?=0

and, for a fixed value of Wr /S, the unknowns are Wro/Ps and Vrg.

The curve deriving from Equation 3.94 is represented by the blue solid
line in Figure 3.19 and is compared to the constraints derived for the
conventional case represented by the solid red line (Sadraey’s formulation
[122]) and dashed red line (using Roskam’s TOP [121]). Figure 3.20 shows
the behaviour of the take-off requirement with DEP when the number of
blowing propellers N is increased. This plot depicts clearly that the take-
off distance requirement curve tends to move north-east thus enlarging
the feasibility region for the determination of the design point. This dis-
placement is higher as N grows, allowing for a higher value of Wy /Ps at
fixed Wro/S (a higher value of Wro/P; means less power). Once again,
if N = 0, the DEP take-off distance requirement matches the curve of the
conventional unblown case.

67



Chapter 3. Innovative aircraft modelling for design and analysis

0_5 \ T T T

| — — Requirement conventional case - Roskam
0.45 —— Requirement conventional case - Sadraey |
| —— Requirement with DEP model

0.4r

0.35

IN/W]

©0.25 -

/P

0.2r

WTO

0.1r
0.05

0 1000 2000 3000 4000 5000
2
W_ /S [N/m?]
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3.6.2.3 Maximum cruising speed

The next SMP requirement is the maximum cruising speed. This require-
ment is evaluated following the description presented in Sadraey [122] for
a propeller-driven aircraft which is flying with the maximum constant
speed at a specified altitude. The aircraft is in longitudinal trim, hence
the maximum available engine power must be equal to the maximum re-
quired power, which is thrust multiplied by maximum speed. This holds
true also for DEP aircraft:

WTO) (WTO)_l np 1 2 CR
= —pcrV, C 3.95
( IS P, Ver miax oPCRVCR MAX™D (3.95)

Expressing the drag coefficient using the parabolic drag polar

on_ pon, (OF9)°
CSE =S+ — (3.96)

and exploiting the vertical equilibrium

)

COf = (3.97)
g % PcrRVER max
it is possible to derive the expression
W. 4% 1 1%
( 50) B ( PTO) Shen CR MAX (CR |
i (3.98)

O () e
S P, ) pcrVer max ™ AR e np

where the parameter C§F represents the total aircraft drag coefficient due

to friction and dynamic pressure in cruise configuration, computed with
the DEP model as

Wro Wro

S P
The constraint coming from Equation 3.98 is depicted in Figure 3.21 as the
blue curve and is compared to the constraint relative to the conventional
case represented by the red curve. The maximum cruising speed require-
ment with DEP tends to slightly shrink the acceptable design region with
respect to the traditional constraint without DEP. This reduction of the
design space increases with NV, as depicted in Figure 3.22. This behaviour
is opposite to that of the stall speed and take-off run constraints, where
the DEP had a beneficial effect in the expansion of the feasibility region.

Cho = Chow +ACno ( ,Vor max, N) (3.99)
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Figure 3.21: Change in the SMP mazximum cruising speed constraint with the DEP
model.

On the contrary, here the extra drag that derives from Equation (3.99) as
an effect of the rise in friction on the blown wing, increases the required
power for level flight and reduces slightly the design space in terms of
WTO/Ps and WTo/S.

3.6.3 Application example

The DEP model introduced in the previous sections is here applied to
derive a complete SMP. The reference aircraft is the NASA X-57 Maxwell
Mod IV. The data for this airplane is taken from NASA’s documentation
and the technical papers [112, 123-127]. The fuselage of NASA X-57 is
that of Tecnam P2006T, which allowed to gather geometrical data on the
fuselage from the P2006T Pilot Operating Handbook (POH) [128].

The NASA X-57 Maxwell is an experimental aircraft being developed by
NASA, intended to demonstrate DEP technology. The X-57 development
started from a pure-electric version of the Tecnam P2006T. Then, the wing
was changed and provided with 12 small high-lift electric motors with their
propellers mounted on the wing leading edges and two larger tip-mounted
electric motors with their propellers. All motors are used during take-off
and landing, with only the tip motors used during cruise. The 12 high-lift
thrust units use special folding fixed-pitch propellers designed to sustain an
augmented airflow over the wings and increase the local dynamic pressure.
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Figure 3.22: Sensitivity of mazimum cruising speed constraint with the DEP model
to the number of high-lift propellers.

The result is a larger lift coefficient, despite the very small wing.

The SMP for the X-57 was derived both without and with DEP. The
necessary input data of the model is summarized in Table 3.2. Apart from
the stall, take-off run and maximum cruising speed constraint, also the
minimum rate of climb on the ground, All Engine Operating (AEO) climb
gradient requirements coming from CS-23 and absolute ceiling, service
ceiling and cruise ceiling are shown in the following graphs. The full list
of equations employed to plot these constraints can be found in [116].

The SMP of the non-DEP version is shown in Figure 3.23 and has been
derived using Roskam [121], except for the landing and take-off constraints
which are taken from Sadraey [122]. The SMP featuring the DEP system
is, instead, represented in Figure 3.24. Comparing the SMP with DEP
model and without it, it is interesting to note how the feasibility region,
painted in green in both figures, is enlarged when high-lift propellers are
present. The design point of the X57, marked with a red dot, falls inside
the acceptable region, lying at the intersection between the take-off and
the landing curves in both cases. An interesting aspect of the wider fea-
sibility region is the virtually unlimited extension towards larger values
of wing loading. This extension is mainly due to the change in shape of
the stall speed requirement and the landing distance requirement. Since
the expression of the lift coefficient with the DEP is also a function of the
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Table 3.2: Data employed for the SMPs constraints of Figures 3.24 and 3.23.

Symbol Value Unit

Stall Speed

hg 0 m
Vs 29.83 m/s
np 0.7 -

Take-off run

hTO 0 m
np 0.7 -
Sto 394 m
L 0.04 -

Maximum cruising speed

her 2438 m
VCR MAX 92.6 m/s
np 0.8 -

power loading, the traditionally vertical cyan and red lines of Figure 3.23
become curves with an asymptote on the horizontal axis and drastically
change the appearance of the SMP. As a result, the maximum wing load-
ing of Figure 3.23 is increased by 40%. On the other hand, this higher wing
loading can be sustained only lowering the power loading (0.060 N/W in
the non-DEP case and 0.054 N/W in the DEP case) and thus increasing
the necessary shaft power.
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Figure 3.24: SMP for NASA X-57 with DEP model.
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CHAPTER 4

AIRCRAFT PRELIMINARY SIZING

THIS chapter introduces a general procedure for the preliminary sizing
of PE, THE and FCHE aircraft with the ambition to provide a tool appli-
cable to propeller-driven, fixed-wing vehicles of arbitrary size and mission
requirements. This fills up a need that is keenly felt nowadays. In fact,
when looking at the blossoming literature about electric aircraft, the typi-
cal situation is either that of a retrofit of an existing airframe, or of design
considerations more or less specific to a single application. The present
approach to the determination of the design weights, the sizing of power-
train components, and the global dimensions of the aircraft, is pursued by
an integrated performance evaluation procedure, with specific provisions
for electrically-driven aircraft and even for conventionally-powered ones.
Hybrid-electric power-trains and their onboard integration are of primary
interest in the prototypal developments of the MAHEPA project as well as
in the preliminary design activities within the UNIFIER19 project, which
shall soon provide measured laboratory and flight test data to make the
proposed sizing methodology further accurate and reliable.

Power and energy mission requirements lead to the sizing of electric motors

75



Chapter 4. Aircraft preliminary sizing

and batteries, as well as the PGS and its fuel system. Other specifications
peculiar to electrically-driven aircraft, such as PE-mode operations below
a given altitude or energy recuperation through propeller wind-milling
during descent, are considered, providing predictions related to future
realistic operational uses.

A part of the work presented was developed with the contribution of the
following MSc students in the frame of their thesis project: Niccolo Rossi
(initial implementation of the preliminary sizing of thermal hybrid-electric
aircraft), Antonio Estrada Briz and Isacco Raimo (Class I design proce-
dures). Results related to this activity have been published in [129-132].

4.1 Methodology

The proposed sizing methodology is able to generate optimal PE and HE
preliminary sizing solutions to specified mission, technology, certification,
and other applicable requirements. This amounts to determining the air-
craft design gross mass (Maximum Take-off Mass (MTOM)), the top-level
mass breakdown specifying the mass of each of the main aircraft subsys-
tems, the power rating of all the power-generating components, and the
reference wing area. Optimality involves the minimization of MTOM, but
may also be extended to other elements in the design, such as the sizing of
single power-train components or the in-flight energy and power manage-
ment strategies. In fact, the presented method also provides the complete
time histories of numerous variables along the sizing mission. The method
applies to propeller-driven airplanes with a general serial HE power-train
architecture. This implies an EM driving each propeller, fed by electric
energy derived from the combination of a BP and an electric PGS. The
latter is included here in two fashions: in the THE case, the PGS is an
engine-generator combining an electrical generator and a hydrocarbon-
burning, Internal Combustion Engine (ICE) (possibly a reciprocating or
turboshaft engine), supplying energy to the EM and/or the BP. In the
FCHE case, the PGS is a hydrogen driven fuel cell system. Hydrogen can
be stored in the gaseous or liquid form. A general serial HE architecture is
outlined in Figure 4.1. The yellow box on the left represents the fuel tank,
connected to the big orange box in the middle that represents the PGS.
Then, the PGS is electrically linked (light blue line) to the EM (green
box) which, in turn, is mechanically connected (red line) to the propeller.
The blue box on top represents the BP, electrically linked to the PGS and
to the EM.

Conveniently, the formulation can be implemented so that PE (battery-

76



4.1. Methodology
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Figure 4.1: Serial hybrid-electric power-train scheme.

only) and conventional aircraft are easily obtained as extreme cases in the
serial HE spectrum: the former by eliminating the PGS and the latter by
eliminating the electric components of the power-train, i.e., BP, EMs and
generators, and by ‘plugging in’ directly the ICE included in the PGS to
the propellers.

The methodology combines the ability to resort to historical-statistical
estimations and the direct modelling of aircraft main subsystems, in a
modular fashion. The following discussion details the mass breakdown
strategy and the sizing approach to the various power-train components,
which permit to close the loop and find a reliable initial solution. Further
on, it will be shown how this initial result is fine-tuned through time-
marching simulations and iterations thereof. Both phases necessarily start
with the consideration of a specific sizing mission.

4.1.1 Mission profile

Power and energy requirements to be applied in the mass estimation are
obtained through the analysis of the flight profile of the sizing mission.
When considering a typical transfer mission for a civil passenger or freight
airplane, the flight profile is composed by take-off, climb, cruise at con-
stant altitude, descent, loiter at constant altitude, approach, and landing.
A diversion to an alternate destination can be considered as well. Loi-
ter, diversion and possibly other elements may be constrained by specific
applicable regulations. Apart from terminal ones, all phases are typically
flown at constant Calibrated Airspeed (CAS).

Specific requirements can be imposed to each phase in relation to power
and energy management. For THE, one of the most important elements
is the capability to fly trajectories below a given altitude in pure-electric
mode, i.e., with the PGS shut off. We shall term this altitude the Hybrid-
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Electric Transition Altitude (HETA). This possibility enables a serial
THE aircraft to fly as a PE one in the lower phases of flight, when both
chemical and acoustic pollution is perceived the most. These include take-
off, initial climb, final descent, landing, and possibly loiter as well. The
capability to operate in PE mode is a crucial advantage granted by the
serial architecture (in contrast to the parallel one, where a mechanical
mixing of motive power from both EMs and ICEs occurs), allowing zero-
emission and a considerable degree of noise abatement in the vicinity of
airports as it will be discussed in Chapter 6.

Another interesting feature that can be considered is the possibility to
achieve energy recuperation in descent. This means to derive battery
recharging power from wind-milling propellers in gliding flight, with the
PGS shut off. The importance of such feature in the design and operation
of aircraft clearly depends on the flight profile characteristics and cannot
be assessed a priori.

Above the HETA, and also below for FCHE airplanes, the PGS can be
switched on according to various programmes, relative to diverse op-
tions for in-flight energy management. These may be inspired by var-
ious alternative criteria (such as minimizing the number of battery dis-
charge/recharge cycles per flight, or minimizing the fuel burned per flight)
and are clearly allowed by the possibility to draw power for flight from two
independent power sources, i.e., the BP and PGS. A study illustrating
the differences in the sizing of the aircraft, and consequently in the fuel
consumption for a given sizing mission, when different energy management
strategies are applied has been discussed in [133].

Finally, minimum values for BP SOC and fuel remaining at mission com-
pletion can be specified, to provide a reserve of energy for emergency
manoeuvres and other contingencies.

4.1.2 Mass breakdown

In the present approach, the starting point for PE and HE aircraft mod-
elling for preliminary sizing purposes lies in an appropriate formulation
for the design all-up mass, i.e., the MTOM Mypo. This is needed to go
beyond the traditional formulation of the design mass breakdown used
for conventional aircraft, as found in widely-known reference textbooks
[107, 121, 122] This generally provides a very convenient framework for
the weight sizing of aircraft provided with a hydrocarbon fuel-burning
propulsion system and reads

Mro = My + M, + M, + M;, (4.1)
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where M, represents the payload mass, M. the crew mass, M, the empty
mass, and My the fuel mass. While the first two terms are typically
set at the beginning of the design process as a mission requirement, the
latter two need appropriate estimation procedures, which typically rely
on historical data and, for fuel mass, on relatively simplified performance
fomuleze. Indeed, the empty mass is determined by resorting to statistical
regressions based on data available for similar existing aircraft, leading
to a relationship of the form M./Mro = f(Mro). Furthermore, the fuel
mass can be determined by the ‘fuel fraction method’ in which each phase
of a given mission profile is assigned a ratio between initial and final fuel
quantities, retrieved either by statistical data or by application of range
and endurance formulae for cruise and loiter flight phases, respectively,
such as Breguet equations. This also ends up with a relationship of the
form M;/Mro = f(Mro), relating mission fuel to MTOM, one a few basic
parameters are assumed. Using Equation 4.1, the above relations allow to
solve for Mro without further difficulties. The accuracy of this procedure
clearly relies on the availability of a coherent set of data related to similar
existing aircraft.

When tackling the problem of PE and HE aircraft weight sizing, the proce-
dure just sketched cannot be applied, due to the lack of consolidated data
for these new airplane types, as well as to the inherent characteristics of
the new power-train architectures. Therefore, a more fine-grained mass
breakdown formulation is proposed for serial HE aircraft, irrespective of
their category based on weight, performance, or other specifications.

Mro =M+ M.+ M, + M, + My + M, + My + M,, (4.2)

where, in addition to the mass components introduced previously, M, rep-
resents the non-propulsive airframe mass, M,, the mass of electric motors,
M, the mass of the BP, M, the mass of the PGS and M, the mass of the
fuel tank to be considered in the case of FCHE.

The term ‘non-propulsive airframe’ mass is introduced here to indicate
the component that takes into account of all airframe masses except those
related to the power-train, encompassing structure and non-propulsive
systems. This element plays an important role in matching statistical
estimations from different sources. In fact, in the present case, the sum
(M, + M, + M,+ M,+ M,;) may be thought as corresponding to the empty
mass but differently from the conventional approach where M, is found
as a single entity, here its estimation must be achieved term by term, by
appropriate usage of statistical regressions at subsystem level, or other
applicable models, such as physics-based analytic ones.

Models of either kind pertaining to EMs , BP, and PGS involve their
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Figure 4.2: Empty weight fraction against Mazimum Take-off Mass for CS-23
Commuter and CS-25 Large regional airplanes

power output characteristics, making the process of weight sizing inher-
ently coupled with that performance-based sizing, which involves the de-
termination of power loading (or its reciprocal, power-to-weight ratio) and
wing loading. This is contrary to the case encountered in conventionally-
powered aircraft, where weight sizing and performance-based sizing are
independent of each other in principle. In addition, the integration of
power required along the sizing mission provides energy storage require-
ments, which enter the sizing of BP and fuel tank. The following details
the specific considerations adopted for the weight sizing of the components
in Equation 4.2.

4.1.3 Non-propulsive airframe mass

As anticipated, the empty mass fraction M./Mro is a typical datum re-
trieved by historical statistical regressions for conventionally-powered air-
craft. Figure 4.2 shows examples of these regressions twin turboprop air-
planes, such as the one from [107] (dashed green line) and customised ones
based on airplanes data gathered from literature. The M, term comprises
the load-bearing structure, on-board systems unrelated to the power-train,
including the landing gear, and the engines with their ancillary systems.
This element represents a strong point in the effectiveness of the con-
ventional preliminary sizing procedure, as suitable historical statistical
regressions can be produced for the aircraft category at hand, taking into
account the technology level applicable to the airframe structure and other
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and CS-25 Large regional airplanes

systems.

However, this cannot be translated to the case of electrically-driven air-
craft, given the scarcity of available data and the wider range of applicable
general configurations. Therefore, in order to derive a suitable estimation
of the non-propulsive airframe mass M, for preliminary sizing purposes, a
dedicated procedure has been deployed, leveraging on the wide availability
of data for conventionally-powered aircraft.

This simple idea consists in depriving the empty mass values retrieved for
conventional aircraft of the share pertaining to their engines, obtaining

Ma = Me - MIC’Ea (43)

where Mg represents the mass of the thermal engines. The latter can be
estimated by a historical statistical regression, based on their power such
as that in Figure 4.3. The data points in the figure represent the power of
the turboprop engines of the same twin turboprop airplanes in Figure 4.2,
plotted against the respective engine dry weight. Two regressions are
plotted on top of these points: the green dashed line is the power regression
from [107] and the dotted black line is a linear regression derived from the
data points.

Alternatively, M, may directly be computed from known data pertaining
to existing aircraft and then generalized by a regression. Upon validation
of this approach, with regard to existing aircraft spanning multiple weight
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categories, the difference between operational empty mass and engine mass
is assumed as the quantity of interest M,.

4.1.4 Batteries

Batteries are considered through their specific energy (ratio of stored en-
ergy on mass) e, and specific power (ratio of output power on mass, this
terminology is also used in the following for other components) p,. These
parameters are characteristic of a given battery cell technology and are
further modified to provide for the inefficiencies related to cell stacking
into packs. The mass of the battery pack M, is then obtained as

My, = max(MF, M), (4.4)

the terms on the right-hand side being defined as MF := Eye, and M} :=
Pypy, where Ej, represents the energy to be provided by the BP according
to the mission needs and P, its required maximum power output.

For PEs and THE aircraft this corresponds to maximum power conditions,
which typically occur at take-off and initial climb. Indeed, in both cases,
it is the EM fed by the BP that drives the propeller, so the entirety of
the motive power comes from the batteries. In the THE case this is nec-
essary in order to allow flying terminal manoeuvres and, more generally,
trajectories below the HETA in PE mode, i.e., with the PGS shut off.
Therefore, the BP is sized to fulfill maximum mission power first (sizing
to power), and then increased, if needed, to provide energy for the flight
phases below the hybrid transition altitude (sizing to energy). Upper and
lower threshold values of the BP SOC different from full charge and null
charge are considered, motivated by the need to preserve battery capacity
and health upon a number of discharging/recharging cycles. Also, BP
charge/discharge rates can be considered, on the same bases.

In the FCHE case instead, the batteries need to help FCs to provide
power during the most demanding phases of the mission (usually take-off
and climb), while FCs are sized for maximum continuous power as will be
discussed in the next sections. In this case the BP power is given by the
difference between the maximum peak power and the FC power.

4.1.5 Electric motors

Electric motors are considered mainly through their specific power p,,, so
that M,, = P,,pm, where P,, is the required shaft power output. The
parameter p,, is an input of the method and can retrieved from statistical
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regressions based on known data of suitable existing products or be set
according to predictions on future technology. An example of the current
values is given in Section 2.5. Among other important parameters for the
sizing lies the motor’s extra power capability. This is the possibility to
draw substantially higher power values for limited period of time, often in
much greater amounts than with thermal engines. This extra power, ©,,
may cover take-off and initial climb requirements, thus lowering the rated
power reference value, and consequently the EM mass.

4.1.6 Power generation system
4.1.6.1 Internal combustion engine

The PGS for THE power-trains combines an ICE (either reciprocating
or turboshaft) of mass M;, and an electrical generator of mass M,,, to
provide electric energy for the BP and EM needs, so that M, = M, + M.,
providing an output power P,. The ICE component is sized according to
its specific power py,, so that M, = P,ypiy, where P, is the required
shaft power output. The parameter p;, can be retrieved from statistical
regressions based on known data of suitable existing products, such those
in [107] or can be derived from the analysis of a selection of ICEs. As
opposed to electric motors, ICEs mass is not scalable with power and the
Prg must be selected carefully.

For the electrical generator, as this can be considered a reversible EM, the
same considerations seen above apply, with M., = P.gp.,, where P,y = P,
is the electric power output and p., the specific power. The electrical
generator power sizing is based on the power required for cruising. A
basic condition may be to size the PGS so that it sustains cruise with no
need of contribution by the BP, while a wider flexibility is obtained when
more power is delivered by the PGSs, allowing for BP recharge in flight.
Therefore, an important design parameter is represented by the ratio of
P, and the value needed to balance the power required for flight in a given
cruise condition (for PEs aircraft the latter value applies to the full cruise
phase, as weight is constant, while for HE aircraft the power required for
cruise changes with weight along the mission).

4.1.6.2 Fuel cells

In the case of FCHE, the PGS is represented by the fuel cell system. The
fuel cell system is based on a set of elementary FCs connected in series
and in parallel and is directly capable of producing electricity without the
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need for an electric generator. So M, = My, where My, = Pj.py. is the
mass of the overall fuel cell system. The term py. is the specific power
while P, is the rated power. Opposite to the the PGS in the THE case,
the fuel cell system is sized with the maximum continous power.

4.1.7 Fuel

The fuel quantity for the design sizing mission is clearly related to the
energy delivered through the PGS according to the various phases of the
mission profile (including adequate reserves). Fuel energy density e (ratio
of stored chemical energy on mass) is the primary parameter used in the
sizing as well as the efficiency of the thermal engine/fuel cell (7, or npc re-
spectively) so that My = Eyesn, for the thermal engine or My = Erenpc
for fuel cell systems. The efficiency of the TE and FC is not constant and
usually varies with altitude, airspeed and, most importantly, power rating.
For 7, the maps introduced in Section 3.4.2 to retrieve the BSFC can be
used. The BSFC cp is, in fact, linked to 7, as

1

CPBF.

Ntg = (45)
The FC efficiency npc instead, is calculated recurring to the polarization
curve and the definition of efficiency in Equation (3.26).

4.1.8 Fuel tank

The mass of the fuel tank is neglected for conventional ICE driven air-
planes, as tanks are usually part of the airframe. However, as outlined in
Chapter 2, hydrogen tanks are usually both heavy and bulky and their
mass cannot be neglected in the sizing process. Therefore

_ My(1 — pg)
Hg

being /1, the gravimetric index of the tank. For GH2 tanks the gravimetric
index is taken as a given input, while for LH2 tanks, the gravimetric index
is estimated with a tank design process that minimizes the boil-off losses
while maximizing the corrected gravimetric index in Equation (3.44).

M, (4.6)

4.1.9 Matching performance requirements

As previously mentioned, the classical separation that exists — at least at
conceptual level — between design gross mass estimation and the power

84



4.1. Methodology

Stall

Takeoff

—— High Speed Cruise

Max ROC

Climb AEO

Balked Landing

— Absolute Ceiling

— — Service Ceiling
Landing

® Design Point

~

W, /P, [NW]

Vi

0.05

0 1 1 1 1 1 1
0 200 400 600 800 1000 1200

2
W, /S [N/m?]

Figure 4.4: Sizing matriz plot for the Cessna 172.

loading/wing loading pair for conventionally-powered aircraft does not
hold with PE and HE aircraft [133—-135]. This separation basically amounts
to the fact that power needs determine the engine sizing, while mission
energy is independently taken into account by the fuel fraction method
(107, 121]

Here, point performance and mission profile requirements are inherently
coupled when it comes to the sizing of the energy sources and power supply
devices, as seen from the above considerations. Therefore, all power and
energy mission requirements must be considered in order to solve Equa-
tion 4.2 simultaneously with the choice of an appropriate design point
on the SMP as discussed in Section 3.6. This consists in the determina-
tion of the design power loading Wro/Ps and wing loading Wro/S, being
Wro = Mrog the design gross weight, Ps the shaft brake-power and S
the wing surface, which guarantees a number of point and terminal perfor-
mance requirements derived from mission analysis, certification standards,
and other design specifications.

As an example, Figure 4.4 shows the SMP for Cessna 172 four-seater, that
will be later used as a reference GA aircraft for the validation of the sizing
methodology. Let us remark that the curves represent feasibility bound-
aries and admissible values for the design values of the power loading/wing
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loading pair lie under each curve or on the left in the case of vertical lines.
In the case of Figure 4.4, the feasibility region is bounded, from increasing
values of the design wing loading, by the maximum cruising speed and the
stalling speed in the landing configuration.

4.1.10 Mission simulation

Once a solution is found for Equation 4.2, the resulting airplane model can
be used to simulate the sizing mission and assess the results obtained in
a situation where further details that may have an impact on the prelim-
inary sizing are considered. The basic equations of motion used in Flight
Mechanics for trajectory analysis and performance evaluation are invoked
in simulating the mission with a time-marching algorithm, to derive the
time histories of various quantities of interest, such as power ratings, BP
SOC, fuel level, etc.

A critical element in the simulation is the in-flight energy and power man-
agement strategy. Given the plurality of energy sources on board, the
designer has the possibility to define diverse strategies in employing en-
ergy from the BP and/or the PGS, as well as recharging the BP by using
excess power from the PGS or even by recuperating energy in gliding
phases. A first strategy could be "cyclic" operation for the BP. Indeed, in
this case, the battery is discharged in the beginning of the mission, up to
the lower threshold and then recharged. As soon as the upper threshold is
reached, the BP is again discharged, and so on. The activation of the PGS
follows accordingly to the current power requirement, so that it is kept
off if the BP power is sufficient, and then turned on when the BP cannot
sustain the power required for flight. A second strategy could be operating
the BP in a quasi “steady” SOC for most of the time. In this case, after
the completion of the initial portion of the flight performed in PE mode,
the BP is recharged and kept as close to full charge as possible during the
remaining part of the mission. Consequently, the PGS is kept running
until the HETA is reached during descent. It can be demonstrated that
neither of the previous strategies is energy-optimal, under the considered
conditions [133]. Indeed, both of them cannot guarantee to complete the
sizing mission with the minimum amount of energy stored on board, nor
to fly each segment at the best possible efficiency, given that the aircraft
mass changes in different ways. A study in optimization reveals that the
optimal strategy is very similar to the “steady” strategy. This has the
advantage of burning fuel, so reducing aircraft mass, as soon as possi-
ble, except for the fact that towards the end of the mission, the PGS is
switched off before reaching the transition altitude and PE mode is estab-

86



4.2. Implementation

lished so that the residual energy on board at landing exactly matches the
requirements.

Depending on the mission characteristics and the other design require-
ments, the energy and power management strategy may have an impact
on the preliminary sizing, so that a correction of the initial sizing solution
may be in order. This fine tuning is obtained by iterating between the
process providing the initial guess and the simulation of the sizing mission,
until convergence.

Furthermore, the mission simulation capability may be used to analyze
off-design performance and perform parametric studies of a given design
solution.

4.2 Implementation

The methodology consists in a two-step procedure. First, the requirements
from mission analysis are imposed together with certification standards,
and other design specifications, a first-guess design point is chosen on the
SMP, and an iterative calculation gathering all elements discussed above
is carried out for the weight sizing until Equation (4.2) converges. This
provides an initial solution in terms of mass breakdown, power sizing and
wing sizing, together with the estimation of some basic quantities of ge-
ometric and aerodynamic nature (such as the wing aspect ratio and the
aircraft drag polar curve). The initial solution is used to start another
iterative computation in which the full sizing mission is simulated by a
time-marching algorithm. This procedure allows to take into account the
time evolution of the dynamics of the power-train in a finer manner, typ-
ically leading to adjustments on the initial estimations.

This process was implemented in a computational tool named HYbrid
PERformance SimulatION (HYPERION). Its schematics is depicted in
Figure 4.5, where AircraftSizing stands for the core of the operations lead-
ing to the initial solution, while F'MS (Flight Mission Simulation) repre-
sents the time-marching computation block. The process starts by solving
Equation (4.2) through an initial MTOM guess and looping until conver-
gence, while accommodating all mission requirements and performance
specifications derived by the applicable certification basis or other design
considerations and bringing into play a number of parameters yielded by
the market analysis and technology survey that are normally carried out
prior to the start of conceptual design.

Within AircraftSizing, all components of Equation (4.2) are adjusted in
a fully coupled manner, taking into account changes in power and en-
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Figure 4.5: Flowchart of the HYPERION preliminary sizing tool.
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ergy needs arising from changes in mass of the various components, and
viceversa, and seeking minimum gross design weight. Once convergence
is achieved, the time simulation in FMS is deployed, and the masses of
energy storage components, i.e., BP and fuel tank, are corrected in order
to satisfy mission requirements punctually. This typically leads to small
adjustments that do not require adaption of the masses of the other vari-
able components, i.e., EMs , PGS, and non-propulsive airframe. In case
adjustments are more substantial, the process can be repeated feeding
AircraftSizing with the FMS solution as the initial guess.

4.3 Validation

Since the methodology is aimed to the maximum generality in the field of
propeller-driven airplanes, an extensive validation effort has been deployed
to check its ability in supporting design exercises across the various aircraft
classes. To this end, numerous application exercises dealing with aircraft
types certified under both FAR23/CS-23 and FAR25/CS-25, ranging from
the lighter GA models to large regional turboprops have been considered.
The aim is the comparison of the preliminary sizing results MTOM and
mass breakdown, wing area, and power installed from a HY PERION simu-
lation obtained by imposing the Top Level Aircraft Requirements (TLAR)
corresponding to an existing airplane model and the corresponding data
of such model.

As HE aircraft are not yet in the market, the few examples being essen-
tially prototypes that cannot represent a statistically meaningful popula-
tion, a first task involves the comparison of results obtained for conventionally-
powered aircraft for which sufficient data are available. In the following,
four examples are reported: a four-seat GA airplane; a 11-seat small com-
muter ; a 19-passenger large commuter; and a 70-passenger airliner. The
possibility to retrieve a conventional, ICE-powered design solution with-
out changing anything in the implementation of the method is especially
convenient in permitting such a validation against existing aircraft types.
Secondly, in order to provide at least an example concerning an existing
HE aircraft, a case study has been carried out by taking reference on the

Pipistrel Panthera Hybrid, one of the two innovative prototypes currently
being developed in the MAHEPA project [16].

This "validation” is to be considered as a mean to assess the proximity
of an original design solution obtained by the present approach and an
existing aircraft, for which a number of other factors, out of the scope
of the present methodology, may have come into play when it comes to
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Figure 4.6: Cessna Model 172 Skyhawk (from the aircraft Pilot’s Operating
Handbook).

its final sizing. This process is a "blind” comparison, as no tuning of
parameters on a case-by-case basis was enforced, nor any other action
aimed at providing a better match. Therefore, a perfect superposition is
largely unlikely to occur and a reasonable criterion to assess the quality
of the results must be adopted. Presently, we shall consider a difference
up to 5% for all items in the preliminary sizing data to be a measure of
high reliability of the design solution, with discrepancies occurring in some
items up to 10% to be still acceptable.

As the two major sources of uncertainty in the sizing of a conventional
airplane are related to the statistical estimation of the empty mass and the
modelling of the propulsion system, namely with respect to specific engine
power and fuel consumption, a pre-validation was carried out before deriv-
ing a completely original design solution. This pre-validation consisted in
running the HYPERION tool by substituting the empty mass estimation
with the actual value for the aircraft at hand, thus eliminating one of the
sources of possible uncertainty. This operation allows thus to appreciate
possible discrepancies in the propulsive model.

4.3.1 General aviation validation

The first case study involves a well-known airplane, the Cessna 172, shown
in Figure 4.6. This high-wing aircraft, powered by a Continental O-300
piston engine providing 145 hp, is a mainstay in GA worldwide and pro-
vides the capability of hosting four occupants for leisure and flying school
missions.

The HYPERION design solution was obtained by imposing a sizing mis-
sion characterized by the official data for this type, as reported in Table 4.1
and applying the FAR23/CS-23 regulations. The mass of the occupants
corresponds to four persons on board.
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Table 4.1: Main design requirements for the Cessna 172.

Crew+payload mass 258 kg 17.7 slug
Range 960 km 518 NM
Stalling EAS 24.7 m/s 48 kn
Cruising EAS 56.1 m/s 110 kn
Cruising altitude 2,500 m 8,202 ft
Take-off distance 497 m 1,630 ft
Landing distance 407 m 1,335 ft

Max maximum rate of climb at sea level 3.71 m/s 730 ft/min

Table 4.2: Pre-validation for the Cessna 172 design solution.

Mro [kg] My [kg] S [w’] P kW]
Real 1,157 147 16.2 134
Simulated 1,165 153 16.2 147
Error [%] +0.6 +3.7 0.0 +9.6

In the pre-validation, by forcing the airplane empty mass value, the siz-
ing results in Table 4.2 were obtained. Here and in the following, “Real”
stands for official data, “Simulated” for the HYPERION results, and “Er-
ror” for the percentage difference, i. e., the latter minus the former, divided
by the former. The tabulated values show a very accurate solution, with
the exception of installed power, for which a discrepancy of nearly 10% is
observed, suggesting the degree of uncertainty in the statistical estimation
of the specific power of the ICE.

The unconstrained design solution was then considered, by restoring the
empty mass estimation based on statistic data for single-engine GA air-
planes, obtaining the sizing results in Table 4.3, Case I. As seen, the
simulated aircraft is surprisingly much lighter and smaller than the real
one, with differences in all mass items ranging from 15% to 25%, that in
wing reference surface over 18%, while the discrepancy in the installed
power is close to the value obtained in the pre-validation.

This seems at odds with the pre-validation results, hinting at possible
problems in estimating the empty mass, which is the item achieving the
maximum variance. Indeed, by changing the empty mass fraction regres-
sion from the one representing single-engine GA airplanes to that of agri-
cultural airplanes, the sizing results in Table 4.3, Case II, are retrieved.
In this case the simulated aircraft is extremely close to the real one: the
difference in all mass items is below 2.3%, that in wing reference surface
is 1.7%. Again, the installed power shows a discrepancy of the same order
of the previous cases.

We conclude that a likely reason for this behaviour lies in the old age of
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Table 4.3: Validation for the Cessna 172 design solution.

Mro [ke] M. [kg] My [ke] S [m’] Py [kW]
Real 1,157 754 147 16.2 134
Simulated I 950 568 124 13.2 120
Error T [%] -17.9 -24.7 -15.3 -18.4 -10.5
Simulated II 1,145 737 150 15.9 144
Error II [%] -1.1 -2.3 +2.0 -1.7 +7.7
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Figure 4.7: Tecnam P2012 Traveller (adapted from a company publication in the
public domain,).

the Cessna 172 design, which implies a higher weight of its airframe when
compared to other, more recent models. Therefore, rugged airplanes in
the agricultural category, characterized by higher empty mass fractions,
seem to better fit this case.

4.3.2 Small commuter validation

The second case study involves an utility airplane, the P2012 Traveller, a
FAR23/CS-23 commuter designed and manufactured by the Italian Tec-
nam, shown in Figure 4.7. This high-wing aircraft, powered by a pair
of Lycoming TEO-540-C1A piston engines, each providing 375 hp, is in-
cluded here as a recent example in the smaller commuter category, carrying
up to nine passengers.

The HYPERION design solution was obtained by imposing a sizing mis-
sion characterized by the official data for this type, as reported in Ta-
ble 4.4, where a single-pilot operation with eight passengers is assumed,

92



4.3. Validation

Table 4.4: Main design requirements for the Tecnam P2012.

Crew mass 100 kg 6.9 slug
Payload mass 810 kg 55.5 slug
Range 825km 445 NM
Stalling EAS 30.9 m/s 60 kn
Cruising EAS 76.2 m/s 148 kn
Cruising altitude 1,830 m 6,000 ft
Take-off distance 570 m 1,870 ft
Landing distance 506 m 1,660 ft

Max maximum rate of climb at sea level 8.13 m/s 1600 ft/min

Table 4.5: Pre-validation for the Tecnam P2012 design solution.

Mro [kg] My [kg] S [m’] Py [kW]
Real 3,600 440 25.4 560
Simulated 3,617 458 254 553
Error [%)] +0.5 +4.0 +0.0 -1.3

and applying the FAR23/CS-23 regulations. Again, a pre-validation was
carried out, obtaining the sizing results shown in Table 4.5. The matching
is clearly very accurate, even better that in the case of the Cessna 172.

The unconstrained design solution led to the sizing results shown in Ta-
ble 4.6. In contrast to the pre-validation, in this case the results are
less satisfactory. The difference in MTOM amounts to 14.6%, with the
HYPERION solution being the lighter, and again this is the effect of
the discrepancy in the empty mass, amounting to 21.1%. We are led
to suppose a problem related to the capability of the empty mass frac-
tion statistical regression used in this case to capture this specific case.
Indeed, by considering a population of similar aircraft, such as in Fig-
ure 4.2, a significant scattering (much higher than for other categories,
such as FAR25/CS-25 aircraft) is observed and the value for the P2012
looks higher than “average”. The lighter overall weight induces a lower
need for installed power, with almost 10% difference, which in turn im-
plies a lower weight for the engines.

Although the validation results do not guarantee a sufficient reliability in
this specific case, the outlier character of this airplane seems to explain
the discordant results, while the pre-validation plainly confirms the overall
validity of the method.
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Table 4.6: Validation for the Tecnam P2012 design solution.

Mro [kg] Mo [kg] My [kg] S [m®] Py [kW]
Real 3,600 2,250 440 25.4 560
Simulated 3,074 1,775 389 21.6 503
Error [%] | -14.6 211 4116 -150  -10.1
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Figure 4.8: Dornier Do228NG (adapted from a company publication in the public
domain).

4.3.3 Large commuter validation

The third case study involves a larger airplane, the 19-passenger Dornier
Do0228NG, which lies at the upper end of the FAR23/CS-23 commuter
category, shown in Figure 4.8. This high-wing, pressurized STOL aircraft,
powered by a pair of Pratt & Whitney Canada PT6A turboprop engines,
each providing 776 shp, is now produced by RUAG.

The HYPERION design solution was obtained by imposing a sizing mis-
sion characterized by the official data for this type, as reported in Ta-
ble 4.7, relative to a crew of two and a full load of 19 passengers, and
applying the FAR23/CS-23 regulations.

The pre-validation provided the sizing results shown in Table 4.8. The
agreement is generally very good, again with a larger variance in the fuel
mass, which is attributed to a discrepancy in the assumed equivalent spe-
cific fuel consumption (ESFC) of the turboprop engines.
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Table 4.7: Main design requirements for the Dornier Do228NG.

Crew mass 206 kg 14.1 slug

Payload mass 1,960 kg 134.3 slug
Range 398 km 215 NM
Stalling EAS 35.0 m/s 68 kn
Cruising EAS 105.1 m/s 204 kn
Cruising altitude 2,438 m 8,000 ft
Take-off distance 792 m 2,598 ft
Landing distance 900 m 2,953 ft

Max maximum rate of climb at sea level ~7.98 m/s 1,571 ft/min

Table 4.8: Pre-validation for the Dornier Do228NG design solution.

Mro [kg] My [kg] S [m?] P [kW]

Real 6,400 540 32.0 1,402
Simulated | 6,330 470 314 1,382
Error [%] 11 -13.0 1.8 15

The unconstrained design solution led to the sizing results shown in Ta-
ble 4.9. As it can be noticed, the simulated aircraft is extremely close to
the real one. The differences are all reduced with respect to the previous
case, as the slight overestimation of M,., balances out the variance in M.
The agreement appears extremely good for all other items.

4.3.4 Large regional validation

The fourth case study involves a much larger aircraft in the CS-25 category,
the ATR72-600, shown in Figure 4.9. This is a high-wing, pressurized
airplane powered by a pair of Pratt & Whitney Canada PW127 turboprop
engines, each providing 2,475 shp, that can carry up to 78 passengers. This
aircraft is one of the most common regional airliners worldwide and may
typify the upper end of mid-future HE applications in air transportation.

The HYPERION design solution was obtained by imposing a sizing mis-
sion characterized by the official data for this type, as reported in Ta-
ble 4.10, assuming a crew of two pilots and two flight attendants, and a
payload of 72 passengers, and applying the FAR25/CS-25 regulations.

Table 4.9: Validation for the Dornier Do228NG design solution.

Mro [kg] Moe [kg] My [kg] S [m’] P [kW]

Real 6,400 3,604 510 320 1402
Simulated 6,441 3,796 478 32.0 1,406
Error [%] +0.6 +2.8 -11.5 0.0 -0.3
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Figure 4.9: ATR72-600 (adapted from a company publication in the public domain).

Table 4.10: Main design requirements for the ATR72-600.

Crew mass 380 kg 26.0 slug

Payload mass 7,500 kg 514.0 slug
Range 1,297 km 700 NM

Stalling EAS 47.8 m/s 93 kn

Cruising EAS 87.5 m/s 170 kn
Cruising altitude 7,010 m 23,000 ft
Take-off distance 1,367 m 4,485 ft
Landing distance 900 m 2,953 ft

Max maximum rate of climb at sea level 6.09 m/s 1,200 ft/min
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Table 4.11: Pre-validation for the ATR72-600 design solution.

Mro [kg] My [kg] S m?] Py kW]

Real 23,000 2,000 61.0 3,728
Simulated 22,937 1,936 60.5 3,945
Error [%] -0.3 -3.1 -0.9 +5.8

Table 4.12: Validation for the ATR72-600 design solution.

MTO [kg] Moe [kg] Mf [kg] S [mQ] Ps [kW]

Real 23,000 13,120 2,000 61.0 3,728
Simulated 23,233 13,389 1,963 61.2 3,996
Error [%] |  +1.0 +2.1 19 404 472

The pre-validation provided the sizing results shown in Table 4.11. The
agreement is very good, the larger variance being again found in the fuel
mass, hinting to a discrepancy in the ESFC estimation.

The unconstrained design solution led to the sizing results shown in Ta-
ble 4.12. Also in this case, the simulated aircraft represents almost a copy
of the real one, from the point of view of preliminary sizing, with differ-
ences below 2.1% for the masses, 0.4% for the wing surface and 7.2% for
the shaft power.

4.3.5 Hybrid-electric aircraft validation

The Panthera Hybrid is a serial HE aircraft derived by the piston-engine
powered Panthera, a FAR23/CS-23 category aircraft designed and manu-
factured by Slovenian Pipistrel, shown in Figure 4.10. The original Pan-
thera is an all-composite, four-seat GA aircraft powered by a Lycoming
10-540, providing 260 hp. It has been chosen as the candidate for a high-
technology retrofit based on a serial HE power-train based on a new 200
kW EM and a 110 kW PGSs, developed within the MAHEPA project.
This aircraft is expected to achieve its maiden flight by the end of 2020.

The HYPERION design solution was obtained by imposing a sizing mis-
sion according to company data. Table 4.13 reports data that is not
restricted by confidentiality. The mission assumes two occupants.

The pre-validation provided the sizing results shown in Table 4.14. In
this case, the fixed quantity is not the empty mass but the non propulsive
mass M,. Clearly, in the present case the output of the sizing include not
only MTOM, fuel mass, wing area, and installed power, but battery mass
and PGSs-ICE power as well. The agreement is very good, and the larger
error is found in the fuel mass, as before with a difference of 11%, the
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Figure 4.10: Pipistrel Panthera (from a company publication in the public domain).

Table 4.13: Design requirements for the Panthera Hybrid

Crew + payload mass 312 kg 21.4 slug
Range 650 km 350 NM
Stalling EAS 30.9 m/s 60 kn
Cruising EAS 75.0 m/s 145.7 kn
Cruising altitude 3700 m 12000 ft
Take-off distance 530 m 1,740 ft
Landing distance 570 m 1,870 ft

Max maximum rate of climb at sea level 5.9 m/s 1150 ft/min
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Table 4.14: Pre-validation for the Panthera Hybrid design solution.

Mro [kg] M, kg] My kgl S [m? P,[kW] P, [kW]
Real 1,315 150 53 11.2 150 99
Simulated 1,333 157 59 114 147 107
Error [%)] +1.4 +5 +11 +1.6 -2.4 +7.7

Table 4.15: Validation for the Panthera Hybrid design solution.

Mro [kg] M. [ke] M, [ke] My [kg] S [m? Pn[kW] Py [kW]
Real 1,315 691.4 150 53 11.2 150 99
Simulated | 1,241 621.0 146 54.8 10.6 136 99
Error [%] 5.7 -10.0 2.7 +34 55 9.3 -9.5

simulated being heavier.

The unconstrained design solution led to the sizing results shown in Ta-
ble 4.15. Also in this case, results are quite satisfactory with the biggest
error being 10% for the M, term. The error on the battery mass is very
contained, only -2.7%, while the error on EM installed power and PGS
power is less than 10%.

4.3.6 Distributed electric propulsion aircraft validation

A final validation exercise is shown for an airplane equipped with a DEP
system. The selected reference aircraft is the PE NASA X-57 Maxwell
Mod IV, already introduced in Section 3.6 and shown in Figure 4.11. In
the case of DEP, HYPERION performs the sizing using the new SMP
formulation introduced in Section 3.6 for the definition of the wing load-
ing and power loading design point. The SMP employed for the sizing
is that of Figure 3.24. The HYPERION design solution was obtained by
imposing a sizing mission characterized by the data retrieved in literature
for this airplane, as reported in Table 4.16, assuming a crew/payload of
209 kg, and applying the FAR23/CS-23 regulations, apart for One Engine
Inoperative (OEI) requirements, that are still in discussion for DEP sys-
tems. A residual 20% battery SOC is assumed as energy reserve at the
end of the mission with no provision for loiter [124]. The battery is sized
with a specific energy of 120 Wh/kg and a specific power of 700 W /kg,
estimated from dissemination material on X57. The efficiency of all the
EMs, is set to 0.875 while the specific power is 2737 W /kg for the tip
motors and 4487 W /kg for EMs that drive the high-lift propellers [136].

The pre-validation provided the sizing results shown in Table 4.17. The
agreement is generally very good, with a larger variance in the battery
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X-57 Maxwell

Figure 4.11: Rendering of NASA-X57 (from NASA’s website).

Table 4.16: Main design requirements for the NASA X57

Payload mass 209 14.3 slug
Range 106 km 57 NM
Stalling EAS 29.8 m/s 58 kn
Cruising EAS 61.7 m/s 120 kn
Cruising altitude 1,829 m 6000 ft
Take-off distance 394 m 1,293 ft
Landing distance 350 m 1,148 ft

Max maximum rate of climb at sea level 3.20 m/s 630 ft/min
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Table 4.17: Pre-validation for the NASA X-57 design solution.

Mro [kg] My [kg] S [m?] P, kW]
Real 1,360 390 6.2 246
Simulated 1,381 413 6.4 253
Error [%)] 1.5 5.9 3.2 2.8

Table 4.18: Validation for the NASA X57 design solution.

Mro [kg] M, [kg] M, [kg] S [m?] Py, [kW]
Real 1,360 688 390 6.2 246
Simulated 1,336 659 399 6.2 245
Error [%] 1.8 4.2 2.3 0.0 0.4

mass, which is slightly overestimated. The unconstrained design solution
led to the sizing results shown in Table 4.18. As it can be noticed, the sim-
ulated aircraft is extremely close to the real one. Except for the MTOM,
the differences are all reduced with respect to the pre-validation. In this
case, the biggest error is -4.2% on the airframe mass estimation and, while
still observing a slight overestimation of the battery mass, the agreement
appears extremely good for all other items.

4.4 Thermal hybrid-electric solutions

First, we are concerned with a THE solution for a small GA aircraft, in-
spired by the model already considered in the validation, the Cessna 172.
This implies the consideration of the same requirements shown in Ta-
ble 4.1, together with the applicable FAR23/CS-23 regulations and other
applicable rules, including energy reserves for a 45-minute loiter at 1,500
ft.

A first THE design solution, named A4THE, was investigated by con-
sidering the same sizing mission specifications of the Cessna 172. The
corresponding SMP is shown in Figure 4.12, where the same array of lim-
iting curves is depicted with the same color coding as in Figure 4.4. It
must be remarked that the two figures do not coincide, some curves being
different, in spite of them representing exactly the same performance con-
straints. In fact, some special features of HE aircraft have an influence on
the drawing of the SMP curves, essentially for two main reasons, related
to the adoption of the nominal power P, in the evaluation of the power
loading:

a. In performance at altitude items, the reference power value does not
depend on altitude, being P, coincident with P,,; this is particularly
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Figure 4.12: Sizing matriz plot for the AJH.

visible in the rising of the maximum cruising speed curve.

b. In time-limited maximum performance items, the reference power is
higher than P;, i.e., maximum continuous shaft power, whenever sig-
nificant extra power can be supplied by the EMs; this is particularly
visible in the rising of the take-off distance curve, as we assumed a
25% extra power.

The net effect is a remarkable enlargement of the admissible design area,
leading to a choice of the design point at (704.7 N/m? 104.4 N/W) instead
of the Cessna 172 case at (704.7N/m?,77.7N/W). The resulting 18.5%
increase in power loading allows a design that needs less power installed
(and therefore a lighter EM) at the same MTOM, which is definitely a
favourable circumstance when dealing with the generalized weight penal-
ties of electric propulsion systems.

The HETA was set to 1,400 ft (= 425 m), in both climb and descent. The
selected battery technology involves p, = 1.365 kW /kg and e, = 0.210
kWh/kg. These values are representative of 2020 LIB technology. This
allows the BP to be sized according to power needs (thus, extra energy
is available). The maximum and minimum allowed BP SOC values are
set at 85% and 20%, respectively. In addition, end-of-flight stored energy
requirements are imposed, calling for minimum BP SOC and 5% fuel
remaining at landing.
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Figure 4.13: Mass breakdown for the AJH design solution.

The value for the A4H MTOM is found as 1,392 kg, which represents a
21% increase compared to the original Cessna 172 value. It must be noted,
however, that the empty mass fraction regression for single-engine GA
airplanes was employed in computing the non-propulsive airframe mass,
therefore a fairer comparison should be made with respect to the values
obtained in the validation for the Cessna 172, Case I.

The value for the wing reference surface is 19.5 m?, representing a 20% in-
crease with respect to the Cessna 172 Case I design solution. The installed
EM power is 131.3 kW, which is lower by 2.3% than the installed power
of the original Cessna, in spite of the larger dimensions of the airplane,
mainly thanks to the high available extra power (25%).

Figure 4.13 shows the mass breakdown for the A4H: it is seen that the
non-propulsive airframe mass M, amounts to 44.1% of Mo, while M,,,
M, M,, M represent the 1.6%, 7.2%, 16.4%, 14.0%, respectively. The
payload mass ratio is M;/Mro = 18.4% (including the crew).

Figures 4.14a and 4.14b depict the time evolution of the energy stored
on board, obtained by applying an optimized energy management strat-
egy [133]. In Figure 4.14a, the BP SOC (blue), fuel quantity (yellow),
and PGS throttle level (red) are shown together with the altitude profile
(dashed black). The PGS throttle level represents how much power is
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Figure 4.14: Time histories of AJH.

used from the PGS to sustain the flight and/or to recharge the batteries.
In Figure 4.14b, the corresponding values for shaft power (green), power
supplied to the EM by the BP (blue), and power supplied to the EM by
the PGS (red) are shown, again together with the altitude profile (dashed
black). It can be seen that the battery is discharged during the PE phases
(which indeed last only a few minutes), while it is charged throughout the
rest of the flight and discharged again towards the end of the loiter and in
the final descent. The PGS is kept running during the BP charging phases
(close to maximum rating) to provide the recharge. Negative values of BP
power in Figure 4.14b correspond to charging phases. Once the BP SOC
is sufficient to carry out the final part of the mission, insuring the required
residual energy at flight completion, the PGS is shut down permanently,
even before reaching the HETA. The complete set of time histories per-
taining A4THE in terms of true airspeed, vertical speed, range and more
is reported in Appendix B

A second serial HE solution, named B4H, was sought, by looking at the
range allowed by limiting the MTOM to the original Cessna 127 value,
i.e., 1,157 kg. Keeping the same battery technology and all other appli-
cable performance constraints, as well as the same limitations for battery
SOC, end-of-flight stored energy, and EM extra power, a maximum range
of 495 km was found (48% less than the original Cessna 172) for the B4H.
The corresponding values for installed power and wing reference surface
are 108.7 kW and 16.1 m?, or 17.2% and 17.4% lower than the A4THE
case, respectively.

Figure 4.15 shows the mass breakdown for this lighter solution, which
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Figure 4.15: Mass breakdown for the B4H design solution.

requires 81 kg (or 48%) less fuel, while asking for only slightly lower masses
for BP, EM and PGS. This is clearly an effect of the sizing to power, which
induces only slight changes in all mass components except fuel, even when
a significant change in range is imposed. The payload mass ratio amounts
to the original Cessna 172 value, i.e., M;/Mpo = 22%.

The time evolution of the energy stored on board is shown in Figure 4.16a,
depicting BP SOC, fuel quantity, and PGS throttle level, together with
the altitude profile. It is noted that the only significant difference with
the A4H case lies in the shorter activation of the PGS during loiter, as a
result of the abundant energy stored in the BP. This allows to fly most
of the loiter in PE mode, even if above the HETA Figure 4.16b is very
similar to Figure 4.16a with battery power (blu line) being zero for almost
the entirety of the cruise phase.

4.5 Pure-electric solution

A third variant, this time a PE one was considered. This, named B4PE,
was sized by keeping the same performance and loiter provisions of the
A4ATHE apart for the range, which was lowered to match the original
Cessna 172 MTOM (as done for BATHE case). The same battery tech-
nology and limitations for battery SOC and end-of-flight battery stored
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Figure 4.16: Time histories of B4JH

energy, as well as EM extra power are applied.

The value for the B4PE range is found as 56 km, which is 11.2% compared
to the BATHE case or 5.6% of the original airplane. The mass breakdown
for M,, M, and M,, is of 512 kg (44.2%), 369 kg (31.9%) and 19 kg (1.6%)
respectively. Without considering the loiter phase, but still considering
a minimum SOC of 25% the full range of the B4PE becomes 126 km.
However, while the first flight lasted 71.8 min, the second mission only
lasts a total of 45.1 min (-37.2 %). The time evolution of the energy
stored on board, contrasting the BP SOC with the altitude profile for
the two missions is shown in Figure 4.18. In particular, in the mission
with the loiter phase, (Figure 4.18a) the cruise phase is extremely short,
2 min, against 20 min in Figure 4.18b. The comparison of the power
profiles in the missions with and without loiter (Figure 4.19) shows that
the most demanding phases of the flight, in terms of power, are climb
and cruise, whit loiter being flown at the airspeed for minimum required
power. The condition for minimum required power, for propeller-driven
airplanes, usually corresponds to the best endurance airspeed, and this the
reason why the same battery can carry out two, very different, missions.

4.6 Fuel cell hybrid-electric solution

FCHE solutions are found for the large regional case, considering both
GH2 and LH2 tanks: A70GH2 and AT0LH2. These solutions are inspired
by the regional aircraft model already considered in the validation phase,
the ATR72. The same performance of the original aircraft, as in Table 4.10
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is enforced to the solutions, including energy reserves (370 km diversion to
alternate airport plus 30 min loiter at 1,500 ft) and FAR25/CS-25 regula-
tions. The sizing matrix plot corresponding to such power requirements is
shown in Figure 4.20, including the improvements brought in by the EM
extra power. The sizing matrix plot of AT0GH2 and A70LH2 solutions
looks much more crammed than the one of the A4THE in Figure 4.12.
There are, in fact, many more performance requirements for CS-25 air-
planes as, for example, the 5 constraints related to OEI conditions. OEI
constraints usually impose specific climb gradients in specific phases of the
take-off /initial climb, in different aircraft configurations [122]. The results
are 5 additional lines in the plot. Please note that, for the A70 solutions,
the sizing constraint in terms of power turns out to be the OEI balked
landing climb gradient (dashed orange line). The second most important
constraint is the OEI en route climb gradient (dot-dashed brown line) and
the third is the take-off (blue line).

Three technological scenarios are assumed for the FCHE study cases.
These scenarios drive the choice for the values of p, and p, (fuel cell
specific power and gravimetric index of GH2 tank), as well as BP spe-
cific energy e, power p, and EM specific power p,,,. The reference years
are 2020 and 2035. In particular, two types of battery chemistries (LIB
and LSB/LAB) are expected to be competing in 2035, leading to two sce-
narios, christened 20351 and 2035ii (351 and 35ii for short). Table 4.19
summarises the values for all the aforementioned quantities.
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Figure 4.20: Sizing matriz plot for the AT0GH2 and AT0LH2 FCHE solutions.

Table 4.19: Technology parameters

Symbol 2020 20351 2035ii

Battery type Li-ion Li-ion Li-S/Li-air
Battery specific energy [Wh/kg] e 210 350 1,150
Battery specific power [W /kg] Dy 1,365 2,275 3,450
EM specific power [W /kg] Dm 5,750 11100
ICE specific power [W /kg] Dy 2,359 4,122
FC specific power [W /kg] Dg 800 4,800
GH2 tank gravimetric index [%)] Lig 5.7 17.4
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4.6.1 Gaseous hydrogen

Bar plots in Figure 4.21 show design solutions obtained for FCHE air-
craft with GH2 tanks. In the same graphs, the blue lines represent the
relative error between the bars, using the first bar as a reference. In par-
ticular, Figure 4.21a shows the resulting MTOM from the technological
scenarios 20351 and 2035ii. The bar for the 2020 result is missing because
HYPERION could not converge to a feasible solution. On the other hand,
in 20351 and 2035ii cases, a solution is found: M7o amounts to 29.0 and
28.1 tonnes respectively. On the same plot, the value for M, is visible
both in kg and as a fraction of the MTOM, here corresponding to 54.3%
in both cases. Figure 4.21b displays the values for the wing surface while
Figure 4.21c¢ those of PGS, EM and BP power (orange, green and blue
bar respectively). In particular, this graph shows that the PGS power
amounts, net of efficiencies, to the EM maximum continuous power. On
the other hand, the battery is sized for the difference between the max-
imum peak power of the EM and the FCs power. This value is greater
than P, — P, as the temporary extra power of the EM must be accounted
for together with the EM efficiency n,,. Figure 4.21d, depicts the overall
mass of EMs and FCs that amount to 1,543 kg for 2035i case and 1,495
kg for the 2035ii case. The mass of the battery is instead illustrated in
Figure 4.21e. The reduction of M, between the 35i and 35ii cases is re-
markable: -36%. Such difference shows also the potential advantages of
LSB as an energy source for large applications, such as a large regional
aircraft. Finally the bars in Figure 4.21f represent the overall mass of hy-
drogen and tank, (M; + My). The promising gravimetric index expected
in 2035 (17.4%), still leads to extremely high values of M, in both 35i and
35ii cases. Focusing on the mass of hydrogen, there is a reduction of 4.7%
in the 35ii case with respect to 35i, that results in an equivalently smaller
mass of the tank.

The full mission simulation in terms of on board energy for the 2035i
case is reported in Figure 4.22 (the graphs for the 2035ii case are in Ap-
pendix B). In particular, the battery is used during take-off together with
the FCs, which run at full power. The battery is slightly recharged during
cruise and descent and is used, once again, during the go around phase.
Finally, the battery is depleted up to 25% SOC towards the end of the
mission, at the end of the loiter. The power profile in Figure 4.23 shows
the share of power at the EM from the FCs and the BP. The BP has pos-
itive spikes corresponding to take-off and go around phases and negative
spikes at the beginning of cruise and descent, when the PGS needs some
time to adjust to the new power level and some power is recuperated in
the batteries. Figure 4.24 shows the efficiency of the FC system, that is
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Figure 4.21: A70GH2 results.

higher during cruise and loiter. FCs are, in fact, sized for the maximum
continuous power but the efficiency is higher at lower power ratings (see
Section 3.2.2). This effect of having a higher efficiency during cruise, could
be particularly beneficial for commercial aviation flights, where cruise is
usually the longest part of the flight.

111



Chapter 4. Aircraft preliminary sizing

110 8000
1
S (N S e R ~ 17000
0
80 :’ ﬁu 16000
f {
__ 70} ! | 15000 =
= BRI
S S . vl \ <
© { \ | \ 14000 ©
q>_> 50| \ 1 | -03
- ! \ l =
40t i | 3000 <
! Uy !
30! \ i 1
! —— Battery Level \ ,’ ! 2000
20! ——PGS Throttle | | {4 !
10k Tank Level Ly ! 11000
— — Altitude ,’ \} —=
0 : : 0
50 100 150 200
Time [min]

Figure 4.22: Time histories of battery state of charge (blue), PGS throttle (red), fuel
quantity (yellow), and altitude (black) for the AT0GH2-2035i

8000
5000 |-
———————————— \ 17000
4000+ ! !
'I ‘l 16000
! |
— 3000 1 15000 —
= ! 1 S
X | —_
5 ' L | 4000 B
— | \ 4
g 2000 | 8 \ 3
o ! EM Output Power i ! | 113000 <
1 000 | EM Input Power from Battery i 1 i
| EM Input Power from PGS \ i |
| — — Aliitude \ | \ 2000
0 I I
I I
1 (! \ 11000
! Vo - =
-1000 | i Y,
50 100 150 200
Time [min]
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the AT0GH2-2035i.

4.6.2 Liquid hydrogen

The values for the MTOM using LH2 tanks (Figure 4.25a) are definitely
more promising than those with GH2 tanks, especially when compared to
the original ATR72 MTOM: the 35i Mro is actually 4.8% lower and 35ii
case is 6.5% lower. This is possibly linked to the very much higher value of
the gravimetric index for the LH2 tank as shown in Figure 4.25f. It is re-
marked that, opposed to the GH2 case, the LH2 tank is actually designed
as illustrated in Section 3.3.2.1, considering the entire flight mission and
estimating the incoming heat flow trough the tank wall. The tank design
process finds the best insulation thickness to minimise the overall tank
weight and hydrogen losses. In particular, for 351 and 35ii cases, the re-
sulting gravimetric index is 64.4% and 64.0% respectively. Although these
values are almost one order of magnitude bigger than those in the GH2
cases, a solution for 2020 could not be found. The variation of the overall
tank and fuel mass is -3.0% between 35i and 35ii as shown by the blue line
in Figure 4.25f. The difference in the battery chemistry is once again lead-
ing to a very different battery mass in the two cases. The battery of 35ii
is, in fact, 35.3% lighter than that of the 35i. The corresponding values for
installed power and wing reference surface are reported in Figures 4.25¢
and 4.25b. The values of M, and M,,, are instead shown in Figure 4.25d.
Figures 4.26 and 4.27 depict the time evolution of the energy stored on
board, again obtained through an optimal energy management and the
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Figure 4.25: A70LH2 results.

time evolution of the EM output power for A70LH2-2035i solution. The
graphs for the 2035ii case are in Appendix B. In Figure 4.26 it is readily
seen that, PGS and BP SOC globally follows a similar trend as in the
Figures 4.22. Apart from small-duration boosts, during take-off and go
around, BP recharge only occurs at the beginning of cruise and descent,
when FCs need some time to respond to the different requested power
between the climb and the cruise phase of between cruise and descent.
The corresponding EM input power coming from the battery is visible in
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Figure 4.27, looking at the blue line, while the red line represents the EM
input power coming from the FCs which grossly matches the total EM
output power (green line). Figure 4.28 shows the efficiency of the FCs
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Figure 4.26: Time histories of battery state of charge (blue), PGS throttle (red), fuel
quantity (yellow), and altitude (black) for the AT0LH2-2035i.
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Figure 4.27: Time histories of shaft power (green), BP power (blue), PGS power
(red), and altitude (black) for the AT0LH2-2035i.

that ranges between 50% in climb, where the power setting is higher and
60% in loiter, where the power setting is at a minimum. During cruise,
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Figure 4.28: Time histories of the fuel cell efficiency(blue) and altitude (black) for
the A7T0LH2-2035i.

the efficiency is around 56-57%.

Figure 4.29 displays the time history of the pressure inside the LH2 tank
during the flight. The pressure is represented by the yellow line, while the
green line represents the minimum pressure necessary to feed the fuel cell
system and the red line is the maximum tank pressure. The maximum
tank pressure is the pressure at which hydrogen starts to be vented, in
order to contain the pressure within the limits. The tank pressure depends
mostly on the amount of heat that enters the tank and the fuel flow that
exits the tank. The amount of heat that enters the tank is higher when the
outside temperature is higher, hence at low altitude. On the other hand,
the outgoing hydrogen flow rate is higher during high power phases, such
as climb and cruise. The amount of heat that enters the tank wall during
the flight mission is represented by the red line in Figure 4.30.

We can see that it decreases as the altitude increases. On the other hand,
the yellow line outlines the extra heat that is necessary to vaporize LH2
in order to provide FCs with the necessary hydrogen flow rate. This extra
heat drops to zero at the end of the first descent and at the beginning and
end of loiter over the alternate airport, towards the end of the mission.
In these phases, the fuel cell hydrogen flow rate is close to zero and the
natural heat is high enough to trigger the pressure relief valve that vents
some hydrogen out in order to limit the tank pressure. The flow rate of
vented hydrogen is shown by the blue line in Figure 4.31. Some venting
occurs also during take-off because the initial pressure of the tank is set
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Figure 4.29: Time history of the LH2 tank internal pressure for the A70LH2-2035i.
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Figure 4.30: Time history of the LH2 tank heat flow for the ATOLH2-2035i.
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equal to the maximum one and, despite a very high hydrogen flow rate
for the FCs, some boil-off is present.
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Figure 4.31: Time history of the LH2 tank boil-off losses for the ATOLH2-2035i.

4.7 Towards conceptual design

In order to move from the preliminary sizing solution, such as that pro-
duced by HYPERION and obtain a more complete conceptual design so-
lution, it is necessary to go trough the sizing of the geometry and iterate
the preliminary sizing process until the two solutions converge. This is
commonly known as a Class I aircraft design solution and involves the
geometrical design of the whole aircraft, including weight of the subcom-
ponents (wing, fuselage, tail, landing gear) and aerodynamic performance

estimation [121].

A full Class I aircraft design methodology was implemented in the TI-
TAN tool. TITAN is a MATLAB code created combining two tools,

HYPERION and AiRcraft GeOmetry Sizing (ARGOS). The latter is the
tool taking care of the geometric sizing and is detailed in the next section.

ARGOS development is still undergoing and is currently in an initial stage.
For this reason, only a concise description of the tool will be given with a

preliminary application in Chapter 11 of the thesis.
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4.7.1 Geometry sizing

ARGOS is a crucial component of the encompassing TITAN code. ARGOS
is a tool implementing Class I sizing methodologies for geometric sizing
and can provide a better estimate of the subcomponent’s weights and
aerodynamic drag polar than HYPERION. However, ARGOS fully relies
on HYPERION for the power-train sizing. In Figure 4.32 a flow chart

Figure 4.32: Flowchart of the main building blocks of ARGOS.

of ARGOS is illustrated. The first step is the wing design: the airfoil is
selected based on the necessary aerodynamic characteristics (target L/D
or stall coefficient). After that, an innovative lifting line theory for twisted
wings is used through a function to compute the wing taper ratio, twist
angle and setting angle minimizing the induced drag [137].

Then, the fuselage sizing follows. The procedure for the fuselage can find
the best external diameter and length based on the selection of an optimal
slenderness ratio. The internal dimensions are calculated taking into ac-
count the cabin layout for passengers and cargo. Successively, the external
dimensions of the fuselage are found. An important aspect to determine
the sizing of the fuselage is the type of power-train (THE, FCHE). In
many cases, there is the need to find room for hosting batteries, fuel tanks
and PGS. In this case, the PGS is placed in the tail cone. For what con-
cerns hydrogen tanks, GH2 tanks are placed on top of the cabin because
they occupy a large volume and their shape is constrained due to the high
pressure (cylindrical shape). This usually leads a fuselage diameter which
is larger than it would have been on a conventional airplane. On the other
hand, LH2 tanks can be fitted behind the passenger’s cabin as the shape
is not constrained by pressurization limitations and the weight is usually
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much more contained than GH2 tanks. It is remarked that the choice of
the locations for the components discussed above should be verified on the
basis of applicable certification requirements, once such requirements are
enforced for this new aircraft categories.

At this point, the other aircraft components are sized, such as the em-
pennages and the landing gear. Finally, the Weight and Balance module
estimates all the weights and centre of gravity positions for all the sub-
components.

All the steps described above run inside an optimization loop that guaran-
tees the static margin to remain within the requested range. In particular,
the sizing of the horizontal tail is repeated to meet the request. Once the
full geometry has been defined, the parasite drag coefficient is calculated.
For each configuration (gear up/down, flaps up/down) it is possible to
obtain the analytical drag polar and the performance indices (such as the
lift-to-drag ratio), using the component build method suggested in [107].
As anticipated, the ARGOS tool is still in its infancy. Nevertheless, it is
able to size traditional tube and wing configurations with aft tail and has
been validated in [138]. Future developments will include support to DEP
and non traditional configurations: canard wing, three surface aircraft,
blended wing-body, trussed-braced wing, tail cone propeller, etc.

4.7.2 The coupling with power-train sizing

The coupling of HYPERION and ARGOS in TITAN represents a com-
plete tool for the conceptual design of hybrid-electric aircraft. The design
process begins when HYPERION provides an initial estimation of the
overall wing sizing (surface and span), and a weight breakdown of the
aircraft: non-propulsive air-frame mass, PGS system, fuel, batteries and
electric motors, and hydrogen tanks in case of a FC-Hybrid architecture.
Afterwards, ARGOS uses input data from two different sources: the out-
put data from HYPERION and a specific information about the aircraft
configuration. For a reliable solution, the output weights from both tools
must be equal. Thus, an iterative loop is implemented through TITAN
in which the ARGOS output for the non-propulsive airframe mass and
the aerodynamic data (parasite drag) is utilized for a new solution of HY-
PERION. This process is repeated until the output MTOM from both
converge. When they successfully converge, the convergence histories, as
well as a CAD drawing and the related numerical results are printed. A
schematic of this logic is in Figure 4.33.

An application of TITAN will be shown in Part II of the thesis, concerning
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the conceptual design of the miniliner.

4.8 Conclusion

The present chapter introduced a novel methodology aiming to perform
the preliminary sizing of innovative, electrically-powered fixed-wing air-
craft, providing a comprehensive and flexible tool for preliminary sizing
loops. The methodology can deal with pure-electric (battery-based) air-
planes, serial hybrid-electric and fuel-cell driven airplanes as well. A vali-
dation effort including several conventional aircraft across widely different
weight categories, from low-end CS-23 to CS-25 models, has been carried
out, together with some similar studies involving pure-electric and hybrid-
electric aircraft. Examples of these studies have been detailed here. Based
on this methodology, a number of design exercises have been pursued. The
present chapter, involving a 4-seat and a 70-passenger airplane in multiple
versions, provides an illustration of the flexibility and power in tackling
widely different design cases, in view of fully-fledged design exercise as the
one presented in the second part of this thesis.
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CHAPTER 5

AIRPORT INFRASTRUCTURES FOR
INNOVATIVE AIRCRAFT

IN the frame of MAHEPA, a great deal of research is carried out in
providing estimations on the scalability of the developed technologies for
application to the upper end of FAR-23/CS-23, and even FAR-25/CS-25
aircraft. This may lead regional air transportation to be the next applica-
tion scenario for HE propulsion after the current activities targeting the
GA segment. In this regard, recent studies provide promising predictions
for fuel reduction for commuter aircraft and narrow body liners [139].
Market studies concerned with the estimation of the potential passenger
demand for short-haul air transportation have been recently carried out,
up to providing the definition of optimal route networks aimed at cap-
turing at best future opportunities arising by the enhancement of citizen
mobility as it is going to be discussed in Chapter 8 and [140, 141].

Despite the large amount of ongoing research related to HE propulsion,
little information is available regarding the necessary infrastructure on the
ground for permitting the operation of PE and HE aircraft ([142]). The
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existing airport framework was not designed for this new type of aircraft
and the setup of a suitable ground infrastructure is necessary [143]. A
need for an increased electric power supply has to be accounted for in the
reconfiguration of an existing airport. Indeed, the price of electric energy
would come to represent a more relevant cost than in nowadays budgets.
The energy purchase price is typically a function of time, changing greatly
over a daily or weekly period - reaching up to two times and four times the
minimum respectively, over these time frames, [144]. A smart scheduling
of the recharging activities should be pursued to reduce the energy supply
cost.

Smart recharge planning is clearly connected with the technological con-
straints inherent to available on-board systems and ground recharging fa-
cilities [145, 146]. These can be reduced to two basic types [147], Battery
Plug-in Chargers (BPCs) and Battery Swapping Stations (BSSs). BPCs
are conceptually similar to fuel refilling stations. The large scale spread of
terrestrial Electric Vehicles (EVs) has pushed a capillary diffusion of fast
or semi-fast BPCs. Many standards and connectors have been designed
for the automotive field, like SAEJ1772, CCS, CHAdeMo and Tesla Su-
perchargers. On the other hand, examples of aircraft charging operations
for propulsive purposes are confined to few models such as Pipistrel Al-
pha Electro, NASA Green Flight Challenge competitors, IFB-Stuttgart
e-Genius and Pipistrel Taurus G4 [148]. The recharge happens trough
an external 60 kW DC charger, that is able to recharge the battery in
15 minutes. A major shortcoming associated with BPCs is the fact that
heavier and higher-performing aircraft — e.g. today’s liners — would need
amounts of battery energy in the order of MWh (3.5-7 MWh for an air-
craft the weight of a B737-800, depending on the mission [149]), which in
turn would translate into an unacceptably long recharging time, totally
incompatible with the usual turnaround of a liner. The usual 90 kVA
power lines and connectors currently deployed to supply aircraft systems
on ground could be multiplied to increase power supply, but besides pro-
curement cost for the hardware, this would impact on the peak power
required from the grid, which is responsible for part of the energy supply
cost, together with the actual energy acquired from the grid. In the Italian
energy supply scenario, the cost of allowed peak power is responsible for
20% of the overall electric energy cost for a typical user [144].

An alternative to BPCs are BSSs, which allow recharging batteries while
unplugged from an aircraft [150-152]. Provided a matching number of
unplugged batteries is available, a smart scheduling of the recharge, si-
multaneously compatible with air operations and such to minimize power
acquisition cost, can be envisaged. Clearly, a larger amount of batteries
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represents a higher acquisition cost and an increased logistic effort (bat-
teries need to be transported from and to the aircraft, as well as safely
stored after recharge and before being plugged in). Furthermore, simi-
lar to BPC, recharging power is limited for a single BSS, hence a higher
number of simultaneous battery recharges would imply a larger number
of BSSs, with an ensuing higher acquisition cost.

These factors — required energy /power supply, number of BPCs and BSSs,
and number of batteries — constitute the main output of a sizing problem
where the schedule of air operations, i.e. number and time frames, is given
as the input. From the viewpoint of a ground operator, the reconfiguration
of an airfield for operations with PE or HE aircraft should imply defining
these quantities, in order to grant minimum procurement and operative
costs. A different scenario is represented by airfields where a single com-
pany is simultaneously acting as ground operator and owner of a fleet. In
some cases, most typically on smaller airfields serving as bases for flying
schools, the operations of that fleet make for nearly the total of all air
operations. For such scenario, the study of fleet switching to innovative
propulsion should account for the procurement cost of novel aircraft, such
to grant the same operativity level of a conventional fuel-burning fleet,
yielding an extended sizing problem, where an optimal number of aircraft
is obtained as an output, together with a suitably sized ground infrastruc-
ture. The latter scenario is of great interest today, when the economic
profitability of fleet switching to electric propulsion has to be assessed
in detail. Lower absolute costs for both procurement and operations, as
well as its limited impact on the existing air transport system, make the
flying school or aero club case more likely to translate into a real field
application.

This methodology has been implemented in the Airport Recharging Equip-
ment Sizing (ARES) tool and applied to a number of study cases ranging
from smaller local GA aerodromes to large airports. An application of
ARES to the reconfiguration of the Milano Bresso (ICAO Code: LIMB)
airport will be presented next. This airport is operated by the company
Aero Club Milano [153], which acts as airport manager, and owns the
aircraft fleet used for instructional as well as sport flights. Finally, the
ARES will be applied to the reconfiguration of Athens International Air-
port (ICAO Code: LGAV), since it was the European airport with the
highest number of propeller-driven regional aircraft movements in 2019.
Indeed, propeller-driven regional aircraft, from 40 to 70 seats, are con-
sidered the first step for the scalability of HE propulsion from general
aviation to airliners.

A part of the work presented was developed with the contribution of
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the following MSc students in the frame of their thesis project: Federico
Bigoni, Alejandro Moreno-Perez. Results related to this activity have been
published in [154-160].

5.1 Methodology

5.1.1 General

The ability of sizing the charging infrastructures for a given schedule of air-
craft movements in a given airport will represent a fundamental element in
drafting future operational scenarios for future PE and HE air transporta-
tion. The problem involves a large number of variables and parameters
related to the type, cost, usage, and operating life of aircraft, batteries,
charging devices, as well as to the characteristics of the electricity supply.

A feasible and reliable solution is sought here by casting this question as an
optimization problem, by establishing an appropriate objective function
to be minimized under all relevant constraints. The objective function is
represented by the total cost related to battery charging operations. The
constraints reflect aircraft, airport, and electric grid operational models, as
well as technology limitations. The formulation is cast as a Mixed Integer
Linear Programming (MILP) problem, where Boolean, integer and real
variables are involved. This is applied to a given duration in time for
which a detailed flight scheduling is known. The solution is provided as
the optimal values of the number of needed charging devices, the number
of necessary batteries, and the detailed time scheduling of the charging
process.

The present formulation is inspired by the approach described in [150],
where an optimization framework is set for automotive applications. How-
ever, as a result of the fundamentally different modes of operations of air-
craft on scheduled flights when compared to land EV, the extension of the
cited approach to airport operations implied a major reformulation involv-
ing almost all the ingredients of the MILP problem, from the definition of
the cost function, to a large part of the necessary constraints. As an exam-
ple of the numerous differences that naturally arise from the widely diverse
fields of application, we remark that in [150], the operation of a BSS to
support a fleet of ground vehicles is considered, according to a day-ahead
scheduling process, including possible uncertainties in battery demand and
in electricity price. The procurement cost of the BSS is not considered, as
well as that of the EVs. In the present case, we consider both BSSs and
BPCs as alternative to one another or in a mixed setting, including their
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procurement cost. Indeed, given the current uncertainty about the conve-
nience of providing either plug-in recharge or battery swap, especially for
larger aircraft models, we introduced the possibility to rely on both type
of devices. The procurement cost of the airplanes is also included in the
present formulation, as it may be of interest whenever the fleet is operated
by the same company that manages the airport recharging infrastructures
(as it may be for GA airports). Also, here the battery demand is known
a priori, as it depends strictly on the flight schedule, which—contrary to
private cars—is known ahead in detail. Therefore, we did not consider
uncertainties in battery demand and, as all battery requests must be sat-
isfied, a penalty for the inability to satisfy such demand is not necessary.
Also, we did not consider uncertainties in electricity price.

Recently, an approach that shares many elements with the present one has
been published [142]. Instead of using a MILP formulation, scheduling
theory is employed to solve a similar problem. However, some differences
in the framework can be seen: the solution is allowed to divert from the
predetermined flight scheduling, only battery swapping is considered, only
one type of battery is considered, some battery-related and aircraft-related
constraints are relaxed, and the price of electricity is constant in time, so
that minimizing the electricity cost equates to minimizing the peak-power
draw.

5.1.2 Preliminary Definitions

In seeking for the minimum of the cost function J as a function of an array
of optimization variables x, the dynamics of the recharging operations are
integrated over a time duration L, subdivided in a number of slots of
length [;, providing a discrete time grid for the problem. The set of all
time slots is denoted by 7' and each time slot is identified by the index
t € T. Therefore, L = ¥;c7l;. The set of all batteries is denoted by I and
each battery is identified by the index ¢ € I. The set of all aircraft types,
which are in a one-to-one relationship with battery types and charger
types, is denoted by G and each aircraft type/battery type/charger type
is identified by the index g € G.

The battery demand over time is defined by the flight scheduling at the
airport, with the request for a fully charged battery pack before each take-
off. The cost function and constraint equations will be described in the

following, together with the necessary provisions to set the problem in a
MILP framework.
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5.1.3 Cost Function

From the standpoint of an airport operator, the goal is to grant an assigned
operational capability to satisfy a given flight schedule, while minimizing
procurement and operational costs. Therefore, the cost function J is de-
fined as the sum of all involved costs over the time duration L as

J=C+CP+CP 4 OPPC + ¢ - C° (5.1)

where C° represents the cost of the electric energy purchased from the
grid, CP? the cost of the corresponding peak power, CBSS and CPFC the
procurement costs of the BSSs and BPCs, C? the cost of the batteries,
and C'* the cost of the airplanes. The latter may or may not be included,
according to the application, as it will be seen in the following application
studies. Each cost component in Equation (5.1) is discussed below.

The cost of the energy supply C*° is bound to the energy amount E; pur-
chased from the grid in the time slot ¢ and to the corresponding monetary
value per energy unit ;. Due to the very low frequencies in the evolution
of both quantities as functions of time (compared to a daytime scale), pro-
viding definitions in discrete time is more typical to this type of problem.
Therefore, it is possible to write

Ce - Z )\tEt, (52)
teT
where the value of E; represents the energy acquired in the time slot ¢.

The cost of peak power can be expressed as

E d
C? = max (l:) 3y (5.3)

teT

where the ratio E;/l; represents required power in the time slot ¢, while ¢,
represents the cost per unit peak-power per month, and d the number of
days in the considered analysis. This is simply the time duration expressed
in days, so that d = L /1,440, when L is given in minutes.

The procurement cost of the BSS can be written as

d

BSS _ BSS BSS
C = Z Ng Cg m, (54)
geG g
where ¢ is the acquisition cost per unit of the BSS and di®® the expected

lifespan of the device, measured in days. Therefore, d/ngSS represents
the relative extension of the analysis over the expected lifespan of the
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device. The unit cost of the BSS can be defined, based on a technological
regression, as a function of the BSS rated charging power prSS:

chSS = (al lnpg’ss — ao) (1 - XESS> , (5.5)

where the suggested values for the coefficients are a; = 14,601 € and ag =
19,968 € [161], while the coefficient X};’SS > 0 takes charger maintenance
costs into account.

In a similar fashion, the procurement cost of the BPC can be written as

d
BPC __ BPC BPC
C - Z Ng Cg dBPC’
geG g

(5.6)

where chP € is the acquisition cost per umit of the BPC and dEPC the
expected lifespan of the device, measured in days. The unit cost of the
BPC can be defined in the same way as seen for the BSS, as a function of

the BPC rated charging power p;"c.

The cost model for batteries provides the expression

C'=> N (5.7)

geG

where EZ is a weighted cost per battery. It should be noted that, the-
oretically, when considering a sufficiently long time frame for the cost
computation, driving the number of total batteries to a minimum would
not imply a lower overall battery cost, but only a lower initial procurement
cost. A lower number of batteries would imply that each of them should
sustain more charge and discharge cycles. This in turn would decrease
their life more rapidly, implying that more batteries would be needed in
the long run, with an ensuing higher overall cost. On the other hand, a
higher number of spare batteries would entail a higher initial procurement
cost and their efficient use would be associated in turn to a higher number
of charges. Therefore, the C® term makes sense only on a time frame suf-
ficiently limited with respect to the battery lifespan. With this in mind,

Eg was written as

C,=Cr— (5.8)

where cg is the cost per battery. The term d/ dlg’ represents the ratio be-
tween the length of the simulation and the expected battery life. The value
of dg will influence the weight that the battery cost will have compared to
the other terms of the cost function. The reasoning above does not take
into account the problem of cell ageing, in case the usage of the batteries
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is very prolonged in time. This does not happen in the application cases
studied so far, as shown by the examples provided in Section 5.2, where
the average battery replacement time is always well below two years. How-
ever, different approaches may be easily considered in case cell ageing is
of interest, such as changing the value of dg, in order to drive the solution
to an initial acquisition of less batteries to be replaced quickly as as result
of a very frequent usage.

Finally, the aircraft procurement cost C*, whenever necessary for the anal-
ysis, can be arranged similarly to Eqgs. (5.4) and (5.6), that is proportional
to the number of aircraft N needed for the scheduled operations, yielding

~ S AT 5% (5.9)

geG

where ¢ is the aircraft procurement cost per unit and dj the expected
lifespan of the aircraft.

5.1.4 Constraints

The parameters influencing the components of the cost function need to
satisfy an array of constraints, which reflect both technological limits and
models of the recharging processes. As seen in the following, these con-
straints can be formalized as a set of 23 relations: 7 equations and 16
inequalities.

Battery State of Charge The SOC S, of the i-th battery at time index ¢
should always range between a minimum 57" and a maximum S;"**, as
required by the device own technology limitations. This is expressed by

o b min o b max
Z Siyg (1 — Tig xi,t) S <8 < Z Siyg (1 — i xi,t) S

geG geG
(5.10)
where s; 4 is a binary parameter indicating if the i-th battery is of type g:

1, if battery 7 is of type g,

ig — 5.11
S {O, otherwise. ( )

This allows to handle different types of battery technologies, represented
by the G set, each one employed—in principle—on a different type of
airplane. The binary variable z7, is active when a battery is currently in

use on a flying airplane, while xgt models other types of unavailability,
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such as when a battery is disembarked from an airplane and transferred
to a BSS:

1, if battery 7 is in use on an aircraft at time ¢,

70, = { (5.12)

0, otherwise,

1, if battery ¢ is unavailable at time ¢,

2, = . (5.13)
’ 0, otherwise.

Equation (5.10) shows that S;; = 0 when ¢, or a:?,t are equal to one.

Indeed, an unavailable battery can be seen as a battery with a zero SOC

that cannot be recharged.

Battery Availability The variables 27, and z7, are linked to a third binary
variable z;;, that becomes unitary when the i-th battery is requested at
time ¢:

1, if battery ¢ is requested at time ¢,
it = (5.14)

0, otherwise.

All flights are supposed to last m time slots. When the i-th battery is not
available because it is engaged in a flying aircraft, =, must be equal to
one for the entire length of the flight:

13215 = Tit—m T Tit—(m—1) T+ Tiy. (5.15)
The battery becomes newly available for recharge when the flight mission
ends, and the next equation is needed:

Tt = Tig- (5.16)

)

In order to better illustrate the application of z7,, xﬁ’,t and z; 4, an example
is provided in Table 5.1, referred to the case of battery swapping. This
refers to the case when the i-th battery is requested in the time slot t =1
and a flight mission lasts m = 3 time slots.

Battery Readiness for Use Naturally, every battery must be fully charged
before being employed on an aircraft. Hence, the following equation is
needed:

Si,tfl Z Z Si’gmi’tsgnax' (517)

geG
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Table 5.1: Ezample application of binary variables x,, xi—”t and z; ;.

A The battery is charging in the BSS.
Phas# @ @ @ @ B The battery is requested and em-

ployed on an aircraft, the flight mis-

t o | 1| 2 | 3 | 4 sion begins.
; ‘ 0 ‘ 1 ‘ 0 ‘ 0 ‘ 0 C The flight mission continues.
D The flight mission ends.
7 ‘ 0 ‘ 1 ‘ 1 ‘ 1 ‘ 0 E The depleted battery is removed
a2 | 0o [ o | 0 | 0|1 from the aircraft and brought to the

BSS for recharging.

Battery State of Charge Congruence Congruence must be imposed be-
tween every battery’s state of charge at the beginning and at the end of
the simulation:

S@,g:() = Si,t:tf- <518)

Battery Charging Power The battery charging rate cannot exceed a tech-
nological limit expressed by a nominal P;"** value. This yields the condi-
tions below, for both BPC and BSSs:

0< PRPC <> g0 (1 —af,) P, (5.19)
geG
< PR <N sig (L —af, —al,) P (5.20)
geG

Exclusive Recharging Two additional binary variables yz’t € and yBSS are
added to exclude simultaneous recharging of the same battery from a BPC
and a BSS:

1, if battery 7 is recharging at a BPC at time ¢,
BPC _
yz ,t . (521)
0, otherwise,
1, if battery 7 is recharging at a BSS at time ¢,
BSS _
yz gt . (522)
0, otherwise.
Their sum is constrained to be unitary at most;
Vit g < L (5.23)
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Using these variables, the following equations, mimicking Equations (5.19)
and (5.20), must be considered:

y; tPC szn < PBPC’ < BPC Z SngmaX (524)
geG

y! tSS Pmm < PBSS < yl BSS Z Sl,g Pmax (525)
geG

so that the recharging power of a BPC or BSS charger may be non-
zero and not higher than the maximum allowed only if the corresponding
binary variable states that the charger is active. Note that P™" may
assume an arbitrary small positive value.

Recharge continuity In a setting where moving a battery to a BSS or
plugging another in a BPC involves manpower or the use of machines,
battery charging should happen in consecutive time slots, from minimum
to maximum SOC. To enforce this, the following relations are added:

S

BPC ~, , BPC it—1
Y >y —_ | 5.26
! e {deG 3i7gS;naIJ ( )

S

BSS BSS i,t—1
yz - yz -1 . 527
' o {deG 3i7gS§rLaIJ ( )

The term to which the floor symbol is applied in the right-hand side of
the previous equations is always null whenever the battery SOC is less
than the maximum allowed for that battery type. This means that yBP ©
or yZBtSS must equal unity until the battery is fully charged. Of course, the

chargmg power can assume any value allowed by Eqgs. (5.24) and (5.25).

Flight Schedule To satisfy the flight schedule requirements, the following
equation is enforced:

Z Si,gxi,t = bg,tu (528)
iel
where the b, ; represents the battery demand for a battery type g at time
t, as derived from the flight schedule, while the minimum number of nec-

essary batteries is given by

NP =842 (5.29)

el

The new binary variable z; is such that

1, if battery ¢ is at least used once,

0, if battery ¢ is never used.
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Therefore, to take into account the usage of the batteries, the following
equation is needed:
>z <|T| 2, (5.31)
teT
where |T'| represents the cardinality of 7. When z; = 0, the battery i
cannot be used, as x;; is forced to vanish. If battery ¢ is required, the
algorithm sets z; = 1. When this happens, z;; can assume an arbitrary
value, otherwise it is forced to zero. This prevents that batteries that are
never used remain in the set I (which is initialized by a guess value).

Number of Chargers and Aircraft Finally, the minimum number of BSSs,

BPCs and aircraft are related to the the binary variables y7“ and yBSS
through the following inequalities:
N;?’SS > Z Z si7gy§tss, (5.32)
teT il
NPPC =3NS "siguin ©, (5.33)
teT i€l
NG>ZZS%£/ xzt—i_xzt—i_y?tp(j)? (5.34)

teT i€l

relating the integer variables IV, fss’ N, fpc, and N/ to the binary variables
that describe the usage of all batteries on aircraft, their unavailability, and
their being recharged for all time slots in the simulation.

In addition, the total number of batteries can exceed or be lower than the
number of aircraft only if at least one BSS is used. Therefore, an equation
is needed that matches the number of airplanes Ny and the number of

batteries NV, ;’, taking into account the number of spare batteries that can
be present when using BSSs:

— MNJ® < N)— Ny < MNP, (5.35)

where M is a large, user-defined integer.

Global Energy Balance The energy amount acquired from the grid in a
time slot must corresponding to the integral of the recharge power, so that

E, =1,y (PEP + PR, (5.36)
iel
where the sum must be carried out on the number of active charging
devices (BSS and BPC).
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Battery Energy Balance A further constraining equation is represented
by the energy balance for the i-th battery, yielding

e lt (PZ%SS + PﬁPC)

Ey

+a?,8™", (5.37)

Sz‘,t = (1 — JZZt - 'T?,t) Si,tfl +

where 7). is the efficiency of the recharging process.

5.1.5 Linearization

The problem described above is nonlinear due to the battery energy bal-
ance, Equation (5.37). The nonlinear character arises because the contin-
uous variables S, P59, and PJPC are multiplied by the combination

of binary variables (1 —xyy — xﬁ’t> In order to cast the problem within

a MILP setting, a series of actions is taken, obtaining a convenient lin-
earization of the such balance.

First, considering Eqs. (5.19) and (5.20), P57 and P55 are set to zero if
the battery is in use or unavailable. Therefore, there is no need to multiply
them again for (1 —x0; — xft) Hence, Equation (5.37) can be rewritten
as

Nely ( PﬁPC + Pﬁss)
Ey

Sie=(1—2f,—ab,) Sis + +2b,5mn (5.38)

which is still nonlinear. The next step is to reformulate the latter equation,
at the price of increasing the total number of constraints. To do so, the
first term in the right-hand side is substituted by an auxiliary variable g;
such that

0< gy < (1—af, —al,) S (5.39)

and
Qi < Sijg—1- (5.40)

Hence, the new auxiliary variable is equal to S;,_; if the battery is avail-
able, and zero otherwise. Therefore, making use of ¢;;, Equation (5.38)
can be efficiently replaced by the combination of Egs. (5.39) and (5.40)
together with

nely ( pﬁpc + PﬁSS)
Ey

Sit = Gix + + xgtSmm. (5.41)
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5.1.6 Problem Statement

For the mathematical formalization of the problem described above, the
optimization variables are represented by 15 arrays grouped in the global
array X defined as

X = ({Sut} ) {PﬁPC} ) {PﬁSS} ) {Et} ) {xi,t} ) {x?,t} ) {x?,t} ) { EtPC} ’ {yl]?tSS} )
Gad ad ANGE (N5 {7 (NG )
(5.42)
and are detailed in Table 5.2. Through the derivations detailed in Sec-

tion 5.1.3, it is seen that the cost function J depends on x. The problem
statement is then

minimize J(x)
subject to Egs. (5.10, 5.15, 5.16, 5.17, 5.18, 5.19, 5.20, 5.23

5.24, 5.25, 5.36, 5.26, 5.27, 5.28, 5.29, 5.31
5.32, 5.33, 5.34, 5.35, 5.39, 5.40, 5.41),

(5.43)

with the constraints holding Vt € T', Vi € I, and Vg € G. Table 5.3 shows
the ARES input parameters, while Table 5.4 lists the output data (in
addition to the values of the optimization variables). The MILP problem
was implemented in MATLAB® and solved using the GUROBI solver
[162].

Table 5.2: ARES optimization variables.

Variable Type Description

Tit binary  Request status of battery i at time ¢

zt, binary  Unavailability status of battery ¢ at time ¢ (on ground)
xft binary  Unavailability status of battery i at time ¢ (in flight)
yftp c binary  BPC charging status of battery ¢ at time ¢
yffsbinary BSS charging status of battery i at time ¢

Zi binary  Auxiliary variable to account for battery i usage

it integer  Auxiliary variable for linearity of battery 7 at time ¢
N? integer Number of type g batteries

NEI]BSS integer Number of type g BSS

NZBPC integer Number of type g BPC

Ny integer Number of type g aircraft

Sit real State of charge of battery i at time ¢

PBPC real BPC charging power of battery i at time ¢

PESS real BSS charging power of battery i at time ¢

E; real Consumed electric energy at time ¢
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Table 5.3: ARES input parameters.

Battery-related

1 Set of batteries

G Set of airplane/battery/charger types

{si g} Binary parameter indicating if battery 7 is of type g
{EgB } Stored energy of a battery of type g

{bg.+} Demand of a battery of type g at time ¢

{ P} Maximum charging power of a battery of type g
Ne Battery charging efficiency

Nd Battery discharging efficiency

gmin Depleted battery state of charge

{cb} Procurement cost of a battery of type g

{Eg} Weighted cost of a battery of type g

{d%} Expected life of a battery of type g
Charger-related

{pBSS} Maximum power of a BSS charger of type ¢
{pBPC} Maximum power of a BPC charger of type g
{cgss} Procurement cost of a BSS charger of type ¢
{c%PC} Procurement cost of a BPC charger of type ¢
{xBS8} Coefficient for BSS maintenance cost

{X]?, PCy Coefficient for BPC maintenance cost

(afss)
(apre)

Expected life of a BSS charger of type g
Expected life of a BPC charger of type g

Aircraft-related

{eg)
{dy}

Procurement cost of an aircraft of type g
Expected life of an aircraft of type g

Energy supply-related

At
Cp

Electric energy price at time ¢
Electric power cost per month

Simulation-related

T
L, d
Iy
M

Set of time slots
Simulated time duration
Length of a time slot
Large integer
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Table 5.4: ARES output parameters.

c® Total aircraft procurement cost
ol Total battery cost

CBSS  Total BSS cost

CBPC  Total BPC cost

Ce Electric energy cost

cP Electric power cost

{E:}  Consumed electric energy at time ¢
J Cost function

5.2 Results

The methodology described above was tested on two case studies. The
first concerns the reconfiguration of a GA aerodrome, the Milano—Bresso
airport, home of an historical flying school. The second focuses on the
adaptation of a large regional hub, the Athens international airport, which
currently hosts a massive traffic of turboprop flights.

The Milano—Bresso study addresses a case that is likely to be among
the first to be implemented in the future, given the relative maturity of
PE and HE technologies for smaller airplanes in the GA segment. The
Athens study addresses a case of high interest on a longer time horizon,
should the current research on the scalability of HE technologies allow
to assume that large turboprop aircraft may be conveniently replaced by
new, environmentally-friendly models carrying the same payload.

5.2.1 Milano—Bresso Airport

The Milano—Bresso airport “Franco Bordoni-Bisleri” (ICAO code: LIMB),
built in 1912, is located in the Milan metropolitan area, Italy. It features
a 1,080 m x 30 m asphalt runway and is the home of Aero Club Milano
(ACM) since 1960. The ACM fleet, providing flying school, leisure flight
and air taxi services, is currently composed of 21 aircraft, 20 of which are
single-engine propeller-driven models. In the current analysis, it has been
hypothesized to switch from the current aircraft models, mainly Cessna
C172 and Piper PA-28 four-seaters, to a homogeneous fleet of HE aircraft
inspired by the Pipistrel Panthera Hybrid. This four-seater is the HE
version of the conventionally-powered Panthera, featuring a cutting edge
serial HE power-train, introduced in Section 4.3.5.

The basic features of the aircraft and its battery pack are reported in
Table 5.5. Among them, minimum battery life is provided for two refer-
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Figure 5.1: [ltalian electricity pricing policy scheme.
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ence values of the Depth of Discharge (DOD). As for the aircraft cost,
considering that it is not yet marketed, we assumed a value of 450,000 €,
which appeared representative for a stock purchase. Although not used
here, a possible approach to estimate such cost has been recently proposed
in [163].

Table 5.5: Panthera Hybrid main specifications.

Item Value
No. pax 4
MTOW 1,315 kg
Rated power 200 kW
Max. cruising speed 177 KTAS
Range >1,000 nm
Battery Cost 15,000 €
Battery nominal capacity 13.8 kWh
Battery useful capacity 11.0 kWh

Battery life @ 100% DOD 500 cycles
Battery life @ 75% DOD 800 cycles

Charging efficiency 93%
Discharging efficiency 85%
Charging Power 60 kW

In order to analytically set up the sizing problem, the recharge power
values pJ’*® and p2*© of the ground recharging devices have been defined
at the nominal recharge power of the aircraft, i.e. 60 kW. Similarly, the
maximum battery SOC, the recharge efficiency 7., and the unit cost cf
have been defined based on the data in Table 5.5. The unit cost of the

recharging devices CESS and CEPC has been fixed at 39.8 k€, with P55 =

g
XgBPC = 0.1 (10% overhead for maintenance), based on Equation (5.5) for

the considered recharge power [161].

The average electric energy price for the first quarter of 2018 in Italy was
considered for the present analysis. The Italian electricity pricing is very
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complex and includes fixed, transport and system fees.

Since 2007, the pricing scheme has been based on three time-dependent
fares: F1-Peak, F2-Mid-level, and F3-Off-peak. The scheme is summa-
rized in Figure 5.1, where the rows represent the days of the week and
the columns the hours of the day. The electricity consumption is billed
according to a different consumption charge depending on the time slot
during which it is used. Therefore, the energy-related cost of electricity A,
changes according to the time of the day and day of the week. According
to Figure 5.1, the three fares do not apply to Saturdays, when only F2 and
F3 are adopted, and to Sundays, when only F3 is employed. Numerical
values of \; and ¢, for LIMB are reported in Table 5.6.

Table 5.6: FElectricity prices employed for LIMB reconfiguration.

Energy charge A

F1 0.1482 €/kWh
F2 0.1449 €/kWh
F3 0.1286 €/kWh

Power charge ¢,

4.8104 €/kW /month

LIMB is open to Visual Flight Rules (VFR) traffic only, and operations
take place from 08:00 local time to 30 minutes past sunset [153]. Due to
these reasons, the number of departures varies during the year. For the
present sizing purposes, movements occurred in November 2017 have been
considered, since it turned out that this is the most demanding month of
the year. In fact, because of fewer daylight hours available, operations
are packed in eight hours only and consequently the number of take-offs
per hour increases. In addition, the number of flights increases during the
weekend, since there are more people willing to fly in those days. The
average hourly flight schedule in November 2017 is reported in Table 5.7.
This schedule has been employed as the variable b,,, which represents
the number of departures at every t. We assumed that every flight takes
one hour, as this is a typical value for ACM flight school activities. This
schedule has been expanded by reducing the length of each time step [; to
15 minutes, in order to increase accuracy.

Initially, the ARES procedure was applied to the case of the Most Demand-
ing Day (MDD) only, which is usually Saturday; subsequently, it has been
extended to the entire week. The first case examined is restricted to the
use of BPCs only, without the possibility to resort to BSSs. This is due
to the fact that the Panthera Hybrid, in its present configuration, does
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Table 5.7: Average weekly departure scheme at LIMB.

h |5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
M|f0O 00O OO O O o o o o0 o o0 0 o0 o0
T (0 0 0 0 2 1 2 1 1 2 2 1 0 0 0 0
wio oo 2 1 2 2 1 2 3 2 0 0 0 0 0
T(o o o0 2 2 3 2 1 2 3 2 0 0 0 0 0
F|10OOT1T1 3 1 3 3 4 3 0 0 0 0 0
s |0 0 0 6 6 5 4 4 5 7 3 0 0 0 0 O
s |0 o0 o0 3 7 5 2 5 4 6 4 0 0 0 0 O
Table 5.8: LIMB infrastructural sizing summary.
Quantity Unit Value
No. of recharges - 39 39 136
No. of batteries - 11 12 12
No. of chargers - 2 BPCs 2 BSSs 2 BSSs
No. of aircraft - 11 10 10
Average battery replacement Years 0.62 0.67 1.35
Peak power kW 56 56 56
Energy consumption kWh 410 410 1,430
Electric energy cost € 58 57 191
Electric power cost € 9 9 63
Total cost € 596 570 3844

MDD-BPCs only MDD  Entire Week

not support battery swapping. Table 5.8 reports the main results of the
sizing exercise: the number of recharges corresponds to the input provided
by the flight schedule, while all other parameters represent outputs of the
procedure. As seen in the left column reporting the values for the MDD in
this case, two BPCs are needed. The number of aircraft to fulfil the flight
schedule is 11 and it necessarily coincides with the number of batteries.
The value of the cost function amounts to 596 € for the MDD. This can
be ameliorated if the optimizer is left free to choose the best combination
of BPCs and BSSs. Indeed, by looking at the center column reporting
the values for this enhanced case, a value for the cost function of 570 €
is achieved, with a saving of 4.3%. In this case, the optimizer provides a
solution using two BSSs and, as a result, a different trade-off is obtained,
where the number of aircraft necessary for fulfilling the flight schedule is
lowered to 10, while the number of batteries is risen to 12, implying two
spare batteries. Clearly, the additional cost of this added equipment is
more than balanced by the need of one aircraft less in the fleet.

Table 5.8 also reports the values for the solution extended to the entire
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Figure 5.2: Energy expenditure (top) and departure schedule (bottom) at LIMB for
the Most Demanding Day case — BPC' only.

week that encompasses the MDD, again with the optimizer free to choose
any combination of BPCs and BSSs. It is remarked that the number of
aircraft necessary for fulfilling the flight schedule in both cases (39 and
136 flights) is ten, or half of the current fleet size. Also, the number of
batteries and BSSs in both cases is the same. The average battery life
is less than seven months in the MDD case, while it raises to 28 months
when considering the entire week, a case in which battery usage is more
evenly distributed. No difference is observed also with regard to the peak
value of the electric power drawn from the grid. Looking at the value of
the cost function, the MDD amounts to less than 15% of the entire week.

For the MDD case with BPCs only, the outcome in terms of the time
history of electricity consumption E; is displayed in Figure 5.2. In the
lower plot, bars show the daily flight schedule, in terms of departures
every 15-minute time slot. In the upper plot, blue bars represent the
purchased electric energy necessary to recharge the batteries for all time
slots, while the orange line indicates the electricity price variation during
the day. It is possible to note that night hours, when energy price is lower,
are exploited to charge all the batteries before the first flight session begins
at 08:30. The time scheduling of the battery charging during night hours,
with an accumulation before the rise in electricity fare, is not specially
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Figure 5.3: Power consumption (top) and battery charging schedule (bottom) at
LIMB for the Most Demanding Day case — BPC only.

meaningful, as any time slot may be chosen, provided that a single battery
is charged within it. The first flights are performed until there are no more
fully charged ones available, so that depleted ones are recharged during
the day hours up to 15:00. Once the last charged battery is delivered,
and no more flights are scheduled, depleted batteries are not recharged
before the electricity price decreases again, to take advantage of night-
time fares. The power consumption for the same case is reported in the
upper plot of Figure 5.3, while the lower plot displays the number of
charging batteries at each time slot. As seen during daytime there are
instances in which two batteries are recharged at the same time, although
not at full power. The maximum requested power is clearly lower at night
and peaks during the day. Finally, Figure 5.4 portrays the state of charge
of the batteries S;; throughout the day. Battery charging is a continuous
process, with the restriction that a battery must be fully charged before
the next one can be plugged in the same charger. The rows in the grid
represent each battery, while the columns represent the 15-minute time
slots. The cells are colored whenever the battery is plugged in a BPC
(blue) or a BSS (green). The color is shaded to represent the SOC, with
white corresponding to S;; = 0 and full color with S;, = 1. It is seen that
batteries are often fast-charged to fulfil the demand, taking a single time
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Figure 5.4: Battery state of charge time evolution at LIMB for the Most Demanding
Day case — BPC only.

144



5.2. Results

=20 0.16 _
=<, I E ectricity consumption §
s === Electricity price x
c -}
o =
[&]
510 0.14 §
<@ o
o >
3 5 0.13 8
© g
S K}
50 0.12
a0 2 24

‘% 5f i

o

=

b

o3

Qo :

0 2 4 6 8 10 12 14 16 18 20 22 24
Time [h]

Figure 5.5: Energy expenditure (top) and departure schedule (bottom) at LIMB for
the Most Demanding Day case.

slot, and therefore being represented by single full-coloured squares. As
seen, the solution provides three recharges for five batteries and four for
six batteries in the MDD.

For the fully optimal MDD case, resulting in BSSs only, Figure 5.5 pro-
vides the time history of energy consumed and Figure 5.6 that of the
power required. Again, the sparse pattern seen in the recharging schedule
during night hours has no special value. The general behavior observed
in both energy and power is similar to the case of using only BPCs, with
some differences in the need to recharge two batteries at the same time
(13 instances instead of 16 in the previous case). As seen in Figure 5.7,
compared to the BPC-only solution, in this case batteries are more often
fast-charged and the number of recharges varies from two for two batteries,
to four for four batteries in the MDD. This lowers the cycles accumulated
in the BSS solution, as seen in the values for the time to replace the
batteries in Table 5.8.

Taking the whole week into account, starting with Monday (from 0 to
24 h) and ending with Sunday (from 144 to 168 h), the results shown in
Figures 5.8 and 5.9 are obtained. No flights are scheduled on Monday,
so almost nothing happens until Tuesday night when the batteries used
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Figure 5.6: Power consumption (top) and battery charging schedule (bottom) at
LIMB for the Most Demanding Day case.

during daytime hours are recharged. As seen, the batteries were charged
during Sunday and Monday night. This strategy is repeated up to Thurs-
day (from 48 to 72 h) when it becomes necessary to recharge the batteries
also during the day. It clearly appears that Saturday is the most de-
manding day, for both energy consumption and required power, followed
by Sunday, which features a widely different energy pricing and therefore
allows recharging during daytime hours even if the battery is not used for
a flight in that day.

5.2.2 Athens International Airport

Athens International Airport “Eleftherios Venizelos” (ICAO code: LGAV)
is the primary airport that serves the city of Athens and the region of At-
tica, Greece. It is the country’s busiest airport, serving as the main hub of
Aegean Airlines, the largest Greek airline by total number of passengers
carried, as well as other Greek airlines. It has been selected for this study
since it was the European airport with the largest number of propeller-
driven regional aircraft movements in the years 2015-2019.! In partic-

IEurostat data (Airport traffic data by reporting airport and airlines, 2020).
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Figure 5.7: Battery state of charge time evolution at LIMB for the Most Demanding
Day case.
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Figure 5.9: Power consumption (top) and battery charging schedule (bottom) at
LIMB for the entire week case.
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ular, regional flights in LGAV are still operated by turboprop aircraft,
connecting the numerous Greek islands to the mainland. As propeller-
driven regional liners appear interesting for the future implementation
of environmentally-friendly HE models for short-haul transportation ser-
vices, the LGAV study may be used to provide useful information for such
an operational scenario.

The main regional airplanes operating at LGAV are the Bombardier Dash
8 Q400 (shortened as DHS in the following), the ATR42, and the ATR72.
These aircraft can carry 78, 48, and 70 passengers, respectively. In or-
der to carry out a realistic analysis, we assumed to replace the current
conventionally-powered fleet with new models featuring a serial HE power-
train, such as those considered in the MAHEPA project. The sizing of the
aircraft, including that of their propulsion systems, has been carried out
through HYPERION, the preliminary sizing tool dedicated to PE and
HE fixed-wing aircraft described in Chapter 4. In order to obtain such
sizing, it is necessary to define a specialized mission profile in which all
flight operations below a defined HETA are performed in a zero-emission
PE mode. This includes taxi-out, take-off, initial climb, final descent,
approach, landing, and taxi-in. Possibly loiter may be included as well.
Above the HETA, the fuel-burning PGS is turned on, for providing energy
during the rest of the flight phases, as well as for recharging the batteries,
if needed. This strategy allows to drastically reduce chemical and noise
emissions in the vicinity of the origin and destination airports and of the
related overflown communities, and is considered an important advantage
provided by serial HE power-trains. For the present analysis, the HETA
was set to 3,000 ft.

The technical specifications of the electric-powered airplane design solu-
tions are the result of a clean-sheet conceptual design loop starting from
mission and certification requirements (i.e. they do not correspond to any
‘retrofit’ of existing models). For the sake of clarity, the serial HE air-
planes sized through HYPERION are named as the mission performance
corresponding model by adding an “HE-" prefix. The resulting battery
capacity for each design solution is summarised in Table 5.9 together with
the assumed corresponding budgetary price (including cells and battery
pack), computed using 2018 Lithium-ion battery price values, i.e. approx-
imately 176 € /kWh [35]. The assumed charging/discharging efficiency and
battery life values are the same as seen in Table 5.5. The selected chargers
maximum power has been raised to make a complete charge possible in a
reasonable amount of time, given the sizeable increase in battery capacity
with respect to the Milano—Bresso fleet. In particular, 200 kW and 400
kW rated power values for both BSS and BPC chargers were considered.
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Table 5.9: Aircraft battery characteristics for LGAV reconfiguration.

Name Pax Battery capacity Battery Price

[kWh] k€]

HE-DHS8 78 1,400 253.4
HE-ATR42 48 1,000 184.8
HE-ATR72 70 1,300 237.6

Table 5.10: Electricity prices employed for LGAV reconfiguration.

Energy charge \;

Daytime 0.0777€/kWh
Nighttime 0.0648 €/kWh

Power charge ¢,

Daytime  10.5080€/kW /month
Nighttime  2.5080€/kW/month

In contrast to the Milano-Bresso study, complete departure/arrival data
for the full year could not be retrieved for Athens International Airport.
Therefore, an average daily flight schedule for the selected airplanes was
estimated using public data.? While not sufficient to insure the capability
to operate in the MDD, this preliminary investigation provides an illustra-
tion of the methodology and its potential in dealing with larger and more
diverse case studies. During a typical day, there are approximately 30 de-
partures that are relevant to the present analysis: 14 flights are performed
with the DHS, 12 with the ATR42, and 6 with the ATR72. The flights are
distributed during the day as reported in Figure 5.10. The length [; has

—6 EDHs |
t B ATR42
O []ATR72
54r ]
g
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=)
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Figure 5.10: Departure schedule at LGAV for the average day case.

2The information retrieved on the Flight Radar 24 Live Air Traffic website was used
(https://www.flightradar24.com/).
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Table 5.11: LGAV infrastructural sizing summary (the first, second, and third in the
sums between parentheses refer to HE-DHS, HE-ATR42 and HE-ATR72,

respectively).

Quantity Unit Value
No. of recharges - 32 (14+12+6) 32 (14+12+6)
No. of batteries - 24 (1049+5) 21 (8+8+5)
No. of chargers - 14 (6+5+3) 10 (44+343)

No. of BSSs - 8 (4+3+1) 5 (24+1+2)

No. of BPCs - 6 (24+2+2) 5 (242+1)
No. of aircraft - 14 (64+6+4) 14 (64+6+4)
Average Battery replacement  Years 1.68 1.51
Energy consumption MWh 36 36
Peak power MW 2.6 2.9
Electric energy cost € 2,531 2,502
Electric power cost € 216 240
Total cost € 44,908 44,263

200 kW chargers 400 kW chargers

been set to 30 minutes in this case. No operations take place before 06:00
local time. We assumed that every aircraft performs a flight to another
airport and comes back in three hours. Electricity prices in Greece for
the year 2018 were assumed, as reported in Table 5.10. Unlike the Italian
case, the energy and power components both depend on the time of the
day, being set at different values for Daytime (weekdays, from 07:00 to
23:00) and Nighttime (weekdays, from 23:00 to 07:00, and weekends).

The results of the ARES procedure applied to the cases of 200 kW and
400 kW chargers are shown in Table 5.11 in a similar fashion to Table 5.8,
here augmented by the detail of the different aircraft and battery types.
It is observed that, when using 200 kW chargers, the number of aircraft
necessary to fulfil the 32-flight schedule is 14, with six HE-DHS, six HE-
ATRA42, and four HE-ATR72. A mix of eight BSSs and six BPCs is needed
to recharge a total of 24 batteries, 7.e. ten more than the number of air-
craft, to be swapped. The value of the cost function amounts to 44,908 €.
When switching to 400 kW chargers, some important changes in the so-
lution can be remarked. While the total cost is reduced by 1.43% and
the necessary fleet is unchanged, the number of batteries is lowered to 21
(only seven spare) and the number of chargers to five BSSs and five BPCs.
We note that the expected battery life is reduced, from one year and eight
months to one year and six months, due to more frequent recharge cycles
and that — for the same amount of energy drawn from the grid — the en-
ergy cost is slightly lower, meaning that less charging is necessary during
Daytime as a result of the quicker recharge allowed by the higher power
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Figure 5.11: Energy expenditure at LGAV for the average day case — 200 kW
chargers.

rating of the chargers. On the other hand, power cost is increased, hinting
to a higher power drain on average.

Figure 5.11 provides the time history of energy consumption considering
200 kW chargers. As apparent, the solution provides constant nighttime
and constant daytime energy drains, clearly with a much larger value for
night hours when the energy and power pricing is lower. Figure 5.12
depicts the corresponding power consumption in the upper plot and the
battery charging scheduling in the lower plot. Batteries are recharged
continuously during the 24 hours, from a minimum of five to a maximum
of fourteen simultaneously engaged. Notwithstanding the constant power
required from the grid in the two time partitions, there are small variations
in the number of batteries being simultaneously charged. This is due to
the tuning of the power at with each battery is recharged and is clearly
visible in Figure 5.13 reporting the battery state of charge S;; throughout
the day. In the figure, batteries from 1 to 10 are for the HE-DHS, from 11
to 19 for the ATR42, and from 20 to 24 for the ATR-72. Compared to the
Panthera Hybrid case, the amount of energy stored in each battery is so
high that even with the a nominal charger power higher than three times,
the minimum time to fully recharge a battery ranges from five hours for
the HE-ATRA42 to seven hours for the HE-DHS. By looking at the coloured
patterns, it is observed that in some cases, a battery of the HE-DHS type
may take up to 15 hours (which is more than double the nominal value)
to recharge completely, at a reduced power setting.

Figure 5.14 provides the time history of energy consumption for the more
powerful 400 kW chargers. Here, the constant pattern at night is basically
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Figure 5.12: Power consumption (top) and battery charging schedule (bottom) at
LGAYV for the average day case — 200 kW chargers.

preserved, while a significant variation in the energy demand is seen during
daytime. In fact, the chargers allow a quicker operation for each battery,
so that all of them are completely recharged during nighttime and there is
almost no need for continuing the process in the early daytime hours, at
the rising of the energy and power pricing. Figure 5.15 illustrates the cor-
responding power consumption and the battery charging scheduling. The
quicker recharging times, compared to the 200 kW case, are clearly visible,
together with the power tuning that may change the recharge duration for
a given battery. A maximum of nine batteries is simultaneously charged
in this case. Figure 5.16 shows the time evolution of the battery state of
charge, where now batteries from 1 to 8 are for the HE-DHS, from 9 to 16
for the HE-ATR42, and from 17 to 21 for the HE-ATR72. It is seen that
the much faster recharging process (the maximum charging time is 5 h)
allows more batteries to be served twice during the day when compared
to the 200 kW case and even one to be charged thrice. Indeed, in the
previous case, the batteries charged only once were 16 (67% of the total),
while now they amount to 11 (52% of the total).
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Figure 5.15: Power consumption (top) and battery charging schedule (bottom) at
LGAYV for the average day case — 400 kW chargers.

5.3 Conclusion

ARES, an original methodology solving the sizing of airport battery recharg-
ing infrastructure in support of an electric-powered fleet has been pre-
sented together with application studies. The underlying optimization
algorithm provides the sizing solution together with the time planning of
charging operations, in compliance with the predetermined flight schedul-
ing at the airport, while minimizing procurement and operational costs.
The method allows considering plug-in charging and battery swapping, ei-
ther together or as alternatives. Due to the general approach in its formu-
lation, ARES is suitable to extensive sensitivity studies on a large number
of user-defined parameters. The discussed applications to a GA airport
and to a large regional hub make use of real airport and aircraft data plus
reasonable assumptions on the chargers’ specifications, leading to feasible
solutions that may be used as examples in the study of the general impact
of transitioning from conventionally-powered to electric-powered aircraft
fleets in the future.

Further developments of the ARES methodology shall consider other el-
ements that may play a role in a a real case scenario. For example,
the airport charging facility may provide ancillary services to the elec-
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Figure 5.16: Battery state of charge time evolution at LGAV for the average day
case — 400 kW chargers.
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tric grid, such as intermittent renewable energy storage (from solar- and
wind-energy production), peak power supply, frequency or voltage regula-
tion and other Battery to Grid (B2G) and even Battery to Battery (B2B)
applications. These possibilities will be investigated, also considering the
possibility to alleviate the costs for the airport reconfiguration using the
revenues brought by such grid-integration services.  Among other ele-
ments that may be useful in application studies, the possibility to include
the modeling of flight missions, to take into account residual battery state
of charge higher than the minimum, can be considered. In addition, given
the boosting interest in hydrogen-powered propulsion in aviation, in the
quest for a more environmentally-sustainable air transportation system,
an extension of the ARES methodology to encompass also hydrogen pro-
duction, storage, and supply at airports is currently ongoing.
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CHAPTER 6

ENVIRONMENTAL ASSESSMENT OF
INNOVATIVE AIRCRAFT

NEW aircraft PE and HE power-trains may bring the most visible ef-
fects in the vicinity of airfields, where terminal manoeuvres and circuital
patterns — the latter very frequent in training missions -— may be flown in
pure- or partially-electric mode. Especially for lighter aircraft in the GA
segment, capable of flying in and out smaller airfields often surrounded
by densely populated areas, this new capability has the potential to in-
crease public acceptance of near-ground air operations well beyond today’s
limits.

This in turn can increase the value of such airfields as elements of a diffuse
infrastructure for the enhancement of citizens’ mobility, for example by
assuming a new role as nodes of a short-haul regional air transportation
network. This implies the future use of CS-23 category commuters, pro-
vided with innovative environmentally-sustainable propulsion systems is
roles such as the microfeeder and the miniliner introduced in Chapter 1.

In order to quantitatively evaluate the advantages of innovative electric
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propulsion systems, to introduce a new performance parameter to be taken
into account since an early stage in aircraft design, an acoustic and gaseous
pollution prediction model would be required.

A part of the work presented was developed with the contribution of Luca
Mariani, MSc student in the frame of his thesis. Results related to this
activity have been published in [164-166].

6.1 Acoustic emissions

Comprehensive models capable of predicting the noise produced by an
aircraft considered as a single emitter (instead of an assembly of differ-
ent noise sources), include best-practice noise prediction procedures from
European Civil Aviation Conference (ECAC) [167], which refer to the EU-
ROCONTROL’s Aircraft Noise and Performance (ANP) database [168].
Similar procedures are the foundation of such suites as Aircraft Noise
CONtour (ANCON) [169], FLULA [170], SIMUL [171] and AzB [172].
ECAC procedures [167] provide the means for setting up and validating a
comprehensive method for noise prediction, applicable to conventionally-
powered aircraft and complying with accuracy standard. Such a method
was assumed in this work for the validation of novel estimation procedures.
The ECAC model is based on the principle of a standardized discretiza-
tion of flight manoeuvres in proximity to the ground. The discretization
resolution is tied to geometric quantities and flight mechanics parameters.
The ANP database provides the values of the maximum Sound Pressure
Level (SPL) and SEL, depending on the aircraft power setting and on
the slant distance between the noise source and a receiver on ground for
several aircraft models and corresponding engine options.

6.1.1 Proposed estimation approach

In order to build a noise prediction method applicable to aircraft featuring
a hybrid-electric power-train, a bottom-up approach was followed. Firstly,
suitable noise models for several airplane sub-components were consid-
ered, namely: propeller, airframe, thermal engine, gearbox, and electric
motor. Inputs for such models include geometrical parameters, quantities
describing the flight condition (propeller /thermal engine rotational speed,
altitude, flight speed) and environmental conditions (air temperature). In
particular, concerning the electric motor and gearbox, readily applicable
models compatible with the current aeronautical application - i.e. power
levels and power-to-weight ratios in the same range of existing electric or
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hybrid-electric designs - are reported in [173]. The full list of noise models
for the sub-components are detailed in [164].

Secondly, a global value of the SELL was obtained based on an energetic
sum of the contributions from all considered sources, measured through
the corresponding SPL values. In order to take into account the inaccuracy
of the predictions for these sources, which would yield a highly inaccurate
result if simply summed to each other, a source blending method was
proposed, where each contribution is weighted by a blending coefficient to
be determined. The proposed way of designing the blending coefficients is
based on the tuning of the SEL obtained from the sub-component models
to match the ANP database data.

The source blending method is based on the following expression for the
SEL produced by the aircraft, Lg 4, as

Le <d t) L”Am t) pA<d t)
Lp.a(d) = 10log, ( / 105 4 10725 4 107 +
t1
o (6.1)

I A(d t)
4—103‘/’4 + 10" 10 dt

as a function of the slant distance d. The terms appearing in the time-
integrated function Lg% 4(d), Ly 4(d), L (d), L' 4(d), L3 4(d) represent
the overall SPL values corresponding to the airframe, propeller, engine,
electric motor, and gearbox, respectively. In Equation 6.1 the energetic
sum appears modulated or weighted through a set of blending coefficients
g, k = 1,...,5, which, ideally, should all equal 1. As significant un-
certainty is associated with the prediction provided by each source, the
proposed method provides a way to estimate the blending coefficients in an
optimal fashion by minimizing a suitable error cost function. To this end,
a set of eight GA single and twin-propeller aircraft in the ANP database
were taken as a reference.

The ANP database provides SEL values for a number of aircraft in sev-
eral weight categories. These were taken as reference values, based on the
presumed accuracy of the method. The models for the considered noise
sources were applied to the same conditions adopted for obtaining the val-
ues in the ANP database. Finally, the blending coefficients were validated
by computing the SEL with the proposed source blending method and
comparing the results with the output of the ANP database.

In order to check the suitability of the proposed prediction method to
aircraft with novel propulsion systems, it is important to remark that
for a hybrid-electric case more noise sources need to be considered than
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those typical to conventionally-powered aircraft. In particular, the noise
emissions of the electric motor and of the gearbox need to be evaluated.

In [164], the noise contribution of the electric motor and gearbox were
compared to those of the propeller and reciprocating engine over a wide
spectrum of power fractions and rotational speeds. It emerged that pro-
peller and thermal engine emissions are always more intense than those
pertaining to the electric motor and the gearbox, confirming an intuitive
disparity between these sources.

Based on this analysis, the electric motor and gearbox noise components
were ruled out for the case of GA hybrid-electric aircraft, in turn enabling
the application of the source blending method based on the sole coeffi-
cients already designed for the conventional case, i.e. propeller, airframe,
thermal engine.

The complete discussion introducing the source blending method and val-
idating it is thoroughly elaborated in [164].

6.1.2 Example noise emission studies

The proposed source-blending prediction method can be deployed to an-
alyze cases of practical interest and, in particular, to investigate the po-
tential of pure-electric and hybrid-electric propulsion in mitigating noise
pollution at airports.

The airport of Milano-Bresso, introduced in Section 5.2.1, has been se-
lected as a test case for quantitative analyses presented herein. As antic-
ipated, this airport is the home base of the ACM fleet, which is operated
for instructional purposes and for pleasure flights. The fleet is mainly
composed of both single-propeller and twin-propeller GA aircraft. Geo-
graphically located at the Northern border of the municipal area of Milan,
Italy, the airport is completely surrounded by densely populated districts
of the greater Milan area. This feature makes it a critical infrastructure
with regards to noise and has fuelled an interest in the present analysis.

Based on a realistic description of the circuit around the runway of Milano-
Bresso, two analyses are proposed in the present section. First, an assess-
ment of the effect on the noise levels perceived on ground when some or
all portions of the circuit are flown in pure-electric mode will be described
in detail. To this aim, it will be hypothesized to fly a typical circuit by
means of two different conventionally-powered aircraft, i.e. not provided
with electric components in the power-plant. Several cases have been
analysed where piston engines are conditionally activated in some clearly
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identified legs of the circuit. In doing so, as no re-design of the aircraft is
taking place, it is implicitly assumed that the necessary battery pack and
pure- or hybrid-electric power-plant can be installed on board the existing
aircraft without altering its maximum take-off weight and performance
requirements. This retrofit can be conveniently evaluated by applying
HYPERION, the preliminary sizing tool introduced in Chapter 4. That
said, this comparative analysis produces valuable results to better un-
derstand in which parts of the circuit pure-electric propulsion (i.e. the
deactivation of piston engines on hybrid-electric power-trains) may have
a greater impact in terms of noise pollution.

Subsequently, a comparison is attempted between three existing aircraft,
two conventionally-powered ones and the Pipistrel Panthera Hybrid (see
Section 4.3.5, for an assigned circuit trajectory). For the Panthera Hybrid,
it is assumed an activation/deactivation strategy for the PGS (i.e. the
system coupling a piston engine with an electric generator that feeds the
battery pack and/or the electric motor driving the propeller). This pro-
duces very promising results, which highlight the quantitative advantage
implied by a fleet switching from ageing conventionally-powered models
towards new hybrid-electric aircraft in the same weight category and with
a similar mission profile.

6.1.2.1 Effect of power-train operational mode

The ECAC modelling approach [167] is applied to the discretization of the
right-hand circuit of RWY 18, most commonly used in normal operation at
Milano-Bresso. The circuit as typically flown by a Cessna 172R aircraft is
presented in Figure 6.1 (left), and features a downwind leg at an altitude of
1500 ft QNH. It is remarked that the discretization is not only geometrical,
but also applies to flight mechanics parameters, as specified by ECAC
guidelines. Two aircraft models, the Cessna T206H Stationair and the
Piper PA-31-350 Navajo Chieftain, are considered as test-beds.

The prediction of noise emissions is carried out by computing the SEL on
an assigned grid of sensors on ground. The source-blending method, with
the coefficients computed in [164] can be applied to both aircraft, with the
flight trajectory and flight mechanics parameters along the circuit assigned
as input.

Sound exposure along the circuit ground track Initially, a grid of sensors
is designed along the ground trace of the circuit. The adopted map of
sensor points, represented by black dots, is displayed in Figure 6.1 (bot-
tom). This plot also highlights the extension of the five legs in the traffic
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Figure 6.1: Geometry discretization (top) and noise sensor placement (bottom) of
the RWY 18 right-hand circuit at Milano-Bresso airport.

circuit, namely: departure, crosswind, downwind, base, and final. The
positioning of the grid follows the guidelines of ECAC validation scenar-
ios [174]. As typical, the discretization is the result of a compromise
between accuracy and computational cost, defined by means of a conver-
gence analysis on the results. The main geometrical data of the grid are
reported in Table 6.1. Clearly, the legs where altitude is changing more
rapidly (departure and final) correspond to a finer discretization, whereas
the downwind leg, where the aircraft is flying at constant altitude is as-
sociated to a looser discretization. The total number of sensors at this
stage is 76. It is also worth mentioning that no transient is considered
in the adopted noise emission models, so all changes in input and output
variables involved in those models (e.g. power settings, rotational speed
of the propeller, etc.) take place instantaneously.

As anticipated above, different power management strategies for flying

Table 6.1: Grid characteristics for the ground track of the RWY 18 right-hand
circuit at Milano-Bresso airport.

Leg | Length (on ground) [ft] | Number of sensors | Resolution [ft]
Departure 8990 24 391
Crosswind 4360 9 545
Downwind 15660 21 783
Base 4370 9 546
Final 6670 18 392
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Table 6.2: Piston engine conditional activation cases.
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None

the circuit are considered. Besides the extreme cases represented by using
only the piston engine(s) (conventional propulsion case) or only the electric
motor (pure-electric case), five further intermediate cases are investigated,
as seen in Table 6.2. In order to present the results of the analysis in a
concise form, as looking at the sensors one by one would be impractical, a
more comprehensive measure is introduced. On account of the energetic
nature of the SEL measurement, an energy-based spatial average Ly for
an arbitrary piece of the ground track trajectory is computed based on

the expression
Lp(s)

12 1010ds)

S2 — 851

where the SEL Lg(s) is expressed as a function of the position along a
segment of the ground track of the circuit, and s; and sy correspond to the
initial and final extremes of that segment. respectively. By adopting the
measurement in Equation 6.2 and applying it to each leg in the circuit,
it is possible to obtain the results reported in Table 6.3 and Table 6.4 for
the Cessna T206H and for the Piper PA-31-350, respectively. Both tables
display the results of the application of conditional activation strategies
for the piston engine listed in Table 6.2.

At a glance, a comparison of Table 6.3 and Table 6.4 points out a generally
higher noise for the Piper PA-31-350. This is the result of a larger take-
off weight, fuselage size, wing and tail areas, landing gear front section,
and of a twin-engine configuration, as opposed to the smaller size and

Table 6.3: Average SEL for the Cessna T206H.

ID | Departure [dB] | Crosswind [dB] | Downwind [dB] | Base [dB] | Final [dB] | All legs [dB]
1 93.18 83.22 78.82 76.22 88.92 88.15
2 93.15 83.02 76.44 74.39 88.68 87.99
3 93.16 83.22 78.79 74.82 88.69 88.08
4 90.22 80.45 78.48 74.79 86.21 85.43
5 90.26 80.45 78.52 76.20 86.62 85.55
6 90.26 80.06 75.97 75.89 86.61 85.38
7 90.22 80.06 75.91 74.36 86.20 85.25
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single-engine configuration of the Cessna T206H.

Comparing the legs to one another, it is possible to see that the noise
exposure quotas pertaining to departure and final are the highest. For
departure, this is the result of a combination of low distance from ground
and high power setting. As for the sensors under the final leg, these are
exposed to high noise from departure, which justifies the high values of this
part (this will be evident from the sound exposure maps in the following).

Considering only the extreme piston engine deactivation strategies, i.e.
Cases 1 and 7 in Table 6.2, it is possible to realize that the sensors under
the crosswind leg are associated to SEL values immediately below those
pertaining to departure and final, as a result of intermediate power settings
and altitudes. Downwind and base are associated to the lowest SEL values,
due to a higher distance from ground and lower power settings.

Analyzing the results in terms of conditional activation strategies, it is
apparent that the pure-electric (Case 7) and all piston-powered (Case 1)
scenarios are associated to the lowest and highest SEL values respectively.
Looking at the intermediate cases, it can be seen that SEL values for each
leg are roughly polarized around two extreme values. This means that
when a leg is flown with the piston engine working, SEL values under
that leg assume roughly an extreme, whereas when the piston engine is
deactivated, the SEL values are always close to the opposite extreme.
This polarization is further confirmed by the similarity between the SEL
measures averaged over all legs for the Cases 4, 5, 6, and 7, i.e. when the
piston engine is not running or it is run at low power (i.e. on downwind,

base and final).

Sound exposure over airport area and surroundings To complement the
analysis along the ground track of the circuit, a less refined grid of sensors
has been adopted to quantify the SEL on the ground over a more extensive
geometrical area. With reference to Figure 6.1(b), the new sensor grid
extends between -15000 ft and 15000 ft in the direction of the runway
centerline, and from -10 000 ft to 5000 ft in the cross-centerline direction.

Table 6.4: Average SEL for the Piper PA-31-350.

ID | Departure [dB] | Crosswind [dB] | Downwind [dB] | Base [dB] | Final [dB] | All legs [dB]
1 97.25 87.83 83.19 80.30 91.72 92.03
2 97.22 87.69 80.66 78.66 91.33 91.83
3 97.22 87.83 83.17 78.99 91.34 91.94
4 93.68 85.01 82.96 78.97 88.84 88.87
5 93.75 85.01 82.99 80.29 89.49 89.05
6 93.75 84.73 80.34 80.04 89.47 88.83
7 93.67 84.73 80.29 78.64 88.82 88.65
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Figure 6.2: SEL contour plots (in dB) over an extended sensor grid around
Milano-Bresso airport: Case 1 (a) and Case 7 (c) for the Cessna T206H; Case 1
(b) and Case 7 (d) for the Piper PA-31-350.

The resolution is 1000 ft in both directions, yielding a total of 496 sensors,
which allows to keep computational time to reasonable values.

The SEL contour lines associated to the extreme cases in Table 6.2 are
reported in Figure 6.2 for the case of both aircraft models under inves-
tigation. With the adopted discretization, the computational time for a
single plot in this figure is typically between 75 and 90 minutes for the
PA-31 and the T206H, respectively, using a single dual-core Intel® Core
i5 processor.). In order to provide a quantitative description of the noise
footprint, Table 6.5 and Table 6.6 display the areas A,,; contoured by a line
corresponding to a given noise level nl (in dB). In both tables, the case
ID refers to Table 6.2. From Table 6.5, it can be observed that in Cases 1,

Table 6.5: SEL contoured areas for the Cessna T206H.

1D Aro [ft2} Ars [ftQ] Ago [ftz} Asgs [ft2] Ago [ftZ] Ags [ft2} A100 [ftg]
2.1-108 | 1.2-10% | 44-107 | 9.8-10° | 2.8.10% | 7.4-10° 8.8.107
1.8-10%8 | 89-107 | 3.8-107 | 9.6-108 | 2.7-108 | 7.2.10° 8.4-10%
2.0-108 | 1.1-10% | 4.3.107 | 9.7-106 | 2.7.10% | 7.2.10° 8.5-10%
1.8-10% | 9.4-107 | 2.4-107 | 4.7-106 1.4-108 | 2.6-10°
1.9-10% | 1.0-10% | 2.5-107 | 4.7-108 | 1.4-100 | 2.7-10°
1.7-10% | 7.6-107 | 2.1-107 | 4.7-10% 1.4-108 | 2.7-10°
1.6-10% | 7.0-107 | 2.0-107 | 4.6-10% | 1.4-10% | 2.5-10°

N O Uk W N

2 and 3, when the piston engine is working in the departure and crosswind
legs, i.e. at higher regimes, a core of higher noise intensity appears, which
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especially from Figure 6.2(a) can be spotted along the ground track of the
circuit, and in particular along the departure leg.

Comparing Cases 1 to 3 with 4 to 7, it can be seen that lower area values
are associated to all noise levels for the four latter cases, and the core
associated to the highest noise disappears in the same activation scenarios.
This supports the results presented above in a more limited framework and
is confirmed on the plot in Figure 6.2(c).

Table 6.6: SEL contoured areas for the Piper PA-31-350.

—

A7 [ftQ} Ars [ftz] Ago [ftQ} Asgs [ftz] Ago [ft2] Ags [ftz} A100 [ftz] Aqos [ftz]

2.6-108 | 1.8-10% | 9.4-107 | 2.6-107 | 7.8-10% | 2.4-10° 3.2-10° 3.6-102
2.3-108 | 1.6-10% | 6.0-107 | 2.4-107 | 7.7-10% | 2.3-106 3.0-10° 1.9 - 102
2.5-108 | 1.7-10% | 88-107 | 2.6-107 | 7.7-10% | 2.4-106 3.0-10° 2.0-102
2.3-108 | 1.6-10% | 7.4-107 | 1.3-107 | 3.7-10% | 6.1-10° 3.2.10%
2.4-108 | 1.7-10% | 7.9-107 | 1.4-107 | 3.8-10% | 6.6-10° 3.8.10%
2.1-108 | 1.4-10% | 4.9-107 | 1.3-107 | 3.8-10% | 6.6-10° 3.7-10%
2.1-108 | 1.4-10% | 4.5-107 | 1.2-107 | 3.7-10% | 6.1-10° 3.2.10%

OOt W NS

The outcome of the analysis for the twin-engine Piper model is qualita-
tively similar to that for the Cessna single-engine aircraft. As observed,
the configuration of this Piper model is forcibly associated to higher noise
emissions than the Cessna aircraft. This is testified by the appearance of
a top noise core of 105 dB in Table 6.6, whereas the corresponding value in
Table 6.5 amounts to 100 dB. The generally more intense noise emission of
the Piper PA-31-350 is testified also by the larger areas corresponding to
the same SEL level, as can be seen from the comparison of corresponding
columns on Table 6.5 and Table 6.6. This has a match in the stretched
shapes of contoured areas associated to the highest noise levels in the (b)
and (d) plots of Figure 6.2, pertaining to the Piper aircraft. By com-
parison, the contoured areas associated to the highest noise levels for the
Cessna ((a) and (c) plots) are clearly more compact.

6.1.2.2 Effect of different propulsion systems

After assessing the effect of different piston engine activation strategies,
without altering the actual structure of two existing conventionally-powered
aircraft, an analysis is attempted on three more realistic test-beds.

Three aircraft models have been selected for the purpose: two are represen-
tative of conventionally-powered General Aviation 4-seaters, the vintage
Cessna C172R Skyhawk and the modern Pipistrel Panthera; the third is
the novel hybrid version of the latter, the Pipistrel Panthera Hybrid, that
is currently being developed under the MAHEPA project. Concerning
noise emissions, the blending coefficients have been identified for the class
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of small GA airplanes and adopted for the three considered aircraft models
[164].

Again, the case of the RWY 18 right-hand circuit of Milano-Bresso airport
has been considered. As pointed out, the computation of sound exposure
is based on the definition of a segmented aircraft trajectory and on the
creation of a set of NPD data, made according to the source-blending
method. The behavior of the flight mechanics parameters along the tra-
jectory of the circuit has been simulated following the guidelines of the
ANP database, starting from the data listed for a Cessna C172R. The
guidelines have been emended considering the actual value of the altitude
that must be kept over Bresso traffic circuit.

For the case of the Pipistrel Panthera in both its configurations, not in-
cluded in the database, the same trajectory of the Cessna C172R has
been assumed. Due to a general similarity in size, weight, and power, this
assumption is considered reasonable. The aforementioned altitude limita-
tions due to regulations over Milano-Bresso further reduce the uncertainty
of such assumption — actually, all aircraft operating from this airport fly a
very similar circuital trajectory. It also brings in as a plus the chance to as-
sess differences in emissions only attributable to aircraft-specific features,
and not to differences between trajectories.

For the case of the Panthera Hybrid, propelled by a series-hybrid power-
train, it has been assumed that the propeller is always driven by the brush-
less Siemens e-Motor SP150D. The power trend with respect to rotational
speed is assumed linear, so that shaft power is directly proportional to
rotational speed.

In order to keep it as close as possible to a realistic scenario, the Pan-
thera Hybrid circuit flight has been analyzed assuming to activate the
piston engine, a Rotax 914, only when the aircraft reaches the maximum
allowable altitude, as operationally prescribed. In turn, this roughly cor-
responds to an engine activation along the downwind leg. Clearly, the
two conventionally-powered aircraft are analyzed with the piston engine
always running.

The SEL contour plots, computed on the same grid considered previously,
are presented in Figure 6.3. As pointed out, from the three plots in Fig-
ure 6.3, it can be noted that the most intense SEL values are recorded
in proximity to the departure leg, as this is characterized by the highest
power settings and the lowest slant distances between the aircraft and the
receiver on ground. The higher intensity of emissions in this phase is also
responsible for relatively high SEL values on the ground track of the final
leg. By comparison, the higher distance from ground typical of the down-
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Figure 6.3: SEL contour plots (in dB) over an extended sensor grid around
Milano-Bresso airport: Cessna C172R Skyhawk (a), Pipistrel Panthera (b),
Pipistrel Panthera Hybrid (c).
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wind leg, and the lower power settings of the base and final (the latter
with the caveat just mentioned), are associated to a generally lower noise
mark on ground for these legs.

Comparing the plots pertaining to the two conventional aircraft, these are
qualitatively similar, but a difference in the extreme values can be noticed
far from the circuit, especially port of the aircraft along the downwind
leg, showing a generally lower noise footprint for the Panthera. Inside
the circuit (i.e. in the immediate vicinity of the runway and aerodrome
area) more significant differences can be appreciated in the shapes of the
contour plots, but the values of the SEL are generally similar for both
aircraft.

The Panthera Hybrid case displays some marked differences with the other
two cases. Looking at the regions out of the circuit, the SEL is generally
significantly lower for this aircraft, especially closer to high-power legs (de-
parture, crosswind). It can be noticed also that the SEL gradient along
the departure leg is more pronounced for the hybrid-electric case. Look-
ing at the downwind leg, the activation of the piston engine at maximum
regime in this phase produces a 70 dB contour line parallel to the down-
wind leg, which contrasts with the noise intensity decay registered for the
two conventional airplanes.
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To quantitatively compare the results in Figure 6.3, the same approach
adopted for Table 6.5 and Table 6.6 has been adopted in Table 6.7 for the
three aircraft considered in this phase. Considering in a first stage the

Table 6.7: SEL contoured areas for the Cessna C172R Skyhawk, Pipistrel Panthera,
and Pipistrel Panthera Hybrid.

Aircraft ‘ A7g [ftQ] ‘ Ars [ftz] ‘ Asgo [ft2] ‘ Ags [ftz] ‘ Agp [ftZ] ‘ Ags [ftz] ‘ A1o0 [ft2]

Cessna C172R 1.9-10° | 1.1-10 3.4-107 | 6.2-10° | 1.9-10° | 2.5-10°
Pipistrel Panthera 1.8-10% | 9.0-107 | 2.8-107 | 7.4-10% | 2.6-105 | 6.0-10° | 1.6-10*
Pipistrel Panthera Hybrid | 7.9-107 | 83-10% | 4.1-10% | 1.9-10% | 5.5-10° | 9.0-103

two conventionally-propelled models, it can be noticed that, somewhat
unexpectedly, SEL higher than 100 dB is produced by the conventional
Panthera, which is also associated to the largest contoured areas for SEL
values of 85 dB and above, i.e. performing somewhat worse than the older
C172R. Looking at the emission maps in Figure 6.3, such effect is likely
due to the take-off phase, as SEL higher than 85 dB is registered only
near the departure leg. A possible explanation for this effect is linked to
Dobrzynski’s model for piston engine noise [175], which accounts only for
maximum power and not for its actual value. The conventional Panthera
version is equipped with a 260-hp Lycoming 10-540-V, which is much more
powerful than the Lycoming 10-360-L2A installed on the Cessna C172R
Skyhawk. This results into a generally higher engine noise and, conse-
quently, also into a larger exposure level for the conventional Panthera
during take-off and climb, i.e. two phases in which the contribution of the
engine is mostly relevant.

On the other hand, the areas relative to the lower SEL values are higher
for the Cessna C172R Skyhawk than the conventional Panthera (e.g. the
80 dB and the 75 dB lines). Looking at the emission maps in Figure 6.3,
this difference is associated with a different behavior in the first part of the
downwind leg, and may be related to the landing gear contribution to the
overall aircraft noise. As engine power is not at its maximum value over
this leg, the engine and propeller noise emission levels are comparable to
the airframe contribution, in turn mainly related to landing gear, greater
than wing noise level and for a flap deflection assumed null. Considering
the Panthera, landing gear retraction has been assumed in the genera-
tion of the NPD data adopted for this flight phase, whereas the Cessna
C172R Skyhawk is equipped with a fixed landing gear, contributing to
the difference in overall aircraft noise. Focusing now on the Panthera Hy-
brid, the lower contoured areas in Table 6.7 confirm the generally lower
noise footprint of this aircraft, as observed. There are also in this case
locations where the SEL reaches 95 dB, but the corresponding contoured
area is two orders of magnitude smaller than the value pertaining to the
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Cessna C172R Skyhawk and conventional Pipistrel Panthera. The region
contoured by the 90 dB and the 85 dB lines is three-times smaller for the
Panthera Hybrid with respect to Cessna C172R Skyhawk, as a result of
the different gradient in proximity to the departure leg, as observed. The
area enclosed by the 85 dB line for the Panthera Hybrid roughly matches
that associated to the 90 dB level for the Cessna C172R Skyhawk.

Considering the lowest exposure levels, a more interesting comparison is
made with respect to the conventional Panthera, associated to lower val-
ues than the Cessna C172R Skyhawk. Looking at the 75 dB and 80 dB
levels, the corresponding enclosed region is one order of magnitude larger
for the conventional Panthera than for its hybrid-electric version. Since
the aerodynamic and structural characteristics are the same for the two
aircraft, such behavior is due to the effect of the electric component of the
power-train.

On the other hand, the area contoured by the 70 dB line for the case
of the Panthera Hybrid is only 2.2 times smaller than the corresponding
value for the conventional Panthera, as a result of the large 70 dB area
produced on both sides of the downwind leg, as noted in Figure 6.3(c).

6.2 Chemical emissions

Available methods for the prediction of chemical emissions are classified
in three tiers and follow a standard set by the EEA [176]. The goal of
the existing methods is computing chemical emissions at a system level.
To this aim, low tier methods apply average data taken from national
databases to estimate the number of movements from all airport in a na-
tionwide system and make use of statistical emission data for aircraft.
These methods are not sufficiently accurate to resolve the difference be-
tween the emission performance of two similar aircraft in a given category
and flying an assigned trajectory, as of interest in this study. On the other
hand, top-tier methods (class 3B) make use of precise characterization of
the aircraft trajectory and flight performance characteristics, and can be
profitably applied here.

The same discretization of the flight trajectory adopted for the acoustic
analysis (see Section 6.1) and complying with ECAC standard is consid-
ered here. The LTO cycle, otherwise associated to a predetermined flight
time (lower tier methods), can be computed accurately based on the time
actually spent over each leg of the arrival and departure procedures, based
on nodal values of speed and geometry data of the discretized trajectory.
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A key-factor in the estimation of chemical emissions is the emission index
I; 1., defined for a chemical component £ and a trajectory leg j. Databases
for estimating this quantity are available from EEA especially for jet en-
gines. Instead, for piston engines such data can be derived from the de-
tailed database by Yakovitch [177], where emission indices for CO, NO,,
and Uncombusted Hydro-Carbon (UHC) are provided as a function of the
fuel flow. On the other hand, the emission of CO, is computed based on a
pre-determined proportion with respect to the quantity of AVGAS 100LL
fuel burned, i.e. 3.067 gCO,/gfuel.

A further dependence of the emission index for aspirated engines is from
outside air temperature. This has been modelled by FOCA [178] through
a linear law for CO and UHC, whereas no change is expected with tem-
perature for NO,.

According to EEA standard, the mass released in the atmosphere for the
k-th chemical and due to all contributions from the N; segments along a
trajectory can be computed from Equation (6.3),

N
myg = Ne Z ]j,kijtj (63)
j=1

where rip; is the fuel flow, ¢; the time spent by the aircraft in the j-th leg.
Finally, N, is the number of engines. As mentioned in Section 6.1.2.1, the
LTO cycle is computed below 3,000 ft, hence the mass in Equation (6.3)
corresponds only to the legs of the terminal manoeuvres under this al-
titude. This is not a significant constraint for the case of light-powered
aircraft of interest here, which fly terminal manoeuvres typically far within
this threshold. The database by Yakovitch provides values for the emis-
sion indices and fuel flow, classifying them as related to five flight phases
— namely take-off, climb-out, cruise, approach and final approach. In or-
der to compute 7y, and [ from the database for each segment in the
considered terminal manoeuvres (see Figure 6.1), a segment needs to be
attributed to one of these categories. Differently from the noise pollution
analysis, no scatter is considered for chemicals, hence the total LTO mass
is a primary endpoint of the computation procedure. To better assess
the potential polluting effect of each emitted mass, considering the strong
imbalance between mass and harmful effects of some components (like
CO4 and NO,), the social cost corresponding to each pollutant has been
computed as in Equation (6.4)

Cr = €xmy, (6.4)

where C}, is the cost per chemical component and k is the social cost per
unit mass of the k-th chemical. Values for the latter can be obtained from
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the literature [56], and the adopted values are reported in Table 6.8 these
refer to currency value in 2008).

Table 6.8: Social cost per unit mass for the considered chemicals released by internal
combustion engines

Chemical € [€/kg]

COq 0.035
CcO 0.09
UHC 4.47
NO, 10.05

6.2.1 Example chemical emission studies
6.2.1.1 Effect of power generation system use

A comparison of the emission of chemicals for different aircraft has been
carried out in the same scenario described in Section 6.1.2.1. Considering a
Cessna T206H Stationair and a Piper PA-31-350 Navajo Chieftain, a single
engine and twin-engine configuration respectively, the masses released over
the five legs of a circuit are reported in Table 6.9 and Table 6.10. Results
are proposed for one engine only in the case of the Piper (Table 6.10).

These data show that the Cessna aircraft produces a generally higher
mass per engine. As the engines are actually very similar for the two
aircraft, this effect is mainly due to the flight trajectory parameters. In
particular, as the trajectory is very similar for the two aircraft — only slight
discrepancies exist in the access to the crosswind and early downwind legs,
as the Cessna climbs faster than the Piper and reaches circuit altitude
earlier — the difference is due to airspeed. The higher speed performance
of the Piper allows it to fly the circuit faster, hence reducing the time spent

Table 6.9: Released masses of chemicals, Milano-Bresso RWY 18 right-hand circuit,
Cessna T206H Stationair.

Circuit leg mCO; [g] mCO [g] mUHC [g] mNO, [g]

Departure  3,884.70 1,320.10  35.5 6.8
Crosswind  1,065.00 178.5 10.3 104
Downwind  3,714.40 622.5 36 36.3
Base 783.9 212.4 9.4 3.3
Final 1,578.20 467.6 19.3 4.3
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Table 6.10: Released masses of chemicals, Milano-Bresso RWY 18 right-hand
circuit, Piper PA-31-350 Navajo Chieftain. Computation for one engine only.

Circuit leg mCO3 [g] mCO [g] mUHC [g] mNO, [g]

Departure  3,330.60 1,168.50 30.3 4.1
Crosswind  1,134.70 398.1 10.3 1.4
Downwind  2,566.60 445.6 24.8 24.4
Base 524.7 142.7 6.3 6.3
Final 1,196.20 354.3 14.6 3.2

Table 6.11: Comparison of social cost associated to a single circuit, for different
activation strategies of the power generation system.

ID  Cessna T206H [€] Piper PA-31-350 [€]

1 1.99 2.901
2 0.781 1.217
3 1.593 2.325
4 0.811 1.108
) 1.208 1.684
6 0.397 0.576
7 0 0

over each leg, in turn reducing emissions. For crosswind, the balance is
in favour of the Cessna, as part of this leg is flown in cruise mode (lower
power setting), as circuit altitude is reached earlier for this aircraft, as just
observed. Considering next the same power generation systems activation
strategies presented in Table 3.5, under the hypothesis of operating an
ideal hybrid-electric version of the two aircraft taken as example (with the
same weight and power performance), the results presented in Table 6.11
are obtained, in terms of social cost for the whole circuit. It is immediately
apparent that the overall cost is generally higher for the twin-engined
Piper aircraft, but by a ratio which is clearly less than 2. This confirms
that the number of engines is not the only driver of cost, but the higher
airspeed plays a relevant mitigation role.

6.2.1.2 Comparison of different aircraft

An investigation of the scenario proposed in 3.1.7.2 is proposed also in
terms of chemical emissions. Here a Cessna C172R, a Pipistrel Panthera
and a Pipistrel Panthera Hybrid fly the same circuit, and the correspond-
ing chemical emissions are predicted. Due to the relevant disproportion be-
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Figure 6.4: Comparison of social cost corresponding to a Milano-Bresso RWY 18
right-hand circuit flown by a Cessna C172R, Pipistrel Panthera and Panthera
Hybrid.

tween mass and social cost, a comprehensive comparison is more straight-
forward on the latter performance index. The hybrid version of the Pan-
thera is flown in purely electric mode except above 1,000 ft ground, i.e.
basically for the downwind leg. The results of the analysis are synthet-
ically shown in Figure 6.4 . It is noteworthy that from Figure 6.4 it
is possible to compute the total mass of each chemical released by each
aircraft, using the data in Table 6.8. The largest contribution to social
cost goes generally to the conventional version of the Panthera, which is
based on a 260 hp powerplant, whereas the Cessna C172R mounts a less
powerful 160 hp engine. The power generation systems of the Panthera
Hybrid is also different, besides being activated only for a limited part of
the circuit. Looking at the results for the UHC, it can be observed that
the proportion between the three aircraft, by comparison to the picture
for CO, and CO, largely similar to each other, is here in favour of the
conventional Panthera. This is specifically due to the better performance
of the engine of this aircraft (Lycoming 10-540-V). The opposite happens
for NO,, which appears better (lower emissions) for the Cessna C172R. In
general terms, the highest social cost is due to UHC, which despite being
associated to a more limited cost per unit mass than NO,, are released in
very relevant amounts.

6.3 Conclusion

The present chapter presents results from a new practical procedure to
predict the noise produced and propagated by an aircraft featuring a
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novel pure- or hybrid-electric power-train in the vicinity of an airport.
The procedure is applied to two case studies, both set in the the circuit
around the Milano-Bresso city airport. In the first case, the effect of the
various activation strategies of a fuel-burning power generation system is
taken into account, demonstrating the efficacy of some of such strategies
in significantly reducing the noise perceived on the ground. Ideal hy-
bridized variants of two existing aircraft have been introduced for testing
in this study. In the second example, a comparison is made between ex-
isting conventionally-powered aircraft and the Pipistrel Panthera Hybrid,
a hybrid-electric aircraft currently in an advanced development stage. In
terms of noise reduction, the ability of the hybrid-electric architecture is
clearly demonstrated, thus quantitatively documenting the gain provided
by this novel type of power-trains and confirming the ability of the pro-
posed noise estimation approach through sensible results.

The same trajectory segmentation needed to carry out acoustic analyses
has been adopted for the assessment of chemical emissions. This has al-
lowed to deploy very accurate methods for the prediction of the social cost
of chemicals released by example ideal or existing hybrid-electric aircraft,
to the same realistic test case adopted for the acoustic analysis. This anal-
ysis too has shown the potential of hybrid-electric power-trains in reducing
social cost, thus potentially raising public acceptance and increasing the
value of smaller airfields in the air transport infrastructure.
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Part 11

On the design of a zero
emission commuter aircraft
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CHAPTER 7

THE MINILINER CONCEPT

A key-element in understanding the applicability and profitability of
novel electric-powered aircraft is the quantitative analysis of the air trans-
port network they can support. Thanks to the stark reduction in noise and
chemical emissions, especially during terminal manoeuvrers (see Chap-
ter 6), airliners endowed with this new type of propulsion may operate
from secondary airports and smaller airfields, collectively referred to as
SAs, often located very close to towns or in densely populated areas,
which are nowadays constrained by traffic limitations to reduce social
cost and public annoyance. The upgrade of these overlooked assets to the
role of nodes in a new air transportation infrastructure would be possi-
ble especially when coupled with a fleet of pure-electric or hybrid-electric
commuter airplanes capable to take off and land from small SAs. Such a
miniliner, specifically designed for passenger transportation on short and
very-short haul routes, may be used in two flavours.

The first, here referred to as microfeeder, is intended to be operated in a
hub-and-spoke service, used to feed major airports from smaller cities and
open country territories, in an effort to ease the accessibility of medium-
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and long-range flights. The second, here termed intercity liner, is in-
tended to operate a point-to-point service, used to connect smaller cities
and open country territories, mainly for daily commuting journeys. Both
services may reveal as key components in the future development of a more
connected continental transportation network through enhanced, environ-
mentally sustainable regional air travel, especially in territories with inef-
ficient ground transportation services to major airports or between towns.
In particular, they may decisively contribute to the European Flightpath
2050 vision of a transportation system offering virtually any EU citizen
the possibility to complete any intra-continental journey in no more than
4 hours, door-to-door.

This second part of the thesis will go trough the design process of the
miniliner. Chapter 8 will show some market studies that will be used
to set up the TLAR in Chapter 9. Finally, Chapter 10 and Chapter 11
illustrate the application of the preliminary sizing tool HYPERION and
the conceptual design tool TITAN to the design of the miniliner, testing
different power-train architectures and providing also sensitivity analysis
on the design parameters.

7.1 Microfeeder

The goal of the microfeeder service is feeding international hub flights:
passengers can be carried to big international airports (hubs) flying from
SA scattered in the neighbouring territory, instead of taking the car and/or
public transportation.

The idea behind this concept is trying to reduce the usually long travel
time that it takes to go from someone’s home to the nearest hub. Fig-
ure 7.1 depicts the Italian situation, showing the road distance in minutes
between Italian towns with more than 20,000 inhabitants and the nearest
hub. Bars in the figure show the distribution of this distance, while the
orange line represents the integral of the distribution. Without accounting
for parking times, 53.4% of citizens living in these towns cannot reach the
nearest hub in less than 1 hour by car. The situation is dramatically differ-
ent depending on the area (north, centre or south Italy) with an average
travel time ranging from 55 to 100 minutes. Moreover, the situation is
expected to be worse if smaller towns and villages are taken into account.

One example that shows the efficacy of the microfeeder service is depicted
in the maps of Figure 7.2. This map shows the connection between the
Estonian town of Kuressaare and Riga International Airport (EVRA) in
Latvia, one of the biggest hubs of the region. In this particular case,
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Figure 7.1: Car travel time distribution to go to the nearest hub in Italy.

the car would take almost 6 h (even more by train), but the microfeeder
service only 1 h 16 min: 6 minutes car driving from Kuressaare to the
nearest small airport, 40 minutes airport times (ckeck in, check out, etc.)
and 30 minutes flight time, cruising at 200 KTAS. The microfeeder would
be 4.7 times faster than the car alternative.

7.2 Intercity liner

The intercity liner service is a point-to-point transportation system for day
to day commuting and business travel. The idea is providing a faster and
greener alternative to ground based systems, mostly fossil-fuel based like
cars, thanks to the miniliner hybrid-electric propulsion. From a European
perspective, there is a good portion of European citizens who commute
outside of the region where they live: 6% or 12 million of the 193 million
people working in the EU aged 15-64 years in 2018 commuted to work
within their country of residence from one area to another. The Benelux,
the United Kingdom and, in particular, Norway have the highest share
of interregional commuters with respect to the total number of employed
people as depicted in Figure 7.3.

When considering the Italian case, nearly half a million people cross re-
gional borders every day to go to work or study in Italy (according to the
latest 2011 census). Moreover, more than 75% of the commuting is done
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Figure 7.4: Example of intercity liner service.

using private cars, with a very small fraction being shared (carpooling).
Car is predominant among workers, which makes up to 66% of total com-
muting population, while students prefer public means of transport. It
is expected that the miniliner will be specially interesting in those cases
where the commuting distance is long.

One example of the intercity liner service is depicted in Figure 7.4. A
person living in Lucca (Tuscany) but working in Milan (Lombardy), could
take the car to the nearest airport (Lucca-Tassignano Airport, 8.5 km
from the city centre) and from there take the miniliner to Bresso Airport
(LIMB), in the neighbourhood of Milan. The full car travel takes 3 h
and 12 min without traffic. This time can be reduced to 1 h and 58 min,
including 40 min extra time to check-in/check out at the local airports
and the car time from the SAs to the city centres.
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CHAPTER 8

MARKET STUDIES

THIS chapter shows the results of several market studies carried out to
assess the potential demand for the miniliner and drive the decision of
Top Level Aircraft Requirements (TLAR) detailed in the next chapter.

A part of the work presented was developed with the contribution of
the following MSc students in the frame of their thesis project: Raouf
Ibrahim (initial studies in the microfeeder potential demand estimation),
Davide Gabrielli (microfeeder potential demand estimation), German Gar-
cla Gonzalez (miniliner potential demand estimation). Results related to
this activity have been published in [140, 141, 179].

8.1 Aerodrome studies

The starting point for the estimation of the potential demand for a mini-
liner service is the assessment of the existing and potential aerodrome
infrastructures in a geographical area of interest. Based on the current
European scenario, three types of aerodromes are identified (Table 8.1):
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Figure 8.1: Map of all aerodromes in Europe.

1. Major airports, which are most typically adopted as hubs, support
a volume above 5,000,000 passengers per year.

2. Secondary airports, which are below such threshold.

3. Airfields, by far the majority of aerodrome infrastructures in any
European country, which are mainly used for sport and leisure flight.
Airfields do not feature an ICAO code.

The set of secondary airports and airfields, collectively referred to as SAs
is the asset that may be exploited by the miniliner transport network.
The existing SAs with runways longer than 100 m have been identified
through an analysis of the European data available on openAIP.net con-
sidering EU27 countries: Austria, Belgium, Bulgaria, Croatia, Republic of
Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany,
Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta,
Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain and
Sweden. Data about passenger traffic was taken from Eurostat'. A total
of 3,029 SAs were taken into account. A map of all the airports and SAs
in Europe is displayed is Figure 8.1

The runway length distribution of the selected SAs is shown in Figure 8.2.
The average runway length is 996 m, with minimum and maximum values
of 108 m and 4,000 m, respectively. The shape of the distribution shows

Thttps://ec.europa.eu/eurostat/web/products-datasets/-/avia_tf _apal
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Figure 8.2: Runway length distribution of European SAs.

Table 8.1: Survey of airports and airfields in Furope.

Group Type Description Quantity

Hubs Hubs > 5M pax/year 69

Secondary szcondary < 5M pax/year 1928
dromes airports

acro Airfields 1o ICAO code 1101

Total 3098
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Figure 8.3: Type of runway surface of European SAs.

a marked asymmetry, with many runways shorter than the mean value.
The median value is, in fact, 798 m, while the standard deviation is 698 m.
The red curve in Figure 8.2, represents the integral of the runway length
distribution and helps to further understand the situation. It is interesting
to notice that runways 600 m or longer represent 75% of the total, 800 m
or longer 50%, and 1,000 m or longer 35%. Of all SAs, 44% have either
concrete or asphalt runways, while 48% feature a grassy surface. Other
types of surfaces are gravel, soil and sand, which together account for less
than 3% of the total (to visualise this data, see Figure 8.3).

Another interesting aspect of making use of SAs is the distance sga be-
tween any SA and the nearest one (Figure 8.4). Due to the very fine grid
of existing SAs, considering only runways longer than 800 m (1376 SAs:
1,214 airports and 200 airfields), the mean value of sg4 is 66 km, while
the median value is 40 km. Even more interestingly, 80% of SAs have
another SA within 75 km range. This result may imply the need for short
diversion distances for the miniliner.

8.2 Mission profile

Due to their nature, intercity liner and microfeeder services are expected
to cover short distances. For this reason, high altitude flight might not
be possible and cabin pressurization can be avoided. However, the lack of
pressurization system, despite providing a significant weight saving, can
limit the maximum cruising altitude and restrict the maximum rate of
climb and rate of descent. For instance, pressure gradients related to high
and low rates could bring passenger discomfort and eventually aural pain,
in particular at very high rate of descents.

Figure 8.5 shows that in order to have a cruise at 8000 ft, with a cruising
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Figure 8.4: Distance between one SA and the nearest one in Europe.

speed of 200 KTAS (corresponding to 177 KEAS) the route has to be
longer than 200-330 km depending on the rate of climb. Using the baseline
values for commercial liner cabin altitude variation patterns (500 ft/min
for the rate of climb and 300 ft/min for the rate of descent) the minimum
range in order to climb to 8000 ft is 225 km. On shorter missions, the
flight would not include a cruise phase but only climb and descent.

8.3 Analysis of ground transportation

An analysis of the existing European ground transportation system was
carried out. The goals were the identification of possible transport mode
competitors for the miniliner services and the evaluation of the ground
transportation efficiency on a local territorial basis, in order to provide in-
formation for the areas where a miniliner service can be more competitive
and time-efficient. To do so, Eurostat data® was analysed, leading to the
mapping of Europe with respect to the density of the ground transporta-
tion infrastructures. The total length of motorways and railways measured
in meters divided by the country area in squared kilometres was used to
derive the ground transportation efficiency, as the overall ground network
density. Figure 8.6 shows the distribution of such index across European
countries. As reported, the maximum values are reached in Central Eu-
rope, with a peak in Belgium, while minimum values are found especially
in North-Easternmost and South-Easternmost countries.

2https://ec.europa.eu/eurostat/web/products-datasets/- /tgs00003
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This analysis leads to the general classification of European countries high-
lighted in Figure 8.6. As apparent, the wide differences in the ground
transportation efficiency values found across Europe yield the possibility
of a clustering in three subsets. In fact, discrete jumps (marked in red in
the figure) are found between the values for Romania and Portugal, and
for Hungary and the Czech Republic. This inspires the definition of three
subsets with high, medium, and low ground transportation efficiency. This
study is considered preliminary to the analysis of selected cases seen as
representative of the different conditions encountered in the three country
subsets.

8.4 Potential demand estimation methodology

On the basis of the known aerodrome infrastructure, a vast number of
routes may be traced connecting all locations. It is clearly crucial to
be able to adequately downselect possibly interesting routes from such
a large set. For this market study, a selection is enforced according to
a time-saving criterion: the air routes which guarantee a minimum time
advantage with respect to the car alternative are considered, while the
others are discarded. Air route distances have been calculated by referring
to orthodromic distances, whereas car travel distances and times have been
gathered through HERE Maps APIs [180].
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country clustering (right).

8.4.1 Identification of route catchment area

For a microfeeder service, the travel time is retrieved as the sum of the
time ¢~ needed to reach a SA S from the considered municipal area
T using land-based means and the travel time ¢/ of the miniliner flight
from the SA to the hub. The latter is clearly a function of the flight
performance characteristics of an assumed aircraft, and is obtained from
a set of components:

tf — tc—in + tta + tto—lnd + tt—in + tt—out + te (81)

where the variables on the right-hand side are (from left to right): the time
durations for check-in =", aircraft turnaround #*¢, take-off and landing
tto=ind " taxi-in #7 taxi-out t7°“ and block cruise t¢ (including climb,
cruise, and descent flight phases). It is remarked that only the last term
actually depends on the trip distance, while other terms are constant.

Given the previous travel time definitions, the catchment area for a route
traced between a SA S and a hub H is defined based on the positive
evaluation of the following time constraints:

tT_H
sl = (8.2)
(T—H _ (tT—S + tf> >ty (8.3)

Equation (8.2) represents an imposed, significant time advantage of the
novel miniliner-based transport solution with respect to the usual, purely
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ground-based one, where k£ is a parameter that can be defined by the
analyst at will and t7=# is the term indicating the land-based mean travel
time to go to the hub. Equation (8.3) further stresses this advantage,
imposing a minimum difference of a duration ¢,.;. This can be explained
for instance by considering a possibly higher fare of the miniliner solution
with respect to a purely ground-based one. Adding a more significant time
difference between the two services in favour of the miniliner may balance
out a possible slight economical shortcoming of this solution.

For the intercity service, the travel time is given by the sum of the time
11751 needed to reach the nearest SA (S;) from the departure town T}
using land-based means, the miniliner travel time, ¢/, and the time ¢~
to go by land-based means from the arrival SA (S3) to the destination
town T5. The constraints for the intercity case are equivalently

25T1—T2
tT1—51 + tf + 52— T = k (84)
(Ti-To _ (tTl—Sl 4 tsz—T2> > tres (8.5)

where 72772 is the time that it takes to go from the departure town 7} to
the destination town 75 using land-based means of transport.

8.4.2 Microfeeder potential demand estimation algorithm
8.4.2.1 Route function

The application of Equations (8.2), (8.3), to all considered municipal ar-
eas and aerodromes allows defining a number of connections between hubs
and SAs, representing a potential traffic demand. This can be expressed in
terms of the total number of passengers P; with an advantage in reaching
the ¢-th hub via the miniliner. However, this data, based only on demog-
raphy (geographic distribution of the population), may not be sensitive
enough to the potential travel interest of the local population. As a sec-
ond factor, the local distribution of wealth, represented by the national
gross domestic product (GDP), is thus considered. Therefore, for the pair
represented by the i-th hub and the j-th SA, the corresponding route is
associated to a demographic level D;;, bound to the population size, and
to an economic index Gj;, based on the GDP distribution, to represent the
propensity to travel of the population associated to the route. Based on
these parameters, it is possible to define the route value function Fj (i, )
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as

Dij — mlnjeH Dz] GU — mlnjeH G”

Fy(i,j) = a +(1-a)

maX;ecmg Dij - minjeH Dij maX;ecqg Gij - minjeH Gz’j

(8.6)
where H represents the set of all hubs, and « is a tuning parameter defining
the relative relevance of the economic aspect, with respect to a purely

demographic datum.

8.4.2.2 Hub feeding demand

The analysis of the traffic potential of the connection routes must match
with the actual feeding needs of the hubs. This can be quantified through
the variables P%" and P/ retrieved from publicly available databases
and representing the number of passengers arriving and departing hourly
from the i-th hub, respectively. In order to obtain a match between the ac-
tual airport needs and the potential traffic quota pertaining to each route
connecting the i-th hub with secondary clusters, the following algorithm

is proposed.

The values P“" and P are normalised by the population corresponding
to the area connected to the considered hub, N, generating the following
indices:

parr P}iep

where the values of O; and D; represent the normalised hourly number of
passengers generated and attracted by the i-th hub, respectively. Next,
the route value functions for all hub-SA pairs are normalised with respect
to the sum of the route function values over the number of SAs, yielding

FS(/L7])
Yies Fu(i,j)

where S represents the SA set. Finally, the hourly rate of generated
(input) traffic on the routes from all hubs to a SA and the hourly traffic
rate input on the route from the j-th SA to the hubs are defined as

ieH ieH
The potential hourly demand of the route from the i-th hub to the j-
th SA is Gj; = ¢(j,1) D;, whereas the dual value from SA to hub is
gi; = ¢(i,7) O;. Both G;; and gj; are potential traffic demand parameters
and are usually functions of the time of the day, as daily airport passenger
flow in hubs typically features traffic peaks.

p(1,7) = (8.8)
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8.4.3 Intercity potential demand estimation algorithm

In order to estimate the number of people interested in traveling between
any two towns using the intercity liner service, data about commuting
habits from the Italian National Institute of Statistics was used. In par-
ticular, periodical censuses usually provide matrices of commuting habits
estimating the number of people that commute daily for work or study
reasons. The total traffic flow can be arranged in the form of a typical
Origin-Destination (OD) matrix G such that

gun G912 - Gin
O — 921 g22 " G2 (8.10)
gnl DR e gnn

where g;; represents the commuter flow from the ¢-th town origin to the
j-th destination. It is interesting to note that commuter traffic flow is
bidirectional: those who travel in the morning will travel back in the
afternoon/evening. Therefore, the "afternoon” OD matrix is simply the
transpose of the "morning" OD matrix:
G(afternoon = GT

morning

(8.11)

By evaluating of all route catchment areas relative to each entry of the
OD matrix, the total potential demand can be estimated.

8.5 Potential demand estimation studies

The methodology described above has been applied to the study of a
number of cases, in order to verify its capabilities to provide useful data
for market studies dedicated to the design of the miniliner. In order
to derive useful information on the effect of some of the TLAR on the
demand-capturing capability of microfeeder and intercity services, para-
metric studies have been performed.

Here, results are shown as obtained by considering ranges of variation for
the design values of the following performance parameters:

 Trip distance: from 100 to 300 km (microfeeder) and 600 km (inter-
city) with 50 km step increments (5 and 11 cases).

« Cruising speed: 200 £ 50 KTAS (3 cases).
 Take-off and landing distances: 800 £ 200 m (3 cases).
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Cruising altitude is assumed at 4,000 ft. This is possibly reduced in case
the trip is so short that the climb phase ends before reaching cruising
altitude. Other mission profile parameters include optimal climb at a rate
of climb of 500 ft /min and descent at cruising airspeed at a rate of descent
of 250 ft/min.

The size threshold for towns considered in the analysis is 20,000 inhabi-
tants. The constant part of the total travel time t* is set to 40 min. The
parameters defining the time advantage in Eqgs. (8.2) are set as k = 1.3
and t,.; = 30 min.

8.5.1 Microfeeder service

Three case studies are presented in the following, all related to a possible
feeding service for a single hub. These have been chosen as representa-
tive examples of the different conditions encountered across the European
countries with respect to their ground transportation efficiency. Therefore,
one case per each of the subsets identified in Section 8.3 was considered:

1. High ground transportation efficiency: Brussels Zaventem Airport
(ICAO code: EBBR), Belgium.

2. Medium ground transportation efficiency: Venice Marco Polo Airport

(ICAO code: LIPZ), Italy.

3. Low ground transportation efficiency: Riga Airport (ICAO code:
EVRA), Latvia.

Neighbouring countries were also included in the analysis.

The graphs in Figure 8.7 refer to the case of selecting a maximum take-
off and landing distance of 800 m (a "light" STOL case) for all the three
scenarios, showing the potential passenger demand associated to the gen-
erated route networks. All quantities are displayed as functions of the
range and parametrised with respect to cruising speed. It is apparent
that in the EBBR and LIPZ case (Figures 8.7a and 8.7b) the potential
demand that may be captured has a higher-than-linear rise with the in-
crease of maximum trip distance, while the increase is significant, but
less marked, in dependence of cruising speed. On the other hand, in Fig-
ure 8.7c for EVRA, the rise in the potential demand looks roughly linear
with the increase of maximum trip distance. Moreover, EVRA results
look insensitive to the value of cruising speed. This is clearly related to
the low efficiency of ground transportation in the regions surrounding the
hub under scrutiny, together with the relative sparsity of towns reach-
ing the assumed threshold size. The values of the potential travellers for
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Figure 8.8: Distribution of towns and SAs involved in a microfeeder service to
EBBR, LIPZ and EVRA in the case of 800 m long runways for SAs and a
cruising speed of 200 KTAS.
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EVRA are comparably higher with respect to the EBBR and LIPZ cases
at medium values of the trip distance, and approximately the same at
higher distance. Also, as a result of the high efficiency of ground trans-
portation in the regions surrounding EBBR and LIPZ, the lower values for
the trip distance provide poor results, since the microfeeder service can-
not compete with alternative ground-based travel means. For the same
case of picking SAs with 800 m long runways or more, Figure 8.8 shows
the number and location of the towns and involved aerodromes when the
maximum trip distance is 200 km.

Graphs in Figure 8.9 show the variation of potential travellers as functions
of runway length and trip distance, with 200 KTAS cruising speed. Rela-
tively small changes are observed in the potential demand with respect to
runway length. The potential demand for LIPZ at 250 km trip distance
seems to slightly increase when using 800 m runways or longer. This is
possibly due to a better ground connection for SAs with a longer runway
than for those with a shorter one.

8.5.2 Intercity service

The Italian case is assumed for the analysis of the intercity service. A
matriz of commuting habits is included in the census of the Italian national
institute of statistics (ISTAT), and updated every 10 years. In particular,
this work is based on the commuting matrix G from the 15** population
and housing census from 20113,

The travelling demand of Italian commuters is presented in Figures 8.10
and 8.11 as a function of trip distance, cruising speed and runway length.
Figure 8.12 depicts a related network map. The amount of potential
commuters, clearly flattens towards a constant value, saturating around
300350 km trip distance. Significant variations with cruising speed and
runway length are observed. For instance, looking at the 350 km value, a
cruising speed increment of 50 and 100 kn from 150 KTAS increases the
number of passengers by 26% and 57%, respectively. The effect of runway
length is similar: the number of potential commuters rises by 68% using
600 m long runways, and 28% using 800 m long runways, with respect to
the 1,000 m case.

Shttps://www.istat.it /it /archivio/157423
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Figure 8.9: Potential demand estimation results for a microfeeder service to EBBR,
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Figure 8.10: Potential demand estimation for an intercity service in Italy:
Variation with respect to cruising speed using runways longer than 800 m.

16000
14000 |
12000
10000 |
8000 -
6000 -

4000 |

Potential commuters [-]

—<—RWY > 600 m
—=—RWY > 800 m
——RWY > 1000 m

2000

O 1 1
100 200 300 400 500 600
Range [km]
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Figure 8.12: Distribution of towns and SAs involved in an intercity service in Italy
with a range of 350 km, runways longer than 800 m and 200 KTAS cruising speed.

8.5.2.1 Airport times and time gain sensitivity analysis

The effect of the parameters £ and t,. are visible in Figure 8.13, which
shows the distribution of the pairs t71=7? (z-axis) representing the road
travel time and ¢t717% 4 ¢™/ 52772 (y-axis) representing the travel time
with the miniliner. As seen, increasing or decreasing ¢, moves up and
down the time difference constraint boundary (Equation 8.5), represented
by the solid black line. However, this constraint has a limited effect, if
any, in the current configuration. Modifying k rotates around the origin
the time gain constraint boundary (Equation 8.4), represented by the
dashed black line. In particular, decreasing k£ makes the boundary steeper
and hence, less restrictive. Also, increasing the aircraft performance or
reducing the airport times (the latter amounting to 40 minutes), moves
down the point cloud introducing more potential town pairs.

The influence of the airport times and the time gain parameter k has a deep
effect on the number of potential travelers. This is presented in 8.14, where
the absolute time difference ¢, is not considered due to its lower effect.
The rationale behind this study is that nominal airport times were selected
with the microfeeder service in mind, in which the passenger continue
the trip after disembarking from the miniliner, to take an international
flight. In the intercity liner, this is no longer the case. The commuters
are expected to be light travelers, so shorter check-in, turnaround and,
in general airport associated times could be achieved. Also, time gain
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expectations may be different for commuters. In the figure, a range of
200 km, a cruising speed of 200 KTAS and a minimum runway length
required of 800 m are considered. Airport times are added up and treated
as a block. This exposes the considerable impact airport times have on the
potential demand. In the trivial case of vanishing airport times, more than
22,000 commuters are potentially willing to use the service. On the other
hand, with airport times between 40 minutes (the nominal value) and one
hour, this number is reduced by one order of magnitude, to 1,000+4,000
commuters. The effect of increasing the time gain parameter k is less
relevant and provides an increase in the potential demand that quickly
reduces with increasing airport time.
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CHAPTER 9

TOP-LEVEL AIRCRAFT REQUIREMENTS
FOR THE MINILINER

THE application studies in Chapter 8 highlight the importance of pri-
mary aircraft performance of range, take-off/landing distances, and cruis-
ing speed in the ability to capture the travel needs of potential customers.
These results are exploited in the definition of the Top Level Aircraft Re-
quirements (TLAR) for the design of the miniliner. The TLAR will be
used in the next chapter to derive preliminary sizing solutions using the
HYPERION tool introduced in Chapter 4. To this end, the technological
framework and the possible choices about the power-train architecture are
also discussed in this chapter.

9.1 Power-train architecture and technology

Two types of power-train architectures are considered as candidates for
the miniliner: the serial THE and FCHE power-trains as they offer greater
innovative potential with respect to other options as shown in Chapter 1.
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Table 9.1: Technology parameters adopted for the preliminary sizing of the miniliner.

Symbol 2025

Battery specific energy [Wh/kg] €p 260
Battery specific power [W/kg] D 1,670
EM specific power [W /kg] Dm 7,533
ICE specific power [W /kg] Dy 2,947
FC specific power [W /kg] Dy 2,130
GH2 tank gravimetric index [%] thg 10.0

Table 9.2: Specifics of the PGS-ICFE for the miniliner.

Power Generation System - ICE

PGS type [] turboshaft
PGS specific power [W/kg] 2,947
Electricity generator efficiency [] 0.95
Mg at maximum power [] 0.256
De-rating altitude [ft] 10,000

The reference year for the entry into service of the miniliner is 2030. Five
years are expected for novel technology to be certified, so the reference
year for the technology employed in the power-train is set to 2025.

In order to start the design process with HYPERION, it is necessary to
assume some values for the EM specific power, the FC/ICE specific power,
battery specific power and energy and the tank gravimetric index, in the
case of GH2 hydrogen tank. A summary of these quantities is provided in
Table 9.1 for the year 2025. This table is similar to Table 4.19. The main
difference is that, with a conservative approach in mind, we assumed that
the leading battery technology for the year 2025 will still be LIB, especially
considering safety critical applications, such as air transport. Hence, the
technological values for the year 2025 are linearly interpolated between
2020 and 2035i values of Table 4.19. The limit on the battery minimum
and maximum state of charge are set to 25% and 85%. EM extra power
is assumed as 25% while the EM efficiency is constant and equal to 0.95.
In the case of ICE PGS, the proposed engine type is a turboshaft and its
properties are summarised in Table 9.2. The de-rating altitude of the ICE
and the maximum thermal efficiency 7, are assumed considering engines
already employed on existing large commuters. For what concerns the fuel
cell system, the specifics are gathered in Table 9.3
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Table 9.3: Specifics of the PGS-FC for the miniliner.

Fuel cell system

Electric system efficiency  [-] 0.95
Fuel cell area [em?] 300
Operating voltage [V] 600

[

[

[

Operating pressure bar] 2.5
Operating temperature K] 353
Compressor efficiency -] 0.88

9.2 Mission requirements

9.2.1 Design range

Studies on the potential demand showed that the trip distance has the
bigger effect in increasing the number of potential travellers. In particular,
it seems to have an exponential effect in the microfeeder case for high and
medium density countries, and a linear effect in the low density countries.
On the other hand, the influence of trip distance is completely different
for the intercity liner service. In this case the potential demand curve
flattens reaching a plateau region for increasing trip distance. In both
cases, there is no potential demand for trip distances lower than 100 km,
since the ground alternative turns out to be more efficient. While data on
the microfeeder case shows that increasing the range over 300 km could be
beneficial, the exponential trend of the curves seems to continue beyond
that point, a value of 300 km was considered looking at the saturation
limit of the intercity case.

One of the main objectives of the miniliner concept is its ability to be
operated without needing a fully-developed infrastructure, being capable
to operate on remote airfields which might not have the necessary infras-
tructure for refuelling and/or recharging the batteries. For this reason,
the trip distance of 300 km is to be considered as one hop of an over-
all longer mission, possibly including more hops. The number of hops
is selected taking into account the nature of the two services. For the
microfeeder service, the miniliner is expected to come and go from/to a
hub and we assumed that hubs will be equipped with both recharging and
refuelling infrastructure. On the other hand, only 290 airports among all
the 3029 SAs are actually used for commercial transport as of today. (De-
cember 2020'). This corresponds to roughly 1 out of 10 SAs. Assuming

Thttps://ec.europa.eu/eurostat/databrowser/view/avia_if_arp/default/table?lang=en
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that today’s commercial airports will more easily see an upgrade of their
infrastructure than airfields that are currently used for leisure flight, we
can imagine that only 1 out 10 SAs will feature refueling and recharging
stations.

However, asking for 10 hops of 300 km each results in a total range of 3000
km, which is more than that of many regional airplanes and is considered
out of scope. Hence, an educated guess of 3 hops seems to be a good
compromise. Since every hop will be characterised by climb and descent,
an additional 100km can be considered if we refer to the overall design
range of the aircraft.

9.2.2 Take-off and landing distance

The first effect of selecting a value for the take-off and landing distance is
cutting a percentage of the existing SAs. In particular, half of all the SAs
feature a runway longer than 800 m. Reducing this value to 600 m, brings
in an additional 25%, while increasing it to 1000 m removes 15% of all the
SAs. The effects on potential demand are related to the increase/reduction
of the resulting available network of SAs for the miniliner. However, the
impact on the intercity service and on the microfeeder service is very
different. In the first case, the potential demand changes by a similar
amount, (compare Figure 8.11), but in the microfeeder it has very little
effect (see Figure 8.9). Hence, the middle value of 800 m was selected. Of
course, both the take-off and the landing distance are considered equal.
Since more than half of the SAs features a grassy airstrip, the miniliner
has to be able to take-off and land also from runways with this type of
pavement.

9.2.3 Cruising speed and altitude

The cruising speed is set to 150 KTAS, as this value shows good results,
in terms of potential demand, especially in countries with a medium or
low ground transportation efficiency. This value of TAS is requested at
4000 ft, chosen as an average value for the cruise altitude of the mini-
liner. The service ceiling is selected to be 2480 m (8000 ft) with a non
pressurized fuselage: the limited trip distance (less than 300 km) does not
require reaching high altitude, so no pressurization is necessary. 8000 ft
corresponds to the maximum cabin altitude used in pressurized airplanes
[181].
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9.2.4 Climb and descent

As discussed in Section 8.2, in order to avoid passenger discomfort during
the flight, the rate of climb and descent are limited to 500 and 250 ft/min
respectively, as these are the values currently adopted when depressurizing
and pressurizing the cabin in commercial airplanes [181]. The climb CAS
is set to the best rate of climb airspeed, while the descent CAS is equal
to cruise airspeed, as typical for propeller-driven airplanes.

9.2.5 Loiter and reserves

The current requirement for reserve fuel is to have enough fuel for diver-
sion to the alternate airport plus the necessary amount for 45 min loiter
over the alternate airport. However the regulation applicable for the fuel
reserve does not affect the certification process but is only specific for op-
erations. Moreover, the minimum distance of the alternate airport is not
prescribed. In this case, the market studies suggest that 90% of SAs with
runway longer than 800 m have another SA nearer than 100 km. Hence
this value was chosen as the diversion range.

9.3 Payload and crew

The miniliner is conceived as a 19-seater, belonging to the Level 4 cathe-
gory of CS-23 regulation. Each passenger is expected to bring one carry-
on bag and a checked luggage. For the sizing, a total of 100 kg + 20 kg
checked luggage per passenger is used.

Fully autonoums flight and single-pilot operations would be desirable for
such an innovative miniliner. Nevertheless, the very short time horizon
(2030) for the deployment of the miniliner does not encourage to consider
these options. Hence, for the design process, two pilots are expected, 100
kg each. This mass can also account for future equipment to support fully
autonoums flight. No additional cabin crew is considered, as there is no
specific requirements for airplanes up to 19 seats.

9.4 Aerodynamics and configuration

High and low speed drag polars are derived during the preliminary sizing
process, however target values in terms of aspect ratio and lift-to-drag
ratio are required. The same values of the Dornier 228 are chosen for the
aspect ratio, 9, and the desired lift-to-drag ratio, 14, corresponding to a
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Table 9.4: Aerodynamic data of the miniliner.

Aspect ratio [-] 9

Zero lift drag coefficient [-] 0.029
Cr.... o rod
cto [ 1.62
CEND [ 2.61
nep [l 075

zero lift drag coefficient of 0.029. The maximum lift coefficients, Cf,,,, in
clean configuration, C{gm in take-off configuration and C’fﬁag in landing
configuration are, once again, selected as those of the Dornier 228 and
are reported in Table 9.4 together with the rest of the aerodynamic data.
The chosen configuration involves two propellers with constant propeller

efficiency (np = 0.75) connected to the EMs.

9.5 Summmary of design specifications

All the input data necessary for the design is summarized in Table 9.5.

Table 9.5: Design parameters of the miniliner.

Measurement unit Value

No. Passengers -] 19
No. Crew -] 2
Pressurization -] NO
Regulation -] CS-23
Aerodynamic properties
Wing aspect ratio -] 9.0
Oswald factor clean -] 0.80
Oswald factor with TO flaps -] 0.80
Oswald factor with LND flaps -] 0.75
Cr,... clean -] 1.04
C1Y with TO flaps ] 1.62
CEYD with LND flaps -] 2.61
Cho -] 0.03
ACp, due to gear -] 0.020
ACp,due to TO flaps -] 0.015
ACp, due to LND flaps -] 0.045
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Performance requirements

Stall CAS at LND

Max cruise CAS

Max cruise CAS altitude
Max rate of climb
Service ceiling

TO distance

LND distance

68.0
141.4
4000
200
8000
800
800

Sizing mission

Payload
Climb CAS

Cruise CAS
Descent CAS
Departure altitude
Cruise altitude
Loiter altitude
Landing altitude
Rate of climb
Rate of descent
Design range
Diversion range

Residual end-of-mission stored fuel
HETA (for THE only)

2,280
107
141
141

4,000
1,500

500
-350
1,000
100

1,500

Electric Motors

No. Engines

Propeller efficiency

Electric Motor efficiency
Electric Motor specific power
Electric Motor overrating

—————

0.75
0.95
7533
0.25

Power Generation System - ICE

PGS type

PGS specific power

Electricity generator efficiency

PGS thermal efficiency at max power
De-rating altitude

turboshaft
2,947

0.95

0.256
10000.00
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Power Generation System - FC

PGS specific power (W /kg] 2,947
Electric system efficiency -] 0.95
Fuel cell area [em™2] 300
Operating voltage V] 600
Operating pressure [MPa] 0.25
Operating temperature K] 353
Compressor efficiency -] 0.88
Battery
Battery specific power (W /kg] 1,670
Battery specific energy [Wh/kg] 260
Minimum battery state of charge (%] 25
Maximum battery state of charge [%] 85
Gaseous hydrogen tank
Gravimetric index -] 0.10
Nominal pressure [MPa] 70
Liquid hydrogen tank
Minimum pressure [MPa] 0.120
Maximum pressure [MPa] 0.145
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CHAPTER 1 0

PRELIMINARY SIZING OF THE MINILINER

A preliminary sizing of the miniliner with the TLAR gathered in Chap-
ter 9 is carried out, considering different architectures for the power-train
and including sensitivity analyses of the miniliner performance, as well as
the technological parameters. The sizing is done using the HYPERION
tool introduced in Chapter 4.

10.1 Preliminary sizing solutions

10.1.1 Sizing matrix plot

Figure 10.1 shows the SMP for the miniliner, with the selected design
point. As it concerns a multi-engine airplane, OEI requirements as found
in FAR23/CS-23 appear, similarly to Figure 4.20. The design point is cho-
sen at the intersection between the stalling speed and the take-off distance
constraints, being very close to the line representing OEI balked landing.
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Figure 10.1: Sizing matriz plot of the miniliner.

The resulting wind loading is 1841.5 N/m? and the power loading is 61.4
N/kW.

10.1.2 Effect of power-train architecture

Three solutions, corresponding to different power-train architectures have
been tested for the miniliner:

1. M19THE: serial thermal hybrid-electric.
2. M19GH2: fuel cell hybrid-electric with GH2 tank.
3. M19LH2: fuel cell hybrid-electric with LH2 tank.

In order to compare the three solutions, the corresponding mass break-
downs are reported in Figure 10.2. The MTOM of M19THE is 13.3 tonnes
compared to 19.0 t of M19GH2 and 7.5 t of M19LH2.

For M19THE, the heaviest elements, apart from the non propulsive mass
of 6765 kg or 50.8% of the MTOM represented by the light blue bar,
are the fuel and the battery (blue and yellow bars). These two elements
represent 13.5% and 12.9% of the MTOM. The BP is sized to allow take-
off and flight below the HETA. HETA is set right below the loiter altitude,
1500 ft. Compared to BP and fuel, the EM and PGS mass (green and
orange bars) are one order of magnitude lower, weighing 302 kg and 258
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Figure 10.2: Mass breakdown of the miniliner in three different propulsion
architectures.

kg respectively.

The MTOM of the FCHE solution with GH2 tanks, M19GH2, is instead
the heaviest among the three solutions. The power-train element that
contributes the most to the MTOM is the mass of the hydrogen tank.
GH2 tank weighs 3465 kg, almost 18.2% of the MTOM and 39.7% more
than the payload. The reason behind such high value of tank mass is the
low gravimetric index, p, = 10%, that makes the tank mass 9 times larger
than the mass of hydrogen (385 kg, yellow bar). Also the fuel cell system
mass, orange bar, amounts to a relevant fraction of the MTOM: 9.2% or
1745 kg. It is remarked that fuel cells are sized for maximum continuous
power and are used together with batteries to reach peak power such as
during take off or OEI situations. As a consequence of the overall weight
toll of the tank, fuel cells, batteries and electric motors, the airframe mass
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jumps to 9953 kg, 52.3% of the MTOM.

The lightest solution among the tested power-train architectures is M19LH2,
which weighs only 56% of M19THE and 40% of M19GH2. Looking at the
detailed mass breakdown, we can understand that M19LH2 is the win-
ner mainly becuse of the much lighter tank, with respect to M19GH?2.
The gravimetric index of M19LH2 tank is, in fact, 63.2%. This value
is six times larger than the gravimetric index of M19GH2. Indeed, LH2
tanks, working at much lower pressure than GH2 tanks, are usually much
lighter, despite the additional insulation thickness necessary to keep the
tank thermally isolated. The second heaviest element of M19LH2 is the
fuel cell system. It amounts to 625 kg, around 8.3% of the MTOM. It
is interesting to notice that the value for the MTOM of M19LH2 is the
only one, among M19THE, M19GH2 and M19LH2 to be lower, by 12.8%,
than the current CS-23 design mass limit of 8,618 kg, a rather promising
result.

Since M19LH2 seems to be the winning solution in terms of lower MTOM,
non propulsive mass and lower fuel consumption, the FCHE architecture
with LH2 tanks is the selected one for the miniliner and will be, from now
on, simply called M19.

All the graphs pertaining to the solutions M19THE and M19GH2 are
collected in Appendix C.

10.1.3 The candidate solution

The value for the wing reference surface of M19 is 40.0 m? and the installed
electric motor maximum continuous power is 1201.9 kW. If we compare
this result with the reference 19-seater used for validating the HYPERION
tool in Chapter 4, this represents a 25% increase with respect to the
Do0228NG, while the installed power is lower by 14.3%.

Figure 10.3 shows the time evolution of the energy stored on board, in
terms of BP state-of-charge (blue line), PGS throttle (red line) and hy-
drogen tank level (yellow line). The dashed line in Figure 10.3 outlines the
flight profile, in terms of altitude. First of all, we can see that the battery
SOC drops by roughly 20% in the first phases of the flight. After that,
the SOC is kept constant at 85% and then drops again for the go-around.
Finally, the battery is depleted up to the residual SOC at the end of the
mission. The hydrogen tank level, instead, decreases continuously up to
the minimum value of 5% at the end of the flight. The PGS-FC throttle
reaches 100% only during take-off and during the go-around phase, lying
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Figure 10.3: Time histories of battery state of charge (blue), PGS throttle (red), fuel
quantity (yellow), and altitude (black) for M19.

at 43% during cruise and 26% during the loiter. This trend mimics that
of the red line in Figure 10.4.

Indeed, Figure 10.4 shows the share of power coming from the BP (blue
line), and the PGS (red line) resulting in the EM output power (green
line). It is readily seen that the PGS line is quite uniformly overlapped
to that of the EM output power, with the battery providing power only
during transients and high peak power phases (take-off and go-around).

The efficiency of the fuel cell system, ng¢, is depicted in the plot of Fig-
ure 10.5. 7mpc remains constant for most parts of the mission, and is
around 58%. Such high value comes as a consequence of the sizing of the
fuel cells, sized for maximum continuous power, and their usage at a lower
power setting. In fact, as outlined in Section 3.2.2, ngc decreases with
rising power and has a maximum at low power.

Figure 10.6 displays the time history of the pressure inside the LH2 tank
during the flight. The pressure is represented by the yellow line, while the
green line represents the minimum pressure necessary to feed the fuel cell
system and the red line is the maximum tank pressure. The maximum
tank pressure is the pressure at which hydrogen starts to be vented, in
order to contain the pressure within the limits. The tank pressure reaches
the maximum value only at the beginning of the flight, where this is set
as an initial condition, and at the end of the flight, with two additional
spikes occurring during the first approach and at the beginning of loiter.
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Figure 10.6: Time history of the LH2 tank internal pressure for M19.

However, these two spikes do not touch the red line boundary. For the rest
of the flight the pressure lies low at the minimum level. This behaviour of
the pressure comes as a consequence of the fuel flow provided to the FCs
and of the heat entering the tank, shown in Figure 10.7. We can see as the
natural heat entering the tank (red line in the plot) is higher at take-off,
first approach and final approach phases. Extra heat to gasify some LH2
is necessary throughout the flight, see the yellow line in Figure 10.7, apart
for the aforementioned flight phases. Finally, the resulting time history of
the vented hydrogen is reported in Figure 10.8. The flow rate of vented
hydrogen is shown by the blue line in the figure. Venting occurs only
when the tank pressure reaches the upper bound of Figure 10.6. Since
this happens only during take-off and at the end of flight, hydrogen is
expelled only in these phases.

10.2 Trade studies on mission requirements

10.2.1 Sensitivity to payload and range

The payload-range diagram depicted in Figure 10.9 shows the MTOM of
M19 when the design solution is found for different values of the design
range R and payload mass M;. All the other TLAR are left untouched,
including fuel reserves and the diversion to the alternate airport. The
colours of the plot that indicate the value of My o range between dark blue
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Figure 10.7: Time history of the LH2 tank heat flow for M19.
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Figure 10.8: Time history of the LH2 tank boil-off losses for M19.
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(6000 kg) and yellow (9000 kg). In addition to the contoured areas, red
markers in Figure 10.9 pinpoint possible solutions with varying passenger
mass, assumed between 100 kg/pax and 120 kg/pax, including luggage.
The red line, instead, represents the CS-23 mass limit, well above the
selected solution obtained considering 120 kg/pax.
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Figure 10.9: Sizing solution for M19 at different values of payload and range.

10.2.2 Sensitivity to cruising speed and take-off distance

Figure 10.10 groups a series of subplots showing the effect of cruising speed
Vor and take-off distance sro on several quantities of interest for M19.
The values of cruising speed and take-off distance used for these sensitivity
analysis are the same tested in Chapter 8 for the market studies. Let us
first remark that the cruising speed is expressed in KTAS and that the
landing distance is varied together with the take-off distance.

Figure 10.10a shows the variation of the MTOM. In this plot, the reference
design point is indicated with a red circle and corresponds to Vor = 150

kn and syo = 800 m. The red line in this figure indicates the mass limit
of CS-23.

First of all, let us study the effect of increasing the cruising speed. Moving
from 150 KTAS to 200 KTAS, with s;yo = 800 m, Myo and the wing sur-
face S are increased (Figure 10.10b) by roughly 5%. This is possibly driven
by the 20% increase in the installed power as shown by Figure 10.10c that
is reflected in the 20% higher fuel cell and battery mass, M, and M,, in
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Figure 10.10d. On the other hand, decreasing the take-off (and landing)
distance to 600 m has a much bigger impact on all the graphs of Fig-
ure 10.10. In particular, the M7 o increases by 10%, while the installed
power, as well as the battery and the fuel cell system mass, jump to +40%.
As a result of the higher Mrp, the fuel mass is incread by 8%.
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Figure 10.10: Sensitivity of M19 to the take-off distance and cruising speed.
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10.3 Trade studies on technology parameters

10.3.1 Empty mass fraction

The design of M19 relies on historical regressions for what concerns the
non propulsive mass, M, as shown in Chapter 4. In particular, the non
propulsive mass is gathered from the estimation of the empty mass fraction
in historical regressions such as that of Figure 4.2.
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Figure 10.11: Sensitivity of M19’s MTOM to empty mass fraction.

Figure 10.11 depicts the variation of Mpo with respect to a correction
factor on the empty mass fraction. It is immediately clear that the increase
or decrease of the empty mass fraction has an asymmetrical behaviour on
the M7o. For instance, raising the empty mass fraction by 20% boosts
the MTOM up by 45%. On the contrary, only 25% of Mzo is saved when
the empty fraction is reduced by 20%. This underlines the importance of
estimating the empty mass fraction in the correct way.

10.3.2 Fuel cell technology

Another sensitivity analysis on fuel cells specific power is shown in the
graphs of Figure 10.12. The nominal FC specific power, p,, is varied of plus
or minus 30% with respect to the nominal value in Table 9.1. Analogously
to the sensitivity on the empty mass fraction, an asymmetrical behaviour
is present also for this analysis. For instance, increasing the FC specific
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power by 30% reduces Mo by 5%, while a reduction of p, of 30% pushes
the MTOM up by 11%. This behaviour is similar for all the quantities
shown in Figure 10.12, but on different scales. In particular, the mass of
the PGS-FC system ranges between +55% and -25% when reducing or
increasing p, (Figure 10.12d)

10.3.3 Battery technology

A sensitivity on the M19 solution with respect to battery specific power
py and battery specific energy e, is given in Figure 10.13. The reference
values assumed for these two parameters are p, = 1670 W/kg and e, = 210
Wh /kg as detailed in Table 9.1. Observing all the graphs of Figure 10.13,
apart from Figure 10.13f, we see that the variation of Mro, S, P, P,
and My are limited within the interval [—2%, +4%)] with Ap, and Ae, in
the range [—30%, +30%]. The battery mass instead, My, is more directly
influenced and varies between -25% (blu area of Figure 10.13f ) and +45%
(yellow area). All graphs show a minimum in the upper right region,
corresponding to the highest increments of e, and py.

The biggest takeaway of this sensitivity analysis is that the improvement of
energy density e, brings little positive effects in all cases, while the specific
power p, has a more important impact. This is particularly visible in
Figure 10.13f, where the mass of the battery is almost insensitive to specific
energy variations. It is also interesting to notice that the hydrogen mass,
Figure 10.13e, increases a little bit whenever the battery mass decreases.
The explanation of this could be linked to how the battery is sized. The
battery is, in fact, sized to provide the extra power necessary to boost
the fuel cells. Hence, increasing p, and keeping a constant value of e, the
battery mass gets lower. Nonetheless, the battery stored energy Ej, = Mye,
decreases too. Hence, the missing energy has to be added as additional
fuel.
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Figure 10.12: Sensitivity of M19 to the fuel cell specific power.
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CHAPTER 1 1

TOWARDS A CONCEPTUAL DESIGN OF
THE MINILINER

THIS chapter shows a preliminary application of the TITAN tool intro-
duced in Section 4.7. TITAN is able to perform a full Class I conceptual
design loop for hybrid-electric aircraft and couples the preliminary sizing
tool HYPERION and the geometrical sizing tool ARGOS. The design pro-
cess begins with the preliminary sizing of M19 obtained with HYPERION
and presented in Chapter 10. The wing sizing (surface and span) and the
weight breakdown of the aircraft (airframe, PGS, fuel, BP, EMs and tank
mass) are passed to ARGOS. ARGOS performs a better estimate of the
non-propulsive mass and of the aerodynamic properties (parasite and in-
duced drag) and sends the solution back to HYPERION. This process is
repeated until the output MTOM of both tools, HYPERION and ARGOS
converges.
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Figure 11.1: Mass breakdown of the M19 TITAN solution.

11.1 Mass breakdown

The mass breakdown of the full solution found with TITAN is shown in
Figure 11.1. The final MTOM is equal to 6589 kg, a result that is 12.3
percent lower than the solution found by HYPERION in Chapter 10. Such
weight difference is related to the non propulsive airframe mass, the light
blue bar of Figure 11.1, reduced by 21.8% with respect to the values in
Figure 10.2c. The fuel cell system mass in the TITAN solution weighs
55 kg less than the solution of HYPERION (-8.8%). Analogously, the
battery mass and the EM mass are lower by a similar amount: -8.7%.
The couple hydrogen+hydrogen tank is 4.9% lighter. Table 11.1 lists all
the mass breakdown elements of the TITAN and HYPERION solutions
and provides the relative error among the two.

The airframe mass resulting in TITAN is obtained from a detailed mass es-
timation process that is performed for each aircraft subcomponent, namely:
wing, horizontal tail, vertical tail, fuselage, landing gear and other. The
term other includes the mass of the control surfaces, air conditioning, in-
strumentation, furniture and other items. The full list of masses is shown
in Table 11.2. The heaviest contribution, as expected, is given by the
structural mass of the fuselage, followed by the wing, tail and landing
gear. It is interesting to notice that the term Other amounts to 47.4% of
the overall airframe mass. This highlights that this term can be partic-
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Table 11.1: TITAN and HYPERION M19 solutions compared.

Units TITAN HYPERION Difference

Airframe kg 3001 3815 -21.3%
Payload + Crew kg 2480 2480 0.0%

EMs kg 139 160 -13.1%
Battery kg 166 189 -12.2%
PGS (FC) ke 546 625 12.6%
Fuel (Ha) ke 149 156 -5.1%
Tank kg 87 91 -4.4%
MTOM kg 6568 7516 -12.6%
Wing Surface Area m? 35.0 40.0 -12.5%
Wing Span m 17.8 19.0 -6.3%
EMs Maximum continous power kW 1,051 1,202 -12.6%
PGS (FC) power KW 1,106 1,265 -12.6%

Table 11.2: Mass breakdown of M19 subcomponents.

Original
Wing 555.5
Fuselage 599.0
H-Tail 51.0
V-Tail 90.1
Landing Gear 292.2
Other 1413.2
OEM 3,939.0
MZFM 6,419.0
MTOM 6,568.0
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ularly critical in the design of very innovative aircraft configurations and
propulsion systems and should be better derived in a later stage of the
design process.

11.2 Convergence process

With the purpose of obtaining reliable results from the TITAN tool, the
solution must converge towards the final result reducing the discrepancy
between the HYPERION and the ARGOS solutions. In this case, the
convergence process is done minimizing the relative error between the
HYPERION and ARGOS MTOM. The error convergence threshold was
set to 1073,

Figure 11.2 contains 6 subfigures showing the effect of this convergence
process. For example, Figure 11.2a depicts the value of the MTOM as
found by HYPERION and ARGOS at each iteration, while Figure 11.2b
shows the relative error between HYPERION’s value of the MTOM and
ARGOS’s.

In particular, TITAN gets the airframe mass M, and the parasite drag
coefficient Cp, from the ARGOS solution before beginning a new iteration
in HYPERION. As it can be seen in Figure 11.2c, HYPERION does not
have an imposed value of M, in the 1% iteration. In the 1% iteration,
HYPERION uses the statistical relations of Chapter 4 to compute the
aircraft’s empty weight fraction. For the successive iterations, the value
from the ARGOS solution is utilized. By updating M, each iteration, a
more accurate estimation of the power-train components weight is done
in HYPERION, as both solutions progressively come to convergence.

It can be observed (Figure 11.2d) that the wing loading (W/S) for HY-
PERION converges to a constant value that coincides with that of the
sizing matrix plot. The ARGOS solution must arrive to the W/S design
condition imposed by HYPERION; thus, as the aircraft weight decreases,
the wing surface area must also decrease as shown by Figure 11.2e.

Concerning the parasite drag coefficient, C'pg the final value is larger than
the initial estimation. Given that the wing surface area decreases, the
overall aircraft wetted area also decreases; hence, the Reynolds number is
lower as the aircraft’s characteristic length decreases, producing a higher
viscosity effect which translates into higher parasite drag coefficient (Fig-
ure 11.2f).
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Table 11.3: Liquid hydrogen tank of M19.

Units Original

Length m 2.38
Diameter m 1.19
Insulation Thickness mm 2.6
Structural Thickness  mm 20.0
Volume m3 2.21
Mass A kg 87.0
Gravimetric Index — 63.1%

11.3 Geometry and lofting

The three plots in Figures 11.3a, 11.3b, 11.3¢ show the three views of M19
as designed by TITAN.

The orange boxes on the wing represent the EMs. EMs are fitted inside
nacelles which are embedded in the wing and are physically connected to
the propellers.

The BP is placed in the mid section of the high wing and is represented
by the flashing green box. We can see that the volume occupied by the
battery seems to be pretty small (0.071 m?). This is due to the fact that
the battery serves as a power booster and not as a main energy source.

For what concerns the hydrogen system, the FCs are located in the tail
cone, the usual location for APUs on conventionally fuelled aircraft, and
the entire fuel cell system is represented by the pink box. The volume
of the fuel cell was estimated starting from the regressions present in
Section 3.2.2 which are based on existing fuel cell systems and is 0.42 m?.
Balance of plant equipment, such as air compressors and humidifier, could
be fitted in the tail cone as well.

Finally the LH2 tank, drawn as the blue box, is placed behind the pas-
senger cabin. The shape of the tank is a capsule with hemispherical heads
and cylindrical shell. Table 11.3 summarises the specifics of the LH2 tank
of M19. The gravimetric index turns out to be identical to that of the
design performed by Hyperion: 63.1%.

The 3D view of Figure 11.4 illustrates the arrangement of both payload
and power-train elements within M19. For what concerns the payload,
the figure shows a 141 seating arrangement per row. The cargo hold is
placed right behind the passenger cabin, and is represented by the dark
green cylinder in Figure 11.4.
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With the help of the views and Table 11.4 we can see that the overall
length of the fuselage is 19.48 m and the width is 1.70. The tail is a so
called traditional tail and features an horizontal surface of 6.13 m? and a
vertical surface of 3.94 m?. The wing surface amounts to 35.02 m?, that

Table 11.4: Main geometrical quantities of M19.

Units Original

Wing Area S, m? 35.02
Wing Span b m 17.75
Wing Taper A — 0.39
Wing Thickness ration t. — 0.16
Fuselage Length Ly m 19.48
Fuselage Width Dy m 1.70
H-Tail Area S, m? 6.14
V-Tail Area S, m? 4.15

is 12.5% less than the M19 solution found in Chapter 10. The wing span
amounts to 17.8 m. The wing plan-form is trapezoidal, with a taper ratio
of 0.39 and a thickness ratio of 0.16.

11.4 Discussion

From the three views of M19 in Figures 11.3a, 11.3b, 11.3c and the 3D
representation of Figure 11.4 one may wonder whether a tube-and-wing
configuration is a good one for a FCHE airplane using hydrogen stored in
liquid form. At a glance, only a fraction of the fuselage is used to host the
payload, drifting away from what is common with conventionally-fuelled
airplane. Certainly the tube-and-wing concept has become the industry
standard due to a series of incremental optimizations which happened
across the last century: introduction of the integral wing tanks, optimized
wing structure, extra-light fuselage furniture, carbon composites fuselage
structure and so on. The tube-and-wing option represents also a good
starting point for keeping the production costs low and for compatibility
with the existing airport infrastructure. However, the switch towards a
different propulsion system can lead to drastic changes in the aircraft
configurations.

For what concerns the wing, the volume inside the wingbox of Figure 11.4
does not host fuel as it is common for conventional propulsion. For sure,
some of this space will be needed for cables and power electronics that
drive the EMs, but the sizing of the wing still appears suboptimal. Un-
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fortunately, it might be particularly difficult to fit LH2 tanks inside the
wing, since they need to be slightly pressurised and well insulated.

Without the need for fuel tanks inside the wing, a longer and thinner
braced wing could be adopted [182]. Another option to effectively increase
the aspect ratio is that of resorting to a box-wing, connecting the tail with
a thinner wing. Both options, the trussed-braced wing and the box-wing,
could achieve significant reductions in induced drag per unit and make
the overall wing-tail system lighter [183].

Another possibility to optimize and reduce the size of the wing could be
that of using a canard, instead of an aft tail. The wing can be smaller as
part of the lift is effectively produced by the canard and the usual shift of
the aircraft centre of gravity towards the nose could be counterbalanced
by the presence of the heavy hydrogen tank placed in the rear of the cabin
[122].

Also, a different distribution of thrust among small on-wing-propellers
moved by EMs, opposed to a two-propeller electric configuration, can lead
towards a smaller wing. DEP could be conveniently employed to increase
the wing loading and get a reduced wing area at the cost of increasing the
complexity of the control system. Conversely, if the wing surface is not
reduced, DEP can improve the take-off and landing performance.

Other possible configurations that are more suitable to host large hydro-
gen tanks could be employed. For instance, a Flying-V shape [184] or
a Blended Wing Body (BWB) configuration [185]. These concepts can
reduce the total wetted area of the airplane, and, with a larger centre
section, improve structural efficiency. Hence, the airplane is basically ren-
dered into a flying wing with a delta-shaped wing/fuselage, large enough
for the passenger cabin and GH2 or LH2 tanks.

The design of M 19 presented here is not optimal from a configuration point
of view, but represents a starting point and shows the design capability of
the HYPERION and TITAN tools. There is need to further explore the
wide design space that emerges from the introduction of HE propulsion
and several aspects will be addressed in future versions of the methodolo-
gies. As a demonstration that the work is already on-going, Figure 11.5
depicts a possible version of the miniliner with DEP and a tail cone pro-
peller. This is only one of the many exotic configurations already under
investigation using TITAN, among the large series of follow-up works that
are continuing under the MAHEPA and UNIFIER19 projects.
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