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Abstract

STRUCTURAL Health Monitoring (SHM) is a growing and interesting topic in the
offshore industry. The oil and gas industries are dealing with aging infrastruc-
ture and are looking for possible and reliable ways to extend the life span of

these structures, whereas the wind energy industry is significantly investing in such
structures. This makes a lot of unique challenges for health monitoring of offshore
structures, which all come together with a significant concept known as uncertainty.
These kinds of structures are highly prone to failure risk due to their uncertain environ-
ment and severe environmental variability. Moreover, many existing structures have not
been monitored yet, and those have experienced various loading and operational con-
ditions during their operational life, which are unknown. Due to the inaccessibility of
many wind farms, typical inspection procedures are costly and, in some circumstances,
dangerous. On this basis, SHM seeks to overcome these concerns by establishing tech-
nologies that enable an automated online evaluation of the state of structures to improve
decision-making.

The main aim of SHM is to assess the integrity of these structures for early damage
detection, damage localization, and damage quantification. In recent years, data-based
techniques based on statistical approaches present efficient ways to diagnose damage
by using measured vibration responses of structures. These approaches are generally
based on two main steps, including feature extraction and statistical decision-making.
Time series analysis and novelty detection approaches are effective tools for these steps.
Despite the advantages of data-based damage detection methods, those may give un-
reliable results of damage diagnosis in terms of false alarm and false detection errors.
These errors may lead to some challenging issues including inappropriate feature ex-
traction, inaccurate feature classification for damage detection due to the adverse effects
of environmental and operational variability as well as high-dimensional features. To
overcome these challenges, this dissertation proposes data-based methods in the feature
extraction and classification steps. The proposed data-based approaches are related to
an iterative time series-based method for feature extraction, a robust multidimensional
scaling-based method, and a clustering-based novelty detection approach for early dam-
age detection, damage localization, and damage quantification.
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Eventually, experimental and real structures are investigated to validate the efficacy
and accuracy of the proposed approaches. The results indicated that the methods de-
scribed in this study are reliable and effective solutions for SHM of civil and offshore
structures under ambient excitations and environmental and operational variability.

Keywords: Structural Health Monitoring, Offshore Structures, Statistical Pattern Recog-
nition, Time Series Analysis, Damage Diagnosis, Clustering Analysis, Robust Multidi-
mensional Scaling, Big Data
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Abbreviation Full Form
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CHAPTER1
Introduction

DUE to the fact that numerous offshore jacket structures around the world have
already exceeded their expected lifespan, there is an increasing interest in im-
plementing structural health monitoring (SHM) to extend the lifetime of the

jackets to guarantee structural integrity, safe operation, failure prevention, and control
of further degradation. Although performing SHM to existing and old jackets bears the
cost of purchase and installation, the outcome in the long term will optimize operation
and maintenance costs. This could be one of the main reasons that SHM has received
great attention in recent decades, both in academic study and in industry [1].

1.1 Structural Health Monitoring

Structural health monitoring is the procedure of gathering data from the structure of
interest; understanding the condition of that structure by utilizing the collected data;
and assisting and updating the process of decision-making concerning the structure’s
operation [2].

Detection of damage is a part of the larger issue of damage identification. The aim
of a monitoring system should be to gather sufficient information about the damage to
perform proper remedial action so as to return the system to a high-quality operation or
at least to ensure safety. Furthermore, efficiency indicates that the monitor should return
only the necessary information. In this regard, it is useful to consider the identification
problem and evaluation of the fault as a hierarchical structure [3].

Accordingly, Rytter [4] categorized "damage detection" for SHM of a system into
four levels:
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Chapter 1. Introduction

Level 1. Detection

Level 2. Localization

Level 3. Assessment

Level 4. Consequence or Prediction

However, Worden and Dulieu-Barton [3] introduced a new level and defined the
process of damage detection into five levels with the following structure:

Level 1. Detection: The technique provides a qualitative indication that damage
might be present in the structure.

Level 2. Localization: The technique provides information about the probable
location of the damage.

Level 3. Classification: The technique provides information about the type of
damage.

Level 4. Assessment: The technique provides a prediction of the severity or
extent of the damage.

Level 5. Prediction: The technique provides information about the safety of
structure like remaining useful life of the system.

It should be noted, success at a particular hierarchical level is mainly dependent
on success at lower levels; it is impossible to assess the extent of damage without
first defining the location of the damage, and it is also impossible to predict the future
severity of damage without first identifying the type of damage that has happened.
When attempting to implement SHM approaches, determining the level of desirable
identification is a critical choice that will have a significant impact on the methodology
taken [5].

Reaching these damage detection levels in the above-mentioned order indicates an
increasing knowledge of the damage state. Statistical approaches are widely employed
to diagnose the occurrence (and potentially the location) of damage when an unsuper-
vised learning method is performed. However, statistical approaches can be utilized to
better assess the type and severity of damage when a supervised learning method com-
bined with analytical models is used. Prediction of remaining useful life is more chal-
lenging, as it typically necessitates precise physical models of the damage processes of
interest, and accurate estimates of the future loading regime of the system [6].

1.2 Structural Health Monitoring Approaches

There is broad agreement in the literature that there are two main approaches to dealing
with SHM problems: the ‘model-based’ or ‘inverse-problem’ approach and the ‘data-
based’ approach [7]. The model-based method is typically achieved by developing
a physics-based model of the structure through a Finite Element (FE) model, while
the data-based method is established on the utilization of vibration data without any
physics-based model.
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1.2.1 Model-Based Techniques

The model-based method is mainly accomplished by obtaining a law-based or physics-
based model of a real structure using an FE model, although other modeling approaches
can be applied. The dynamic characteristics (stiffness, mass and damping) of the FE
model are updated using recorded vibration data of the real structure under dynamic
test so as to provide an analytical model, which more accurately describes the real
structure [7]. Accordingly, identification, localization, and quantification of damage
can be achievable by solving an inverse-problem utilizing vibration data obtained from
the structure of interest under test [5].

The model-based methods are especially valuable for estimating system response
to new loading conditions and/or new system configurations (damage states). Never-
theless, model-based methods are usually more intensive in terms of computation than
data-based methods [8].

There are some challenging issues while implementing model-based methods. First,
building an accurate model of a real structure based on first physical principles is ex-
tremely difficult. For instance, lack of information in many areas; and material char-
acteristics may not be determined with high accuracy [7]. To overcome this problem,
the FE model is adjusted with the data from the structure of interest by model updating
methods [9–17]. Another issue arises from the ill-posedness of the inverse problem
which needs to apply suitable regularized solution methods such as Tikhonov regular-
ization [18–21] and truncated singular value decomposition [22] in order to address this
issue [23, 24]. Moreover, conditioning can be improved by decreasing the dimension
of the inverse-problem via subset selection [25].

1.2.2 Data-Based Techniques

As the name implies, the data-based method does not follow a physics-based model.
The data-based method is built by implementing statistical pattern recognition or ma-
chine learning methods to acquire vibration data from undamaged and damaged states
of the structure of interest [7,26–31]. Given that the data-based method depends mainly
on data; hence, the need to build a physics-based model can be eliminated. Besides,
numerous uncertainties which are deriving from measurement variability, noise, envi-
ronmental and operational variability during SHM task can be accommodated using
data-based methods [5].

However, physics-based models may still be used effectively in the data-based method
to set up proper features for damage detection. Considering the advantages and disad-
vantages of data-based and model-based methods, it is believed firmly that the data-
based approach is more convenient for SHM purposes [7].

1.3 Statistical Pattern Recognition paradigm

Pattern recognition using machine learning techniques is a well-established field. In
general, the theory provides a mathematical method for associating measured data with
specified class labels. In the SHM context, the aim is to associate the measured data
to a damaged state, the simplest – and possibly most essential – issue is to distinguish
whether a structure is in the ‘healthy’ or ‘damaged’ state. In terms of mathematics,
there are several different approaches to pattern recognition, the most important of
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Chapter 1. Introduction

which are statistical, neural, and syntactic approaches [32]. Considering that almost all
engineering problems involve numerous degrees of uncertainty, the statistical method in
the context of pattern recognition seems to be a promising method for SHM purposes.
Furthermore, neural network methods could also be evaluated in statistical terms and
also provide a reliable solution to SHM issues [7].

Four steps can be combined to establish a general statistical pattern recognition
(SPR) paradigm for an SHM system [33]. These steps include:

1. Operational evaluation,

2. Data acquisition,

3. Feature selection and

4. Statistical modeling for feature discrimination.

The four mentioned steps of the SPR paradigm for SHM are briefly discussed below [7]:

1.3.1 Operational Evaluation

The purpose of the operational evaluation is to answer several key questions about the
application of an SHM technique for detecting damage in a structure:

• What are the justifications for performing the SHM in terms of life safety and/or
economics?

• How is damage defined for the system under investigation, as well as for numerous
damage scenarios?

• What are the operational and environmental conditions in which the system to be
monitored operates?

• What are the limitations of data acquisition in an operational environment?

Operational evaluation attempts to establish limits on what will be monitored and
how the monitoring will be carried out. Additionally, operational evaluation aims to
adjust the damage detection procedure to features that are unique to the monitored
system, as well as to exploit unique features of the damage to be identified [7].

1.3.2 Data Acquisition, Normalization and Cleansing

The excitation techniques, type and number of sensors, sensor locations, and data ac-
quisition/storage/transmittal hardware are parts of the data acquisition in the SHM pro-
cess. The data acquisition in this process will be application-specific. Decisions on the
data acquisition hardware to be employed for the SHM system will be strongly influ-
enced by economic considerations. Another factor that must be taken into account is
the time interval at which data should be collected [7, 34, 35].

Since data may be measured in different environmental and operational conditions,
the capability to normalize collected data is critical to the damage detection process.
Data normalization, in the context of SHM, is the process of distinguishing between
sensor measurement variations caused by damage and those induced by changing en-
vironmental and operating conditions. It is also worth mentioning that normalizing
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the measured responses by the measured inputs is one of the most popular methods.
When environmental and/or operational variability is a challenge, it may be necessary
to normalize the data in some temporal fashion in order to compare data collected at
similar points in the environmental and/or operational period. Variability can originate
from variations in ambient and test conditions, modifications in the data reduction pro-
cedure, and unit-to-unit discrepancies [6]. Data normalization problems are usually
major challenges to implementing a reliable SHM system in the field [7].

The process of selecting data to pass on to or remove from the feature selection
process is known as data cleansing. The information obtained by persons who are
directly associated with data acquisition is often used in the process of data cleansing.
It can be noted, filtering and resampling are examples of signal processing approaches
that can be considered data cleansing processes [7].

Eventually, the data acquisition, normalization, and cleansing in the process of struc-
tural health monitoring should not be static. The process of data acquisition can be
improved using knowledge obtained from the feature selection and statistical model
development processes which will constantly give information concerning changes [7].
Several studies considered different aspects of the data acquisition and data normaliza-
tion issues in the context of SHM [36–40].

1.3.3 Feature Extraction and Data Condensation

Feature extraction is the process of converting the measured data into a different form
which allows the correlation with the damage to be discovered more easily. The process
of feature extraction in vibration-based SHM is mainly based on fitting some model,
either model-based or data-based, to the measured vibration data. Furthermore, the
process of selecting which feature to apply in the damage detection process is known
as feature selection [7].

A damage-sensitive feature is some quantity derived from the obtained vibration
data that is utilized to express the presence (or not) of damage in the structure of inter-
est. Determining features that can correctly identify a damaged state from an undam-
aged one is the primary concern that is tackled in most of the SHM research [41, 42].
Therefore, if the features are chosen carefully, the pattern recognition and machine
learning process for feature classification can become slightly easier and the existence
of damage can be identified by a simple evaluation of the variations in the features. On
the contrary, if selected features are not correlated with the damage, even the most pow-
erful pattern recognition and machine learning algorithms will fail to detect the damage
in the SHM process.

The data condensation is referred to the procedure of decreasing the dimension of
the collected data. Since the practical application of the measurement technologies in
SHM generates a huge amount of data; data condensation task is essential and beneficial
when comparing many feature sets acquired during the lifetime of the structure are
intended [7].

1.3.4 Statistical Model Development for Feature Discrimination

Statistical model development is associated with the development of techniques that
apply to the extracted features in order to estimate the damage states of the system.
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Machine learning algorithms are employed to develop the statistical models because
establishing a functional relationship between the extracted features and the damaged
state of the structure based on physics-based approaches is usually difficult. In the
context of SHM, these machine learning algorithms which are utilized in developing
the statistical models are divided into two categories:

1. Supervised learning algorithms: when data from both the undamaged and dam-
aged states of the structure are available for training. Group classification and
regression analysis are primary examples of these algorithms.

2. Unsupervised learning algorithms: when only data from the undamaged states of
structure are available for training. Outlier or novelty detection approaches are
primary class of such algorithms.

The statistical models are built in such a manner to minimize false diagnoses. There
are two types of false diagnoses: (1) false-positive damage indications (i.e. identifying
damage while the structure is undamaged) and (2) false-negative damage indications
(i.e. no indication of damage while the structure is damaged). In addition, diagnostic
systems can be designed to weigh/assess the costs of the two types of errors differently.

Two types of structural health monitoring are performed using statistical models.
(1) Protective monitoring is when damage-sensitive features are utilized to detect an
approaching failure and to shut down and/or change the system’s use in some way be-
fore catastrophic failure occurs. In such circumstances the statistical models are applied
to define thresholds on acceptable levels of feature change. (2) Predictive monitoring
is the process of identifying patterns in data features and using them to estimate when
damage will exceed the threshold level. This kind of monitoring is required in order to
establish cost-effective maintenance strategies. In this situation statistical modeling is
employed to evaluate uncertainty in predictions of the feature’s time rate of change [7].

1.4 Structural Health Monitoring of Offshore Structures

The offshore structures industry has experienced rapid growth during the last decades.
It is claimed that the marine industry was born in 1947 when a steel platform was
placed in 20 feet (6.10 m) of water offshore the coast of Louisiana. Before this date,
most "offshore" activities were built on wooden piled decks which were linked to the
shore through trestles. Moreover, other types of offshore platforms were installed in
oil-producing areas such as in the Caspian Sea in the early 1900s [43].

It is worth mentioning that one of the first investigators for the implementation of
Structural Health Monitoring in practice was the offshore industry. Due to the fact that
offshore structures are faced with a harsh marine environment, there is a demand for
structural assessment especially when traditional inspections were either impossible
or too expensive [2]. Structural Health Monitoring is focused on the integrity of the
structures so as to decrease costs, increase the operational lifetime, and enhance safety
[44]. Hence, SHM is even more crucial for the case of offshore structures.

During two decades of the 1970s and 1980s, the offshore oil & gas industry put
significant efforts to develop vibration-based damage detection techniques for offshore
platforms. Nevertheless, because of several practical issues (e.g., measurement chal-
lenges due to platform machine noise, instrumentation challenges in hostile environ-
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ments, changing mass due to marine growth and variation fluid storage levels, temporal
variability of foundation conditions, and the inability of wave motion to excite higher
vibration modes), which arise in the marine environment, the efforts to develop SHM
technology for the offshore industry were mainly abandoned in the early 1980s [45].
To date, some techniques have been developed in order to detect, quantify and localize
the damage in offshore structures [46].

There are some reasons which make offshore structures a challenging issue in order
to implement Structural Health Monitoring [2].

• The nature of working on offshore platform structures involve many open prob-
lems and questions in the field of SHM at one time. These systems are constructed
in environments with severely changing operational conditions, which operators
are mostly unable to quantify these variabilities [47–49]; specifically, where the
structural models are uncertain [50, 51] and based upon output-only analyses,
which suffers from a high incompleteness in the monitoring information [52] and
modal expansion techniques [53, 54].

• Alternatively, direct fatigue load analysis, as a potential damage that occurs inside
of a structure, could be considered, which requires estimating the input loads [55–
58].

• The mentioned problems are become more complicated by taking into account
the inherent structural nonlinearity in such systems, coming from both nonlinear
fluid structure interactions [59] and foundation conditions [60–63]. These nonlin-
earities contribute greatly to a very uncertain environment with high challenges
for both system identification and SHM due to the high number of unknowns and
confounding effects.

• It is also an environment where there is tangible cost benefit for implementation
of SHM strategies due to the high maintenance and inspection cost.

These factors motivate researchers to keep their study in order to apply developing
technologies for SHM of offshore structures.

1.5 Contribution and Outline of This Dissertation

In this dissertation some possible and capable techniques based on machine learning
and statistical methods are presented and applied to various kinds of structures in order
to diagnose probable damages and their severity in these structures.

This dissertation is organized into 7 chapters. In Chapter 2, an important literature
review related to the data-based Structural Health Monitoring (SHM) techniques relies
on statistical pattern recognition paradigm focusing on feature extraction and classi-
fication methods, especially for offshore structures is discussed. Chapter 3 presents
an iterative method for feature extraction via time series analysis using vibration re-
sponses. Chapter 4 proposes some statistical methods as a combination of data analysis
techniques and time-invariant linear models. A new machine learning method in an
unsupervised learning manner by using the k-medoids clustering algorithm for damage
diagnosis is proposed in Chapter 5. The applications and results of proposed damage
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detection techniques on different monitoring data acquired from numerical, experimen-
tal, and real (large-scale) structures are given in Chapter 6. Finally, Chapter 7 points
out conclusions, which are derived from this study and perspectives for future research.

8
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CHAPTER2
Literature Review

IN this chapter, some contributions from the literature related to SHM of structures
are presented. SHM studies for offshore structures have been arisen by both eco-
nomic and life-safety concerns. There have been various examples where the fail-

ure of these structures led to the death of everyone on the platform. Fig. 2.1 depicts
fires that caused from damage to an offshore platform [7].

The offshore structures are encountered with a large number of damage scenarios.
Corrosion damage, fatigue damage accumulation, and ship impact on the structural ele-
ments are some examples of damage cases. However, the majority of numerical studies
for damage detection in offshore structures modeled a crack in a structural element
or completely removed the element. Several tests were accomplished on in situ plat-
forms [64–68]. Moreover, experiments were carried out on scale-model platforms in
laboratory settings [69–72].

Due to the fact that only a small part of offshore structures is located above the wa-
ter surface, it leads to some limitations and difficulties implementing in situ monitoring
scheme. However, reaching to these places could be quite difficult and risky. In case
divers are employed to take measurements below the water surface, it becomes highly
expensive and extremely dangerous. Instead, below the water surface, data can be ac-
quired by installing appropriate sensors and wiring into structural components, such as
tubular truss members, during construction period. It is worth mentioning that the cor-
rosive saltwater environment can adversely impact sensors and associated wire systems
when used for long-term monitoring [7].

Vandiver [73] by considering changes in the natural frequencies of a welded steel
offshore pile-supported tower detected subsurface structural damage. In addition, a
technique based on statistical energy analysis for predicting the dynamic response of a
wide range of floating and fixed offshore structures to random wave forces is presented.

9
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Figure 2.1: Damage to an offshore oil platform in the Gulf of Mexico causing fires (Credit: US Coast
Guard via Getty Images).

Loland and Dodds [74] measured the responses of three platforms in the North Sea
during nine months. Since, natural frequencies of the offshore structure are dependent
on the stiffness, mass and geometry of the structure and are independent on the excita-
tion, therefore, the response is most noticeable at the natural frequencies. Accordingly,
it is observed, minor structural modification to the test platforms caused changes of
10% to 15% at the natural frequencies. The corresponding mode shapes need to be
identified in order to track these natural frequencies.

Wojnarowski [75] presented a method for structural integrity evaluation and early
damage detection of offshore structures using vibration measurements. Numerous pa-
rameters (mass, corrosion, entrained water, marine growth, soil support conditions,
etc.) which affect the lower-mode vibration characteristic of the structure were studied
separately and their quantitative effect on the natural frequencies was calculated.

Yang et al. [70] applied the random decrement method in order to identify induced
cracks in a model of a welded-steel offshore platform. It is found that complete sev-
erance mostly affects low-frequency modes and to a limited extent, higher-frequency
modes.

To evaluate the structural integrity of steel offshore platforms in the Gulf of Mex-
ico, Duggan et al. [64] explored the use of ambient surface vibrational measurements.
The study was planned to realize if the vibrational behavior of the platforms is stable
under various environmental and operational circumstances, but pertaining to struc-
tural changes. First, data was collected during 7 months from platforms with different
structural configurations, environmental loading and operating conditions. During the
monitoring period, on the Ship Shoal 247A platform, repairs on two legs and the re-
placement of three bracing members were made. Subsequently, autospectral and cross-
spectral analysis techniques were used to analyze selected data. The results indicated
that ambient surface vibration methods could not detect the elimination of bracing ele-

10



i
i

“thesis” — 2022/4/5 — 15:16 — page 11 — #29 i
i

i
i

i
i

ments on the Ship Shoal platform, and in order to correctly distinguish changes in the
platform, it is necessary to identify the mode in addition to the natural frequency.

Coppolino and Rubin [76] measured structural responses from ambient vibrations
of a producing Shell Platform SP-62C which is located in a water depth of 100 m in
the Gulf of Mexico during its normal producing operation. These measured modal
responses were used to build an FEM of the platform, and several damage scenarios
were defined in the model. It is shown that based on the location of damage, natural
frequencies change from 1% to 2% compared to their undamaged states.

The ability of structural response measurements for detecting damage in the West
Sole (WE) platform was investigated by Kenley and Dodds [65]. For this purpose, be-
fore removing the platform, it was intentionally and progressively damaged by cutting
members. To measure the dynamic response of the platform to ambient excitation in
undamaged and damaged states, several accelerometers were placed above and below
water. It was concluded that overall measurements above water can identify the full
severance of an element, whereas local measurements underwater can detect flooding
and part severance of a member.

Lepert et al. [77] based on numerous experimental tests on an offshore platform
model, and modal analysis theory indicated that there is a relation between the inci-
dence of failure and the variation of dynamic characteristics of the structure, which
is dependent on the size and location of the damage. Moreover, the Vibro-detection
method was introduced as an effective alternative to traditional nondestructive testing
techniques for the assessment of offshore structures.

Nataraja [67] in order to develop and prove the feasibility of monitoring systems
for identifying structural damage, measured the ambient vibration responses of three
fixed steel platforms located in the North Sea over a two-year period. According to
the results, only the lowest natural frequencies could be detected without difficulty,
and these frequencies remained consistent during the monitoring interval. Besides,
temporary changes in frequencies due to the variation in deck mass related to drilling
activities could be detected. Therefore, in order to distinguish frequency changes due
to the deck mass from structural damage and foundation stiffness changes, it is crucial
to monitor the deck mass. Furthermore, it was mentioned that vibration monitoring
using accelerometers on the surface and deck can only detect global changes in these
structures.

Kim and Stubbs [78] examined a method for damage localization and estimating the
severity of damage in a numerical offshore platform model when only modal parame-
ters of damaged state for a few modes of vibration are known.

Roitman and Viero [79] considered the performance of Modal Assurance Criterion
(MAC), Coordinate Modal Assurance Criterion (COMAC), Modal Scale Factor (MSF),
mode shape Relative Difference (RD) method, and Change in Modal Vector Perpen-
dicular to Predominate Modal Direction techniques which are using mode shapes, for
damage detection and localization of a scaled fixed platform. It is found that the MAC
and MSF methods were sensitive to the damage when higher modes were evaluated. In
addition, despite the sensitivity of the COMAC and model shape Relative Difference
methods to damage, they were unable to accurately identify the location of the damage.
Moreover, since the Change in Modal Vector Perpendicular to Predominate Modal Di-
rection was able to detect damage in structure by using only deck sensors, it could play
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an important role in diagnosing damage in offshore structures.
Nichols [44] proposed a technique using ambient excitation in order to detect dam-

age in offshore structures. For this purpose, the output of a stochastic process con-
firming the ambient Pierson-Moskowitz wave distribution is used to excite the offshore
models. Subsequently, the response of a damaged structure is predicted using structural
response data from an undamaged state.

Yang et al. [80] employed the natural excitation technology (NExT), eigensystem re-
alization algorithm (ERA), and peak picking (PP) techniques in the frequency domain
for output-only modal identification as a reference model for damage identification pur-
poses. Given that, the ambient vibration test in the field on a steel jacket-type offshore
platform under wave-induced and wind force was performed.

Wang et al. [81] introduced a modal strain energy index for diagnosing damage in a
simulated offshore jacket platform utilizing modal information. It was shown that the
damage detection technique only requires a few lower modes and a partial degree of
freedom of the entire model to detect the location of damage due to the changes in deck
mass.

Shi et al [82] described a damage detection algorithm based on statistical treatment
for damage localization of a numerical model of the offshore platform using a few
lower modes of vibration in both undamaged and damaged states. Modal parameters
which were derived from eigenvalue analysis on the model were used to evaluate the
effectiveness of the method using variations in partial mode shapes and its robustness
against identification error of baseline structure. Afterward, modal parameters were
identified using an Autoregressive-moving average (ARMA) method for dynamic re-
sponses of the offshore platform. Eventually, the proposed method was employed with
the aid of statistical methods for modal parameters to define the location of damage in
the platform.

Cheng and Wang [83] presented a method for detecting damage in a simplified off-
shore platform using time-domain responses data under random excitation. First, the
time-domain of noise data was used to construct a time series model. Accordingly,
based on time-domain response data, a sensitivity matrix consisting of the first differ-
ential of autoregressive coefficient of the time series models with regard to the structural
stiffness was calculated. Finally, the location and severity of damage in the structure
were determined through solving damage vector.

Asgarian et al. [84] utilized modal strain energy for damage detection, damage local-
ization, and estimating the severity of damage in a numerical offshore platform model.
In this study, modal strain energy change ratio (MSECR) was obtained for each struc-
tural member in order to detect the location of the damage. In addition, cross-modal
strain energy (CMSE) was employed to estimate damage severity in each suspected
damaged member.

Elshafey et al. [85] investigated a combination approach using random decrement
signature and neural networks in order to identify damage in an experimental model
of a real fixed offshore jacket structure. The model was equipped with accelerometers
and strain gauges on the legs and deck to record responses of the experimental model
which was excited by random loads. It is shown that the proposed method uses a limited
number of vibration data and, it was successful in diagnosing damage using vibration
data excited by the Pierson-Moskowitz spectrum.
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The application of the bicoherence function for damage detection of a simulated
offshore platform using acceleration responses was studied by Hillis et al. [86]. The
proposed technique used only natural environmental excitation, and it was able to detect
small changes in stiffness of single structural elements employing measurements of
global structural motion.

Diao et al. [87] utilized the acceleration time-history responses of a numerical model
of a four-story steel frame under white noise to compute the vibration transmissibility,
and for dimensionality reduction, principal component analysis (PCA) was carried out
on the amplitude of vibration transmissibility. The variations of the principal compo-
nent before and after damage were determined and combined as damage characteristic
vectors, which were input into the Back-propagation neural network to identify the lo-
cation of the damage. During the damage detection process, the effects of various noise
intensities were examined, and it was conducted that the method is capable of detecting
structural damage, however, it was easily affected by the noise.

Wang [88] to detect and quantify damage in offshore platform structures, while lim-
ited modal data are existing, implemented iterative modal strain energy (IMSE) tech-
nique. It is worth mentioning that the technique uses both modal frequencies and spa-
tially incomplete mode shapes, and it is not necessary for the modal frequencies to be
paired one by one with the mode shapes.

Wang et al. [46] considered the performance of a traditional modal strain energy
(Stubbs index) method and modal strain energy decomposition (MSED) method for
damage localization of an offshore platform.

The applicability of vibration-based algorithms based on stochastic subspace iden-
tification (SSI) in the time domain for stability and structural change monitoring of
offshore wind turbines was investigated by Kraemer and Friedmanna [89]. As a result,
the sensitivity of the technique for monitoring purposes was evaluated through long-
term monitoring of a large-size test rig of an offshore wind turbine at a scale of 1:10
under various structural states.

Yi [90] using strain response data collected by FBG sensors, proposed a local dam-
age detection method for offshore platforms by principal component analysis (PCA)
and linear adaptive filter (LAF) methods based on statistical techniques. Furthermore,
the impacts of changes in temperature and external loading on a scaled tidal current
power plant structure were considered and using the nonparametric PCA and LAF tech-
niques an effective remedy was suggested.

Kim et al. [91] developed an SHM system for identifying damage in the hybrid
offshore wind and tidal current turbine using measured acceleration responses. Ac-
celerometers were mounted at four different levels of the experimental model from the
base to the top. To detect damage in the structure, first, the coherence function be-
tween two sets of acceleration data was performed, then the averaged integrations of
coherence (AIC) function with frequency were applied.

Oliveira et al. [92] in order to identify structural changes in wind turbines, developed
a vibration-based method according to the determination of the modal features of the
most important vibration modes. To consider the effect of environmental and opera-
tional changes on the natural frequencies, data was collected for more than 1 year from
a 2-MW wind turbine. Then, the impact of environmental and operational variety over
the features was reduced by using a statistical technique based on regression models to
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identify structural changes in the structure.
Vidal et al. [93] developed a data-based method for identifying damage in offshore

jacket-type wind turbines utilizing only accelerometer data. The wind excitation was
modeled as Gaussian white noise and vibrational responses of the wind turbine as raw
data, pre-processed by means of mean-centered group-scaling. Then, for the sake of
dimensionality reduction and computing time of the next step, principal component
analysis (PCA) was employed. Eventually, the quadratic kernel support vector machine
(SVM) was applied as a classifier.

Due to the fact that the accuracy of damage detection is dependent on the locations
of damages as well as the location and number of sensors, a sensitivity analysis was
carried out by Jiang et al. [94] to vary the number and location of sensors, and damage
severity. It is denoted that when locations of sensors are closer to the locations of
damages, the results of damage detection improve, and these results are more sensitive
to sensor locations when damages are present in the upper structures. Moreover, the
detection results are more sensitive to the severity of damage than to the incidence of
several damages.

A data-based strategy by employing accelerometer data and applying principal com-
ponent analysis and machine learning algorithms for damage detection and localization
on a laboratory-scale of a jacket-type offshore wind turbine was developed by Vidal
et al. [95]. In addition, structural health monitoring based on vibration-response for
an experimental model of a steel jacket-type offshore wind turbine using Convolution
Neural Networks (CNN) was performed by Puruncajas et al. [96]; which converted ac-
celerometer data into gray-scale images and classified these images by the deep CNN
for predicting possible damages.

Bao et al. [97] investigated the use of one-dimensional convolutional neural network
(CNN) technique for damage detection of an offshore platform. Damage-sensitive fea-
tures were automatically extracted from raw strain response data. The method was able
to identify and localize the damage for both single and multiple full element damage
scenarios, while the minor multiple damages on local elements of the platform were
hard to localize. In addition, the one-dimensional CNN method through a linear regres-
sion model, can also accurately estimate the damage severity to the members.

Bao et al. [98] by a combination of the random decrement technique (RDT) with
long and short-term memory (LSTM) networks proposed the so-called RDT-LSTM
method for the localization and severity assessment of structural damage for offshore
jacket platform using measured vibration response. First, RDT was used for prepro-
cessing the noisy random data, and then LSTM was applied to identify damage. The
RDT-LSTM method was able to accurately detect and localize the structural damage
under random excitation.

Feijóo et al. [72] proposed an unsupervised damage detection approach using an
autoencoder neural network model for offshore jacket wind turbine foundation. The
presented method only employed the healthy data of the structure and it performed
under various environmental and operational changes using only output data obtained
by accelerometer sensors.

Bao et al. [99] considered the feasibility of using deep learning methods (CNN,
LSTM, and CNN-LSTM) for determining the location and estimating the severity of
damage for the offshore platforms using vibration response data. The results demon-
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strated that deep learning methods, in combination with the RDT technique for data
preprocessing offer outstanding structural damage detection performance for offshore
structures.
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CHAPTER3
Data-Based Methods for Feature Extraction and

Classificaiton

TIME series analysis takes into account as the most applicable feature extraction
technique in such a way that statistical characteristics of time series models are
chosen as damage-sensitive features (DSFs). Based on time series analysis, one

can fit a mathematical model with appropriate and specific orders to the vibration time-
domain data and extract coefficients and residuals of the model [100–106].

The coefficients of AutoRegressive (AR) model as the DSFs were extracted by Sohn
et al. [107] in order to use them in statistical control charts for the damage identifica-
tion process. In another study, the residuals of AR model, which quantify the differ-
ence between the prediction from the AR model and the actual measured time-domain,
were employed by Fugate et al. [108] as the damage-sensitive features in the statistical
control charts for the damage identification. A new methodology associated with the
feature extraction process by combining the AR and AutoRegressive with eXogenous
input (ARX) models was established by Sohn et al. [109]. In that approach [109], the
residuals of AR model were employed as the input of the ARX model and then the co-
efficients of this model were applied as the DSFs. An AutoRegressive Moving Average
(ARMA) model was used by Nair et al. [110] for the feature extraction procedure by ap-
plying the first three AR coefficients as the damage-sensitive features. An ARX model
with a new sensor clustering method was exploited by Gul and Necati Catbas [111] for
the feature extraction process. In their methodology [111], the output of each sensor in
a cluster was utilized as an input to the ARX model to predict the output of the refer-
ence channel of that sensor cluster. A damage identification methodology by applying
the AutoRegressive Moving Average with eXogenous input (ARMAX) model was pro-
posed by Ay and Wang [112] to quantify the acquired set of vibration signals. A novel
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sensitive damage feature extraction based on measuring the distance of the coefficients
of vector autoregressive (VAR) models by Mahalanobis distance method was proposed
by Mosavi et al. [113].

Even though the time series models are widely employed in the context of SHM in
order for extracting the DSFs, there are some limitations in using these models such as
making sure of the adequacy and accuracy of models. From a statistical viewpoint, a
time series model should produce uncorrelated residuals to make sure the model accu-
racy and adequacy [114]. Any model that does not satisfy this requirement should be
modified [115]; thus, choosing an appropriate order plays a crucial role in the accuracy
and adequacy of any time series model. Furthermore, most of the researchers did not
sufficiently clarify the main reasons of choosing and using the time series models in
their studies [116, 117]. In statistics, there are many time series models with different
specifications, which can be applied to the vibration time-domain data. It is important
to identify the best time series model with optimal orders to make sure the model ac-
curacy and adequacy. In this study, an iterative feature extraction technique based on
time series modeling is proposed with the special focuses on identifying the best time
series model, choosing the optimal orders for the identified model.

The statistical decision making refers to use statistical methods for the classifica-
tion of DSFs. This step of the statistical pattern recognition framework is concerned
with the implementation of algorithms that operate on the extracted features to quan-
tify the damage state of the structure. The algorithms used in the statistical decision
making are normally carried out by machine learning methods that are broken into un-
supervised and supervised learning classes. Both of them are intended to train a model
from the extracted features in an effort to discriminant the undamaged state from the
damaged one. The unsupervised learning class only needs the DSFs of the undamaged
condition for training the model, whereas in the supervised learning class the trained
model is composed of the extracted features of the undamaged and damaged conditions.
An statistical classification algorithm was presented by Carden and Brownjohn [118]
based on analyzing the dynamic responses of structures in the time domain. In their
method [118], the parameters of ARMA model were used in the classifier to learn an
unsupervised learning algorithm for damage identification. Two supervised learning al-
gorithms, namely nearest neighbor classification and learning vector quantization were
employed by de Lautour and Omenzetter [116] in order to detect damage based on using
the coefficients of AR model as the damage-sensitive features. The health of structures
by a multivariate statistical process control method, called Hotelling’s T 2 control chart,
based on extracting the parameters of AR model was evaluated by Wang and Ong [119].
A new statistical process control approach was proposed by Zapico-Valle et al. [120]
to classify the state of structure applying signal lengths as new damage-sensitive fea-
tures. In addition, Mahalanobis distance-based outlier detection algorithm by using the
coefficients of AR model was used by Gul and Catbas [121] in order to detect and lo-
cate structural damage in the different laboratory structures. In another area, the crack
length for damage diagnosis in the plate-like structures using the guided wave-based
technique and a novel ellipse-based binary damage imaging algorithm were assessed
by Zima and Rucka [122].

One of the important problems in the context of SHM is the effect of operational and
environmental variability on the results of damage detection. They are linear changes
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in the structures resulting from either environmental conditions such as temperature,
wind loading, and moisture or operational conditions including live loads, operation
speed and changing the source of excitations [123]. Such variations often alter the
physical properties of the structure such as mass and stiffness and lead to Type I error
(known as false-positive or false alarm error). This error occurs when the structure is
declared damaged, while it is in fact undamaged. Sohn et al. [124] presented a damage
classification approach under varying operational and environmental conditions using
a unique combination of time series analysis, neural networks, and statistical infer-
ence techniques. Kullaa [125] applied factor analysis to eliminate the effects of these
conditions on the measured features. In that study [125], linear and nonlinear mod-
els were established to indicate the relationship between temperature and four natural
frequencies without measuring environmental quantities. Oh and Sohn [126] proposed
nonlinear principal component analysis based on unsupervised support vector machine.
The proposed nonlinear PCA characterized the nonlinear relationship between the ex-
tracted DSFs from AR-ARX model and unmeasured environmental and operational
parameters. Some efficient machine learning methods were presented by Figueiredo et
al. [123] in order to remove the operational and environmental variability from the fea-
tures of AR model. In the global health monitoring, it is essential to apply powerful and
reliable statistical methods for identifying damage without any false-positive errors.

3.1 Time Series Analysis

In statistics, time series analysis is a method that makes an attempt to fit a mathematical
model to time series data in order to find out meaningful statistical characteristics of the
data [115]. On the other hand, time series is a sequence of data points that typically
consists of successive measurements at a specific time interval. In the time series mod-
eling, the stochastic structure of time series is captured by identifying an appropriate
model. Since there are various types of time series, it is necessary to select an adequate
model to estimate parameters included in the model, depending on the characteristics
of the time series and the objective of the time series analysis.

3.1.1 Time Series Models

There are three class types of time series models, autoregressive, integrated, and mov-
ing average, which are mostly used in time series analyses. AR model is known as a
simplest linear time series model that is linearly related to the output (response) data.
When the input data such as the excitation force is available, ARX model can be con-
structed. It is possible to combine AR and ARX models to the moving average and pro-
duce ARMA model for the output-only data and ARMAX model for the input-output
data [114].

The selection of time series model depends on the type of data and data acquisition
system. A total formulation of a time series model along with input, output, and error
terms can be expressed in the following equation [114]:

y(t) + a1y(t− 1) + ...+ anay(t− na) = b1u(t− 1) + ...

+bnbu(t− nb) + e(t) + d1e(t− 1) + ...+ dnbe(t− nb)
(3.1)
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where u(t) and y(t) denote the input and output data at the specific time t; e(t) is the
error or discrepancy term between the measured time series data and predicted one via
the model. The unknown parameters of the model are shown by a, b, and d, which
refer to the coefficients of model. Moreover, the orders of the time series model are
represented by na, nb, and nd. It is possible to compact Eq. (3.1) as follows:

A(q)y(t) = B(q)u(t) +D(q) + e(t) (3.2)

In Eq. (3.2), A(q), B(q), and D(q) are the polynomials by using the backshift
operator q [127], which can be formulated as:

A(q) = 1 + a1q
−1 + a2q

−2 + ...+ anaq
−na

B(q) = 1 + b1q
−1 + b2q

−2 + ...+ bnbq
−nb

D(q) = 1 + d1q
−1 + d2q

−2 + ...+ dndq
−nd

(3.3)

As a note, it would be interested in to know that Eq. (3.1) represents the general
formulation of the ARMAX model. In other words, any changes in the terms of this
model lead to obtaining the other type of the time series models. If nd = 0 or removing
the error term D(q) from Eq. (3.1), for example, the model becomes ARX so that the
polynomials of input and output data will be enough for the model construction. Thus,
the formulation of ARX model is written as follows:

A(q)y(t) = B(q)u(t) + e(t) (3.4)

The ARMA model is obtained by setting nb to zero as:

A(q)y(t) = D(q)e(t) (3.5)

Finally, the AR model is generated by nb = nd = 0, that is:

A(q)y(t) = e(t) (3.6)

The AR model is a linear stationary model, which is widely used in analysis of the
stationary time series data. As shown in Eq. (3.6), this model only requires the output
data and its polynomial; therefore, it is more suitable for the vibration-based applica-
tions when the input data or excitation forces applied to the structures are immeasurable
or unknown.

3.1.2 Model Identification by Box-Jenkins Methodology

The time series models should be compatible with the time series data. In other word,
the selection of an appropriate time series model depends strongly on the nature of
time series data. For instance, in the non-stationary data, an integrated time series
model such as autoregressive integrated moving average (ARIMA) may be better than
an ARMA model due to the nature of non-stationary data. One applicable way for
identifying the most proper time series model for the stationary time series data is to
use Box-Jenkins methodology [114]. This approach relies on using autocorrelation
function (ACF) and partial autocorrelation function (PACF) that are statistical tools for
measuring the correlation of time series data.
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Under the Box-Jenkins methodology, if the ACF tails off with an exponential decay
or a damped sine wave, and the PACF becomes zero after a lag, the time series conforms
to the AR model. On the contrary, if the PACF tails off with an exponential decay or
a damped sine wave, and the ACF cuts off after a lag, the MA representation can be
selected. Eventually, if both the ACF and the PACF tail off with an exponential decay
or a damped sine waves, ARMA can be chosen as the most proper model [114].

3.2 A New Iterative Feature Extraction Technique

As mentioned in the introduction, the parameters and residuals of time series models
can be used as the DSFs. During the damage occurrence in a structure, the parame-
ters of the identified time series model decrease due to their relations to the physical
characteristics of structure. The process of extracting the model parameters under both
undamaged and damaged conditions is based on (1) fitting an appropriate time series
model to vibration response data acquired from each sensor and (2) extracting its pa-
rameters as the DSFs. By contrast, the process of feature extraction by the model
residuals consists of using an appropriate model along with its parameters estimated
from the undamaged condition to predict the responses of the damaged condition. The
fact beyond this procedure is that the model used in the undamaged condition will no
longer correctly predict the response of the damaged structure; therefore, the uncorre-
lated residuals regarding the damaged state will increase.

The proposed iterative feature extraction is intended to extract these features from
the correlated residuals of model. This technique is based on choosing the best time
series model compatible with the raw vibration time-domain data and extracting the un-
correlated residuals as the major criterion of adequacy and accuracy of time series mod-
els. In this technique, the model identification procedure is carried out by Box-Jenkins
methodology [114]. Each iterative method needs a stopping condition to terminate the
iterations and a maximum amount to determine the number of iterations. The stopping
criterion in the proposed iterative feature extraction technique is based on the residual
analysis of the identified model. To determine the maximum number of iterations, the
residual analysis using Ljung-Box test is employed in an iterative manner as shown in
Fig. 3.1 The maximum number of iterations ensures that the iterative technique will
finally terminated in a quantity (order) that makes the model possible to produce un-
correlated residuals. On the basis of Ljung-Box test, if p-value of the model residuals
is larger than 0.05, one can infer that the model can produce uncorrelated residuals in
the sense that it is an adequate and correct model.

Once the maximum orders of model are obtained, a minimum arbitrary number is
chosen to begin the iterative algorithm. On this basis, the order of model is started with
the minimum number to examine the correlation of the residual of the model through
autocorrelation function. In most cases, the model residuals gained by the minimum
order are correlated; thus, the iterative step continues in such a way that the correlated
residuals of the model with the minimum order are utilized as the input data in the
algorithm of the proposed iterative technique. Fig. 3.2 depicts the flowchart regarding
the feature extraction by the proposed iterative technique.
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Figure 3.1: The flowchart of the iterative algorithm for determining the maximum order.

3.3 Global Health Monitoring Strategy

The aim of machine learning algorithms is to build or train a model that makes decisions
based on the features extracted from the feature extraction step in the statistical pattern
recognition framework. An important factor in the machine learning algorithms is to
select training and test data sets for learning the model. In the context of SHM, the
extracted features from the normal (undamaged) condition are typically chosen as the
training data set, while the test data set consists of features that come from the normal
and abnormal (damaged) conditions.

Assume that X ∈ <m×n, with m-dimensional feature vectors from n different nor-
mal structural states, is the parameters (coefficients) of the identified model under the
undamaged conditions extracted from the proposed iterative feature extraction tech-
nique. The matrix X is selected as the training data set to learn a model and detect any
probable damage in the structure. In contrast, Z ∈ <m×k , where k is the number of
feature vectors from the undamaged and/or damaged conditions, takes into account as
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Figure 3.2: The flowchart of the proposed iterative feature extraction technique.

the test data set. As a result, any deviation of the features under the damaged condi-
tions (test data) from the trained model constituted by the training data is an indication
of damage occurrence.

3.3.1 Machine Learning Algorithms

3.3.1.1 Mahalanobis-Square Distance

Mahalanobis-square distance (MSD) is a well-known distance metric [128] that mea-
sures the distance between two points in the feature space composed of two or more
variables. Considering the training matrix X with multivariate mean vector x̄ ∈ <m×1
and covariance matrix Σ ∈ <m×m, MSD between the feature vectors of the training
data and the feature vector of test data z is defined as:

DIMSD = (zj − x̄)TΣ−1(zj − x̄) (3.7)
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where z̄j is the jth vector of the test data matrix Z. In this methodology, the trained
model consists of the mean and covariance matrices computed by the training data set.
The main assumption in MSD is that the feature vector of the damaged condition (test
data) with the source of environmental and operational variability will be further from
the mean of the normal condition. Therefore, any deviation of MSD values in the test
data from the training data or trained model implies that the damage has occurred in
the structure.

3.3.1.2 Factor Analysis

Factor analysis is a multivariate statistical method used to describe variability among
observed, correlated variables in terms of a potentially lower number of unobserved
variables called factors. Mathematically speaking, the linear factor model in the matrix
form can be expressed as:

X = ΛF + E (3.8)

where Λ ∈ <m×f is a constant matrix of factor loadings, F ∈ <f×n represents a matrix
of factor scores, and E ∈ <m×m is a matrix of unique factors or error terms. The error
variable j = 1, 2, ...,m are assumed to be independent with ψj specific variances. Note
that f is a small number of the unobserved independent variables that should be less
than the number of variables or features (f < m). In the SHM community, the factor
model in Eq. (3.8) can be used to train a model by determining the factor loadings and
specific variance matrices in the following form:

Σ = ΛΛT + Ψ (3.9)

where Ψ is a diagonal matrix with the specific variances. There are several methods to
estimate Λ and Ψ such as maximum likelihood estimation [129] and principal factor
analysis [130]. Eq. (3.9) is the trained model based on the factor analysis method using
the training data set. In the same manner to MSD method, the covariance matrix Σ is a
square matrix with m elements concerned with the training data X.

In order to compute the values of factor model for the global health monitoring, it
is necessary to estimate the factor scores. To achieve this goal, some methods such as
linear regression, Thomson, and Bartlett can be applied to determine the factor score
matrix F considering the test data set Z. For the linear regression method, the factor
score matrix is determined as:

F = ΛT (Ψ + ΛΛT )−1Z (3.10)

For Thomson’s method:

F = (I + ΛTΨ−1 + Λ)−1ΛTΨ−1ZT (3.11)

where I ∈ <f×f is the identity matrix. Eventually, the factor score matrix F by
Bartlett’s method is given by:

F = (ΛTΨ−1 + Λ)−1ΛTΨ−1ZT (3.12)
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After computing the factor loadings and factor score matrices, a damage index for the
global health monitoring is formulated by using Euclidean norm in the following equa-
tion:

DIFA =
∥∥∥(ZT −Λ · F)T

∥∥∥
2

(3.13)

3.3.1.3 Principal Component Analysis

Principal component analysis (PCA) is a multivariate statistical process that is utilized
to convert a set of observations of possibly correlated variables into a set of values
of linearly uncorrelated variables named as principal components [131]. In the SHM
community, PCA contributes to several applications such as dimensionality reduction,
feature extraction [132, 133], data normalization for removing the effect of operational
and environmental variability from the DSFs [134], and feature classification for dam-
age detection problem [135].

Mathematically speaking, PCA is described as an orthogonal linear transformation
that transforms data to a new coordinate system such that the greatest variance by some
projection of the data represents the first coordinate, called the first principal compo-
nent, the second greatest variance on the second coordinate, and so on.

In this study, PCA is used as a machine learning algorithm to detect damage in
the structure using the features extracted from the proposed iterative feature extraction
technique. Before establishing a damage indicator by PCA, it is necessary to imple-
ment a standardization process in the training data set with the aid of its mean and
variance. Considering the parameters of the identified time series model gained by
the proposed iterative feature extraction technique, the standardization of training data
matrix is given by:

x̃ij =
xij − µj
σj

(3.14)

where x̃ij denotes the ith sample at the jth variable in the matrix of training data. More-
over, µj and σj are the mean and standard deviation of the training data X, at which
i = 1, 2, ..., n j = 1, 2, ...,m. Once the training data set is standardized, its covariance
matrix is decomposed by singular value decomposition to determine the eigenvalues
and eigenvectors (principal components) in the following form:

Σ̃ = VΛVT (3.15)

where Λ is a diagonal matrix containing the ranked eigenvalues λj , and V is the matrix
containing the corresponding eigenvectors vj . To determine the damage index of PCA,
the test data set Z is normalized by the mean and standard deviation of the training data
set X. In fact, these statistical moments along with the principal components of the
training data make a model based on PCA. Therefore, any deviation from this model is
representative of damage occurrence. The PCA-based damage indicator can be written
as follows:

DIPCA =
∥∥∥(Z− S ·V)T

∥∥∥
2

(3.16)

where S = ZV.
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3.3.1.4 Auto-Associative Neural Network

The auto-associative neural network (AANN) is a machine learning method that is em-
ployed to evaluate the global state of structure by training a neural network model.
Applying the features extracted from the undamaged state, AANN is trained to char-
acterize the underlying dependency of the identified features on the unobserved opera-
tional and environmental variations by treating this unobserved dependency as hidden
intrinsic variables in the neural network. The structure of AANN consists of three hid-
den layers: (1) the mapping layer, (2) the bottleneck layer, and de-mapping layer as
shown in Fig. 3.3.

Figure 3.3: Network structure of an AANN.

For the applications of SHM, the network is initially trained to learn the correla-
tions between features; therefore, it can reveal the unobserved sources of variability
that influence the structural response. This correlation is represented at the bottleneck
output, where the number of nodes depends on the number of unobserved independent
variables that influence the structural response.

In AANN, a model regarding the machine learning algorithm is trained as a neural
network using the training data set, the numbers of nodes in bottleneck, mapping, and
de-mapping layers. Subsequently, the test data sets are applied to this model to calculate
the output of the network concerning the test data. On this basis, a damage index based
on AANN can be expressed as:

DIAANN =
∥∥Z̄− Z

∥∥
2

(3.17)

In this equation, Z is the test data, and Z̄ represents the output of the network.

3.3.2 Threshold Level

In order to detect the global state of the structure and classify the undamaged and dam-
aged conditions, it is significant to define a threshold value. Determining this threshold
value is very critical and needs careful efforts to calculate an accurate amount. Any
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deviation from the threshold level in the process of SHM is indicative of damage oc-
currence. Depending on the class of machine learning algorithms, the calculation of
threshold value depends only on the training data set, the number of observations, and
the number of dimensions in the training data.

In this study, a simple method is presented to define the threshold level. Under
this method, the only training data is applied to the machine learning methods or their
damage indices without using the test data. For example, suppose that x is a feature
vector of the training data set X; therefore, instead of using z in Eq. (3.7), the values
of MSD using the training data set is simply computed as:

DIMSD = (xj − x̄)TΣ−1(xj − x̄) (3.18)

Arranging the absolute values of MSD in ascending form, where it begins with DImin

and ends by DImax, the threshold value is given by:

t = DIj|j=0.95r (3.19)

In this equation, r is the number of data points in the values of MSD using the training
data set, and the scalar amount 0.95 denotes 95% cut-off over the training data. This
process can simply be conducted for the other machine learning methods presented in
this study. Table 3.1 represents the step-by-step levels of determining the threshold
value.

Table 3.1: The step-by-step levels of determining the threshold value.

Step 1: Specify the training data set X ∈ <m×n and the test data set Z ∈ <m×k

Step 2: Apply the only training data set in the damage index (DI) of the machine learning algorithms
without using the test data

Step 3: Arrange the quantities of damage indices obtained from the previous step in the ascending
form

Step 4: Choose the threshold value based on Eq. (3.19)

3.4 Summary

The main objective of this chapter is to present a global health monitoring strategy by
proposing an iterative feature extraction technique and some capable machine learn-
ing methods. The proposed iterative algorithm is based on time series modeling with
the special focuses on selecting the best time series model and extracting uncorrelated
residuals. In this technique, Box-Jenkins methodology is applied to choose a model
compatible with the raw vibration data. Residual analysis using Ljung-Box test is then
employed to determine a maximum amount as a stopping criterion in the proposed it-
erative method. In order to extract the parameters of the identified model, it is essential
to have uncorrelated residuals. On this basis, an iterative algorithm is established in
such a way that the initial correlated residuals obtained from the minimum arbitrary
order are used as the input data instead of the raw vibration responses. The machine
learning methods are Mahalanobis-square distance (MSD), factor analysis (FA), prin-
ciple component analysis (PCA), and auto-associative neural network (AANN). The
most important ability of these methods is to remove the influence of environmental
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and operational variability from the DSFs leading to an appropriate global health moni-
toring. The major contribution of this study is to propose an iterative feature extraction
technique using time series modeling in order for dealing with some limitations and
drawbacks such as extracting uncorrelated residual with sufficient orders from vibra-
tion time domain responses. Another novelty of this study is to compare the features
extracted from the proposed iterative feature extraction technique by some applicable
and reliable machine learning approaches under varying the operational and environ-
mental variability.
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CHAPTER4
Robust Multidimensional Scaling Method for

High-Dimensional Vibration Data

DUE to directly applying measured data, feature extraction and feature classi-
fication are two key parts of any data-driven method. The process of fea-
ture extraction discovers meaningful information (features) from raw vibra-

tion measurements [7]. For the SHM applications, such features should be sensitive to
damage; hence, those are usually known as damage-sensitive features (DSFs). Depend-
ing upon the nature and type of vibration data, advanced signal processing techniques
provide powerful and effective approaches to extracting diverse DSFs from vibration
signals [136]. Time series analysis by time-invariant linear representations is one of the
robust feature extraction methods [137]. Several research studies have utilized various
time-invariant linear models for feature extraction such as AutoRegressive (AR) [138],
AutoRegressive with eXogeneous input (ARX) [139], AutoRegressive Moving Aver-
age (ARMA) [140], and AutoRegressive Moving Average with eXogenous input (AR-
MAX) [112]. Using these models, it is possible to use the AR coefficients and the
model residuals as the main DSFs [141]. However, the extraction of features sensi-
tive to damage from measured vibration responses under unpredictable and unknown
ambient excitations may be problematic.

The process of feature classification utilizes the DSFs extracted from the normal
(known) and current (unknown) states of the structure so as to evaluate the global struc-
tural condition and detect any potential damage [7,142–144]. Hence, this process com-
pares two different states of a structure in order to recognize the status of the current
state, which can be either undamaged or damaged. Some effective and well-known
feature classification methods include Mahalanobis distance [145,146], artificial neural
networks [147, 148], and clustering [149, 150]. One of the major challenging issues
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in feature classification is concerned with the emergence of high-dimensional DSFs.
The main limitation is that the implementation of early damage detection by such fea-
tures may be troublesome and time-consuming. On the other hand, when the high-
dimensional DSFs are obtained from unmeasurable and unknown ambient excitations,
those may cause unreliable results of damage detection.

The initial solution is to reduce the size of data or DSFs by various dimensional-
ity reduction techniques such as principal component analysis (PCA) [151, 152], ran-
dom projection [153], deep auto-encoders [154–156], etc. to convert such features into
low-dimensional spaces. However, the loss of important information is the main con-
cern about dimensionality reduction techniques [157]. Mujica et al. [158] compared
four techniques including PCA, partial least square (PLS), and some extensions called
multiway PCA and multiway PLS to reduce the dimension of data for damage identi-
fication. They concluded that the multiway approaches are very useful in systems that
involve several sensors since those decrease drastically the computation cost. The other
comparative study on the problem of dimensionality reduction in the context of SHM
can be found in the article of Rebillat and Mechbal [159], who applied several meth-
ods including simple direct regression, PCA, PLS, canonical correlation analysis, and
autoencoders. They concluded that among the mentioned techniques, PCA, PLS, and
canonical correlation analysis are all able to discover a low-dimensional space in their
problem.

The other challenging issue in feature classification for any data-driven SHM method
is to determine a reliable threshold limit that should be able to distinguish the damaged
state from the normal condition. The threshold limit determination is a crucial process
because an inaccurate choice increases false alarm (false positive) and false detection
(false negative) errors that cause confusing results [160]. In reality, the information
of the current state of the structure is usually unknown. Therefore, in most cases of
SHM applications, the threshold limit determination is carried out by considering the
probabilistic properties of samples or outputs (e.g. damage indices) associated with the
normal or undamaged condition. For this purpose, it is necessary to assume a proba-
bility distribution model for such samples or outputs and calculate a statistical quantity
(i.e. a percentile of the distribution of interest), which is incorporated as a threshold
value [146]. The simplest way is to consider the Gaussian or normal distribution and
estimate a threshold limit based on a standard confidence interval (CI). Despite the sim-
plicity and computational efficiency of this approach, Sarmadi and Karamodin [146]
demonstrated that it is not able to provide a correct and reliable threshold when the
samples or outputs regarding the undamaged state are non-Gaussian or heavy-tailed.
To address this problem, one can utilize extreme value (EV) statistics and obtain a
threshold value by fitting a proper EV distribution [161–163]. However, the selection
of an appropriate EV distribution among three potential models (i.e. Gumbel, Fréchet,
and Gumbel) is not trivial.

4.1 Feature Extraction by ARMA Model

Time series analysis is a powerful statistical method for modeling vibration time-domain
signals (e.g. acceleration time histories) and extracting meaningful information that can
be interpreted as the DSFs. The type and nature of vibration signals are important fac-
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tors for choosing an appropriate time series model. From a statistical viewpoint, time
series is a sequence of values at a time interval that is observable as stationary or non-
stationary, deterministic or random, linear or nonlinear, etc. When time-series data is
linear and stationary, a suitable choice for time series modeling is to use time-invariant
representations including AR, ARX, ARMA, and ARMAX [114].

Depending upon the source of excitation, the process of time series modeling is gen-
erally decomposed into input-output and output-only problems. For the input-output
problem, it is necessary to have both the excitation (input) and response (output) sig-
nals and choose a time series model between ARX and ARMAX. When the input data
are unknown such as the ambient excitations, the process of time series modeling is
an output-only problem, in which case the only vibration responses of the structure are
available. Under such circumstances, one can apply AR and ARMA for modeling the
structural responses. An important note is that the vibration time-domain signals re-
sulting from the ambient excitations conform to the ARMA model [164]. Therefore, it
is important to use this representation for modeling the structural responses caused by
ambient vibration [118]. Supposing that y(t) is a vibration signal (structural response)
at time t, the ARMA model is expressed as:

y(t) =
na∑
i=1

ϕiy(t− i) +
nc∑
j=1

ψje(t− j) + e(t) (4.1)

where na and nc denote the orders of the AR and MA terms of the ARMA model;
Φ = [ϕ1, ..., ϕna], Ψ = [ψ1, ..., ψnc] are the vectors of the AR and MA coefficients,
respectively. In Eq. (4.1), e(t) is the residual of the model at time t, which can be
written as follows:

e(t) = y(t)− ŷ(t) = y(t)−

(
na∑
i=1

ϕiy(t− i) +
nc∑
j=1

ψje(t− j)

)
(4.2)

This value corresponds to the difference between the actual vibration signal y(t)
and the predicted time series ŷ(t) obtained from the ARMA model. Determination of
sufficient orders of time series representations is a crucial part of time series modeling.
This is because a selection of appropriate orders guarantees the model accuracy and
adequacy. In other words, a sufficient order is one that enables the time series model to
generate uncorrelated residuals; otherwise, the order should be improved [141]. Con-
sidering the equality of AR and MA orders (na = nc), it is possible to determine them
by checking the uncorrelatedness of the ARMA model residuals through the Ljung-
Box test. This is a statistical hypothesis test that assesses the correlation between the
residual sequences of a time series model [114]. Accordingly, if the p-value of the
test is greater than a significance level, one can realize that the residual sequences are
uncorrelated. As a result, the iterative order determination technique proposed by En-
tezami and Shariatmadar [141] is exploited to choose the sufficient orders of the ARMA
model. Although this technique was proposed to determine the order of the AR model,
its great merit is that one can utilize it for other kinds of time series models.

On the other hand, the process of feature extraction via time series modeling is
decomposed into the coefficient-based and residual-based approaches [141]. For the
ARMA model, the coefficient-based approach is intended to extract the AR coeffi-
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cients, which are directly related to the structural properties. In this regard, it is nec-
essary to determine the orders of the ARMA model from the vibration signals of the
normal condition and then estimate the AR coefficients of the normal and damaged
states by one of the computational techniques. For the use of the model residuals as the
DSFs, one initially requires obtaining the orders and coefficients of the ARMA repre-
sentation from the only normal condition and then extracting the model residuals. In
the damaged state, the model information (the orders and coefficients) gained by the
normal condition are utilized in an effort to extract the residuals of the ARMA model.
The central idea behind the residual-based approach is that the model obtained from
the normal state cannot give a reliable goodness-of-fit for time series modeling in the
damaged state, which leads to increases in the model residuals [141]. Despite the high
applicability of the coefficient-based and residual-based approaches to the feature ex-
traction, the latter does not require any order determination and parameter estimation
in the damaged state. Therefore, it seems that the use of the model residuals is more
advantageous to the process of feature extraction.

4.2 Robust Multidimensional Scaling

The RMDS is a technique for the reduction of the dimension of sampling data and
analysis of dissimilarity on a set of samples by considering outliers and uncertainties
in data. In fact, this technique is an improvement of the MDS [165], which is sensitive
to outliers and uncertainties [166, 167]. The RMDS aims to establish a dissimilarity
model that explicitly accounts for outliers and find an embedding matrix by solving
the proposed dissimilarity model in an iterative manner [166]. Consider a multivariate
dataset of n vectors ofm-dimensional samples X = [x1,x2, ...,xn] ∈ Rn×m. Using the
conventional Euclidean-squared distance (ESD), the dissimilarity between the vectors
xh and xr is given by:

δh,r(X) = (xh − xr)(xh − xr)
T (4.3)

where h, r = 1, 2, ..., n. The dissimilarity should satisfy δh.r(X) ≥ 0, δh,r(X) =
δr,s(X), and δh,h(X) = δr,r(X) = 0. By calculating all dissimilarities, one can obtain
the distance matrix D ∈ Rn×n, which is used in the RMDS algorithm. Given D, this
algorithm seeks an embedding of n vectors in a v-dimensional space (n > v), which
leads to the embedding or configuration matrix U = [u1,u2, ...,un] ∈ Rn×v so that the
pairwise distance dh,r(U) = ‖uh − ur‖2 approximates δh,r(X). Note that ‖ · ‖2 refers
to the Euclidean norm. In order to take into account outliers and find U, the RMDS
algorithm presents a dissimilarity model as follows:

δh,r(X) = dh,rU + oh,r + εh,r (4.4)

where oh,r denotes an outlier variable of δh,r(X), and εh,r is an independent random
value. For all outlier variables, one can collect them and construct the outlier matrix
O ∈ Rn×n. Hence, the estimate of O and U in the RMDS algorithm is performed by
minimizing the following objective function:

f(O,U) =
∑
h<r

(δh,r(X)− dh,r(U)− oh,r)2 + λ
∑
h<r

‖oh,r‖0 (4.5)
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where λ > 0 is a regularization value that controls the sparsity of O and corresponds to
the l0-norm (‖ · ‖0) of the outlier matrix. The minimization of Eq. (4.5) in the RMDS
algorithm is based on an iterative solver using a majorization-minimization (MM) ap-
proach [166]. For this purpose, one needs to expand f(O,U), which yields:

f(O,U) =
1

2
‖D−O‖2F−2

∑
h<r

(δh,r(X)−oh,r)dh,r(U)+Tr(ULUT )+
λ

2
‖O‖1 (4.6)

in which

‖O‖1 =
∑
h<r

|oh,r| (4.7)

In Eq. (4.6), L is a matrix with diagonal and off-diagonal entries equal to 1 and −1,
respectively. Furthermore, “Tr” refers to the trace operator of a matrix. Supposing that
V is an arbitrary matrix, one can define the matrices A1(O,V) and A2(O,V) in the
following forms:

A1(O,V) =


δh,r(X)− oh,r

dh,r(V)
(h, r) ∈ δh,r(X) > oh,r, dh,r(V ) > 0

0 otherwise
(4.8)

A2(O,V) =

−
δh,r(X)− oh,r

dh,r(V)
(h, r) ∈ δh,r(X) ≤ oh,r, dh,r(V ) > 0

0 otherwise
(4.9)

Accordingly, their Laplacian matrices are given by:

L1(O,V) = diag(A1(O,V)I)− (A1(O,V) (4.10)

L2(O,V) = diag(A2(O,V)I)− (A2(O,V) (4.11)

where I denotes an n × 1 vector of all ones. Using the above-mentioned matrices, the
majorizer of f(O,U) is given by:

g(O,U; V) = Tr(U(L + L2(O,U))UT ) + α(O,V)

−2Tr(UL1(O,V)V)T +
1

2
‖D−O‖2F +

λ

2
‖O‖1

(4.12)

For δh,r(X) ≤ oh,r and dh,r(U) > 0, α(O,V) is expressed as:

α(O,V) =
∑
h<r

(δh,r(X)− oh,r)dh,r(V) (4.13)

Therefore, the MM approach provides an iterative algorithm to minimize f(O,U) and
obtain the matrices O and U at (t+ 1) iterations in the following forms:
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O(t+1) = arg min g(O,U(t); U(t)) (4.14)

U(t+1) = arg min g(O(t+1),U; U(t)) (4.15)

For Eq. (4.14), each entry of O(t+1) corresponds to the solution of:

min
(
δh,r(X)− dh,r(U(t))− oh,r

)2
+ λ|oh,r| (4.16)

which is a scalar Lasso problem, whose solution is expressible by using the operator Sλ
as follows:

Sλ(x) = sgn(x)β(x) (4.17)

where “sgn” is the sign function and β(x) = max(0, |x| − λ/2). Using these expres-
sions, the solution to Eq. (4.16) can be written as:

o
(t+1)
h,r = Sλ

(
δh,r(X)− dh,r(U(t))

)
(4.18)

Since the majorizer g is defined via the matrices L1 and L2, the update of U in Eq.
(4.15) can be expressed as:

U(t+1) = U(t)L1

(
O(t+1),U(t)

)
L+ (4.19)

where “+" denotes the Moore-Penrose pseudo-inverse. It is worth remarking that the
arbitrary matrix V in Eqs. (4.8) - (4.11) is the embedding matrix at the tth iteration;
that is, V = U(t). In order to terminate the iteration in the MM approach, one needs
to define a stopping condition. For this aim, the RMDS method terminates when the
relative error ‖U(t+1) − U(t)‖F/‖U(t+1)‖F is smaller than an inconsiderable positive
value.

4.3 Proposed Data-Driven Method for SHM

4.3.1 Segmentation of High-Dimensional DSFs

Assume that E and Ē ∈ Rnd×ns are the residual datasets (matrices) of the ARMA
models in the undamaged and damaged states, where nd and ns denote the numbers of
residual samples and sensors (nd� ns), respectively. Due to the high-dimensionality
of the residual matrices, it is necessary to divide them into several low-dimensional
partitions with the same dimension as shown in Fig. 4.1. In this regard, the matrices
E and Ē can be segmented into p partitions with np samples; that is, E∗1, ...,E

∗
p and

Ē∗1, ..., Ē
∗
p where E∗ and Ē∗ ∈ Rnd×ns (nd > np � ns). Based on the descriptions

in Section 4.2, the residual matrices E∗1, ...,E
∗
p and Ē∗1, ..., Ē

∗
p are equivalent to X, in

which case np = n and ns = m.
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Figure 4.1: Graphical representation of the segmentation of the residual datasets of the normal and
damaged states.

4.3.2 Determination of Embedding Norm Values as Damage Indicators

After the segmentation of the residual datasets of the normal and damaged states, one
initially needs to compute the distance matrices of E∗1, ...,E

∗
p and Ē∗1, ..., Ē

∗
p by the

ESD technique or Eq. (4.3). For the np vectors of the residual datasets, the distance
matrices are the size of np × np. In the following, the RMDS algorithm based on the
iterative MM approach is applied to obtain the embedding matrices of all segments
for the normal and damaged states; that is, U1, ...,Up and Ū1, ..., Ūp, where U and
Ū ∈ Rnp×v. When np is relatively large, it is not trivial to use the high-dimensional
large embedding matrices of all partitions for feature classification. To address this
limitation, the matrix vectorization technique is used to convert the embedding matrices
into vectors u1, ...,up and ū1, ..., ūp, each of which includes nv samples (nv = np×v).

To obtain a damage indicator, an embedding norm value is defined by calculating
the Euclidean norm of each embedding vector of the undamaged and damaged states.
Taking the norm values of all segments (i.e. ‖u1‖2, ..., ‖up‖2 and ‖ū1‖2, ..., ‖ūp‖2) into
consideration, one can combine them into the distance vector d as follows:

d = [‖u1‖2, ..., ‖up‖2, ‖ū1‖2, ..., ‖ūp‖2] ∈ R2p (4.20)

where the first p embedding norm values belong to the normal condition and the remain-
ing quantities are associated with the damaged state. In some cases, the measurement
of vibration data is repeated several times in order to increase the reliability of data
acquisition. Under such circumstances, there are large volumes of vibration datasets
leading to the massive DSFs.

Assuming that nm refers to the number of test measurements, one can extract nm
sets of the DSFs (i.e. the residual matrices E and Ē). Therefore, the determination of
embedding norm values in the normal and damaged conditions is repeated nm times,
which leads to a larger distance-vector dT = [d1, ...,dnm] ∈ R2p×nm including the nm
vectors of d. It is worthwhile remarking that the first p × nm embedding norm values
of dT belong to the normal condition and the remaining quantities are associated with
the damaged state. For the problem of early damage detection, it is necessary to define
a threshold limit by using the first p×nm embedding norm values in dT. On this basis,
any deviation of the embedding norm value of the damaged state from the threshold
limit is representative of the damage occurrence. For the sake of convenience, Fig. 4.2
shows the flowchart of the proposed RMDS-based method.
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Figure 4.2: Flowchart of the proposed RMDS-based method for SHM.

4.4 Threshold Limit Determination

4.4.1 Extreme Value Statistics

In statistics and probability, the EV theory is a branch of order statistics that focuses on
modeling the tails of distribution [168,169]. For independent and identically distributed
data, the EV distributions can only take one of the three families including Gumbel
(Type 1), Fréchet (Type 2), or Weibull (Type 3). Assume that H(x) is a non-degenerate
limit function. On this basis, the Gumbel distribution model is expressed as:
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H1(x) = exp
(
−exp

(
−x− µ

σ

))
(4.21)

where −∞ < x < ∞ and σ > 0. Moreover, the Fréchet and Weibull distribution
models are formulated in the following forms:

H2(x) =

exp

(
−
(

σ

x− µ

)ξ)
x ≥ µ

0 x < µ

(4.22)

H3(x) =


1 x ≥ µ

exp

(
−
(
µ− x
σ

)ξ)
x < µ

(4.23)

In Eqs. (4.21) - (4.23), µ, σ, and ξ are the parameters of the EV distributions known
as the location, scale, and shape (i.e. expect for the Gumbel distribution) [169]. Given
the maximum values of a dataset, it is possible to select a proper limit distribution
among H1(x), H2(x), and H3(x) and fit an EV distribution model to the maximum
values. Once the type of EV distribution and its unknown parameters have been ob-
tained, the threshold limit under a significance level (α) is computed by inverting the
limit function of the selected EV distribution. In the Gumbel-type EV distribution, for
example, one needs to invert the following equation:

exp
(
−exp

(
−x− µ

σ

))
= 1− α

2
(4.24)

which leads to the upper-limit threshold value (τ1) as follows:

τ1 = x = µ− σ ln
(
− ln

(
1− α

2

))
(4.25)

The same process can be implemented for the other EV distributions to define their
threshold limits in the following forms:

τ2 = x = µ+
σ(

− ln
(

1− α

2

))1/ξ (4.26)

τ3 = x = µ− σ
(
− ln

(
1− α

2

))1/ξ
(4.27)

4.4.2 Selection of an Appropriate EV Distribution by GEV

The process of threshold limit determination by the EV statistics depends strongly on
the choice of an appropriate EV distribution among Gumbel, Fréchet, and Weibull
families. To deal with this limitation, this study utilizes an effective and simple ap-
proach based on the GEV. It is a family of continuous probability distributions devel-
oped within the EV theory. The main objective of GEV is to integrate the three EV
distributions into a single family of distribution as follows:
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H(x) = exp

(
−
(

1 + ξG

(
x− µG
σG

))− 1
ξG

)
(4.28)

where µG, σG, and ξG represent the location, scale, and shape of the GEV distribu-
tion model. The key characteristic of the GEV distribution is the ability to recognize
the type of EV distribution. When ξG < 0, the GEV is the Weibull-type EV distribu-
tion. In contrast, the GEV conforms to the Fréchet-type EV distribution for ξG > 0.
Finally, if ξG is identical to zero, one can realize that the GEV is the Gumbel-type EV
distribution [168]. Therefore, it is only necessary to estimate the shape parameter of
the GEV and then choose an EV distribution for the threshold limit determination. It
is important to mention that the maximum likelihood estimation (MLE) is applied to
estimate the unknown parameters of the EV and GEV distributions.

4.5 Summary

This chapter has presented a novel data-driven method for early damage detection under
high-dimensional features and ambient vibration by robust multidimensional scaling
(RMDS). The RMDS is an improvement on the traditional multidimensional scaling
(MDS). Both techniques aim to create low-dimensional projections by retaining pair-
wise distances between data samples as much as possible. The major disadvantage
of the MDS is that it may suffer from outliers and uncertainties [166]. In most real
cases of SHM, the outliers and uncertainties may be noise in measurements, unknown
ambient excitations, environmental variability, etc. that may seriously affect the per-
formance of any feature classification method. On this basis, the RMDS is proposed
to develop a novel data-driven SHM method. This method consists of some simple but
effective computational steps including the segmentation of high-dimensional DSFs,
the pairwise distance computation by the Euclidean-squared distance (ESD), the im-
plementation of the RMDS iterative algorithm, the matrix vectorization process, and
the Euclidean norm calculation. The process of feature extraction under ambient vi-
bration is performed by fitting ARMA models to measured vibration responses and
extracting their residuals as randomly high-dimensional DSFs. The major contribution
of this study is to develop a novel data-driven strategy for detecting damage based on
the output of the RMDS as a new method for dimensionality reduction. Dealing with
the problem of using large volumes of high-dimensional DSFs for early damage detec-
tion is the main advantage of the proposed method. Concerning the challenge of the
threshold limit determination based on the EV theory, this study introduces the gen-
eralized extreme value (GEV) distribution and its shape parameter to select the most
appropriate EV model.

38



i
i

“thesis” — 2022/4/5 — 15:16 — page 39 — #57 i
i

i
i

i
i

CHAPTER5
Clustering-Based Novelty Detection Method for

Unsupervised Damage Detection

THE basic premise of SHM is that the occurrence of damage changes the inher-
ent structural parameters (i.e. often stiffness) as well as the vibration responses
and characteristics. Modal frequencies are popular and widely used dynamic

features for structural health monitoring due to some great merits such as sensitivity to
damage, simple identification via various techniques of operational modal analysis, and
provision of global information for early damage detection. However, the main draw-
back of modal frequencies is their high sensitivity to environmental and/or operational
variability conditions [170–172]. These conditions may arise from temperature fluctua-
tions, humidity and moisture changes, wind speed and excitation amplitude variations,
traffic, etc. [37]. Because the variations in structural responses caused by the environ-
mental and/or operational variability are similar to damage, Type I or false alarm (i.e.
the structure is undamaged but the method of damage detection mistakenly alerts the
occurrence of damage) and Type II or false detection (i.e. the structure suffers from
damage but the method of damage detection incorrectly declares the normal condition)
are common errors in most of the modal-based SHM methods.

Machine learning algorithms present effective and tried-and-tested approaches to
analyzing features extracted from vibration data (e.g. modal frequencies) and making
decisions about the current state of the structure, thereby finding its normal or damaged
status [173, 174]. These algorithms are usually divided into two main classes called
supervised learning and unsupervised learning. Both algorithms are intended to learn a
statistical model (classifier or detector) by training data and make a decision via testing
data. The main difference between supervised and unsupervised learning is that the for-
mer needs the information (features) of both undamaged and damaged (current) states
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to learn a model, while the latter requires the only information or features of the undam-
aged condition. In most cases of SHM applications, the current state of the structure
is unknown. Under such circumstances, it is not practical and economical to impose
intentional damage patterns on complex and expensive civil structures in an effort to
obtain information about the damaged condition. Therefore, one can conclude that un-
supervised learning is more beneficial than supervised learning for health monitoring
of civil structures.

Cluster analysis is a popular unsupervised learning method that aims at dividing sim-
ilar objects into subsets or clusters. Regardless of the type of vibration data, damage-
sensitive features, and structural systems, some well-known clustering techniques such
as k-means [175,176], k-medoids [177,178], fuzzy clustering [179], and Gaussian mix-
ture model [180, 181] have been utilized to detect damage. Although the utilization of
cluster analysis is simple, the environmental and/or operational variability conditions
seriously affect the performances of clustering algorithms (and the other unsupervised
learning methods). Therefore, this problem is still a major challenge in SHM and it
may become worse if the distance metric used in the algorithm of clustering has low
damage detectability.

On the other hand, the decision-making for early damage detection in most of the
unsupervised learning methods requires an alarming threshold (i.e. a threshold limit)
that enables them to alarm adverse changes in the structure caused by damage and cor-
rectly distinguish the damaged state from the undamaged condition. To put it another
way, the estimate of a reliable threshold is critical because the final decision about the
occurrence of damage depends strongly on it. In most cases, this limit is obtained by the
probabilistic properties of the outputs of the model learned by the training data [146].
One of the powerful and effective ways for threshold estimation is based on the ex-
treme value theory (EVT) [168, 169]. Under this theory, it is only necessary to select
an extreme value distribution among Gumbel, Fréchet, and Weibull distribution models
and use a technique for modeling that distribution. The threshold limit is estimated by
using the extreme quantile of the cumulative density function of the distribution under a
significance level [161]. Nonetheless, this approach suffers from two main limitations.
First, it is important to apply an analytical technique to select the most appropriate ex-
treme value distribution among Gumbel, Fréchet, and Weibull models. Second, one
needs to use an alternative technique so as to verify this choice [168].

To deal with these limitations, the best solution is to consider the generalized ex-
treme value theory and utilize generalized extreme value (GEV) and generalized Pareto
(GP) distribution models [168]. The great merit of these distributions is that each of
them is a single distribution for modeling extreme quantities or rare events without any
requirement of applying additional techniques for choosing and verifying the distribu-
tion model. In this regard, Block maxima (BM) and peak-over-threshold (POT) are
two well-known approaches to modeling the GEV and GP distributions, respectively.
Despite the applicability and effectiveness of these techniques to the threshold estima-
tion, choosing an optimal block number for the BM and determining a threshold value
for the POT are their limitations. Any inappropriate choices of these parameters cause
inaccurate alarming thresholds for damage detection along with increases in the false
alarm and false detection errors.
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5.1 Backgrounds

Cluster analysis is an unsupervised learning method based on dividing similar points
with the small discrepancies or distances into a group or cluster. This concept provides
an appropriate opportunity to utilize clustering techniques in SHM. Based on the gen-
eral definition of the cluster analysis, one can exploit several clustering methods via the
prototype-based, density-based, graph-based, and hybrid algorithms [182]. The major
merit of prototype-based clustering approaches is that they are suitable for large and
high-dimensional samples [183]. Therefore, the main focus of this study is to present a
new application of one of the prototype-based clustering methods called the k-medoids
clustering to the SHM problem.

5.1.1 The K-Medoids Clustering

The k-medoids clustering is a prototype-based partitioning method commonly used in
domains that require robustness to outlier data, arbitrary distance metrics, and condi-
tions that the mean and/or median do not have clear definitions [184]. This method
is similar to the k-means clustering and the objective of both methods is to divide a
set of observations or data points into k subsets (clusters) so that the subsets minimize
the sum of distances between an observation and a center of the observation’s cluster.
In fact, both methods attempt to minimize the distance between points labeled to be
in a cluster and a point designated as the center of that cluster by a predefined objec-
tive function. For the k-means clustering, the prototype of interest is the centroid of
data (the average between the points) in a cluster. This method employs the Euclidean
distance as the usual distance metric and assigns a data point into the cluster that has
the minimum distance from its centroid. In contrast, the k-medoids algorithm selects
data points as centers (medoids) that can be chosen by arbitrary distances. Unlike the
k-means clustering, the center of data in a cluster is a prototype in the k-medoids clus-
tering. For this reason, this method is more resilient to noise and outliers in sampling
data compared to the k-means clustering [184].

Assume that X = [x1, ...,xn] ∈ <q×n is a matrix of n observations and q variables.
The algorithm of the k-medoids clustering divides the data set X into k clusters, which
the number of clusters (k) is known as a priori. This method implements the clustering
process iteratively by a predefined objective function until each representative observa-
tion is actually the medoid of the cluster. The objective function of interest is expressed
as:

J(c1, ..., ck) = min
∑

d(xi, cj) (5.1)

where i = 1, 2, ..., n and j = 1, 2, ..., k. Moreover, in Eq. (5.1), c1, ..., ck are the cluster
centers (medoids) and d denotes a dissimilarity measure, which is no need for this
measure to be symmetric or even metric. For the k-medoids clustering, the medoids or
centers are obtained from an iterative algorithm when the objective function J reaches
its minimum. One of the algorithms is called partitioning around medoids (PAM),
which proceeds in two steps including build-step and swap-step. The algorithm iterates
the build-steps and swap-steps until the medoids do not change, or termination criteria
are satisfied. The PAM algorithm minimizes the objective function by swapping all the
non-medoid points and medoids iteratively until convergence.
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5.1.2 Clustering in SHM

To detect damage by clustering techniques, it is necessary to define a strategy based
on a clustering algorithm and a damage indicator. Generally, the process of clustering
for SHM is carried out in the baseline (training) and monitoring (inspection) phases.
During the baseline period, the damage-sensitive features (e.g. modal frequencies) of
the undamaged states of the structure under different sources of environmental and/or
operational variations are used to produce a training data set. The main goal of the
clustering algorithm used in the damage detection framework in the baseline phase is
to determine the number of clusters. For the monitoring stage, the damage-sensitive
features of the current state of the structure are applied to make a testing data set.
Because this state is unknown, which means that it can be normal or damaged, the use
of testing data in the clustering algorithm indicates whether the structure is undamaged
or damaged.

Here, it is supposed that X ∈ <q×n and Z ∈ <q×m are the training and testing
matrices with the same variables and different observations. To employ the k-medoids
clustering in the damage detection framework, the main requirements in the baseline
phase are the number of clusters (k) and the cluster medoids c1, ..., ck. In most cases,
the damage indicator used in the framework of interest is defined as a distance measure
so as to determine the dissimilarity between a feature vector and the cluster medoids.
For a given q-dimensional feature vector of the testing data (z), the damage indicator is
the smallest distance between z and all cluster medoids. Using the Euclidean distance
as a popular and widely-used distance measure, the damage indicator DI∗ is given by:

DI∗ = min (‖z− c1‖2, ‖z− c2‖2, ..., ‖z− ck‖2) (5.2)

For each feature vector of the testing data, the calculation of DI continues to ob-
tain a vector of the smallest distance values of DI∗ regarding all observations. In the
monitoring phase, this vector is designated as dm = [DI∗1 , ..., DI

∗
m], where m de-

notes the number of observations (feature vectors) of the testing data. The decision
about the occurrence of damage needs an alarming threshold. For this purpose, the
feature vectors of the training data (x1, ...,xn) are used in Eq. (5.2) to define a vector
of the smallest distance values of DI∗ in the baseline phase, which is designated as
db = [DI∗1 , ..., DI

∗
n]. This vector is the output of the clustering-based method for esti-

mating an alarming threshold. Any deviation of the values in dm from the threshold is
indicative of damage occurrence.

5.2 Proposed Clustering-Based Method

The proposed clustering-based method is based on the k-medoids algorithm. The main
objective is to obtain a set of medoids using an optimal cluster number that enables the
proposed method to deal with the effects of environmental and/or operational variabil-
ity. This method also presents a new damage indicator on the basis of an Lp,r-distance
metric to increase damage detectability so that p and r are scalar values implying the
powers of the Lp,r-distance.
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5.2.1 Lp,r-Distance Measure

In most cases, the L2-norm or Euclidean distance is a popular and widely used measure
for defining an indicator for damage detection. The Lp,r-distance measure is a general
form of the Euclidean distance. This is a kind of power distance measure that uses a
formula mathematically equivalent to the power (p, r)-distance [185]. High damage
detectability should be the main characteristic of an appropriate damage indicator. If
the current state of the structure suffered from damage, the damage indicator with high
detectability is able to effectively indicate this situation. Given the two arbitrary vectors
x and z, the Lp,r-distance measure is defined as follows [186]:

Lp,r =
(∑

|x− z|p
) 1
r

(5.3)

Depending on different values of p and r, it is feasible to express several distance
metrics. For p = r ≥ 1, the Lp,r-distance measure can be called the Euclidean, Man-
hattan, and Chebyshev metrics when the powers p and r are identically set as 2, 1,
and∞, respectively. In mathematics, the Chebyshev distance or maximum metric is a
measure for calculating dissimilarity between two vectors, where the distance between
them is the greatest of their differences along any coordinate dimension [187]. In the
case of p = 2 and r = 1, the Lp,r-distance measure is equivalent to the squared Eu-
clidean distance. For 0 < p = r < 1, furthermore, this measure is called the fractional
Lp-distance [186]. Based on the definition of the Lp,r-distance, one can define a new
damage indicator by using the feature vector of the testing data and the cluster medoids
in the following form:

DI = min (Lp,r(z− c1), Lp,r(z− c2), ..., Lp,r(z− ck)) (5.4)

where

Lp,r(z, cj) =
(∑

|z− cj|p
) 1
r

(5.5)

where j = 1, 2, ..., k. Having considered all feature vectors of the testing matrix, it
is possible to determine the vector dm = [DI1, ..., DIm]. The same procedure is per-
formed to obtain the vector db = [DI1, ..., DIn] by using the feature vectors of the
training data. In other words, each of the vectors x1, ...,xn is incorporated into Eq.
(5.4) instead of z. Finally, the vector db is applied to estimate an alarming threshold
for damage detection.

5.2.2 Selection of An Appropriate Cluster Number for SHM

The selection of a proper and optimal cluster number is an important subject in the
prototype-based clustering algorithms such as the k-means, fuzzy c-means, and k-
medoids. Because the final results of clustering depend on the number of clusters,
it is essential to specify it in advance. Generally, the use of a few clusters may increase
the errors in results, while relatively large clusters enable the clustering algorithm to
decrease the errors. For SHM applications, the number of clusters is determined by
using the training data concerning the normal condition of the structure in the baseline
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phase. The common approach to choosing the cluster number for prototype-based clus-
tering algorithms is to employ the Silhouette value technique [184]. However, it will
be indicated that this technique is not resilient to SHM due to the presence of outliers,
noise, or environmental and/or operational variability.

On this basis, it will be proved in this study that the poor performance of the k-
medoids clustering in SHM due to high rates of Type I and Type II errors, as well
as low damage detectability, arises from using an improper and relatively small clus-
ter number. Because the effects of environmental and/or operational variations on the
clustering results lead to false alarms and false detection errors, the choice of an appro-
priate cluster number with the emphasis on dealing with these effects highly enhances
the performance of the clustering-based SHM method.

The central idea behind the proposed approach to selecting an appropriate cluster
number is to find a number among a relatively wide range of sample clusters Kmax,
which is a large scalar value (e.g. 1000). The main criterion for this selection is based
on evaluating the variances of different DI amounts of the vector db and choosing a
cluster number with the smallest variance value. This approach aims to select a proper
value of k to decrease or remove the variations in DI quantities resulting from the
environmental variability. To obtain this amount, the k-medoids clustering is initially
implemented by considering various cluster numbers. Under such circumstances, one
can obtain different sets of db in the baseline phase. Subsequently, the variances of
all distance vectors are calculated to choose an appropriate cluster number, which pos-
sesses the smallest variance value. For the sake of simplicity, Fig. 5.1 depicts the
flowchart of the proposed cluster selection approach.

5.3 Proposed Threshold Estimation Method

5.3.1 Extreme Value Theory

In statistics, the EVT is an approach to modeling the tails of a distribution by consid-
ering extreme quantities of sampling data or rare events [168]. The great advantage
of this approach is to only focus on a few assumptions about the distribution of data
rather than the modeling of whole data distribution. Furthermore, the EVT presents a
robust method for the threshold limit determination [146]. Considering a large number
of random data points, one can utilize three extreme value distributions including Gum-
bel, Fréchet, and Weibull [168, 169]. To determine a threshold value, it is necessary to
select one of the above-mentioned distributions and then estimate the unknown param-
eters of the selected distribution. Finally, the alarming threshold is obtained from the
extreme quantile of that distribution under a significance level. Due to the limitations
of this approach, which have been explained earlier, it is possible to use the GEV or GP
distribution models [168]. The main difference between these distributions originates
from the methodology of modeling extreme values. More precisely, the extreme value
modeling via the GEV distribution is based on the BM method [146], while the same
modeling procedure by the GP distribution is carried out via the POT method [162].
The BM method relies upon dividing a set of data samples into non-overlapping blocks
with equal size, extracting the maximum amount of each block, and fitting the GEV
distribution model to the set of maximum quantities extracted from all blocks. In con-
trast, the POT method is based on defining a threshold, choosing all extreme values
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5.3. Proposed Threshold Estimation Method

Figure 5.1: The flowchart of the proposed approach to select an appropriate cluster number for dealing
with the environmental variability: (a) the preliminary steps, (b) the iterative steps.

(exceedances) above the threshold of interest, and fitting the GP distribution model
to the exceedances. It should be clarified that the threshold used in the POT method
and the threshold limit regarding the decision-making and damage detection are two
distinct subjects. For both the BM and POT techniques, the maximum likelihood esti-
mation (MLE) is usually applied to estimate the unknown parameters of the GEV and
GP distributions including the shape, scale, and location [168, 169].
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5.3.2 Proposed GOF Method

The strategy for modeling the tails or extremes of a distribution by the proposed GOF
(goodness-of-fit) method differs from the conventional BM and POT techniques. The
great advantage of this method against the mentioned classical approaches is that it
allows modeling an extreme value distribution without choosing any block number or
determining any threshold level. It is needed to mention that the GEV distribution
model is considered to estimate an alarming threshold via the proposed GOF method.
The fundamental principle of the proposed GOF method is to arrange data samples in
descending order and find adequate maximum quantities from the first arranged sam-
ples via a GOF measure. In statistics, this measure is a statistical test for assessing the
accuracy and adequacy of a fitted model. To put it another way, this test is intended to
evaluate the acceptance or rejection of a theory or an idea. As a result, in the theory of
interest, the test conforms to a null hypothesis (H0) in the case of acceptance, and it is
an alternative hypothesis (H1) in the case of rejection. Generally, a GOF test relies on
a statistic (Q) that is a measure of the comparison between theoretical and empirical
quantities. In most cases, the null hypothesis is rejected when the statistic Q is very
large [188].

For the EVT, there are several GOF tests by considering their properties and ideas
based on probability plots, an empirical distribution function, a log-likelihood function,
Akaike or Bayesian information criteria, and Shapiro-Wilk’s approach [188]. Recently,
Pérez-Rodríguez et al. [189] proposed a new GOF test for the extreme value distribu-
tion based on the Kullback-Leibler information. Suppose that y1, ..., yn are n random
data samples, which are equivalent to DI1, ..., DIn of the vector db regarding the nor-
mal condition. The Kullback-Leibler information between the empirical and estimated
probability distribution functions, called G(y) and Ĝ(y), is given by:

KL(G, Ĝ) =

∫ +∞

−∞
G(y) ln

G(y)

Ĝ(y)
dy =∫ +∞

−∞
G(y) lnG(y) dy −

∫ +∞

−∞
G(y) ln Ĝ(y) dy

(5.6)

To obtain KL(G, Ĝ), the first term of the right-hand side of Eq. (5.6) is estimated by
the Vasicek estimator in the following form:∫ +∞

−∞
G(y) lnG(y) dy =

1

n

n∑
i=1

ln
( n

2h
(ln(yi+h)− ln(yi−h))

)
(5.7)

where h < n/2, yi−h = y1 and yi+h = yn if i − h < 1 and i + h > n. Regarding
the variable h, it should be clarified that it is possible to choose any positive integer
smaller than n/2. In this regard, the smallest (the lower-bound) and largest (the upper-
bound) choices of h correspond to 1 and (n

2
− 1). In this study, the upper bound of h is

considered to calculate the first term of the statistic of the Kullback-Leibler information.
Another important note about the variable h is that it should be a positive integer. For a
non-integer, therefore, one should round it to the lowest value. On the other hand, the
second term of the right-hand side of Eq. (5.6) is estimated by:

46



i
i

“thesis” — 2022/4/5 — 15:16 — page 47 — #65 i
i

i
i

i
i

5.4. Summary

∫ +∞

−∞
G(y) ln Ĝ(y) dy =

1

n

n∑
i=1

lnG (ln(yi), µy, σy) (5.8)

where µy and σy are the mean and standard deviation of y1, ..., yn. Eventually, the statis-
tic of the Kullback-Leibler information (QKL) is rewritten by using the data samples
y1, ..., yn and the amounts of n and h as follows:

QKL = − 1

n

n∑
i=1

ln
( n

2h
(yi+h − yi−h)

)
− 1

n

n∑
i=1

yi +
1

n

n∑
i=1

exp(yi) (5.9)

The null hypothesis (H0) is rejected for large values of QKL. Using the concept
of the Kullback-Leibler information, the proposed GOF method arranges the samples
y1, ..., yn in descending order so that the arranged data begins with ymax and ends with
ymin. Subsequently, an iterative algorithm is developed to obtain the number of ade-
quate maximum quantities (the extreme values) for modeling by the GEV distribution.
To determine this number, the iterative algorithm in the proposed GOF method mea-
sures different values of QKL from sample maximum numbers (i = 1, 2, ..., S, where i
is the number of iterations); that is, Q1

KL, Q
2
KL, ..., Q

S
KL. A number (s) with the small-

est QKL quantity presents the adequate maximum or extreme samples designated as
ŷ1, ..., ŷs, where ŷ1 = ymax and ŷs > ŷs+1. Eventually, the process of threshold estima-
tion is carried out by using the mentioned maximum samples and modeling them via
the GEV distribution in the following form [168]:

F (ŷ) = exp

{
−
[
1 + β

(
ŷ − µ
σ

)]− 1
β

}
(5.10)

where F is a non-degenerate distribution function. Furthermore, β, σ, and µ are the
unknown parameters of the GEV distribution known as the shape, scale, and location,
respectively. The threshold value is then determined by inverting Eq. (5.10) and es-
timating the extreme quantile of the GEV distribution. On this basis, the alarming
threshold under a significance level (α) is expressed as:

τα =

µ−
σ

β

[
1− {− log(1− α)}−β

]
β 6= 0

µ− σ log {− log(1− α)} β = 0
(5.11)

By using the threshold τα, it is expected that no DI values of the vector db violate
from τα. On the other hand, any deviation of the DI quantity of the vector dm from the
threshold limit is indicative of damage occurrence. For simplicity, Fig. 5.2 presents the
flowchart of the threshold estimation by the proposed GOF method.

5.4 Summary

Due to the importance of structural health monitoring under varying environmental con-
ditions, this chapter has proposed a new machine learning method in an unsupervised
learning manner by using the k-medoids clustering algorithm. The proposed clustering-
based method aims to remove the deceptive effects of environmental variability and
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Figure 5.2: The flowchart of the threshold estimation by the proposed GOF method .

increase the detectability of damage. For these purposes, an Lp,r-distance measure is
proposed to define a new damage indicator that can provide accurate results of damage
detection with high damage detectability. In the proposed clustering-based method,
the unfavorable effects of the environmental variability are removed by choosing an
adequate cluster number among a wide range of sample clusters based on analyzing
the variances regarding the outputs of the damage indicator obtained from the normal
condition. For the first time, this study proposes a novel approach to model the GEV
distribution and address the drawbacks of the BM and POT techniques for threshold es-
timation. The central idea behind the proposed approach is to utilize a goodness-of-fit
(GOF) test based on Kullback-Leibler information for choosing adequate extreme val-
ues without selecting any block number or determining any threshold amount. Propos-
ing a new clustering-based method using the k-medoids algorithm and an innovative
cluster selection approach, a new damage indicator by the Lp,r-distance measure, a
novel method for modeling the GEV distribution and threshold estimation are the main
contributions of this chapter. The great advantages of these approaches include dealing
with the problem of environmental variability, increasing damage detectability, deter-
mining a reliable threshold limit, and facilitating the process of threshold estimation
by GOF without obtaining some requirements of the conventional techniques such as
the number of blocks for Block maxima (BM) and a threshold value for peak-over-
threshold (POT).
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CHAPTER6
Applications and Results

A number of examples including numerical models, experimental benchmark
structures, and real structures are examined in the present chapter so as to ver-
ify the accuracy and performance of the proposed techniques for SHM pur-

poses. The numerical examples are a Reinforced Concrete Beam and an Offshore
Jacket Structure. In addition, the experimental models involve the Three-Story Lab-
oratory Structure, the IASC-ASCE Structure, and an Offshore Jacket Platform. Finally,
full-scale examples are included the Cable-Stayed Bridge and the Z24 Bridge.

6.1 Verification of Iterative Time Series-Based Method

In this section, two examples are used to validate the effectiveness and reliability of the
proposed iterative feature extraction technique described in Chapter 3. The first one is
a numerical model of the reinforced concrete beam and the second one is a three-story
laboratory structure, which belongs to the Engineering Institute Los Alamos National
Laboratory.

6.1.1 Application to the Numerical Reinforced Concrete Beam

In order to verify the accuracy and capability of the proposed methods, a numerical
model of the reinforced concrete beam is built as shown in Fig. 6.1. This model is
constructed by Finite Element Method from Bernoulli-Euler beam theory [190] with
the aid of an in-house finite element code implemented in MATLAB. On the basis of
this theory, each element of the beam has two nodes with four degrees of freedom
(DOFs), in which case the beam is discretized by 11 elements, 12 nodes, and 22 DOFs.
Assume that similar damping mechanisms are distributed throughout the beam; hence,
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the classical damping is an appropriate idealization. Furthermore, Rayleigh damping
model is utilized to construct the damage matrix using 5% damping ratio for all modes.

Figure 6.1: The numerical model of the concrete beam.

The geometry of the beam element is length 300 mm, height 250 mm and width
250 mm in the cross section. The material properties of the beam are composed of the
modulus of elasticity 22.3 GPa, material density 2400 Kg/m3, and Poisson coefficient
of 0.2. There are ten sensor mounted at the bottom of the beam (S1-S10). These sensors
acquire the acceleration time-domain data at 25 sec with 0.003125 sec sample interval.
In this regard, the data points at each sensor are 8000 samples.

To implement the global health monitoring, a single damage as a flexural crack
is simulated by reducing the concrete flexural rigidity at the middle-span of beam.
Based on this damage pattern, several incremental damage scenarios are defined at
the damage location. This pattern is a realistic simulation of cracks in the reinforced
concrete beams, which is introduced as a common way to use in the numerical ap-
plications [191]. Furthermore, in order to consider the effects of environmental and
operational variability, four structural changes are applied to the simulated beam by
increasing the mass of some elements of the beam. Table 6.1 represents all undamaged
and damaged cases in the numerical beam.

Table 6.1: The structural state conditions in the numerical model of beam.

State Condition Location Structural Changes Index(%)
1 Undamaged — Baseline —
2 Undamaged E2

The increase in the
material density (ρc)

15
3 Undamaged E5 30
4 Undamaged E9 20

5 Undamaged E2 30
E9 40

6 Damaged E6

The reduction of concrete
flexural rigidity (EIc)

−5
7 Damaged E6 −15
8 Damaged E6 −20
9 Damaged E6 −30

10 Damaged E6 −40

It is worth mentioning that the state 1 refers to the baseline condition of structure,
where there are neither damage patterns nor environmental and operational variability.
To simulate a dynamic test and acquire acceleration time history at each sensor location,
the dynamic analysis in the time domain is implemented by Newmark method [192].
Furthermore, Gaussian white noise signals are applied to the beam to excite the beam
and simulate ambient vibration. In this case, Gaussian white noise signals with the
different energy levels are subjected to the translation DOFs. As a sample, Figs. 6.2
and 6.3 illustrate the signals of Gaussian white noise and the acceleration responses at
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the sensor 5 in the states 1 and 8.

1

Figure 6.2: The excitation forces as the white noise signals at the sensor 5: (a) state 1, (b) state 8.

1

Figure 6.3: The acceleration time histories at the sensor 5: (a) state 1, (b) state 8.

It is significant to remark that each state in Table 6.1 includes five measurements in
the sense that the time-domain dynamic analysis of the beam is carried out five times
at each state leading to a 3D-dimensional measurement matrix with 8000 data points of
the acceleration time histories at 10 sensors in 50 measurements.

6.1.1.1 Time Series Modelling

After the simulation of the acceleration time histories by the numerical Newmark method,
the best time series model compatible with these data is identified to extract its param-
eters as the DSFs. As remarked previously, autocorrelation and partial autocorrelation
functions are two useful graphical tools for identifying the model according to Box-
Jenkins methodology. Figs. 6.4 and 6.5 illustrate the plots of these functions associated
with the acceleration time histories at the location of sensor 5 in the states 1 and 8, re-
spectively. In these figures, the x axis illustrates time-unit lags (microsecond) at which
the autocorrelation is computed, and the y axis indicates the value of correlation. It is
noticeable that the two horizontal lines in these figures are the confidence intervals.

As can be seen from these figures, the plots of the partial autocorrelation function
in both states approximately become zero after 30th lag (microsecond), whereas the
graphs of the autocorrelation function have exponentially decreasing forms without any
trend in being zero. Based on Box-Jenkins methodology, these evidences confirm that
AR model is the most appropriate time series model for fitting the acceleration time
histories. Although the present results have been achieved for the only two states of the
beam at the one sensor location, it is worth remarking that the AR model is also valid
for the other states and sensor locations.
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1

Figure 6.4: The process of identifying the time series model by Box-Jenkins methodology at the sensor
5 in the state 1: (a) autocorrelation, (b) partial autocorrelation.

1

Figure 6.5: The process of identifying the time series model by Box-Jenkins methodology at the sensor
5 in the state 8: (a) autocorrelation, (b) partial autocorrelation.

6.1.1.2 The Iterative Feature Extraction Technique

On the basis of the proposed iterative feature extraction technique, the maximum order
of AR model should be determined to define a limit of iteration. To achieve this goal,
the p-value of Ljung-Box test is applied to analyze the correlation of the extracted AR
residuals. The maximum order of AR model at each sensor location is one that the
p-value of the AR residuals should be larger than 0.05. Note that Ljung-Box test is
a statistics or numerical tool that is mostly used to examine the adequacy of model.
The time series model with the p-values less than 0.05 should be modified since this
criterion is indicative of the insufficiency of model. Table 3 shows the p-values and
maximum orders of the AR model at each sensor based on the first iterative algorithm
of the proposed feature extraction technique as shown in Fig. 3.2. Notice that the
maximum order at each sensor implies the number of iterations to produce an adequate
AR model.

As seen in Table 6.2, the p-values of the AR residuals at all sensors are larger than
0.05, which means that the AR models with their maximum orders are adequate and
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Table 6.2: The maximum orders and the p-values of AR residuals.

Sensor no. Maximum order p-value
1 59 0.0983
2 59 0.0821
3 53 0.0736
4 53 0.1016
5 49 0.1729
6 48 0.1266
7 53 0.3787
8 53 0.1241
9 59 0.0737

10 59 0.1431

correct. In other words, all of them make the uncorrelated residuals that is the main and
underlying criterion for the adequacy and accuracy of time series models. As a sample,
Fig. 6.6 displays the number of iterations in the state 1 at the sensors 6 and 10.

1

Figure 6.6: The number of iterations in the state 1: (a) sensor 6, (b) sensor 10.

Once the maximum orders of the AR models are calculated, the parameters of mod-
els are extracted as the DSFs through choosing a minimum arbitrary order. With regard
to the partial autocorrelation functions, the number 5 is chosen as the minimum order
and the process of extracting the parameters of AR model at each sensor location is
implemented through the iterative algorithm depicted in Fig. 3.2. In this regard, the
iterative algorithm needs 15 iterations or 15 optimal orders for the AR models. Thus,
15 parameters of the model at all sensor locations are determined by Yule-Walker meth-
ods [114].

It is evident that this order is very smaller than the maximum orders obtained by the
first iterative algorithm because it can deal with underfitting or overfitting in the time
series modeling. These problems pertain to the adequacy of times series models. When
the number of orders of a time series model exceeds a reliable and sufficient number, the
model becomes overfitting. On the contrary, if the model contains fewer orders than the
sufficient one, the underfitting issue occurs in the model. Based on the obtained results,
one can realize that the model with the maximum order may be overfitting since it is
possible to choose smaller order than the maximum order, in which the model is able
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to produce the uncorrelated residuals. On the other hand, the minimum order results
in an underfitting model. To indicate the correlation of residuals, the autocorrelation
function of the residuals of AR(15) at the sensors 3 and 8 in the state 1 are shown in
Fig. 6.7.

1

Figure 6.7: The autocorrelation function of the residuals of AR(15) in the baseline condition (state 1):
(a) sensor 3, (b) sensor 8.

The observations in Fig. 6.7 demonstrate that there are no correlation patterns in the
residuals of AR(15); thus, it can be argued that the model residuals are uncorrelated
based on the confidence intervals. This result is also valid for the residuals at the other
sensors.

6.1.1.3 The Global Health Monitoring by the Machine Learning Algorithms

Here, the results of global health monitoring or the first level of damage detection pro-
cess in the context of SHM are discussed using the parameters of AR(15). Before the
analysis of damage identification results, it is necessary to specify the training and test
data. For the training data, the AR parameters of all sensors in the states 1-5 in all
measurements (5 tests) are selected since these states are undamaged. In contrast, the
test data set consists of the AR parameters belonging to the only fifth measurement at
all sensors in the states 1-10.

In the following, the training and test data sets are used in the machine learning
algorithms to assess the global state of the beam. Fig. 6.8 (a)-(d) shows the results of
global structural health monitoring in the simulated beam based on MSD, FA, PCA,
and AANN methods, respectively.

As Fig. 6.8 (a)-(d) reveals, there are considerable deviations in the states 6-10 so
that all of them exceed the threshold levels. This is a reasonable result since these
states have been defined as the damaged conditions in the simulated beam. On the
contrary, all of the undamaged cases (i.e. the states 1-5) are under the threshold levels.
Notice that in this figure, the horizontal line is the threshold level in each method. On
this basis, any deviation from this line is an indication of the damage occurrence in the
beam. Table 6.3, shows the threshold quantities obtained from the machine learning
methods.

In Fig. 6.8 (a), the values of damage index values in the undamaged conditions
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1

(a) (b)

(c) (d)

Figure 6.8: The global health monitoring in the simulated beam by the machine learning methods: (a)
MSD, (b) FA, (c) PCA, and (d) AANN.

Table 6.3: The threshold values for the machine learning methods.

Methods MSD FA PCA AANN
Threshold values 23.042 5.992 5.714 2.849

are much smaller than the corresponding values in the damaged conditions leading to
the MSD values in the undamaged conditions become invisible. Moreover, Thomson’s
method has been applied to compute the factor score matrix F in the factor analysis
method and the number of factors is two. In AANN, the number of nodes in the bottle-
neck, mapping, and de-mapping layers are equal to one.

Another result in this section is related to estimating the level of damage severity
based on the proposed methods. As Table 6.1 indicates, the severity of damage in-
creases from the state 6 to the state 10, in which the first damage scenario (state 6)
possesses the lowest level of damage, whereas the state 10 indicates the highest one.
With these explanations, it can be observed that all the machine learning methods give
the accurate estimation results. In Fig. 6.8 (a)-(d), it can be suggested that the level
of damage increases with increasing the damage severity; however, the results of MSD
are much better than the other methods.
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6.1.2 Application to the Three-Story Laboratory Structure

For further verifications of the performance and ability of the proposed methods, an ex-
perimental study is implemented with the aid of the experimental data of a laboratory
benchmark model. This structure as shown in Fig. 6.9 is a three-story laboratory frame
constructed at the Engineering Institute Los Alamos National Laboratory [193]. The
frame schematic and sensor locations are shown in Fig 6.10. A random vibration load
was applied by means of an electrodynamics shaker to the base floor along the center-
line of the frame. The structure was instrumented with four accelerometers mounted at
the centerline of each floor on the opposite side from the excitation source to measure
the acceleration time-domain response. The shaker and frame were mounted together
on an aluminum baseplate and the entire system rested on rigid foam. The sensor sig-
nals were sampled at 320 Hz for 25.6 sec in duration, which are discretized into 8192
data samples at 3.125 microsecond intervals. A comprehensive documentation associ-
ated with this model is available in [194].

Figure 6.9: The three-story laboratory benchmark frame [194].

To induce nonlinear damage, a center column was suspended from the third floor.
This column was contacted a bumper mounted on the second floor, which the posi-
tion of the bumper can be adjusted to define diverse structural damage. The source of
the damage is a simulation of breathing cracks to produce nonlinear behavior through
opening and closing under excitation forces. The acceleration time-domain responses
at all floors and base were measured under 17 structural state conditions as shown in
Table 6.4.
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Figure 6.10: The frame schematic and sensor locations [194].

Table 6.4: The structural state conditions in the laboratory frame [194].

State Condition Description
1 Undamaged Baseline
2 Undamaged Added mass of 1.2 kg at the base
3 Undamaged Added mass of 1.2 kg at the 1st floor
4 Undamaged 87.5% stiffness reduction in one column of the 1st inter-story
5 Undamaged 87.5% stiffness reduction in two columns of the 1st inter-story
6 Undamaged 87.5% stiffness reduction in one column of the 2nd inter-story
7 Undamaged 87.5% stiffness reduction in two columns of the 2nd inter-story
8 Undamaged 87.5% stiffness reduction in one column of the 3rd inter-story
9 Undamaged 87.5% stiffness reduction in two columns of the 3rd inter-story
10 Damaged Distance between bumper and column tip 0.20 mm
11 Damaged Distance between bumper and column tip 0.15 mm
12 Damaged Distance between bumper and column tip 0.13 mm
13 Damaged Distance between bumper and column tip 0.10 mm
14 Damaged Distance between bumper and column tip 0.05 mm
15 Damaged Bumper 0.20 mm from column tip, 1.2 kg added at the base
16 Damaged Bumper 0.20 mm from column tip, 1.2 kg added at the 1st floor
17 Damaged Bumper 0.10 mm from column tip, 1.2 kg added at the 1st floor

The structural state conditions in the laboratory frame were categorized into the
four main groups including the baseline condition (state 1), the operational and en-
vironmental conditions (states 2-9), the damaged conditions (states 10-14), and the
damaged conditions along with the environmental and operational variability (states
15-17). In the baseline condition, there are no changes (damage nor non-damage) in
the laboratory frame, which make it as an ideal condition in the SHM community. The
environmental and operational variability are linear changes in the structures resulting
from either environmental conditions such as temperature, wind loading, and moisture
or operational conditions including live loads, operation speed and changing the source
of excitations [123].
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6.1.2.1 Time Series Modeling and Feature Extraction

For extracting the DSFs, the type of time series model should be identified on the basis
of Box-Jenkins methodology. Similar to the previous section, the plots of autocorrela-
tion and partial autocorrelation functions are utilized to identify the most appropriate
model for the acceleration time histories. Figs. 6.11 and 6.12 show the results of the
model identification at the channel 5 in the states 1 and 14, respectively.

1

Figure 6.11: The process of identifying the time series model by Box-Jenkins methodology at the
channel 5 in the state 1: (a) autocorrelation function, (b) partial autocorrelation function.

1

Figure 6.12: The process of identifying the time series model by Box-Jenkins methodology at the
channel 5 in the state 14: (a) autocorrelation function, (b) partial autocorrelation function.

As can be observed from these figures, the plots of autocorrelation function in both
states have exponentially decreasing forms, which do not tend to become zero, while the
plots of partial autocorrelation function gradually decay after 35th lag (microsecond).
From such observations, it can be concluded that AR model is the best time series
model for fitting the acceleration time histories.

In order to choose an optimal model order and then extract the parameters of AR
model, the maximum number of orders at each channel should be determined. Based
on the first algorithm of iterative feature extraction technique, the maximum orders are
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identical to the number of iterations such that the p-values of AR residuals in these
orders become larger than 0.05. Table 6.5 represents the maximum orders and the p-
values in Ljung-Box test in the baseline condition.

Table 6.5: The maximum orders and the p-values of AR residuals in the baseline condition.

Channel no. 2nd 3rd 4th 5th

Threshold values 60 54 46 56
p-values 0.534 0.306 0.072 0.190

All of the p-values represented in Table 6.5 are larger than 0.05 since the residuals of
AR model with the maximum orders are uncorrelated, even though using these orders
may cause overfitting problem in the time series modelling. Actually, the main reason
to select an optimal order between the minimum and maximum orders is to avoid in
achieving an underfitting or an overfitting model. In the same manner to the numerical
verification, the minimum order is 5.

Fig. 6.13 shows the autocorrelation of the residuals of AR model gained by the
minimum order at the channel 5 in the states 1 and 14.

1

Figure 6.13: The residual analysis by the ACF of the AR residuals using the minimum order at the
channel 5: (a) state 1, (b) state 14.

It is seen from Fig. 6.13 that there are substantial correlation patterns in the plots
of autocorrelation function of the residuals in the sense that the AR(5) is not sufficient
and its residuals are correlated. Based on the second iterative algorithm of the pro-
posed feature extraction technique, the residuals of AR(5) is chosen as the new data
for modelling rather than using the raw acceleration vibration data. Fig. 6.14 illus-
trates the parameters of the optimal AR model that has 25 parameters. This means that
the optimal AR order between the minimum and maximum orders is 25. In addition,
Yule-Walker method [114] is employed to determine the parameters of AR(25).

To realize the adequacy and accuracy of AR(25), Fig. 6.15 shows the autocorrelation
function of the model residuals at the channel 5 in the structural conditions 1 and 14.
From this figure, it can be observed that the patterns of autocorrelation function for the
residuals of AR(25) are roughly within the correlation bounds, which mean that this
model is adequate and its residuals are uncorrelated.
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Figure 6.14: The parameters of AR(25) in the laboratory frame at all channels in the state 1.

1

(a) (b)

Figure 6.15: The residual analysis by the autocorrelation function for the residuals of AR(25) at the
channel 5: (a) state 1, (b) state 14.

6.1.2.2 The Structural Health Monitoring in the Laboratory Frame

In this section, it is attempted to discern whether the proposed methods including the
iterative feature extraction technique and machine learning methods are able to rec-
ognize and classify the undamaged and damaged conditions in the laboratory frame.
Therefore, the parameters of optimal AR(25) are applied to the machine learning meth-
ods to calculate the quantity of damage indices in order for assessing the global state of
the laboratory frame.

The training data set is a matrix with 90 rows and 100 columns, where the rows rep-
resent the total number of measurements and undamaged conditions and the columns
are the total parameters of optimal AR(25) at four channels. It should be pointed out
that each state of the laboratory frame has 10 measurements; that is, the dynamic tests
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on the frame were implemented 10 times at each state. In contrast, the matrix of test
data consists of 17 rows and 100 columns, at which the rows denote the total num-
ber of structural states in one measurement. In order to define the threshold level for
each machine learning method, the training data set is employed as stated in Subsection
3.3.2. Table 6.6 represents the threshold values in the laboratory frame for the machine
learning methods.

Table 6.6: The threshold values for the machine learning methods in the laboratory frame.

Methods MSD FA PCA AANN
Threshold values 79.0123 8.1261 4.3495 2.0951

After computing the threshold values, the test data set is used to compute the quan-
tity of damage indices quantities for specifying the global condition of the frame. To
learn a model in the factor analysis method, the number of factors (f) is 2 and Thom-
son’s method is applied to determine the factor score matrix F. Moreover, the neural
network trained in the AANN method consists of 2, 4, and 4 nodes in the bottleneck,
the mapping and the de-mapping layers.

Fig. 6.16 (a)-(d) illustrates the results of global health monitoring for MSD, FA,
PCA, and AANN methods, respectively. It is observed from this figure that the dam-
aged conditions (states 10-17) exceed the threshold levels, whereas all of the undam-
aged conditions are approximately under the threshold values, which mean reasonable
results about the condition of frame in these conditions. In other words, the states 2-9
have been classified as the undamaged conditions despite the existence of operational
and environmental variability. These observations demonstrate that the proposed meth-
ods influentially enable us to detect the global state of the structures by overcoming the
operational and environmental conditions.

Another important result is to estimate the level of damage severity by the proposed
methods. In Fig. 6.16 (a)-(d), it can be seen that the values of damage indices in the
damaged conditions increase with increasing the damage level from the state 10 (the
lowest level of damage severity) to the state 14 (the highest level of damage extent). In
addition, this observation can be achieved in the damaged conditions with the opera-
tional and environmental variability, where the level of damage severity rises from the
conditions 15 and 16 (the lowest level of damage severity) to the state 17.

6.1.3 Conclusion

A numerical model of the reinforced concrete beam in Sunsection 6.1.1 and a bench-
mark model of the laboratory frame in Subsection 6.1.2 were employed to prove the
accuracy and performance of the proposed iterative feature extraction technique de-
scribed in Chapter 3. The method based on time series modeling and some powerful
machine learning methods for evaluating the global state of the structures under vary-
ing the operational and environmental conditions. The main objectives of the proposed
iterative feature extraction technique were to identify the best time series model for the
raw vibration time-domain data according to Box-Jenkins methodology and choose an
optimal order for the identified model to produce uncorrelated residuals. The machine
learning methods were MSD, FA, PCA, and AANN. Based on these methods, a simple
approach was proposed to determine the threshold values.
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1

(a) (b)

(c) (d)

Figure 6.16: The global health monitoring in the laboratory frame by the machine learning methods:
(a) MSD, (b) FA, (c) PCA, and (d) AANN.

In both cases, the proposed methods showed the excellent results in extracting the re-
liable DSFs and recognizing the global condition of the structures. It was demonstrated
that using the Box-Jenkins methodology enables us to identify the most consistent time
series model with the vibration responses. Furthermore, the residual analysis of op-
timal AR models confirmed that the proposed iterative feature extraction technique is
able to fit an accurate and adequate time series model with uncorrelated residuals. The
observations of machine learning methods confirmed that these methods are capable of
detecting any probable damage, even in the presence of the operational and environ-
mental variability. Moreover, they can appropriately estimate the level of damage in
the structures.

6.2 Verification of Robust Multidimensional Scaling-Based Method

Three different applications are provided in this section to demonstrate the effective-
ness and capability of the robust multidimensional scaling (RMDS) method and gener-
alized extreme value (GEV) distribution for determining appropriate threshold which is
discussed in Chapter 4, for damage detection under high-dimensional features and am-
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bient vibration. The examples are: 1) a model-scale four-story steel structure related to
the second phase of the IACE-ASCE SHM problem [195], 2) a full-scale cable-stayed
bridge, which belongs to Structural Monitoring and Control (SMC) at the Harbin Insti-
tute of Technology in China [196], and 3) a numerical offshore jacket structure.

6.2.1 Application to the IASC-ASCE Structure

The four-story structure of the IASC-ASCE problem consisted of 2-bay-by-2-bay steel
frames with 2.5×2.5 m in plan and 3.6 m in tall as shown in Fig. 6.17(a). The members
were hot-rolled grade 300 W steel with the nominal yield stress 300 MPa. The columns
and floor beams were constructed by B100× 9 and S75× 11 sections, respectively. In
each bay, the bracing system included two 12.7 mm diameter threaded steel rods placed
in parallel along the diagonal. To make a reasonably realistic mass distribution, there
was one-floor slab per bay per floor so that four 1000 kg slabs were placed at each of the
first, second, and third levels and four 750 kg slabs on the fourth floor. On each floor,
two of the masses were placed off-center to increase the degree of coupling between the
translational motions of the structure. Fig. 6.17(b) depicts the plan of the IASC-ASCE
structure.

1

(a) (b)

Figure 6.17: (a) The IASC-ASCE structure, (b) The sensor numbers and locations [197].

The structure was subjected to ambient vibrations including excitations present from
the environment due to the wind, pedestrians, and traffic. The vibration signals were
acquired by 15 accelerometers with 5 Volts/g sensitivity distributed on the four stories
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and the base of the structure as shown in Fig. 6.17(b). The FBA accelerometers were
located on the east and west frames to measure the acceleration time histories in the
north-south direction (along the strong axis). The EPI accelerometers were installed
near the center column of the structure to measure acceleration responses in the east-
west direction (along the weak axis). It needs to mention that the vibration responses of
Sensors 1-3 mounted on the base do not provide relevant information about the dynamic
behavior of the structure. For this reason, one can neglect to use them in the process of
feature extraction. The damage scenarios of the IASC-ASCE structure were simulated
by removing some braces from the east, southeast, and north sides (the first pattern)
and loosening bolts at the beam-column connections (the second pattern). This study
considers the first damage pattern to evaluate the performance of the proposed methods
for early damage detection. Table 6.7 lists the five damaged cases resulting from the
elimination of the bracing systems from the east and southeast sides.

Table 6.7: The undamaged and damaged conditions of the IASC-ASCE structure.

Case no. Structural Condition Description
1 Undamaged Full braced structural system
2 Damaged Removing the braces of all floors from the east side
3 Damaged Removing the braces of all floors from the south-east corner
4 Damaged Removing the braces of the first and fourth floors from the

south-east corner
5 Damaged Removing the braces of the first floor from the south-east corner

Before performing the process of feature extraction, it is necessary to implement
some signal pre-processing techniques such as data detrending (i.e. removing linear
trends from time series) and standardizing (i.e. normalizing time series by its mean and
standard deviation). After that, the initial step of response modeling via the ARMA
representation is to determine the model orders (na and nc). Using the iterative order
determination technique for the ARMA model [141], Table 6.8 presents the amounts of
na and nc as well as the p-values of the Ljung-Box test under the 5% significance level.
All p-values in Table 6.8 are larger than the amount of significant level (0.05), in which
case one can infer that the residuals of ARMA models for the undamaged condition are
uncorrelated. As a sample, Fig. 6.18 indicates the evolution of the p-values associated
with the residuals of Sensor 15. It is clear that the p-value at the 54th iteration is greater
than 0.05; hence, the appropriate amount for na and nc is 54.

Using the orders gained by the iterative algorithm, the coefficients of ARMA models
of the normal condition are estimated by the prediction-error technique [114]. In the
following, the uncorrelated residuals at all sensors of the first case are extracted as
the randomly DSFs, which make the residual dataset (matrix) of the normal condition
E ∈ R60000×12 (i.e. nd = 60000 and ns = 12). Based on the residual-based feature
extraction, the ARMA models (i.e. the orders and coefficients) obtained from the first
case are used to extract the residuals of the damaged cases. For each case, one can
make a matrix of residual samples as Ē ∈ R60000×12. To demonstrate the sensitivity of
the ARMA model residuals to damage, Fig. 6.19 shows the comparison between the
residual samples of the normal condition and each damaged case at Sensor 15. Based
on Fig. 6.17(b) and the descriptions in Table 6.7, one can understand that the location
of Sensor 15 is near to the damaged area of the structure for Cases 2-4 (i.e. at the east
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Table 6.8: The orders of ARMA models and the p-values of the Ljung-Box test for the first case.

Sensor no. Order no. p-valuena nc
4 45 45 0.1422
5 42 42 0.7971
6 40 40 0.1775
7 61 61 0.1280
8 43 43 0.8807
9 39 39 0.0819
10 64 64 0.1652
11 48 48 0.2876
12 40 40 0.0853
13 47 47 0.2793
14 46 46 0.5056
15 54 54 0.0754

Figure 6.18: The evolution of p-values of the ARMA residuals at Sensor 15.

side of the fourth floor) except for Case 5. As can be seen in Fig. 6.19(a)-(c), there are
clear increases in the ARMA residuals regarding Cases 2-4 compared to Case 1. On the
contrary, since the location of Sensor 15 is not the damaged area of Case 5, no increase
in the residuals is observable in Fig. 6.19(d) between Cases 1 and 5. Therefore, the
observations in Fig. 6.19 prove the sensitivity of ARMA residuals to damage.

Based on the proposed RMDS-based method, the first step is to divide the residual
matrices E and Ē of the normal and damaged conditions into several partitions with the
same dimension. In this regard, the number of the partition (p) is set as 60, in which
case the number of data points (np) of each partition becomes 1000. Hence, the matri-
ces E and Ē are decomposed into 60 smaller matrices (E∗1, ...,E

∗
60 and Ē∗1, ..., Ē

∗
60) con-

sisting of 1000 rows and 12 columns. Subsequently, the distance matrices (D∗1, ...,D
∗
60

and D̄∗1, ..., D̄
∗
60) (of the sizes of 1000 × 1000) are computed by using the ESD tech-
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Figure 6.19: Comparison of the ARMA residuals between the normal and damaged cases at Sensor 15:
(a) Case 1 vs. Case 2, (b) Case 1 vs. Case 3, (c) Case 1 vs. Case 4, (d) Case 1 vs. Case 5.

nique. The RMDS method based on the MM approach is applied to obtain the em-
bedding matrices (U1, ...,U60 and Ū1, ..., Ū

∗
60) with the sizes of 1000× 2. The matrix

vectorization technique is then utilized to make the vectors u1, ...,u60 and ū1, ..., ū60,
each of which has 2000 embedding samples. Using the Euclidean norm, the vector d
is determined to use in the process of early damage detection. Since the vibration data
of the IASC-ASCE problem in the undamaged and damaged cases were acquired once,
there is a set of vibration datasets and residual matrices E and Ē. In other words, the
number of test measurements (nm) is equal to one, in which case dT = d.

For early damage detection, one initially needs to define an accurate and appropri-
ate threshold limit via the EV statistics and the first 60 embedding norm values of d
regarding the undamaged state. First, the GEV theory is applied to choose one of the
Gumbel, Fréchet, and Weibull distributions. Based on the MLE technique under the
5% significance level, the shape of GEV is equal to 0.1859. Hence, one can realize
that the Fréchet-type EV distribution is suitable for modeling the first 60 embedding
norm values of d for the threshold limit determination. The shape, scale, and loca-
tion of the Fréchet distribution correspond to 5.3787, 6.3256, and 1.9304, respectively,
which lead to the threshold limit τ2 = 16.5615. Having considered all embedding
norm quantities of d and the threshold value of interest, Fig. 6.20 indicates the results
of damage detection of the IASC-ASCE structure in Cases 2-5. As can be observed,
the first 60 embedding norm values associated with the normal condition of the struc-
ture are smaller than the threshold limit without any false alarms or Type I errors. In
contrast, the remaining 60 embedding norm values in Fig. 6.20(a)-(c) are larger than
the threshold limit implying the occurrence of damage in Cases 2-4. The same conclu-
sion is observable for Case 5 in Fig. 6.20(d), where the only three points are under the
threshold limit leading to the 5% Type II error. Therefore, one can conclude that the
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6.2. Verification of Robust Multidimensional Scaling-Based Method

proposed RMDS-based method in conjunction with the residuals of the ARMA model
and the EV theory is sufficiently able to detect damage with different severities and
distinguish the damaged state from the normal condition under ambient vibration.

Figure 6.20: Early damage detection of the IASC-ASCE structure by the proposed RMDS-based
method and the EV statistics: (a) Case 2, (b) Case 3, (c) Case 4, (d) Case 5.

To demonstrate the effect of the threshold limit on the early damage detection, a
comparative study is conducted by using the standard confidence interval (CI) under
the normality assumption of the embedding norm values of the undamaged conditions.
Using a 5% significance level leading to the 95% CI, the threshold amount is equal to
9.4983. Accordingly, the results of damage detection by the standard CI are illustrated
in Fig. 6.21. It is clear that all embedding norm values of Cases 2-5 exceed the thresh-
old value without any Type II error. However, there are numerous false alarms in the
embedding norm values of Case 1 (Type I=35%).

For more details, Fig. 6.22 shows the normal probability plot of the first 60 em-
bedding norm values as well as the comparison between the EV theory and standard
CI in terms of the rate of false alarm. As Fig. 6.22(a) indicates, there are clear de-
viations from the straight line in the sense that the probability distribution of the first
60 embedding norm values of d, which are applied to determine the threshold limit, is
non-normal. For this reason, the use of standard CI based on the normality assump-
tion is not sufficiently effective in estimating the accurate threshold limit. Furthermore,
Fig. 6.22(b) reveals the superiority of the EV theory over the standard CI in terms of
defining an accurate threshold value without any false alarm (Type I error). As can
be observed, all norm values regarding the normal condition fall below the threshold
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Chapter 6. Applications and Results

Figure 6.21: Early damage detection of the IASC-ASCE structure by the proposed RMDS-based
method and the standard CI: (a) Case 2, (b) Case 3, (c) Case 4, (d) Case 5.

Figure 6.22: (a) The normal probability plot of the first 60 embedding norm values of d, (b)
Comparison between the EV theory and standard CI for the threshold limit determination.

obtained from the EV theory implying no Type I error, whereas one can observe that
several norm values exceed the threshold gained by the standard CI.

As the other comparative study, it is attempted to compare the proposed RMDS-
based method with the well-known Mahalanobis distance (MD) technique, which is
widely used in SHM applications. This statistical distance measures the dissimilar-
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6.2. Verification of Robust Multidimensional Scaling-Based Method

Figure 6.23: Early damage detection of the IASC-ASCE structure by the conventional MD method and
the EV statistics: (a) Case 2, (b) Case 3, (c) Case 4, (d) Case 5.

ity between two multivariate datasets based on the correlation of data samples. For a
reasonable comparison, the Euclidean norms of the residual matrices (E∗1, ...,E

∗
60 and

Ē∗1, ..., Ē
∗
60) at all sensors are calculated to create the multivariate feature dataset of the

size of 1000 × 60 for each of Cases 1-5. On this basis, there are 1000 MD values for
each case. The EV theory is then applied to estimate the threshold value based on the
distance quantities of the normal condition. The shape of GEV distribution is equal
to −0.0814, which refers to the Weibull-type EV distribution. Using the MLE tech-
nique, the shape, scale, and location of Weibull distribution are estimated and used in
Eq. (4.27) to determine τ = 12.5673 as the threshold limit for damage detection via
the MD technique. Fig. 6.23 shows the results of damage detection in Cases 2-5, where
the first 1000 MD values belong to the undamaged case, and the remaining distance
quantities are associated with the damaged cases. It is apparent that the first 1000 dis-
tance quantities of the normal condition are below the threshold limit without any Type
I error. This conclusion proves the ability of the EV statistics to estimate an accurate
and reliable threshold limit. Moreover, the remaining distance quantities of Cases 2-
4 in Fig. 6.23(a)-(c) exceed the threshold limit indicating the occurrence of damage
with no Type II error. However, it is observed that there are numerous false-negatives
(Type II=46.8%) in the distance values of Case 5. Therefore, the comparison between
the proposed RMDS-based method and the conventional MD technique demonstrates
that although both of them are successful in detecting damage and distinguishing the
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Chapter 6. Applications and Results

damaged state from the normal condition, the proposed method outperforms the MD
technique with fewer Type II errors.

Finally, Table 6.9 presents the numbers and percentages of Type I, Type II, and total
errors in detecting early damage of the IASC-ASCE structure in all damaged cases
by the proposed RMDS-based and the classical MD methods. In this comparison, the
two threshold determination approaches (i.e. the EV statistics and the standard CI)
are considered as well. As the data in Table 6.9 appears, the proposed RMDS-based
method in conjunction with the EV statistics yields the best performance in terms of
the smallest rates of the triple errors except for the Type II error in Case 5, which the
only 3 points from 60 norm values fall below the threshold as shown in Fig. 6.20(d).
The same conclusion can be reached for the MD technique. However, this feature
classification approach suffers from an extremely large Type II error in Case 5 leading
to a considerable total error as well. This conclusion proves the superiority of the
proposed method over the classical MD technique. On the other hand, the numerical
comparison between the EV statistics and the standard CI reveals that the latter, despite
its inconsiderable Type II errors, is not a reliable approach to estimating an accurate
threshold for early damage detection owing to large Type I and total errors in both
feature classification methods. It is worth remarking that the good performance of the
EV statistics depends directly on the use of a robust feature classification technique
(e.g. the proposed RMDS-based method) with high damage detectability.

Table 6.9: Performance evaluation of the feature classification methods using the EV statistics and
standard CI for the threshold limit determination.

Case no. Method Threshold Type I Type II Total

2
RMDS EV 0 (0%) 0 (0%) 0 (0%)

Standard CI 21 (35%) 0 (0%) 21 (17.5%)

MD EV 0 (0%) 0 (0%) 0 (0%)
Standard CI 40 (4%) 0 (0%) 40 (2%)

3
RMDS EV 0 (0%) 0 (0%) 0 (0%)

Standard CI 21 (35%) 0 (0%) 21 (17.5%)

MD EV 0 (0%) 0 (0%) 0 (0%)
Standard CI 40 (4%) 0 (0%) 40 (2%)

4
RMDS EV 0 (0%) 0 (0%) 0 (0%)

Standard CI 21 (35%) 0 (0%) 21 (17.5%)

MD EV 0 (0%) 0 (0%) 0 (0%)
Standard CI 40 (4%) 0 (0%) 40 (2%)

5
RMDS EV 0 (0%) 3 (5%) 3 (2.5%)

Standard CI 21 (35%) 0 (0%) 21 (17.5%)

MD EV 0 (0%) 468 (46.8%) 468 (23.4%)
Standard CI 40 (4%) 64 (6.4%) 104 (5.2%)

6.2.2 Application to the Cable-Stayed Bridge

The Tianjin-Yonghe Bridge is one of the earliest cable-stayed bridges with continuous
pre-stressed box-girder constructed in China, which was opened to traffic since Decem-
ber 1987. It consists of a total length of 514.40 m including the main span of 260 m
and two side spans of 25.15 m and 99.85 m as depicted in Fig. 6.24. The bridge has
510 m long and 11 m wide including 9 m for vehicles and 2 × 1 m for pedestrians.
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The concrete towers, connected by two transverse beams, include the height of 60.5 m.
More details of the bridge are available in [196]. In 2005, after 19 years of operation,
some serious cracks were found at the bottom of a girder segment over the mid-span.
Additionally, some cables near the anchors were severely corroded. After a major reha-
bilitation program for replacing the damaged girder segment and all the cables between
2005 and 2007, a sophisticated SHM system organized by the Center of SMC at the
Harbin Institute of Technology in China is applied to monitor the bridge in 2007. Dur-
ing a routine inspection in August 2008, new damage patterns were found in the girders
of the bridge. Due to the availability of acceleration time histories of the health status
of the bridge on January 17, 2008, and the damage status on July 31, 2008, it is possible
to evaluate the performance of the proposed methods for early damage detection [196].

1

(a)

(b)

Figure 6.24: The Tianjin-Yonghe Bridge [196]: (a) the general view, (b) the dimensions and sensors.

The acceleration time histories of the normal and damaged conditions were acquired
from 14 single-axis accelerometers during 24 hours (nm = 24) under the sampling fre-
quency 100 Hz and time interval 0.01 Sec. On this basis, 360000 samples (nd) were
measured by each accelerometer at each hour. According to initial data analysis on the
acceleration datasets, it is found that the data of the 10th accelerometer is out of order
due to meaningless measurement samples. Hence, the acceleration time series of the 13
accelerometers (ns = 13) are used to fit ARMA models to the vibration responses and
extract the model residuals of the normal and damaged states as the high-dimensional
DSFs. Similar to the previous application case, the signal pre-processing techniques
including data detrending and standardizing are carried out to prepare the time series
datasets for ARMA modeling. Using the iterative order determination algorithm based
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on the Ljung-Box test under the 5% significance level, Table 6.10 lists the orders of
ARMA models of the accelerometers 1-9 and 11-14 along with their p-values for the
first test measurement on January 17, 2008 (the healthy state). As can be observed, all
p-values are larger than 0.05, which means that the ARMA residuals of all accelerom-
eters are uncorrelated. Furthermore, Fig. 6.25 illustrates the evolution of the p-values
regarding the ARMA residuals of the 6th accelerometer in 23 iterations.

Table 6.10: The orders of ARMA models and the p-values of the Ljung-Box test in the first test
measurement on January 17, 2008.

Sensor no. Order no. p-valuena nc
1 30 30 0.1337
2 19 19 0.7840
3 31 31 0.9340
4 24 24 0.1158
5 16 16 0.3234
6 23 23 0.0956
7 25 25 0.8181
8 26 26 0.6483
9 15 15 0.8207
11 21 21 0.0820
12 30 30 0.4263
13 20 20 0.2804
14 19 19 0.6573

Figure 6.25: The evolution of the p-values of the ARMA residuals regarding the 6th accelerometer.

Having considered the ARMA orders, the model coefficients are estimated by the
prediction-error technique. Subsequently, the uncorrelated residuals of the accelerom-
eters 1-9 and 11-14 on January 17, 2008, are extracted as the DSFs of the normal
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condition leading to the residual matrix E ∈ R360000×13 for each test measurement.
Finally, the ARMA models including their orders and coefficients obtained from the
normal condition are utilized to extract the model residuals of the accelerometers 1-9
and 11-14 on July 31, 2008, which makes the residual matrix Ē ∈ R360000×13 for each
test measurement. Note that there are 24 sets of the residual matrix for the normal
and damaged conditions based on the number of test measurements. As a sample, Fig.
6.26 indicates the comparison between the residual samples at the 9th accelerometer
regarding the normal and damaged states in the first test measurement.

Figure 6.26: The residual samples of ARMA models at the 9th accelerometer regarding the normal and
damaged states in the first test measurement.

The increases in the residuals of the ARMA model on July 31, 2008, demonstrate the
occurrence of damage. The same conclusion is obtainable for the other accelerometers
and other test measurements. However, the direct comparison of the high-dimensional
residual samples at each sensor and each hour may cause a complex and time-consuming
process. This limitation suggests the necessity of using a robust and efficient approach
such as the proposed RMDS-based method for damage detection. Based on the first
step of the proposed method, the residual matrices E and Ē of each test measurement
are divided into 200 partitions (p = 200); that is, (E∗1, ...,E

∗
200 and Ē∗1, ..., Ē

∗
200), each of

which consists of 1800 rows (np = 1800) and 13 columns. Using the ESD technique,
their distance matrices are (D∗1, ...,D

∗
200 and D̄∗1, ..., D̄

∗
200) of the size of 1800 × 1800.

Subsequently, the RMDS method based on the MM approach is applied to obtain the
embedding matrices (U1, ...,U200 and Ū1, ..., Ū

∗
200) of the size of 1800×2. The matrix

vectorization technique is utilized to construct the vectors u1, ...,u200 and ū1, ..., ū200

with 3600 embedding samples. This process continues for all test measurements, which
makes 24 sets of the vectors of u1, ...,u200 and ū1, ..., ū200. Finally, the vector dT is
determined by calculating the Euclidean norms of the 24 sets of embedding vectors.
On this basis, this vector includes 9600 embedding norm values, where the first 4800
quantities belong to the healthy state and the remaining norm amounts are related to the
damaged condition.
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Figure 6.27: Early damage detection of the Tianjin-Yonghe Bridge by the proposed RMDS-based
method and the EV statistics.

The GEV distribution is initially fitted to the first 4800 embedding norm values of
dT to estimate the shape parameter by the MLE technique and choose an appropriate
EV distribution for the threshold limit determination. The shape of GEV distribution
corresponds to 0.2338, which refers to the Fréchet-type EV distribution. By estimating
the shape, scale, and location parameters of the Fréchet distribution, the threshold limit
based on the 5% significance level is obtained from Eq. (4.26), which is identical to
τ2 = 73.6991. For a comparative study, another threshold limit under the normality
assumption of the same embedding norm values is determined by the standard CI. Ap-
plying the 5% significance level, the threshold limit based on the 95% CI is equal to
43.5110. Figs. 6.27 and 6.28 illustrate the results of early damage detection based on
the proposed RMDS-based method in conjunction with the EV statistics and standard
CI, respectively. In Fig. 6.27, the first 4800 embedding norm values do not exceed the
threshold limit obtained from the EV statistics implying no false alarm. Moreover, the
majority of the embedding norm quantities regarding the damaged state are larger than
the threshold value indicating the occurrence of damage on July 31. However, the only
eight norm values are under the threshold limit, which leads to the 0.17% Type II error.
Although the observations in Fig. 6.28 appear that no false negative is available in the
embedding norm values (4801-9600) on July 31, 2008, there are numerous false alarms
in the first 4800 embedding norm values (Type I = 56.60%).

For more evaluation, Fig. 6.29 indicates the normal probability of the embedding
norm values 1-4800 along with the comparison between the EV theory and standard CI
in terms of the rate of false alarm. It is apparent from Fig. 6.29(a) that the probability
distribution embedding norm quantities is non-normal resulting from large deviations
from the straight line. Therefore, it can be expected that the standard CI based on the
normality assumption is not able to estimate an accurate and reliable threshold limit.
In this regard, one can observe in Fig. 6.29(b) that the use of EV theory gives no false
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Figure 6.28: Early damage detection of the Tianjin-Yonghe Bridge by the proposed RMDS-based
method and the standard CI.

alarm, whereas the standard CI suffers from the high rate of Type I error.

Figure 6.29: (a) The normal probability plot of the first 4800 embedding norm values of dT , (b)
Comparison between the EV theory and standard CI for the threshold limit determination.

Similar to the preceding application case, the performance of the proposed RMDS-
based method is compared with the classical MD technique. For this purpose, the
Euclidean norms of the residual matrices (E∗1, ...,E

∗
200 and Ē∗1, ..., Ē

∗
200) at all sensors

and all measurements are calculated and collected to generate two multivariate feature
datasets regarding the undamaged (January 17) and damaged (July 31) states. In this
regard, both datasets are matrices of the size 360000 × 24, in which case the feature
set of the undamaged state is considered to estimate the 24-dimensional mean vector
and the covariance matrix of the size (24 × 24) needed for the MD metric. Using
360000 MD values of the undamaged condition, the EV statistics are utilized to deter-
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mine a threshold limit. On this basis, the shape of the GEV distribution corresponds to
−0.0524 implying the Weibull-type EV distribution. Under the 5% significance level,
the threshold value from Eq. (4.27) is identical to τ3 = 10.6540. Fig. 6.30 illus-
trates the result of early damage detection in the bridge via the MD metric, where the
first and second 360000 samples pertain to the undamaged and damaged states, respec-
tively. It is seen that all the MD values regarding January 17 (the normal condition)
fall below the threshold line without any Type I error. However, there are numerous
erroneous results in the MD quantities of July 31 (the damaged condition) that are un-
der the threshold value causing serious Type II errors. Apart from these conclusions,
one of the limitations of utilizing the MD metric in this application case is related
to its high-dimensional outputs. Unlike the IASC-ASCE structure (see Fig. 6.23),
there are 720000 MD values for feature classification. In comparison with the result of
early damage detection gained by the proposed RMDS-based method (see Fig. 6.27,
where there are 9600 outputs for decision-making), one can conclude that the proposed
RMDS-based method is more efficient than the classical MD technique.

Figure 6.30: Early damage detection in the Tianjin-Yonghe Bridge by the classical MD technique and
the EV statistics.

Eventually, the final comparison is concerned with the numerical evaluations of the
performances of the proposed RMDS-based and classical MD methods based on Type
I, Type II, and total errors. Using the two threshold determination approaches, Ta-
ble 6.11 gives the numbers and percentages of these errors. As can be perceived, the
best performance in terms of the smallest rates of Type I and total errors belongs to the
proposed RMDS-based method in conjunction with the EV statistics. Furthermore, the
EV theory is highly superior to the standard CI due to having smaller Type I and total
errors. Although the standard CI provides smaller numbers and percentages of Type
II error, the corresponding amounts concerning the proposed RMDS-based method are
inconsiderable (i.e. the only 8 points from 4800 norm values fall below the threshold
limit gained by the EV statistics). However, this conclusion is not valid for the out-
puts of the MD metric based on the EV theory. In summary, the numerical evaluations
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in Table 6.11 confirm that the proposed RMDS-based method outperforms the classi-
cal MD technique and it is preferable to using the EV statistics for the threshold limit
determination.

Table 6.11: Performance evaluation of the feature classification methods using the EV statistics and
standard CI for the threshold limit determination.

Method Threshold Type I Type II Total

RMDS EV 0 (0%) 8 (0.17%) 8 (0.08%)
Standard CI 2717 (56.60%) 0 (0%) 2717 (28.30%)

MD EV 0 (0%) 241 (0.06%) 241 (0.03%)
Standard CI 13654 (3.79%) 3 (∼ 0%) 13657 (1.89%)

6.2.3 Application to the Numerical Offshore Jacket Structure

The numerical offshore jacket structure which is described by Li et al. [198], shown
in Fig. 6.31a. The platform consists of 36 steel tubular members which comprises 12
leg members, 12 horizontal brace members, and 12 diagonal brace members in vertical
planes. All members have uniform outer diameter 17.8 cm and wall thickness 0.89 cm.
The structure is fixed at the ground. The heights of the three stories are all 9.14 m,
and the side lengths of the floors, from first to fourth, are 10.97, 8.53, 6.10, and 3.66
m, respectively. The material properties of the steel tubular members include: elastic
modulus E = 210 GPa, Poisson’s ratio ν = 0.3 , and mass density ρ = 7850 kg/m3.

1

While based on model reduction, those equations become

Cyn;ij ¼ ½ðUiÞm%
tTtKnT&ðU&j Þm (36)

Dyij ¼ ½ðUiÞm%
tTtMT&ðU&j Þm (37)

and

Dyn;ij ¼ ½ðUiÞm%
tTtMnT&ðU&j Þm (38)

In comparison with the above equations for modal expansion
and those for model reduction, the only difference between them
is the pre-multiplying vectors, ðUiÞ

t and ½ðUiÞm%
tTt. In the

derivation of the CMCM equations, the pre-multiplying vectors
mentioned in Eq. (6) can be viewed as various weighting
functions, and using different pre-multiplying vectors does not
introduce any errors to the CMCM equations. Thus, while applying
either the modal expansion or model reduction approach above,
the only source of errors stems from T&, assuming that ðU&j Þm has
been a noise-free measurement. Intuitively speaking, the modal
expansion scheme puts weights indiscriminately at all coordi-
nates, whereas the model reduction scheme puts weights mainly
at master coordinates. Because errors are introduced to slave
coordinates via the use of transformation matrix, it seems
advantageous to use the model reduction, rather than the modal
expansion scheme.

In the present method, the RSM, TtKT& given in Eq. (31), is
slightly different from its traditional RSM counterpart, which is
TtKT. Because T& is unknown originally, an iterative procedure
to have T& ¼ T as its first iteration is proposed. The results from
the first iteration thus represent the same estimates from using
the conventional model reduction scheme. After the first iteration,
T& then can be calculated based on the damaged model obtained
from the previous iteration. The iteration could continue until a
converged damaged model is reached.

5. Numerical studies

The test structure to demonstrate the proposed damage
detection method is an offshore structure shown in Fig. 1(a).
The structure, consisting of 36 steel tubular members with
uniform outer diameter 17.8 cm and wall thickness 0.89 cm, is
fixed at the ground. The heights of the three stories are all 9.14 m,
and the side lengths of the floors, from first to fourth, are 10.97,
8.53, 6.10, and 3.66 m, respectively. The material properties of the
steel tubular members include: elastic modulus E ¼ 210 GPa,
Poisson’s ratio n ¼ 0:3, and mass density r ¼ 7850 kg=m3. Using
the finite-element method and performing an eigenanalysis, one
obtains that the baseline model of the structure has the first three
modal frequencies 6.95, 9.69, and 9.71 Hz, respectively. In this
study, the damage severity is defined as the percentage stiffness
loss of an element. The damaged structure, simulated by a finite-
element model as well, has three damage elements, including a
damaged beam (element 13) with 50% stiffness loss, a 40%
damaged column (element 23) and a 60% damaged brace
(element 30). The locations of those damaged elements are
highlighted in Fig. 1(b). In practice, mode shape values at
rotational DoFs are difficult to measure. Therefore, all rotational
coordinates are treated as slave coordinates throughout this
paper. There are 12 nodal points in the finite-element model,
three translational DoFs at each node, thus total 36 translational
DoFs. Unless stated otherwise, the spatially incomplete modes are
measured for the damaged structure at all 36 translational DoFs.

5.1. CMCM with Guyan reduction

Using Guyan model reduction scheme in the CMCM method
refers to applying Eqs. (30), (36),(37),(38) in the calculation for Cyij,
Cyn;ij, Dyij, and Dyn;ij, respectively, and the Guyan transformation
matrix at Eq. (24) as the transformation matrix from the master
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While based on model reduction, those equations become

Cyn;ij ¼ ½ðUiÞm%
tTtKnT&ðU&j Þm (36)

Dyij ¼ ½ðUiÞm%
tTtMT&ðU&j Þm (37)

and

Dyn;ij ¼ ½ðUiÞm%
tTtMnT&ðU&j Þm (38)

In comparison with the above equations for modal expansion
and those for model reduction, the only difference between them
is the pre-multiplying vectors, ðUiÞ

t and ½ðUiÞm%
tTt. In the

derivation of the CMCM equations, the pre-multiplying vectors
mentioned in Eq. (6) can be viewed as various weighting
functions, and using different pre-multiplying vectors does not
introduce any errors to the CMCM equations. Thus, while applying
either the modal expansion or model reduction approach above,
the only source of errors stems from T&, assuming that ðU&j Þm has
been a noise-free measurement. Intuitively speaking, the modal
expansion scheme puts weights indiscriminately at all coordi-
nates, whereas the model reduction scheme puts weights mainly
at master coordinates. Because errors are introduced to slave
coordinates via the use of transformation matrix, it seems
advantageous to use the model reduction, rather than the modal
expansion scheme.

In the present method, the RSM, TtKT& given in Eq. (31), is
slightly different from its traditional RSM counterpart, which is
TtKT. Because T& is unknown originally, an iterative procedure
to have T& ¼ T as its first iteration is proposed. The results from
the first iteration thus represent the same estimates from using
the conventional model reduction scheme. After the first iteration,
T& then can be calculated based on the damaged model obtained
from the previous iteration. The iteration could continue until a
converged damaged model is reached.

5. Numerical studies

The test structure to demonstrate the proposed damage
detection method is an offshore structure shown in Fig. 1(a).
The structure, consisting of 36 steel tubular members with
uniform outer diameter 17.8 cm and wall thickness 0.89 cm, is
fixed at the ground. The heights of the three stories are all 9.14 m,
and the side lengths of the floors, from first to fourth, are 10.97,
8.53, 6.10, and 3.66 m, respectively. The material properties of the
steel tubular members include: elastic modulus E ¼ 210 GPa,
Poisson’s ratio n ¼ 0:3, and mass density r ¼ 7850 kg=m3. Using
the finite-element method and performing an eigenanalysis, one
obtains that the baseline model of the structure has the first three
modal frequencies 6.95, 9.69, and 9.71 Hz, respectively. In this
study, the damage severity is defined as the percentage stiffness
loss of an element. The damaged structure, simulated by a finite-
element model as well, has three damage elements, including a
damaged beam (element 13) with 50% stiffness loss, a 40%
damaged column (element 23) and a 60% damaged brace
(element 30). The locations of those damaged elements are
highlighted in Fig. 1(b). In practice, mode shape values at
rotational DoFs are difficult to measure. Therefore, all rotational
coordinates are treated as slave coordinates throughout this
paper. There are 12 nodal points in the finite-element model,
three translational DoFs at each node, thus total 36 translational
DoFs. Unless stated otherwise, the spatially incomplete modes are
measured for the damaged structure at all 36 translational DoFs.

5.1. CMCM with Guyan reduction

Using Guyan model reduction scheme in the CMCM method
refers to applying Eqs. (30), (36),(37),(38) in the calculation for Cyij,
Cyn;ij, Dyij, and Dyn;ij, respectively, and the Guyan transformation
matrix at Eq. (24) as the transformation matrix from the master
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Fig. 1. (a) The sketch of the test structure and (b) the locations of the damaged members.
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Figure 6.31: (a) The sketch of the offshore structure, (b) The locations of damaged elements [198].
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Chapter 6. Applications and Results

The finite element model is developed in MATLAB environment to obtain structural
responses in undamaged and damaged states. Moreover, Gaussian white noise sig-
nals are applied to the structure to excite the platform and simulate ambient vibration.
Moreover, up to 5% noise in modulus of elasticity of elements are applied to consider
environmental and operational effects. In this study, the damage severity is defined as
the percentage stiffness loss of an element. Fig. 6.31b highlights the locations of those
damaged elements. In addition, the damage scenarios are reported in Table 6.12.

Table 6.12: The undamaged and damaged conditions of the numerical offshore jacket structure.

Case no. Structural Condition Description
1 Undamaged Baseline condition
2 Damaged Damaged beam (Element 13) with 50% stiffness loss
3 Damaged Damaged column (Element 23) with 40% stiffness loss
4 Damaged Damaged brace (Element 30) with 60% stiffness loss
5 Damaged All three damaged scenarios together

As it is mentioned, for early damage detection an appropriate threshold limit via
the standard CI and the first 4500 embedding norm values of d regarding the undam-
aged state is defined. Having considered all embedding norm quantities of d and the
threshold value of interest, Figs. 6.32 to 6.35 indicate the results of damage detection
of the numerical offshore jacket structure in Cases 2-5. As can be seen, the first 4500
embedding norm values associated with the normal condition of the structure are under
the threshold limit without any false alarms or Type I errors. In contrast, the majority of
remaining 5000 embedding norm values in Figs. 6.32 to 6.35 are above the threshold
limit implying the occurrence of damage in Cases 2-5. The number and percentages of
Type I, Type II, and total errors for numerical offshore jacket structure are reported in
Table 6.13.
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Figure 6.32: Early damage detection of the numerical offshore jacket structure by the proposed
RMDS-based method and the standard CI for damaged beam (Element 13).
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Figure 6.33: Early damage detection of the numerical offshore jacket structure by the proposed
RMDS-based method and the standard CI for damaged column (Element 23).
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Figure 6.34: Early damage detection of the numerical offshore jacket structure by the proposed
RMDS-based method and the standard CI for damaged brace (Element 30).
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Figure 6.35: Early damage detection of the numerical offshore jacket structure by the proposed
RMDS-based method and the standard CI for all damaged scenarios together (Elements 13, 23 & 30).

Table 6.13: Numbers and percentages of Type I, Type II, and total errors in detecting damage for
numerical offshore jacket structure.

Case no. Type I Type II Total
2 0(0%) 1591(31.82%) 1591(15.91%)
3 0(0%) 2852(57.04%) 2852(28.52%)
4 0(0%) 131(2.62%) 131(1.31%)
5 0(0%) 128(2.56%) 128(1.28%)

6.2.4 Conclusion

The novel data-driven method for SHM under ambient vibration and high-dimensional
features explained in Chapter 4 was evaluated using the experimental datasets of the
IASC-ASCE structure in Subsection 6.2.1, the Tianjin-Yonghe Bridge in Subsection
6.2.2, and the numerical offshore jacket structure in Subsection 6.2.3.

The proposed method has been developed from the RMDS algorithm and some com-
putational approaches to deal with the main limitation of using high-dimensional DSFs
for early damage detection. The process of feature extraction has been performed by
ARMA modeling and the model residuals of the normal and damaged conditions have
been extracted as the main DSFs. For accurately detecting damage without any false
alarm, the EV theory has been used to determine a reliable threshold value. The shape
of GEV distribution has also been considered to choose an appropriate EV distribution
for the threshold limit determination.

The results have shown that the proposed RMDS-based method with the aid of the
ARMA residuals and the EV theory is highly able to detect early damage without any
false alarm error. It has been observed that the distribution of embedding norm val-
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6.3. Verification of Clustering-Based Novelty Detection Method

ues of the normal condition used in the threshold limit determination is not normal, in
which case the standard CI based on the normality assumption suffers from numerous
Type I errors. Therefore, it is recommended to utilize the EV statistics in the threshold
limit determination when the outputs of the feature classification method regarding the
undamaged condition are non-normal. The comparison between the proposed RMDS-
based method and the well-known Mahalanobis distance has demonstrated that the for-
mer is superior to the latter in detecting small damage. Furthermore, the proposed
RMDS-based method is more efficient than the Mahalanobis distance due to providing
much fewer outputs for feature classification and decision-making.

6.3 Verification of Clustering-Based Novelty Detection Method

In order to validate the effectiveness and reliability of the proposed clustering-based
method presented in Chapter 5, two examples including the well-known Z24 Bridge
and an experimental offshore jacket platform are examined in this section.

6.3.1 Application to the Z24 Bridge

6.3.1.1 Bridge description

In this subsection, the accuracy and performance of the proposed methods are validated
by the modal features of the Z24 Bridge [199]. Fig. 6.36(a)-(b) shows the general and
close view of this bridge.

1

(a) (b)

(c)

Figure 6.36: (a) The general view of the Z24 Bridge, (b) the close view of the deck and one of the piers,
(c) the longitudinal section.
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It was a classical post-tensioned concrete box-girder bridge located in Switzerland
linking the villages of Koppigen and Utzenstorf as an A1 highway overpass between
Bern and Zurich. The dimensions of the Z24 Bridge were the main span of 30 m and
two side-spans of 14 m as shown in Fig. 6.36(c). In order to construct a new bridge
with a larger side span, the Z24 Bridge was demolished at the end of 1998. Before the
complete demolition, a long-term continuous monitoring test was performed to quan-
tify the environmental variability components (e.g. temperature, wind characteristics,
humidity, etc.) and acquire vibration data (acceleration time histories). Eventually, re-
alistic damage patterns were gradually applied to the bridge in a controlled way during
the month before complete demolition.

The modal features used in the process of early damage detection is a set of natural
frequencies of four modes, which were obtained from the technique of frequency do-
main decomposition. This set consists of 3932 observations of the modal frequencies
under varying actual environmental conditions. The first 3470 observations belong to
the normal condition of the bridge and the last 462 observations are associated with
the damaged state. Fig. 6.37 illustrates the natural frequencies of the Z24 Bridge in
four modes. As can be seen, the obvious jumps in the modal frequencies of the normal
condition are related to the changes in the asphalt layer in cold periods, which seriously
affected the bridge stiffness and caused significant variations. In fact, these changes
indicate high sensitivity of the measured natural frequencies to the environmental vari-
ability.

Figure 6.37: The modal frequencies of the Z24 Bridge: (a) mode 1, (b) mode 2, (c) mode 3, (d) mode 4.

Before detecting damage by the proposed clustering-based method, it is necessary
to define the training and testing sets. On this basis, the training data consists of 90%
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of the observations of the modal frequencies associated with the normal condition. In
other words, it is a matrix with n observations and q variables, where n = 3123 and
q = 4; that is, X = [x1, ...,x3123]. On the other hand, the observations 3124-3470 (i.e.
the remaining 10% of the modal frequencies of the normal condition), as well as the
observations 3471-3932 regarding the damaged state, are applied to make the testing
data, which is a matrix with 809 feature vectors (m = 809) and 4 variables; that is,
Z = [z1, ..., z809].

6.3.1.2 Damage Detection

The first step of the proposed clustering-based method is to choose an Lp,r-distance
measure or specify the amounts of p and r. Based on the definition of the Lp,r-distance
measure, four metrics as the various values of the p and r are utilized to investigate dif-
ferent distance measures for early damage detection. These metrics are the Chebychev
(p = r = ∞), Euclidean (p = r = 2), squared Euclidean (p = 2 and r = 1), and
Manhattan (p = r = 1). However, the results of damage detection obtained from the
Chebychev metric are illustrated due to its better performance than the other metrics.
As mentioned, the measured modal frequencies of the Z24 Bridge, which are used as
the main features for damage detection, are highly sensitive to the environmental vari-
ability. Based on the underlying idea of the proposed clustering-based method, one
needs to deal with this problem by choosing an appropriate cluster number. According
to the proposed cluster selection approach, 1500 sample clusters (Kmax) are employed
to incorporate into the algorithm of the k-medoids clustering and obtain 1500 variance
amounts from 1500 sets of the DI values. Note that the calculated DI quantities are
only related to the normal condition in the baseline phase. Fig. 6.38(a) indicates the
1500 variances of theDI sets, where the smallest variance amount is found at the 992nd

cluster. In other words, one can realize that the most proper number of clusters for ad-
dressing the influences of the environmental variations is identical to 992. Using this
number, the k-medoids algorithm yields the cluster sets c1, ..., c992, which are used to
determine theDI values in the baseline and monitoring phases for obtaining the vectors
db and dm.

Figure 6.38: (a) Determination of a proper cluster number for dealing with the environmental
variability by the proposed cluster selection approach, (b) the values of QKL for choosing the most

proper extreme samples.
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Having considered the vector db = [DI1, ..., DI3123], the proposed GOF method is
applied to estimate an alarming threshold. Based on Fig. 5.2, the DI values of the
vector db are arranged in descending order. The sample extreme number S and the
variable h are set as 50 and 1560, respectively. Once, again, it should be clarified here
that the variable h is the upper bound of n/2; that is, h = n

2
− 1. In the problem of

the Z24 Bridge, the number of training samples (n) is equal to 3123, in which case the
upper bound of h corresponds to 1560.5. As described previously, the variable h should
be a positive integer. Since the calculated value of h is not an integer, one should round
it to 1560. Using the statistic of the Kullback-Leibler information, subsequently, one
can obtain a set of 50 amounts of QKL as can be observed in Fig. 6.38(b). Considering
that the optimal extreme number (s) is one that has provides the smallest QKL value,
it is discerned in Fig. 6.38(b) that the proper value of s is equal to 24. Subsequently,
the first 24 arranged DI values (i.e. ŷ1, ..., ŷ24, where ŷ1 = DImax) are extracted to fit
a GEV distribution to these extreme samples. The shape (β), scale (σ), and location
(µ) of this distribution estimated by the MLE technique are equal to 0.2793, 0.0035,
and 0.0542, respectively. Under the 5% significance level (α = 0.05), the alarming
threshold τα is computed by Eq. (5.11), which corresponds to 0.0704.

Figure 6.39: Early damage detection by the proposed clustering-based method using the Chebychev
metric as the Lp,r-distance measure and GOF for the threshold estimation (NC: Normal Condition,

DC: Damaged Condition).

Fig. 6.39 shows the result of early damage detection in the Z24 Bridge using the
Chebychev distance metric, where the horizontal dashed line is indicative of the thresh-
old limit gained by the proposed GOF method. From Fig. 6.39, it is clear that no DI
values of the observations 1-3123 (i.e. the training samples) exceed the threshold limit
indicating the good performance of the proposed GOF method in estimating a proper
threshold without any false alarm in the baseline phase. Moreover, most of the DI
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6.3. Verification of Clustering-Based Novelty Detection Method

values of the observations 3124-3470, which are used in the monitoring stage and treat
as the validation samples, fall below the threshold limit and roughly have the same DI
quantities as the training observations. In contrast, the majority of the DI values of the
damaged state related to the observations 3471-3923 are over the threshold, which these
outputs accurately imply the occurrence of damage. Therefore, one can conclude that
the proposed clustering-based method in conjunction with the proposed GOF approach
is successful in detecting damage even under the strong and nonlinear environmental
variations. Regardless of the alarming threshold, it is perceived that there are clear
differences between the DI values of the normal and damaged conditions. This con-
clusion also proves the high damaged detectability of the Chebychev distance metric.

6.3.1.3 Comparisons

In order to demonstrate the superiority of the proposed clustering-based method, it
is compared with the classical clustering-based technique as discussed in Subsection
5.1.2. Although both the classical and proposed methods utilize the k-medoids cluster-
ing algorithm, their differences pertain to the number of clusters used in this algorithm.
For the classical technique, the number of clusters is determined by the conventional
Silhouette value technique. In this regard, 30 sample clusters are considered to calculate
their Silhouette values as shown in Fig. 6.40(a). The most suitable cluster number is one
that provides the largest Silhouette value. From this figure, it is apparent that the men-
tioned cluster number is identical to 2. Without considering any threshold limit, Fig.
6.40(b) indicates the result of early damage detection by the classical clustering-based
technique using the Chebychev metric as the Lp,r-distance measure. It can be observed
that the DI amounts of many observations of the normal condition are larger than the
maximum DI value of the damaged state.This result indicates the poor performance
and low damage detectability of the classical clustering-based technique. Moreover,
one can realize that although the proposed clustering-based method is able to address
the effects of the environmental variability and increase the detectability of damage, the
classical technique fails in providing reliable results. This conclusion also confirms the
accuracy of the idea behind the proposed approach to selecting an appropriate cluster
number with the smallest variance.

Figure 6.40: (a) Determination of the number of clusters for the k-medoids clustering by the Silhouette
value, (b) Early damage detection by the classical clustering-based method using the Chebychev metric

as the Lp,r-distance measure (NC: Normal Condition, DC: Damaged Condition).
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In the following, the distance metrics Chebychev, Euclidean, squared Euclidean, and
Manhattan are compared to investigate their performances in detecting damage. This
comparative study is based on evaluating the numbers and percentages of Type I, Type
II, and total (misclassification) errors as presented in Table 6.14. As can be seen, the
best performance in terms of the smallest misclassification rate is related to the Cheby-
chev distance metric. Conversely, both the Euclidean and the Manhattan metrics have
the worst performances in the misclassification rate. Note that the Euclidean distance
is a widely used metric in most of the clustering-based damage detection methods. Al-
though the squared Euclidean distance has the smallest Type I error, it suffers from
a relatively large Type II error. On the other hand, the range of Type I errors in the
distance metrics is approximately similar. Accordingly, it can be concluded that the
Chebychev distance outperforms the other metrics, particularly in the total error.

Table 6.14: Numbers and percentages of Type I, Type II, and total errors in detecting damage by
different distance metrics using GOF for the threshold estimation.

Distance metrics Type I Type II Total
Chebychev 7(0.20%) 13(2.81%) 20(0.51%)
Euclidean 11(0.31%) 19(4.11%) 30(0.76%)
Squared Euclidean 4(0.11%) 24(5.19%) 28(0.71%)
Manhattan 6(0.17%) 24(5.19%) 30(0.76%)

The other comparative study is concerned with the evaluation of the performances
of the threshold estimation techniques. For this purpose, the misclassification rate (total
error) in detecting damage based on the proposed clustering-based approach is applied
to compare GOF, BM, and POT. Because the selections of an adequate block number
for the BM method and an optimal threshold for choosing sufficient exceedances in the
POT technique are critical issues, various block and exceedance numbers are utilized to
compute different misclassification errors for these techniques. Fig. 6.41 illustrates the
rates of misclassification between GOF vs. BM and GOF vs. POT. In this comparison,
the significance level is equal toset at 0.05. An obvious indication in this figure is that
the proposed GOF method possesses a smaller misclassification rate than the BM and
POT techniques in all sample blocks and exceedances. This conclusion, thus, proves the
superiority of the proposed GOF method over the mentioned conventional techniques.

In all the previous results, the process of early damage detection has been imple-
mented by using 90% of the modal frequencies regarding the normal condition in an
effort to make the feature vectors of training data with 3123 observations. As the other
comparison, the percentage for obtaining the training matrix is reduced to assess the
effect of small training samples on the performance of the proposed clustering-based
method. Accordingly, two different percentages including 75% and 60% are consid-
ered to define new training matrices with 2602 and 2082 observations. Under such
circumstances, the remaining 25% and 40% of the modal frequencies of the normal
condition and all modal frequencies of the damaged state are utilized to make two test-
ing datasets. Having implemented all the steps of the proposed clustering-based method
using the Chebychev distance metric and GOF approach for the threshold estimation,
Fig. 6.42 shows the results of damage detection under the reduced training samples.

In addition, Table 6.15 lists the numbers and percentages of Type I, Type II, and
total errors in detecting damage using the reduced training samples. As can be ob-
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Figure 6.41: Comparison of the threshold estimation methods in terms of the misclassification error (a)
GOF vs. BM, (b) GOF vs. POT.

Figure 6.42: Early damage detection by the proposed clustering-based method using the Chebychev
metric as the Lp,r-distance measure and GOF for the threshold estimation under reduced training

samples: (a) 75%, (b) 60%.

served, all DI values of the training data are below the threshold limits. This confirms
the reliability of the proposed GOF method in yielding an appropriate threshold limit
even under reduced training samples. However, there are numerous false alarms in the
validation samples (i.e. the remaining 25% and 40% of the observations of the modal
frequencies associated with the normal condition). It can be seen that the rate of Type
I error increases by decreasing the training samples.

Table 6.15: Numbers and percentages of Type I, Type II, and total errors in detecting damage by the
proposed method using the Chebychev metric and GOF under different training samples.

Percentage of training samples Type I Type II Total
90 7(0.20%) 13(2.81%) 20(0.51%)
75 301(8.67%) 3(0.64%) 304(7.73%)
60 748(21.55%) 2(0.43%) 750(19.07%)

From Table 6.15, it is obvious that the use of 60% training samples causes the worst
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performance in terms of Type I error. Although this percentage reduces Type II error,
it suffers from high misclassification rate. The same conclusion is observable when
using the 75% of training samples. In fact, as the size (percentage) of training samples
reduces, the misclassification rate and false alarm error increase as well. Despite the
high damage detectability of the proposed clustering-based method, one can conclude
that the use of adequate training samples is a significant issue and it is necessary to
capture a wide range of environmental variations in the baseline phase.

In order to evaluate the performance of the proposed clustering-based method with-
out using all available data in the training phase, limited amounts of the modal fre-
quencies regarding the normal condition are considered in two scenarios [146]. First,
one supposes that there are smaller observations of the normal condition for the train-
ing procedure than the main problem. On this basis, it is assumed that the first 1735
observations of the modal frequencies are only available instead of utilizing all 3470
samples. Taking the 90% of 1735 observations of the normal condition, the new training
matrix consists of 1561 feature vectors; that is, X ∈ <4×1561. Moreover, the observa-
tions 1562-1735, which serve as the validation samples, and all modal frequencies of
the damaged state (the same 462 observations) are used to make the new testing matrix
Z ∈ <4×636.

Second, the daily observations of the normal and damaged states are incorporated
to define new small training and testing matrices. Accordingly, the number of observa-
tions of the modal frequencies decreases to 235, where the observations 1-198 belong
to the normal condition and the observations 199-235 are associated with the damaged
state [146]. Hence, the training matrix is obtained from 90% of the daily observations
of the modal frequencies concerning the normal condition; that is, X ∈ <4×178. On the
other hand, the remaining 10% of the daily observations of the normal condition, which
serve as the validation samples, along with all daily observations of the damaged state
are gathered to generate the testing matrix Z ∈ <4×57. The results of early damage de-
tection by the proposed clustering-based method, the Chebychev distance metric, and
GOF approach under the above-mentioned scenarios are shown in Fig. 6.43. It needs
to clarify that the optimal cluster numbers regarding the first and second scenarios are
equal to 305 and 28, respectively.

As can be observed in Fig. 6.43(a) regarding the reduced version of the normal fea-
ture samples, most of the DI values in the observations 1-1735 fall below the threshold
limit, except for only one point (Type I) among 174 validation samples. On the other
hand, one can discern that the majority of the DI quantities of the damaged state ex-
ceed the threshold limit indicting accurate damage detection. However, the only three
points (Type II) among 462 samples are under the threshold. The same conclusions
with the different and small rates of Type I and Type II errors can be seen in Fig.
6.43(b) concerning the daily samples. Therefore, one can conclude that the proposed
clustering-based method with the aids of the Chebychev distance metric and GOF ap-
proach is successful in accurately detecting damage using the small and daily feature
samples.

To evaluate the performance of the Chebychev distance and compare it with the other
statistical measures, Table 6.16 lists the numbers and percentages of Type I, Type II, and
total errors in the first and second scenarios. In the first scenario, one can realize that
the Chebychev distance still outperforms the other metrics in terms of all three errors.
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(a)

(b)

Figure 6.43: Early damage detection by the proposed clustering-based method and GOF: (a) the small
samples of the normal condition, (b) the daily samples.

Moreover, the error rates of the Euclidean, Squared Euclidean, and Manhattan are close
to each other. In the second scenario, the amounts in Table 6.16 reveal that all statisti-
cal divergence measures approximately have the same performances. The comparison
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between the error rates in Table 6.14 and Table 6.16 demonstrates that the divergence
measures roughly yield similar results when the number of feature samples is small
(e.g. the second scenario regarding the daily samples). Nonetheless, the Chebychev
distance outperforms the other measures when there are relatively large samples.

Table 6.16: Numbers and percentages of Type I, Type II, and total errors in detecting damage by
different distance metrics and GOF using the small and daily feature samples.

Distance metrics Small samples Daily samples
Type I Type II Total Type I Type II Total

Chebychev 1(0.06%) 3(0.64%) 4(0.18%) 2(1.01%) 2(5.40%) 4(1.70%)
Euclidean 4(0.23%) 5(1.08%) 9(0.18%) 2(1.01%) 3(8.10%) 5(2.12%)
Squared Euclidean 1(0.06%) 8(1.73%) 9(0.18%) 2(1.01%) 2(5.40%) 4(1.70%)
Manhattan 3(0.23%) 7(1.51%) 10(2.16%) 3(1.51%) 3(8.10%) 6(2.55%)

All the previous results have been based on the k-medoids clustering. In the con-
text of SHM by machine learning, there are other widely-used techniques, which have
broadly been applied to detect damage. On this basis, the final comparison is car-
ried out by evaluating the performance of the proposed method by the well-known
MSD [146, 200] and PCA [180] in terms of damage detectability without consider-
ing any alarming threshold. For this comparison, the training and testing data sets are
based on the main problem (i.e. X ∈ <4×3123 and Z ∈ <4×809). Fig. 6.44 illustrates
the results of early damage detection by the above-mentioned conventional techniques,
where DIm and DIp refer to the outputs of the MSD and PCA. Note that the number
of principal components required for the PCA-based damage detection method is equal
to 2. This number has been determined by using the average eigenvalue criterion or
Kaiser’s criterion [200]. From Fig. 6.44(a) and Fig. 6.44(b) regarding the MSD and
PCA methods, respectively, one can observe that the sudden jump in the distance val-
ues of the normal condition is still available. Moreover, some distance values of the
normal condition are equal or larger than the corresponding values associated with the
damaged state. These conclusions demonstrate the serious influence of environmental
variability and poor performances of the conventional MSD and PCA methods for early
damage detection.

Figure 6.44: Early damage detection without threshold values (NC: Normal Condition, DC: Damaged
Condition): (a) MSD, (b) PCA.
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6.3.2 Application to the Experimental Offshore Jacket Platform

The tested structure is a laboratory jacket-type offshore platform which is inspired by
the real offshore jacket platform located in Persian Gulf. The platform includes four
main legs, horizontal and diagonal bracing members, as shown in Fig. 6.45. The
platform was made by welded-aluminum pipes which were welded to the top aluminum
plate as the deck of jacket. The main legs have pipe cross-section with outer-diameter
of 22 mm and 3.5 mm thickness, while bracing members have 15.8 mm outer-diameter
and 2 mm thickness. The deck is an aluminum plate of 2 mm and Young modulus is
67 GPa for all members. The effects of environmental and operational variability are
investigated by adding mass on the deck of Jacket Platform. Several damage scenarios
are simulated in the tests. The damage scenarios are including single damage case and
double damage cases as listed in Table 6.17. In order to induce damage in the platform
some bracing members are removable as shown in Fig 6.45. Additionally, the location
of damaged elements are highlighted in Fig 6.46.

Figure 6.45: The overall view of the experimental offshore jacket platform.

Figs. 6.47 and 6.48 depict the results of early damage detection in the experimental
offshore jacket platform using the Chebychev distance metric for damage scenarios 4
and 5 respectively, where the horizontal dashed line is indicative of the threshold limit
gained by the standard CI method. From Figs. 6.47 and 6.48, it is clear that no DI
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Figure 6.46: The locations of the damaged members of the experimental offshore jacket platform.

Table 6.17: The undamaged and damaged conditions of the experimental offshore jacket platform.

Case no. Structural Condition Description
1 Undamaged Baseline
2 Undamaged Baseline + Added 40 kg on deck
3 Undamaged Baseline + Added 80 kg on deck
4 Damaged Removing horizontal member in 3rd level + Added 80 kg on

deck
5 Damaged Inducing 5% damage in diagonal member of 5th level and 45%

damage in diagonal member of 3rd level + Added 80 kg on deck

values of the observations 1-9000 (i.e. the training samples) exceed the threshold limit
indicating the good performance of the proposed clustering-based method without any
false alarm in the baseline phase. Moreover, most of the DI values of the observations
9001-10000, which are used in the monitoring stage and treat as the validation samples,
fall below the threshold limit. In contrast, the majority of the DI values of the dam-
aged state related to the observations 1001-20000 are over the threshold, which these
outputs accurately imply the occurrence of damage. Therefore, one can conclude that
the proposed clustering-based method is successful in detecting damage in the offshore
jacket structures. In addition, the number and percentages of Type I, Type II, and total
errors for experimental offshore jacket structure are listed in Table 6.18.
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6.3. Verification of Clustering-Based Novelty Detection Method
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Figure 6.47: Early damage detection by the proposed clustering-based method using the Chebychev
metric as the Lp,r-distance measure and standard CI for the threshold estimation (NC: Normal

Condition, DC: Damaged Condition) for damage case no. 4. a) measurement no. 1 b) measurement no.
15
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Chapter 6. Applications and Results
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Figure 6.48: Early damage detection by the proposed clustering-based method using the Chebychev
metric as the Lp,r-distance measure and standard CI for the threshold estimation (NC: Normal

Condition, DC: Damaged Condition) for damage case no. 5. a) measurement no. 1 b) measurement no.
15

6.3.3 Conclusion

The new clustering and threshold estimation methods presented in Chapter 5 was ver-
ified by utilizing the modal frequencies of the well-known Z24 Bridge in Subsection
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6.3. Verification of Clustering-Based Novelty Detection Method

Table 6.18: Numbers and percentages of Type I, Type II, and total errors in detecting damage for
experimental offshore jacket structure.

Case no. Type I Type II Total
4 (measurement no. 1) 537(5.37%) 656(6.52%) 1193(5.965%)
4 (measurement no. 15) 537(5.37%) 1480(14.80%) 2017(10.085%)
5 (measurement no. 1) 537(5.37%) 1476(14.76%) 2013(10.065%)
5 (measurement no. 15) 537(5.37%) 1276(12.76%) 1813(9.065%)

6.3.1 and acceleration data of the experimental offshore jacket platform in Subsection
6.3.2. The proposed clustering-based method has been developed from the k-medoids
algorithm with a new approach to select an appropriate cluster number for dealing with
the effects of environmental variations. To increase the detectability of damage, this
study has presented the application of the Lp,r-distance metric to the algorithm of the
k-medoids clustering. A novel threshold estimation method called GOF based on the
EVT and GEV distribution modeling has also been proposed to define a reliable alarm-
ing threshold for early damage detection.

The results demonstrated that the proposed clustering-based method in conjunction
with the proposed GOF approach highly succeeds in detecting damage under strong en-
vironmental variations. This conclusion is also valid for the scenarios of using the small
and daily feature samples for early damage detection. The comparison among different
Lp,r-distance measures has indicated that the Chebychev metric outperforms the other
distance measures, particularly the Euclidean and squared Euclidean distances, which
are widely used in the clustering-based damage detection techniques. When the size of
feature samples is small, it has been demonstrated that the statistical distances roughly
have the same performances in terms of the rates of Type I, Type II, and total errors.
It has been observed that the k-medoids clustering with a relatively large cluster num-
ber, which yields the smallest rate of variance, is able to deal with the negative effects
of environmental variability conditions and increase the detectability of damage. The
comparison between the proposed and classical clustering-based methods by consid-
ering the k-medoids algorithm and the Chebychev distance metric has revealed that
the former prevails over the latter. Furthermore, the proposed clustering-based method
has been superior to the conventional MSD and PCA techniques in terms of damage
detectability and SHM under strong environmental variability.

Furthermore, the comparisons between the proposed GOF method and the conven-
tional BM and POT techniques have demonstrated that GOF not only facilitates the pro-
cess of threshold estimation but also provides more reliable results owing to a smaller
misclassification rate compared to the other techniques. Eventually, it has been seen
that the use of small training samples considerably increases the false alarms and mis-
classification rates. This conveys that the proposed clustering-based method is sensitive
to the number of samples needed for the training process. Therefore, it is preferable to
apply a wide range of training samples that cover all possible environmental variability
conditions in the baseline phase. For further research, it is recommended to develop an
algorithm to determine the adequate number of training samples.
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CHAPTER7
Conclusions and Further Development

THE research presented in this dissertation focused on the application of statistical
pattern recognition paradigm in order to address some issues in SHM. Due to the
complexity and cost of conventional inspection and maintenance methods, the

offshore environment provides a challenging and fruitful field in which to implement
SHM approaches. In this chapter the main contribution of this dissertation and obtained
results are summarized. Furthermore, some interesting topics for further investigation
which will motivate future work in this area are presented.

The main challenge of many methods in the statistical pattern recognition paradigm
is to assess damage identification process when environmental and operational vari-
ability (EOV) are present. Hence, in this dissertation a damage identification process
by proposing an iterative feature extraction technique using time series modeling and
some machine learning methods for dealing with the EOV conditions is proposed. The
proposed iterative technique is to identify the most consistent time series model with
raw vibration time-domain data based on Box-Jenkins methodology. Moreover, the
proposed technique aims at fitting a model that is able to produce uncorrelated residu-
als.

Dealing with the problem of large volumes of high-dimensional features and de-
tecting damage under ambient vibration are critical to structural health monitoring.
To address these challenges, this dissertation proposes a novel data-driven method for
early damage detection of civil engineering structures by robust multidimensional scal-
ing. The proposed method consists of some simple but effective computational parts
including a segmentation process, a pairwise distance calculation, an iterative algo-
rithm regarding robust multidimensional scaling, a matrix vectorization procedure, and
a Euclidean norm computation. AutoRegressive Moving Average models are fitted to
vibration time-domain responses caused by ambient excitations to extract the model
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Chapter 7. Conclusions and Further Development

residuals as high-dimensional features. In order to increase the reliability of damage
detection and avoid any false alarm, the extreme value theory is considered to deter-
mine a reliable threshold limit. However, the selection of an appropriate extreme value
distribution is crucial and troublesome. To cope with this limitation, this study intro-
duces the generalized extreme value distribution and its shape parameter for choosing
the best extreme value model among Gumbel, Fréchet, and Weibull distributions.

In addition, environmental variability is a major challenging issue in structural health
monitoring of offshore structures and bridges because these structures are more prone to
such variability than other civil structures. To deal with this challenge, this dissertation
proposes a new machine learning method for early damage detection under environ-
mental variability by means of the k-medoids clustering, a new damage indicator, and
an innovative approach for selecting a proper cluster number. Estimation of a reliable
alarming threshold is another important challenge for early damage detection via most
of the machine learning methods. On this basis, a novel probabilistic approach by using
the theory of extreme value and a goodness-of-fit measure is proposed to estimate an
alarming threshold.

Lastly, two numerical examples, three experimental benchmark structures, and two
real structures were investigated to validate the effectiveness and performance of the
above-mentioned approaches along with several comparative studies.

7.1 Overall Summary

According to the results of implementing the iterative feature extraction technique
based on time series modeling to the numerical model of the concrete beam and the
benchmark model of the laboratory frame one can conclude that the method was able
to identify the best time series model for the raw vibration time-domain data according
to Box-Jenkins methodology and choose an optimal order for the identified model to
produce uncorrelated residuals. Moreover, The results of machine learning technique
indicated that they are capable of identifying any possible damage, even in the presence
of the operational and environmental variability. Furthermore, they are appropriately
able to estimate the extent of damage in the structures.

The application of the proposed robust multidimensional scaling algorithm on the
IASC-ASCE benchmark structure, the Tianjin-Yonghe Bridge, and the numerical off-
shore jacket structure demonstrated the ability of method to detect early damage with-
out any false alarm error. In addition, it has been found that the distribution of em-
bedding norm values of the normal condition utilized in threshold limit estimation is
not normal, and resulting in numerous Type I errors in the standard CI based on the
normality assumption. As a result, it is advisable to use the EV statistics in the thresh-
old limit estimation when the outputs of the feature classification method regarding the
undamaged condition are non-normal. Furthermore, the comparison between the pro-
posed RMDS-based method and the Mahalanobis distance has shown that the former
is superior to the latter in detecting small damage. Besides, the proposed RMDS-based
method is more efficient than the Mahalanobis distance due to providing much fewer
outputs for feature classification and decision-making.

Finally, the proposed clustering and threshold estimation methods were applied to
the well-known Z24 Bridge and the experimental offshore jacket platform. The clus-
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7.2. Recommendations for Further Research

tering technique was developed from the k-medoids algorithm to select an appropriate
cluster number for dealing with the effects of environmental variations. However, in or-
der to increase the detectability of damage, the application of the Lp,r-distance metric
to the algorithm of the k-medoids clustering, and a reliable alarming threshold for early
damage detection using GOF based on the EVT and GEV distribution modeling was
proposed. The results confirmed that clustering-based method in conjunction with the
proposed GOF method highly succeeds in detecting damage under strong environmen-
tal variations. According to the comparison of different Lp,r-distance measurements, it
is shown that Chebychev metric outperforms the other Lp,r-distance measures. Addi-
tionally, when the size of feature samples is small, it was demonstrated that the statisti-
cal distances roughly have the same performances in terms of the rates of Type I, Type
II, and total errors. Moreover, it can be observed that the use of small training samples
considerably increases the false alarms and misclassification rates.

7.2 Recommendations for Further Research

In this section some suggestions for future works are presented as follow:

• Since the use of small training samples considerably increases the false alarms and
misclassification rates. Therefore, it is preferable to apply a wide range of training
samples that cover all possible environmental variability conditions in the baseline
phase. Hence, for further research, it is recommended to develop an algorithm to
determine the adequate number of training samples.

• The statistical correlation-based methods between extracted damage-sensitive fea-
tures are not only able to detect early damage by high-dimensional features but
also capable of estimating the level of damage severity.

• As sensor placement has an important role in the damage localization process,
therefore, it is recommended to pay more attention to the problem of sensor place-
ment in the damage localization process.

• Based on the statistical similarity method, the sensor location from dense sensor
networks regarding the largest value that exceeds the threshold limit is identified
as the location of damage in structures.

• Multi-stage algorithms are highly suitable for extracting damage-sensitive features
from non-stationary and stationary vibration signals when unmeasurable and un-
known ambient excitations are subjected to the civil and mechanical systems.
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