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Abstract

GNSS attitude determination is one of the derived applications from satellite navigation
and has been studied intensively and successfully implemented in the last years. This
technology is based on differential range measurements between a network of antennas
arranged on a vehicle. The measurements used are the very-precise phase measurements,
which implies facing the ambiguity resolution problem, as well as cycle slip and multipath
detection.

The aim of this thesis is to derive a software application for attitude determination from
GPS data. The present documents describes the process followed until the final product:
theoretical presentation, mathematical modeling, implementation and validation. The
theoretical presentation acknowledges the issues to consider in GNSS attitude determi-
nation, with focus on the ambiguity resolution problem, which is analysed with detail.
The structure and algorithms of the program are intended to work in a real-time applica-
tion, although the current implementation works as a post-processing tool. The program
contains algorithms for ambiguity resolution, cycle slip and multipath detection, and its
performance has been tested in a variety of environments generated with simulated GPS
data. The tests carried out in with the simulated data allowed the validation of the pro-
grams and the modules as well as the development of comparative analyses on the impact
of errors intrinsic to satellite navigation on the case of attitude determination.

Keywords: attitude determination, GNSS, ambiguity resolution, interferometry.





Abstract in lingua italiana

La determinazione dell’assetto con GNSS è una delle applicazioni derivate della nav-
igazione satellitare e è stata studiata in forma intensiva e implementata con successo
negli ultimi anni. Questa tecnologia è basata su misure differenziali tra un network di
antenne distribuite su un veicolo. Le misure utilizzate sono misure di fase molto precise,
che implicano affrontare il problema della risoluzione dell’ambiguità e del rilevamento dei
fenomeni di multipath e cycle slip.

Lo scopo di questa tesi è sviluppare una applicazione software per la determinazione degli
angoli di assetto dai dati GPS. Il presente documento descrive il processo seguito fino
al prodotto finale: presentazione teorica, modellazione matematica, implementazione e
validazione. La presentazione teorica contiene le questioni a considerare nel calcolo di
assetto con GNSS, con attenzione sul problema della risoluzione della ambiguità, che è
analizzato in dettaglio. La struttura e gli algoritmi del programma sono stati costruiti con
la intenzione di essere applicati in tempo reale, sebbene l’attuale implementazione fun-
ziona come una post-processing tool. Il programma contiene algoritmi per la risoluzione
dell’ambiguità, rilevamento di multipath e cycle slips, e le sue prestazioni sono stati tes-
tati in una varietà di condizioni generate con dati simulati. Le prove eseguite con i dati
simulati hanno permesso di validare il programma e i moduli nonché lo sviluppo di anal-
isi comparativi tra l’impatto degli errori tipici della navigazione satellitare nel caso del
calcolo di assetto.

Parole chiave: determinazione d’asetto, GNSS, risoluzione dell’ambiguitá, interferome-
tria
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1| Introduction

1.1. Context and motivation

Since the beginning of operation of the first Global Navigation Satellite System (GNSS),
the American Global Positioning System (GPS), the number of applications derived from
this technology has not ceased to grow. This has been motivated by the decrease in
the cost of GNSS sensors, continuous improvements introduced in the system, and the
addition of other GNSS programs like the Russian GLONASS, the European Galileo and
the Chinese Beidou.

One of the first improvements made to the standalone positioning system was the devel-
opment of differential GNSS (DGNSS, DGPS in the case of GPS), which makes use of the
knowledge of the position of one or more reference stations to estimate some of the errors
that degrade the performance of the GPS technology and send corrections to receivers.
These augmentation systems can provide service from a small area surrounding a single
reference station to an extensive region, and they can be ground based (GBAS) or space-
based (SBAS). One example of a GBAS with local scope is the Local-Area Augmentation
System, used to enhance GPS performance to aid in aircraft landing. Examples of wide
area SBAS are the European Geostationary Navigation Overlay System (EGNOS) and
the American Wide Area Augmentation System (WAAS).

Another enhancement to the system was to incorporate the usage of carrier phase data.
which dramatically increases the accuracy of the GPS solution. However, to use carrier
phase measurements, an additional parameter needs to be estimated, which is the integer
number of cycles between satellite and receiver, known as integer ambiguity.

With the use of both carrier phase measurements and differential (interferometric) tech-
niques, a receiver with known position can determine the relative position of a set of
multiple antennas mounted on a vehicle in a local navigation reference frame. This infor-
mation, given the known position of the antennas in the body frame, can be processed to
obtain the attitude of the vehicle. This particular application of the satellite navigation
technology is the topic of this project.
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1.2. Objectives

The main objective of this thesis is the development of a real-time attitude determination
program. To achieve this purpose, a set of milestones or objectives has been defined:

• Definition of the theoretical framework of the GNSS attitude determination problem.
Description of the GNSS technology and the particular characteristics thet make it
usable for attitude estimation.

• Development of a sound mathematical model to serve as basis for practical appli-
cations. The model should include the attitude determination algorithm, as well
as additional solutions for complementary problems like cycle-slip detection and
correction and ambiguity resolution.

• Design and implementation of a practical application. The programming language
chosen for the application is C++.

1.3. Methodology

The ultimate objective of this project is to develop a functioning library to process GNSS
data and provide an attitude solution. In order to fulfil this goal, there are steps to follow
which correspond to the objectives defines previoulsy; first present the theoretical aspects,
then provide a mathematical model, finally implement the algorithms. These steps are
presented sequentially in the following chapters.

The final result, the application, is intended to incorporate functioning scripts to ad-
dress every problem that needs to be solved. This will mean that some of the theoretical
presentations will be limited to the specific technology or method that will be later im-
plemented. For example, there exist a wide variety of methods for cycle slip detection
and for ambiguity resolution. Here only one cycle slip method will be commented and,
in the case of ambiguity resolution, although a few methods will be presented, only the
implemented one(s) will be thoroughly analysed.

1.4. Document structure

The present document is structured as follows. First, chapter 2 will introduce the GNSS
technology by means of brief commentaries on the GNSS segments, signals, measure-
ments and errors. chapter 4 contains the full description of the attitude determination
problem, with sections on attitude estimation from vector observations, GNSS interfero-
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metric techniques, ambiguity resolution, cyle slip detection, etc. Next, chapter 4 contains
the commentary on the implementation process, with descriptions of the structure of the
program and the main algorithms. chapter 5 presents the results obtained after the pro-
cessing of GPS measurements with the with the developed program. Finally, chapters 6
and 7 contain conclusions and recommendations derived during the development of this
project.
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2| GNSS fundamentals

This chapter serves as introduction to the GNSS system, with descriptions of the most
relevant aspects of the technology. section 2.1 briefly describes the three segments a GNSS
system. section 2.2 defines the characteristics of GNSS signals that allow the construction
of measurements, or observables, which are presented in section 2.3. Finally, section 2.4
is dedicated to the different errors the measurements are subject to.

2.1. Segments

The GNSS system is divided in three segments: the space segment, the ground/control
segment and the user segment.

The satellite segment is the set of satellites, usually called constellation, which broadcasts
signals to the control and user segment. GPS and Galileo satellites orbit in medium
Earth orbits (MEOs) with around 60º inclination and with a period of two orbits per day,
approximately [14]. Each satellite, from now on called Space Vehicle (SV), broadcasts two
different signals: ranging codes and navigation data messages. Ranging codes are used
by the receiver to estimate the time of transmission of the signal, while the navigation
message contains information about the satellite orbital state.

The ground or control segment is composed by ground stations with different missions:
monitor stations, control stations and uplink stations. Monitor stations receive ranging
signals from the satellite and transmit them to the control stations, which calculate the
navigation data message and the maneuvers to perform, if needed.

The user segment is the equipment used to pick up and process the signals broadcast by
the satellites. The equipment consists on an antenna, a receiver, and ranging and naviga-
tion processors. The antenna collects the radio signal (electromagnetic) and converts it
to an electrical signal, which is then demodulated by the receiver. The ranging processor
determines the range from the antenna to each satellite, and finally the navigation pro-
cessor calculates the GNSS solution, which is the estimation of the position, velocity and
time (PVT).
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Both the space and control segment are operated by the same organism. For GPS, the
responsible is the Department of Defense through the U.S. Space Force; for Galileo, it is
the European Union Agency for the Space Programme.

2.2. Signals

The majority of GNSS signals combine a carrier with a navigation data message, and a
ranging code, using Bi-Phase Shift Key (BPSK) modulation . These information is used
to construct the GNSS measurements, or observables. GNSS signals belong to the L band,
which is subdivided in segments assigned to each particular constellation. The frequency
bands relative to GPS and Galileo are presented in table 2.1. The reason a constellation
broadcasts in different frequencies is to improve robustness and allow combination of
signals between frequencies used for a variety of purposes: atmospheric error estimation,
cycle slip detection, etc.

Table 2.1: Frequencies allocation for GPS and Galileo.

GPS

L1 1575.42 MHz
L2 1227.6 MHz
L5 1176.45 MHz

Galileo

E1 1575.420 MHz
E6 1278.750 MHz
E5 1191.795 MHz
E5a 1176.450 MHz
E5b 1207.140 MHz

The GNSS signal components are:

• Carrier: sinusoidal signal at a given frequency, used to derive the carrier phase
observable.

• Ranging code: Pseudo-Random Noise sequences (PRN) used to determine the travel
time between the satellite and the receiver and so to derive the code pseudorange
observable.

• Navigation data: message containing information about the state of the satellite,
such as ephemeris data (Kepler parameters), clock bias parameters, etc. This infor-
mation is used mainly to determine the position of the satellite, which is necessary
for the positioning solution.
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2.3. Measurements

The GNSS measurements, usually called observables, are code pseudoranges, carrier phase
and Doppler shift. In the following sections they will be explained and modeled with more
detail.

2.3.1. Code pseudorange

The basic GNSS measurement is the travelling time, i.e., the time span from the emission
of the signal from the satellite to the reception of the signal by the receiver. This measure
is taken by means of a correlation process between the ranging code inside the GNSS
signal and a replica code generated by the receiver. The process consists on a shifting in
time of the replica code to the point of maximum correlation.

The pseudorange measure, obtained by multiplying the travelling time by the speed of
light, is an estimate of the distance between the satellite and the receiver. The prefix
pseudo- indicates that the measure does not represent a true distance, understood as the
separation between two objects at the same time, but in rather represents the difference in
the position of the satellite at emission time and the position of the antenna at reception
time. Additionally, there are other effects that make it differ from the true range. In a
simplified way, the expression for the code pseudorange is shown in eq. (2.1).

p = ρ+ c(δtr − δts) + I + T + kr + ks + ε (2.1)

where

p− Pseudorange measured by the receiver

ρ− True geometric distance between the user and the satellite

c− Speed of light

δtr, δt
s − Receiver and satellite clock errors

I − Ionospheric delay

T − Tropospheric delay

kr − Receiver instrumental errors

ks − Satellite instrumental errors

ε− Remaining measurement errors (mainly multipath and receiver noise)
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2.3.2. Carrier phase

Apart from the code information, another available measurement is the carrier phase of
the signal. This measurement can be used as an estimate of the distance between user
and satellite and has a much higher precision. However, it is ambiguous by an integer
number of cycles (one cycle is 2π radians in phase or one wavelength). The expression of
the carrier phase observable is shown in eq. (2.2).

φ = ρ+ λN + c(δtr − δts)− I + T + kr + ks + ε (2.2)

where

φ− Carrier phase measured by the receiver

ρ− True geometric distance between the user and the satellite

λ− Signal wavelength

N − Integer ambiguity

c− Speed of light

δtr, δt
s − Receiver and satellite clock errors

kr − Receiver instrumental errors

ks − Satellite instrumental errors

I − Ionospheric delay

T − Tropospheric delay

ε− Remaining measurement errors (mainly multipath and receiver noise)

Once they achieve lock on a satellite, receivers can dynamically track the change on the
number of carrier cycles [18]. This means that the term Φ in eq. (2.2) has a fractional
part (direct measure) and an integer part (cycle count). However, before the receiver
locks the satellite, there exists an unknown number of carrier cycles between them. These
unknown integer is known as carrier phase ambiguity and needs to be determined so
carrier phase measurements can be exploited. This ambiguity resolution process needs
to be done every time the receiver loses track of the satellite, as this makes N change
arbitrarily and causes range discontinuities. This loss of signal can be caused by the
setting of a satellite, aggresive maneuvering by the user, or an obstruction in the Line of
Sight between user and satellite [18]. The resolution of the ambiguity, as well as cycle slip
detection and correction, is the key to high precision GNSS solutions and will be treated
in detail in section 3.3 and section 3.4
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2.3.3. Doppler shift

The Doppler shift of a signal corresponds to its time derivative, which must be estimated
by the receiver for a successful tracking. Doppler shift is related to the relative velocity
between the satellite’s and receiver’s antennas. This measurement will not be used for
the computation of the attitude solution but rather for cycle slip detection.

2.4. Errors

The measurements made by the GNSS receiver are affected by a number of errors that can
be associated to the emission, propagation, and reception processes. Emission errors are
caused by the satellite and include satellite clock, ephemeris errors, and hardware satellite
errors. Errors in the propagation, caused by the presence of the atmosphere, are mainly
tropospheric delay and ionospheric delay/advance. Reception errors include hardware
effects, receiver noise, interference and multipath. Additionally, relativistic effects must
be taken into account. Note that the receiver clock error is not considered formally a
measurement error because it can be determined as part of the GNSS solution along with
the position.

Most of these errors can be canceled with differential techniques. A more detailed de-
scription of the remaining sources of errors for attitude determination will be presented
in section 3.6.

Satellite clock error

The satellite clock error is monitored by the GNSS control segment and can be corrected
via the navigation message. Satellites’ Ephemeris data include three parameters to cal-
culate the clock bias using a second order polynomial.

δts = a0 + a1tk + a2t
2
k + ∆trel (2.3)

where ∆trel is a correction due to relativistic effects.

Ephemeris error

Ehpemerides data for the satellites are estimated by the control segment and uplinked
to the satellites to be rebroadcast to the user. Errors in the estimation of the satellite’s
position are in the range 1-6 m (Warren, 2002, cited in [18]), although these errors do
not project significantly onto the Line of Sight (LOS) towards the Earth, with a resulting
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ranging error in the order of 0.8 m (Taylor, 2005, cited in [18]).

Atmospheric effects

The effects of the atmosphere on the measurements are divided into tropospheric effects
and ionospheric effects. The ionosphere is a dispersive medium and causes the signal
information (code and navigation data) to delay and the carrier phase to advance, in a
phenomenon called ionospheric divergence, while the troposphere is non dispersive and
causes both components to delay.

There exist various mathematical models in the literature to estimate this errors (some
examples can be found in [18]), as well as multi-frequency methods to eliminate their
effects on the measurements.

Relativistic effects

Both the general and the special relativity theories have an impact in GNSS measurements
[18]. The error is periodic and can be compensated by the user with the expression (Dieter,
2003, as cited by [18])

∆trel = Fe
√
a sinEk (2.4)

where

F − constant, equal to -4.442807633 × 10−10s/m1/2

e− satellite orbital eccentricity

a− semimajor axis of the satellite orbit

Ek − eccentric anomaly of the satellite orbit

Receiver noise

Tracking loops in the receiver produce measurement errors, with thermal noise jitter and
interference being the most important sources [18]. The effect of noise in the particular
case of attitude determination will be assessed in the following chapter and also with a
dedicates analysis when presenting results.
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Hardware errors

Both satellite and receiver hardware introduce biases. GNSS signals of different frequen-
cies are not synchronized at the time of transmission due to the different signal paths
for each signal. This bias is estimated and broadcast on the navigation message under
the timing group delay parameter, TGD. Bias errors introduced by the receiver tend to
be small compared to other sources and are often consequently ignored [18]. Signals are
delayed as they travel through the antenna and the receiver’s hardware. The delay is
important for timing applications, but can be neglected in the positioning solution, as all
signals are almost equally delayed, and therefore this delay will appear as a solution of
the least-squares adjustment in the user clock bias estimate.

Multipath

Multipath consists on the reception of reflected or diffracted replicas of the desired orig-
inal signal, causing a sort of delay which affects the decorrelation process. Multipath
errors depend on the receiver location satellite elevation angle, receiver signal processing,
antenna gain pattern and the characteristics of the transmitted signal. It also depend on
the environment; multipath is prone to appear if reflective objects such as walls,buildings,
trees and water surfaces, are close by.

The effect of multipath is one of the most important sources of errors. This is, in part,
due to the fact that other effects have been mitigated with GNSS augmentations and
modernization or allow precise estimation with mathematical models, while multipath
and shadowing are more difficult to predict or model.
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determination

This chapter is dedicated to the problem of attitude determination with GNSS technology.
The basis of the problem lies on the precise calculation of one or more baseline vectors in
two different reference frames; the baselines are formed by network of antennas mounted
on the body of the vehicle. One reference frame is the body frame, attached to the vehicle;
here the vectors between antennas are known a priori from the distribution of the fixed
antennas. The other reference system is the local navigation frame; here the baseline
vectors are calculated with the aid of GNSS. To define the local frame, the position of the
reference receiver (origin of the baseline vector) must be known. Then, the GNSS baseline
solution, given in the Earth Centered, Earth Fixed (ECEF) frame, can be transformed
and the attitude obtained.

The precision required for the baseline solution makes it neccessary to use carrier phase
observables, with much lower noise than code pseudoranges. The drawback of phase mea-
surements is that they are ambiguous by an integer number of cycles, as shown previously
in eq. (2.2). The problem of determining this ambiguity has been of interest in the satel-
lite navigation scientific community, with an extensive family of methods and algorithms
developed in the last decades.

Almost all methods developed for attitude determination are based on the double differ-
encing carrier phase technique, with variations on the way attitude is parametrised (Euler
angles, quaternions), and differing mainly in the way they tackle the ambiguity resolution
problem. A comparative study of different implementations for attitude determination
can be seen in [24].

The chapter is organised as follows. section 3.1 shows the attitude parametrisation as well
as attitude reconstruction from the baseline vectors; section 3.2 explains the problem of
the determination of the baselines; section 3.3 is dedicated to the problem of ambiguity
resolution; section 3.4 addresses methods for cycle slip detection.
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3.1. Attitude estimation from vector observations

As described in the overview, attitude determination consists on the determination of the
baseline vectors between antennas in two different reference frames to then reconstruct
the attitude of the vehicle, here parametrised with the Euler angles. Given vector bab

between to antennas, the relationship of its coordinates between the body frame and
the navigation frame can be represented by means of the rotation matrix, as shown in
eq. (3.1).

bn
ab = Rb→nbb

ab (3.1)

Where subscripts n and b indicate navigation and body frames respectively. The explicit
description of the rotation matrix depends on the chosen navigation frame. Considering
the East-North-Up navigation frame, the expression for R with the Euler angle attitude
parametrisation is (eq. (3.2)):

Rb→n =

 sinψ cos θ cosψ cosφ+ sinψ sin θ sinφ − cosψ sinφ+ sinψ sin θ cosφ

cosψ cos θ − sinψ cosφ+ cosψ sin θ sinφ sinψ sinφ+ cosψ sin θ cosφ

sin θ − cos θ sinφ − cos θ cosφ


(3.2)

The solution to Rb→n is not unique if only one baseline is used, as the rotation along
the baseline axis is undetermined [14]. In this case, only the elevation and azimuth of
the baseline in the navigation frame can be obtained, which do not generally match the
Euler angles. Only in the particular case that the antennas are mounted along one of
the body axes do elevation and azimuth correspond to two of the Euler angles, leaving
the third undetermined. If a network of three or more antennas are used, then at least
two baselines can be constructed and determined, making it possible to obtain the full
attitude of the vehicle.

The problem of obtaining the rotation matrix between two reference frames from vector
observations, also called attitude matrix A, regardless of the specific attitude parameter-
isation used, is called Wahba’s problem, and was first stated by Wahba in 1965 [31]. The
problem consist on finding the orthogonal matrix A with determinant +1 that minimises
the loss function in eq. (3.3).

L(A) =
1

2

∑
i

ai|bi −Ari|2 (3.3)

where bi are unit vectors in the body frame, ri are the corresponding vectors in the local
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navigation frame and ai are positive weights. A number of algorithms have been proposed
since the statement of the problem. Reference [22] presents a review on the most popular
methods. Whenever three or more vectors are available, the usual approach is to carry
out a least-squares adjustment. For the case of two baselines, there are simplifications
that allow for closed-form solutions to eq. (3.3). Two of these are presented next in this
section. For the case or more than two antennas, the attitude matrix can be obtained
with a standard least-squares adjustment or with some of the techniques in [22].

Once the attitude matrix has been obtained, the attitude angles are obtained as shown
in eq. (3.4).

θ = arcsin(A31), φ = arctan

(
A32

A33

)
, ψ = arctan

(
A11

A21

)
(3.4)

where
A = Rb→n

> (3.5)

3.1.1. TRIAD

The TRIADmethod was developed in 1964 [2] and later proved to be a closed form solution
to Wahba’s problem for a particular choice of the weights on the measured vectors. The
input for the method are a couple of vectors measured in body frame, b1 and b2, and their
expressions in some reference frame, r1 and r2. The attitude matrix to be determined is
the one that transforms a vector from the reference frame to the body frame (eqs. (3.6)
and (3.7)).

Ar1 = b1 (3.6)

Ar2 = b2 (3.7)

The idea behind TRIAD, “TRIaxial Attitude Determination”, is that, if we have an or-
thogonal right-handed triad in the reference-frame and the corresponding triad in the
body-frame (v and w, respectively), the attitude matrix is (eq. (3.8)):

A = [w1w2w3] [v1v2v3]
> = w1v

>
1 + w2v

>
2 + w3v

>
3

Avi = wi , i = 1, 2, 3.
(3.8)

The triads v and w are formed from the pairs r1, r2 and b1, b2, respectively, and the
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third vector is constructed as shown in eqs. (3.9) and (3.10).

r3 = (r1 × r2)/|r1 × r2| (3.9)

b3 = (b1 × b2)/|b1 × b2| (3.10)

There are now two ways to construct the attitude matrix (eqs. (3.11) and (3.12)), de-
pending on which vector is emphasized.

A1 = b1r
>
1 + b3r

>
3 + (b1 × b3)(r1 × r3)

> (3.11)

A2 = b2r
>
2 + b3r

>
3 + (b2 × b3)(r2 × r3)

> (3.12)

The two expressions for the rotation matrix allow some adaptation of the algorithm de-
pending on the expected error of the calculated baseline. For example, if the baseline
calculation process returns a float solution for one baseline and a fixed solution for the
other one, then the fixed solution is prioritised. If both solutions are fixed, the solution
for the longest baseline can be prioritised. There exists also a third TRIAD estimator,
which considers both measurements symmetrically. For more information on this method
and its variations, see [23], [32].

3.1.2. FOAM

The Fast Optimal Attitude Matrix (FOAM) method allows for the selection of arbitrary
weights for the observed vectors and therefore can be adapted to the characteristics of the
observation baselines in a similar way as the TRIAD method but with more freedom, as
the weights ai can take any value. This method reduces to the TRIAD method whenever
one of the weights is null, a1 = 0, a2 = 0 and when a1 = a2. The general case of the
algorithm is exposed in detail in [21]. The case of two vector observations reduces to
solving the set of equations (eqs. (3.13) and (3.14)):

λ =
√
a21 + a22 + 2a1a2 [(b1 · b2)(r1 · r2) + |b1 × b2||r1 × r2|] (3.13)

A = b3r
>
3 + (a1/λ)

[
b1r

>
1 + (b1 × b3)(r1 × r3)

>]
+(a2/λ)

[
b2r

>
2 + (b2 × b3)(r2 × b3)

>] (3.14)

where in the general case of n measured vectors λ represents the sum of the singular values
of the matrix formed with the observations B =

∑
i aibir

>
i and b3 and r3 are calculated
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as shown in eqs. (3.9) and (3.10).With more than two vector measurements, the equation
for λ has to be solved numerically.

3.2. Baseline determination. GNSS Interferometric

techniques

Inteferometric, or differential, techniques are key to precise baseline determination. With
this techniques, the solution is not the absolute position of the receiver, but a relative
position with respect to a reference. In the case of attitude determination, the reference
is one of the antennas, and the relative solution is precisely the baseline vector from that
antenna to another.

There are two types of GNSS multi-antenna systems for attitude determination: dedicated
and non-dedicated. Dedicated systems use a common receiver designed to synchronise the
signals from the antennas, while non-dedicated systems have a receiver associated to each
antenna. The advantage of dedicated systems lies on the shared clock, which means that
with single differencing the receiver clock can be eliminated. For non-dedicated systems,
double-differencing is required to remove the effect of receiver clock bias. On the other
hand, non-dedicated systems offer advantages in terms of cost-effectiveness and flexibility
[7, p. 45]. Also, the most important effect in accuracy for attitude determination with
GNSS is carrier phase multipath error, rather than receiver noise [20, p. 12].

The definition of single and double differences is done hereunder. The results are presented
for the carrier phase observable, although the case of pseudoranges is equivalent with the
exception that the ambiguity term is not present.

3.2.1. Single differences

Single differences are constructed with the carrier phase measure made by two receivers
with a single satellite. This interferometer is shown in fig. 3.1, where the assumption
that the LOS vectors to the satellite are parallel (reasonable for close antennas). The
mathematical expressions for the carrier phase measure for receivers a and b with the
satellite p are based in the model in eq. (2.2) and are shown in eqs. (3.15) and (3.16).

φpa = ρpa + λNp
a + c(δta − δtp)− Ipa + T pa + ka + kp + εpa (3.15)

φpb = ρpb + λNp
b + c(δtb − δtp)− Ipb + T pb + kb + kp + εpb (3.16)
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The single difference (SD) is constructed subtracting both equations, resulting in:

φpab = ρpab + λNp
ab + cδtab + kab + εpab (3.17)

The expression in eq. (3.17) shows important results. First, the satellite clock bias, as well
as the satellite instrumental errors, have been dropped. Also, the atmospheric effects I, T
have disappeared on account of the fact that, if the receivers are colatitude and closely
spaced (less than 50 km) [18], the effects of the troposphere and the ionosphere cancel
out. New combined terms for the integer ambiguity, receiver clock biases, distances and
remaining errors have appeared. The combined distance term represents the projection
of the baseline between the two antennas into the LOS to the satellite. It can written as:

ρpab = (ρpb − ρpa)
ρpab = −1pa · xab

(3.18)

Where 1pa is the Line of Sight vector between the receivers and the satellite. It has been
assumed that 1pa ' 1pb .

Figure 3.1: Interferometer with one satellite.

In the case of n satellites in view, a total of n single differences can be formed. The
unknowns are the coordinates of the baseline vector and the combined receiver clock bias.
This means that, in general, at least four satellites are needed to solve the problem.
However, taking into account the particular case of attitude determination, only two

satellites are needed under some conditions [5]. First, the baseline length is known, which
adds an additional equation to the system. Furthermore, if a dedicated system (see
the introduction) is used, the term associated to the receiver clock error cancels. For
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the general case of non-dedicated systems, double differencing is required to cancel the
receiver clock error effect.

3.2.2. Double differences

Double differences are constructed with the carrier phase measure made by two receivers
with respect to two satellites. This is shown in fig. 3.2, maintaining the assumption of
identical (parallel) LOSs for each satellite. The mathematical expressions for the single
differences formed with receivers a and b with respect to satellites p and q are shown in
eqs. (3.19) and (3.20).

φpab = ρpab + λNp
ab + cδtab + kab + εpab (3.19)

φqab = ρqab + λN q
ab + cδtab + kab + εqab (3.20)

The double difference is constructed subtracting both equations, resulting in:

φpqab = ρpqab + λNpq
ab + εpqab (3.21)

In eq. (3.21) the combined receiver clock biases and the combined instrumental errors
have canceled out. A new double difference ambiguity vector has appeared, as well as a
combined system noise that takes into account the sources of error, mainly multipath and
receiver noise [18]. Following the result shown in eq. (3.18), the combined distance term
can be written as shown in eq. (3.22).

ρpqab = (ρpb − ρpa)− (ρqb − ρqa)
ρpqab = −1pa · xab + 1qa · xab

ρpqab = −(1pa − 1qa) · xab

(3.22)

The extension to the case where n satellites are available requires the choice of a master
satellite, typically the one with a higher elevation. The single difference formed with it
φ1
ab is used to compute the n − 1 double differences. The resulting system of equations,

is shown in matrix form in eq. (3.23), where the result appearing in eq. (3.22) has been
introduced.
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Figure 3.2: Interferometer with two satellites.


φ21
ab

φ31
ab
...

φN1
ab

 =


−(12

a − 11
a)

−(13
a − 11

a)
...

−(1na − 11
a)

 · xab + λ ·


N21
ab

N31
ab
...

Nn1
ab

+


ε21ab
ε31ab
...
εn1ab

 (3.23)

[ Φab ] = [ Hab ] xab + λ [Nab] + εab (3.24)

The errors contained in ε, mainly due to multipath and receiver noise, are going to be
neglected at his moment. Assuming the ambiguity vector Nab is known, the only unknown
appearing in the system in eq. (3.23) is the baseline vector xab. If we have n satellites,
we can construct n− 1 double differences, and therefore, in principle, a minimum of four
satellites in view are required for attitude determination, the same needed for carrier
phase positioning. Again, if the constraint on the baseline length is considered, another
equation can be incorporated to the system. Note that the equation of the baseline length
is non-linear so, if it is to be added to the system, it needs to be linearised.
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3.3. Ambiguity resolution

From the beginning of the processing of carrier phase measurements, the problem of
solving the unknown integer cycles at the moment of acquisition has become of paramount
importance. Most of the Ambiguity Resolution (AR) methods share a common structure,
with a diagram shown in fig. 3.3. The solution is obtained through two consecutive
steps. First, a float solution or estimate is obtained, where the ambiguities and the
baseline vector are real-valued. This is usually done with a least-squares adjustment.
Then, the integer nature of the ambiguities is exploited to derive a fixed solution which
consists in an integer ambiguity vector and a corrected real-valued baseline vector. The
second step makes use of the variance-covariance matrix of observations and contains
a search technique. These two steps will be further developed further in this section.
These methods make use of search approaches to fix the ambiguities to their integer
values, and can be divided into two types depending on whether the search is performed
in the coordinate domain of the ambiguity domain. The methods more popular at the
present time are the latter. Another possible classification is whether the methods require
measurements from various epochs, the so-called multi-epoch methods, or can instead
derive an ambiguity solution with data from only one epoch, and are then considered
single-epoch methods.
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Figure 3.3: Ambiguity Resolution process.

The three most important integer estimators, that serve as a basis for the development
of the AR techniques, are Integer Least Squares (ILS), Integer Boostrapping and Integer
Rounding. These estimators serve as a basis for the more sophisticated methods that will
be presented later in this section.

The discussion on ambiguity resolution is structured as follows. First; a review on the
most important methods present in the literature will be carried out, followed by a more
practical description of the AR process. This second part of the section includes the
details of the calculation of the float and fixed solution, with the definition of the Integer
Rounding, Bootstrapping and Least Squares estimators and also shows the specifics of
one of the most used methods, the Least-squares AMBiguity Decorrelation Adjustment
(LAMBDA), which will be the method implemented in the application.

3.3.1. Overview on ambiguity resolution methods

The most important methods developed to solve the ambiguity resolution problem are
shown in table 3.1. The majority of them, with the exception of the Ambiguity Func-
tion Method (AFM) method, are based on the Integer Rounding, Bootstrapping and
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Least-squares estimators. They present the two sequential float-fixed steps to obtain the
ambiguity parameters. The difference between them lies on how they perform the search
in the fixing process. Three of the methods from table 3.1, with different approaches to
the problem, are briefly commented below.

Method Reference(s)

Ambiguity Function Method AFM [6] [8]

Least Squares Ambiguity Search Technique LSAST [16]

Least-squares AMBiguity Decorrelation Adjustment LAMBDA [27]

Null method [9]

Fast Ambiguity Search Filter FASF [4]

Fast Ambiguity Resolution Approach FARA [11]

Three Carrier Ambiguity Resolution TCAR [10]
Cascade Integer Resolution CIR [17]

Table 3.1: Overview of ambiguity resolution methods.

The Ambiguity Function Method (AFM), first presented in [6], was one of the first de-
veloped and is characteristic because, in contrast to the rest, performs the search step in
the coordinate domain. It does not perform the float and fixed solution procedure and
rather defines an Ambiguity Resolution Function (AFM) that reaches a maximum when
the observed minus computed DD are equal. This function only depends on the coordi-
nates of the candidates for the secondary receiver, located in a determined search space.
In theory, the optimal position of the secondary receiver is the one with the correct set of
ambiguities. The drawbacks of this method are that the computational efficiency depends
on the size of the search space, which can result in long computational time, and that the
method may have to discriminate between various maxima points. A modification of this
method in order to improve its performance is presented in [8].

The Least Squares Ambiguity Search Technique (LSAST) is targeted to kinematic appli-
cations. In this method the double differenced observables are separated into two groups.
The first group contains three DD well-posed observables that, with correctly fixed am-
biguities, allow the computation of a potential position solution. Then, the potential
position can be substituted in the remaining observation equations for the second group
and its ambiguity component solved. If the estimated ambiguities for the second group
lie outside some limits defined by code observations, the position candidate is rejected, as
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well as the first group’s ambiguity components associated with it. The disadvantages of
this method are that it is sub-optimal in general and that it was originally developed for
dynamic applications, so it can be applied to a static scenario but it would not exploit
the beneficial information that the user’s position is constant [19].

The Fast Ambiguity Search Filter makes use of the Kalman filter for the estimation of
the float solution, and defines sequential search ranges for the ambiguity parameters.
These search ranges are determined in a recursive way making use of a priori geometric
information and the influence of other presumably fixed integer ambiguities. This allows
for a more efficient search space definition and consequently a reduction in computational
time. Another method that implements a sequential space range definition is the Fast
Ambiguity Resolution Approach (FARA).

The Three Carrier Ambiguity Resolution and the Cascade Integer Resolution methods
make use of three carrier frequencies and are based on the boostrapping estimator. They
both make use of a geometry-free widelane combination between frequencies in order to
get a signal with a higher wavelength, which increases the success rate when applying the
bootstrapping operator. However, this transformation loses the information on geometry
of the measurements and is therefore a setback if the objective of the user is to obtain
geometric information such as the baseline coordinates [26]. This means that an additional
step with a geometry-based model, now including the fixed ambiguities, is required to
obtain the desired solution.

3.3.2. Steps in Ambiguity Resolution: float and fixed solution

Float solution

To calculate the float solution, the unknown ambiguity vector is added to the unknowns
in eq. (3.23). With n satellites available, this leaves a balance of (n−1) equations to solve
for 3 + (n− 1) unknowns. The alternatives to fix the under-determination of the system
are either to include code measurements or to include data from additional epochs. The
inclusion of pseudoranges should in principle make it possible to achieve a single-epoch
float solution, with the setback of the inclusion of the noisier code measurements that
could degrade the solution. The balance in this case is of 2(n − 1) equations against
3 + (n−1) unknowns. The system of equations for the single-epoch, code-phase approach
is shown in eq. (3.25), where the error term has been dropped for simplicity.
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[
pab

Φab

]
=

[
Hab 0

Hab λI

]
·
[

xab

Nab

]
(3.26)

Themulti-epoch approach makes it necessary to wait for the solution with the advantage of
using only the more-precise carrier phase measurements. In this other case, the balance is
ofm(n−1) equations against 3m+(n−1) unknowns for the dynamic case (i.e., the baseline
changes every epoch), where m represents the number of epochs of data considered. This
is possible as long as there are no cycle slips and the receivers do not lose of lock with
any satellite. The system of equations is:


Φ1
ab

Φ2
ab
...

Φm
ab

 =


H1
ab 0 . . . 0 λI

0 H2
ab . . . 0 λI

...
... . . . ...

...
0 0 . . . Hm

ab λI

 ·


x1
ab
...

xmab

Nab

 (3.27)

where the superindex indicates the epoch i = 1, ..,m.

The systems shown in eqs. (3.26) and (3.27) can be solved with the Least Squares method,
yielding the float solution

[
x̂mab
N̂ab

]
(3.28)

The multi-epoch approach can be also implemented with code and phase measurements.
The most general system of equations, regardless of its characteristics (single- or multi-
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epoch, code-phase or phase based, single- or multi-frequency), will be reformulated as it
is presented in the majority of the literature. The new expression is shown in eq. (3.29).

y = Aa+Bb+ e (3.29)

where y is the double-difference observation vector and a and b represent the unknown
ambiguity and baseline vectors, respectively. B is the geometry matrix, and A is a matrix
containing wavelengths. This new model separates the integer and real-valued unknowns.

Fixed solution

As stated previously, the system for the float solution can be solved with a least-squares
adjustment, preferably with a weighted least-squares approach that takes into account the
different noise levels of code and phase measurements. The results are the float estimates
and the variance-covariance matrix (eq. (3.30)).[

â

b̂

]
,

[
Qâ Qâb̂

Qb̂â Qb̂

]
(3.30)

where the symbol (ˆ) refers to the floating solution. The fixed solution will be marked
with the subscript (ˇ).

To obtain the fixed solution, the integer characteristic of the ambiguities is taken into
account. This can be seen graphically, as shown in fig. 3.4. fig. 3.4a shows the confidence
region of the float solution. If ambiguities were real numbers, the position of the secondary
receiver could be any point inside the region; however, due to the integer nature of the
ambiguities, only a finite number of points can be considered candidates for the baseline
vector, as shown in fig. 3.4b. The solution fixing step consists on choosing the integer
values for the ambiguities and then correcting the float baseline solution accordingly. This
is shown graphically in fig. 3.5 for a two dimensional case (three satellites in view, two
DD equations) where the DD ambiguity vector has only two components. The size of
the region including the possible solutions is defined by the covariance matrix of the float
solution. In the n-dimensional case, the size of the search space or condifence region would
be a hyperellipsoid.
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(a) Float (b) Fixed

Figure 3.4: Sketch of possible baseline solutions.

Figure 3.5: Integer fixing in a two dimensional case.

Mathematically, the process of finding an integer estimate from a real solution can be
expressed as a mapping process:

ǎ = S(â) (3.31)

Where S : Rn 7→ Zn represents the mapping from the n-dimensional space of real numbers
to the n-dimensional space of integers [30]. After the integer solution is obtained, the
baseline float estimate is corrected (eq. (3.32)).

b̌ = b̂(ǎ) = b̂−Qb̂âQ
−1
â (â− ǎ) (3.32)

The space of integers Zn is discrete, while the space of real numbers Rn is continuous.
This means that many float numbers will be mapped into the same integer. A pull-in
region is defined as the set of floats that will result in the same integer after the mapping.
This is expressed in mathematical terms in eq. (3.33). Each integer estimator is defined
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by its pull-in region [30].

Sz = {x ∈ Rn | z = S(x)} , z ∈ Zn (3.33)

For a more detailed discussion of the integer estimation process, see [30]. There exist a
variety of methods depending on the choice of the mapping function S.

3.3.3. Integer estimators

Integer rounding

The simplest way to obtain a fixed solution is to simply round the float ambiguities to the
nearest integer. This approach does not take into account the variances of the observables.
The pull-in region for this method, Sz,R, is shown in eq. (3.34) [30].

Sz,R =

{
x ∈ Rn | |xi − zi| ≤

1

2

}
, z ∈ Zn (3.34)

and represents an n-dimensional unit cube, centered at the integer. The two-dimensional
case is a unit square, as shown in fig. 3.6.

Figure 3.6: Pull-in region for the rounding estimator.

Integer bootstrapping

Integer bootstrapping, also called sequential integer rounding, takes the correlation be-
tween the components float ambiguity vector into consideration. It follows from a sequen-
tial least squares update. The process begins with rounding of the most precise ambiguity.
Then, the remaining (n − 1) floating ambiguities are corrected by means of their corre-
lation with the rounded ambiguity. The process is repeated now with the second-most
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precise float ambiguity, which is rounded to the nearest integer. Then, the remaining
(n − 2) floating values are corrected again, this time by means of their correlation with
the second ambiguity.

The process for this estimator is shown in eq. (3.35) [28], where the first ambiguity a1 is
assumed to be the most precise, and therefore the starting point.

ǎ1 = [â1]

ǎ2 = [ ˆa2|1] = [â2 − σâ2â1σ−2â1 (â1 − ǎ1)]
...

ǎn = [ân|N ] =

[
ân −

n−1∑
i=1

σânâi|Iσ
−2
âi|I

(âi|I − ǎi)
] (3.35)

The term âi|I represents the ith float ambiguity obtained after applying the corrections
for the previous I = {i+ 1, ..., n} sequentially rounded ambiguities.

The resulting integer values depend on the choice of the first ambiguity to round. Also,
the estimator works better if applied to the decorrelated ambiguities [30]. The pull-in
regions for the 2D case are shown in fig. 3.7.

Figure 3.7: Pull-in region for the bootstrapping estimator.

Integer Least Squares

The ambiguity resolution problem can be formulated as an optimisation problem taking
into account the integer constraint on the ambiguities. The problem is called integer
least-squares (ILS) and belongs to the family of non-standard least-squares problems.
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The problem is (eq. (3.36)).

min
z,ζ
||y − Az −Bζ||2Qy

, z ∈ Zn , ζ ∈ Rp (3.36)

Following an orthogonal decomposition [30],

||y − Az −Bζ||2Qy
= ||ê||2Qy

+ ||â− z||2Qâ
+ ||b̂(z)− ζ||2Qb|a

(3.37)

where ê is the residual of the float solution and b̂(z) is the conditional baseline estimator
eq. (3.32). in eq. (3.37), the first term comes from the adjustment of the float solution,
the second term is the integer estimation and the third term is the baseline fixing. The
integer least-squares method solves for the second term (eq. (3.38)).

ǎ = arg min
z∈Zn
||â− z||2Qâ (3.38)

The solution of the ILS problem involves a search process, unlike the previous methods.
The pull-in regions of ILS are determined by the variance-covariance matrix, or vc-matrix.
An example in a two dimension problem is shown in fig. 3.8.

Figure 3.8: Pull-in region for the ILS estimator.

3.3.4. LAMBDA method

Developed by Teunissen [27] [25], the Least-Squares AMBiguity Decorrelation Adjustment
is one of the most extended integer techniques for fast ambiguity resolution. It incorpo-
rates a decorrelation process before solving the integer least-squares problem. The reason
for that is that the search space for ILS, defined as

Ωa = {a ∈ Zn | (â− a)>Q−1â (â− a) ≤ χ2} (3.39)
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is very elongated due to the high correlation between the ambiguities. This means that
the search space may take a long time [30].

The decorrelation process transforms the search space into a more spherical one, thus
maken the search more efficient. The transformation step is shown in eq. (3.40) and the
transformed search space in eq. (3.41).

ẑ = Z>â, Qẑ = Z>QâZ, ǎ = Z−>ž (3.40)

Ωz = {z ∈ Zn | (ẑ − z)>Q−1ẑ (ẑ − z) ≤ χ2} (3.41)

After a LDL> decomposition of Qẑ, the right hand-side of eq. (3.41) can be rewritten as:

n∑
i=1

(ẑi|I − zi)2
σ2
i|N

≤ χ2 (3.42)

where ẑi|I is the conditional least-squares estimator and σ2
i|N are the conditional covari-

ances from matrix D. The n intervals of the search step are:

(ẑ1 − z1)2 ≤ σ2
1χ

2

(ẑ2|1 − z2)2 ≤ σ2
2|1

(
χ2 − ẑ1 − z1

σ2
1

)
...

(3.43)

The choice of the search space χ2 is done with the help of the bootstrapped solution,
which is a good approximation to ILS. The decorrelation step in the LAMBDA method
can be applied to the float solution regardless of the specific estimator that is going to
be applied later, increasing the success rate of integer rounding and bootstrapping. An
estimation of this success for the LAMBDA method was proposed in [28] based on the
covariance matrix of the float solution. In theory, the expression estimates the probability
of obtaining the true ambiguities with bootstrapping. However, the result can be used
as a lower bound for the Integer Least Squares estimator and as an upper bound for
the Integer Rounding estimator. The expression is shown in eq. (3.44) where Φ is the
cumulative normal distribution function and σi|I is the conditional standard deviation of
the ith ambiguity when the previous I ambiguities have been fixed.

Ps,B =
n∏
i=1

(
2Φ

(
1

2σi|I

)
− 1

)
(3.44)
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The LAMBDAmethod has been improved over the years with the introduction of the base-
line length constraint into the problem, rather than as a validation criteria (C-LAMBDA
method [3]) and with reformulations of the problem, as the Multivariate Constrained
LAMBDA (MC-LMABDA) method [12, 13].

3.4. Cycle slip detection and correction

When a receiver loses lock on a satellite, and then reacquires the signal again, the phase
measure is altered by an unknown number of cycles no matter how brief the loss of
continuity is. This can be caused by excessive maneuvering, scintillation, an obstruction
in the line of sight to the satellite, etc. The result of a loss of lock is an erroneous measure
that will corrupt the attitude solution unless taken care of, making it crucial to detect
when a cycle slip occurs. Once detected, the usual approach is to "ignore" the offending
satellite for a determined number of epochs instead of trying to correct or repair the cycle
slip. Once the satellite is accepted again, the ambiguity resolution process is applied to
the satellite [18, p.422]. This makes it possible, considered the minimum number of
satellites is maintained, to obtain a fixed solution during both the time-out period for the
satellite and the ambiguity resolution process.

This is true unless the cycle slip occurs with the pivot or reference satellite. In this
case the approach is to either restart the ambiguity resolution process for all satellites,
or choose a new reference satellite and reconstruct the new double-differenced ambiguity
vector.

A simple cycle slip detection methods is based on the two-frequencies geometry-free com-
bination. This linear combination removes the gometry and the clocks and non-dispersive
effects in the signal. The resulting measure has very low noise and presents a low change
between epochs unless a cycle slip occurs, making it a suitable signal for cycle slip detec-
tion. It must be noted that with this combination signal noise (i.e., signal instabilities)
is amplified. The most simple implementation would consists on just differentiating the
signal between consecutive epochs and check that the change remains within a certain
admissible threshold. A more complex and robust implementation would be to use a
polynomial fit to predict the signal value, and then check the change. This second ap-
proach is more suitable when the sampling time is big and the natural change of the signal
becomes comparable to the jump produced by a cycle slip.

For attitude determination the rate of the measurements is usually high (fs > 1 Hz),
and therefore the simple method without the polynomial fit is assumed be sufficient for
correct cycle slip detection. The setback of this method is that, as it makes use of phase
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observables in two frequencies, it does not give information of on which frequency the
cycle slip actually occurs. This is a problem when the the main GNSS algorithm only
uses one frequency, because the cycle slip flag may be activated unnecessarily.

Another simple cycle slip detector makes use of the Doppler shift measure, which is an
estimation of the rate of change of the phase observable. This allows for an estimation
of the phase cycles for the next epoch. The estimation is checked against the actual
measured cycles and, if the jump is too big, a cycle slip may have occurred. The setback
of this method is that it depends on the resolution of the Doppler shift observable and
the phase observable, making it hard to detect small cycle slips.

However, a small cycle slip passes through the detection algorithm it will be because
of its small effect on the value of the phase observable, so it can be assumed that it
will not deteriorate much the attitude solution, at least in the beginning. The solution
may drift over time, as the geometry of the satellites and the receiver changes and the
“skipped” cycle slip will start having an effect on the estimated attitude [20, p. 117]. This
drift will happen also to the calculated baseline length, so it can be tracked and, if the
calculated length diverges far from its known value, the ambiguity resolution process can
be launched again. The same effect and solution procedure can be applied when the
calculated ambiguities are not correct by a small number of cycles.

3.5. Multipath mitigation

As stated in the previous chapter, the most important errors that the double difference
solution is subject to are receiver errors and multipath. There is little to be done regarding
the receiver error once the hardware is fixed.

In the case of multipath, the development of mitigation techniques has been an active
research field. One group of mitigation techniques focuses on the environment close to
the antenna, by using special materials in the proximity of the antenna or by changing its
placement with respect to the ground: close if there are few obstructions neighboring (e.g.
in an open field) or high if there are obstacles close. The approaches based on receiver
processing are classified as parametric when they estimate paremeters of multipath and
correct for their effects, and nonparametric when they just employ discriminators that
are less sensitive to multipath effects [18, p. 293].

Most of these receiver processing techniques act on the acquisition and tracking stages of
the GNSS signal. This lies outside the scope of the present project and therefore none
of this techniques are going to be implemented in the program. The approach taken is
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similar to the one used for cycle slips. Once the presence of multipath is detected, the
offending satellite will not be used for a predetermined number of epochs, assuming that
the motion of both the satellite and the vehicle will make the receiver acquire the true
signal, without multipath effects, after some time. For the detection of multipath, the
Doppler prediction mentioned in section 3.4 will be used again. Details of the specific
implemented algorithm are shown in chapter 4.

3.6. Errors and performance

Unlike the rest of the error sources, multipath and receiver noise do not cancel with inter-
ferometric techniques. These two effects are uncorrelated between receivers and therefore
the resulting error variance is the sum of the error variances of each receiver. From the
two, multipath is considered to be the most important [18, p. 390].

Carrier phase measurements, vital for attitude determination, have the advantage of lower
measurement noise (typically 1 mm) with respect to code measurements. After double
differencing, the combined receiver noise can be estimated around 2 mm, while a typical
value for multipath effects on marine and land environments is 1-2 cm [20].

An estimation of measurement and estimation errors is important because the variance in
the observables has a direct effect on the solution of the systems of equations for baseline
determination (eq. (3.23)), float solution eqs. (3.25) and (3.27) and integer ambiguity
resolution. These systems need to be solved with a weighted least-squares adjustment,
shown in appendix A, in order to get the covariance matrices of the estimates and later
apply the integer ambiguity resolution techniques. The effect of variance estimation on
ambiguity resolution was investigated in [1], where the estimated standard deviation for
the phase observables was σL1 = 5.2 mm, σL2 = 4.9 mm for the L1 and L2 frequencies.
Another estimation of these parameters is done in [3, p. 65] with results for the code and
phase standard deviations equal to σp = 30 − 50cm, σφ = 3 mm. These values are used
in simulation-based experiments to generate the observables data.

Apart from the intrinsic errors in the estimation of the baseline, the accuracy of the
attitude solution is also dependant on the baseline length. Considering a 1m baseline
can be measured to 1cm precision, the standard deviation of the attitude solution is 10
mrad (∼ 0.6º) [14, p. 289]. This means that for a given accuracy in the GNSS baseline
solution, longer baselines provide more precise results, although for long baselines the
effect of flexibility can be important.

The influence of multipath and receiver noise in the solution will be studied later in
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chapter 5.
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This chapter is dedicated to the implementation of the different algorithms and techniques
presented in chapter 3. The program is designed as a C++ application that gets as input
GPS recordings from two or three antennas and produces as a result an attitude solution.
Even though the input is not real-time data but a recording, the program is designed as
to be able to work in real-time. This means that at each iteration, the application reads
one epoch of data and produces the corresponding attitude solution.

The program has been developed in Eclipse IDE and makes use of the external library
Eigen for the handling of matrices and vectors [15]. The generation of code documentation
has been done with the help of the tool Doxygen [29].

It is structured as follows. section 4.1 describes the structure of the input data and the
required output for the program and presents the main features and modules needed to
fulfill the requirements. section 4.2 presents the structure of the program and the general
working logic. section 4.3 shows in more detail the specific algorithms and implementation
of the modules.

4.1. Input and output. Program features

The program works with GNSS recordings of ephemerides and observables data. The
different components of both inputs for the program (observables and ephemerides data)
are shown in tables 4.1 and 4.2, and two examples of the files can be seen in figs. 4.1 and 4.2.
From these two files, the program must produce an attitude solution at each epoch. The
output varies in the case of two or three antennas. If recordings from two antennas are
available, the attitude solution consists on two parameters: elevation and heading of the
baseline vector. There is the possibility of introducing the body coordinates of the vector
to correct for the “bias” that there may exist between the heading of the vehicle and the
heading of the baseline vector. But, in presence of non-null roll or pitch, this corrected
heading will not match the true heading of the vehicle unless the antennas are installed
with a specific configuration section 3.1. With three antennas, the full attitude of the
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vehicle can be obtained. As additional output, a logger to record events has also been
included. This events include cycle slips, multipath, launching of the ambiguity resolution
process, etc. For a graphical representation of the results, an additional Python program
has been developed, although it will not be presented here.

Observables data

Code pseudorange, frequencies L1 and L2

Carrier phase, frequencies L1 and L2

Doppler shift, frequencies L1 and L2

Table 4.1: Input observables data.

Ephemerides data

Time of ephemerides (reference epoch in week seconds)

Square root of the semi-major axis

Orbit eccentricity

Mean anomaly at reference epoch

Argument of perigee

Orbit inclination at reference epoch

Longitude of the ascending node at beginning of week

Mean motion difference

Rate of inclination angle

Rate of right ascension of node

Latitude corrections (two parameters)

Orbit radius corrections (two parameters)

Orbit inclination corrections (two parameters)

Clock parameters (offset, drift, drift rate))

Table 4.2: Input ephemerides data.
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Figure 4.1: Structure of the input observables data.

Figure 4.2: Structure of the input ephemerides data.

Apart from the GPS data, the application reads a set of parameters from an in put text
file. These input file is read once at the beginning of the application and fixes the values
of tolerances, maximum iterations, number of epochs to process, etc. The complete list of
parameters is shown in table 4.3. The GPS time at the beginning of the day is necessary
because the epoch present in the data files is of the form {Year, Month, Day, Hour, Minute,
Second} and the program reads the epoch and calculates time only with the hour, minute
and second parameters; the year, month and day equivalence in GPS time needs to be
input to the program. The available methods for the calculation of attitude matrix are
TRIAD and FOAM. The available methods for the float solution are single frequency code
and phase, single frequency phase, and dual frequency code and phase. The fixing of the
ambiguities can be done with integer rounding, bootstrapping, and integer least squares,
always after applying the decorrelation adjustment from LAMBDA.
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Input

Path to the folder with observables and ephemerides data

Number of antennas

Coordinates of the antennas in body frame

GPS time at the beginning of day

Measurement rate

Number of epochs to process

General

Tolerance in length for ambiguity vector rejection

Timeout for offending SV with cycle-slip

Timeout for offending SV with multipath

Method for attitude matrix calculation from vectors

Ambiguity resolution

Method for the float solution

Method for the fixed solution

Tolerance in length for solution acceptance

Maximum accumulated epochs

Variance of code measurements

Variance of phase measurements

Output

Standard or detailed output

Table 4.3: Configuration parameters for the program.

In order to match the requirements, the program needs to have modules dedicated to each
of the individual problems presented in chapter 3, as well as a functioning logic to link
them appropriately. These two aspects will be discussed in the following sections.

4.2. Program structure

As a c++ application, the program is structured in classes, with member functions and
variables to better organize and solve tasks. The classes and their features are:
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• Positioning. Class for positioning calculation. Gets code pseudoranges from
GNSS_Data and obtains the user position and clock bias, needed for the attitude
determination algorithm.

• Attitude determination. The main class for the attitude determination problem.
Makes the calls to read and preprocess GPS data with GNSS_Data and passes it to
the Baseline class. Stores the calculated attitude at each epoch. Two versions for
two and three antennas.

• Baseline. Class with the information for one baseline (known length, body coordi-
nates, ambiguity vector, etc). Receives the current-epoch observables and ephemerides
data, accumulates it if necessary and calls GNSS_Calculator for the solution of the
system of equations. Stores the calculated baseline vector at each epoch.

• GNSS_Data. Handles the observables and ephemerides data. When instructed, reads
the data for the subsequent epoch, does the preprocessing (cycle slip and multipath
detection, data sorting) and passes the needed observable (code, phase, L1/L2, etc)
to AttitudeDetermination and Positioning classes.

• GNSS_Calculator. Static class that contains all the mathematical operations for
solving the different systems of equations (eqs. (3.23), (3.25) and (3.27)), attitude
matrix calculation methods (eqs. (3.11) to (3.14)), coordinate transformations, satel-
lite position calculation, etc. This class needs the external library Eigen for matrix
manipulation, least-squares adjustment, etc.

• AmbiguityResolution. This class contains the methods explained in section 3.3 for
integer ambiguity resolution and is called from GNSS_Calculator to fix the solution.

• readInput. Class to read the input file with the parameters for the algorithm.

• readData. Class to read the GNSS recordings and extract the observables and
ephemerides data.

• writeOutput. Class to write the attitude output and additional data of interest.

A flowchart representing the program’s operation during one epoch is shown in fig. 4.3,
where the initial configuration step is not present.
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Figure 4.3: Flowchart of the program.

As mentioned previously, the most important class is the AttitudeDetermination class,
for which there are two versions; one for the calculation of elevation and heading from
two antennas and another for the full attitude computation from three antennas. The
dependencies of this class are shown in a graphical way in fig. 4.4, and a sequence diagram
showing the calls between classes can be seen in fig. 4.5.
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Figure 4.4: Dependency diagram for the AttitudeDetermination class.
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Figure 4.5: Sequence diagram for the program.

There is a bit of redundancy related to the GNSS_Data class, as it appears also in the class
for positioning. This is because the Positioning class is intended to be able to do the
calls for getting observables and ephemerides data on its own and work independently if
needed.

4.3. Algorithms

4.3.1. Main script

The main script is called from the executable and reads the input, instantiates the
AttitudeDetermination class and starts a for loop in the number of epochs to pro-
cess. The script goes as follows (algorithm 4.1).

Algorithm 4.1 Main script
Call readInput class to read the program parameters
Pass through the program settings to the corresponding classes
for (number of epochs) do
Calculate attitude with AttitudeDetermination

end for

4.3.2. Data handling and preprocessing

This feature is done by means of the dedicated GNSS_Data class. The function of the
GNSS_Data class is to store the observables as a whole and then send only the useful ob-
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servable to the rest of the program. The reading of the text file with the recorded data is
done epoch by epoch by menas of a call to the readData. Apart from the member func-
tions to read and the getters to obtain the observables, the class does also the preprocess-
ing by means of the member functions sortObservablesData, sortEphemeridesData,
detectMultipath and detectCycleSlips.

The data sorting consists on the matching between observables data from two antennas
and between observables and ephemerides data. The receiver presents the SVs sorted
by elevation, highest first, but the order may change, and at some epochs it may differ
between recordings. The member functions dedicated take one set of observables as a
reference (the one from the reference antenna) and sort the observables of the secondary
antenna and ephemerides with the PRN.

4.3.3. Baseline and attitude determination

The process of attitude determination involves both the AttitudeDetermination and the
Baseline classes. The logic of the attitude calculation method in the first one is shown
in algorithm 4.2.

Algorithm 4.2 Attitude calculation.
1: Calculate position using Positioning class
2: Call GNSS_Data to read one epoch of data, do the preprocessing and to get code and

phase observables, ephemerides data and cycle slips or multipath flags
3: if (cycleslips are present) or (multipath is present) then
4: Pass to the Baseline class(es) the corresponding cycle slip or multipath flag
5: end if
6: Call Baseline class(es) to calculate the vector(s) in ECEF frame
7: Get the calculated baseline(s)
8: Transform to navigation frame with member functions from GNSS_Calculator

9: Calculate elevation and heading, or full attitude, with member functions from
GNSS_Calculator

10: Write output with writeOutput

Step 6 in algorithm 4.2 calls a number of Baseline classes depending on the number of
antennas. They store and calculate variables related to one baseline vector between 2
antennas. This means that if a network of only two antennas are used, only one Baseline
class will be instantiated; if three antennas are used, two classes will be needed; and
further on. Once the baselines have been obtained, a control step takes place to check
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whether the norm of the baseline coordinates lies sufficiently close to the known true
length:

|Lcalculated − Ltrue| ≤ ε1 (4.1)

where the value of the tolerance needs to be chosen. Regardless of the result of the
control step, the attitude is obtained from the baseline coordinates in the local frame. If
the FOAM method is used, the weights for the baseline vectors are obtained from their
respective Baseline classes. These weights are function of the state of the baseline, in
particular, they depend on the number of available satellites after the offending ones are
discarded and on whether the coordinates correspond to the float or the fixed baseline
solution.

From the various methods to caculate the attitude, only the chosen in the input file will
be called. The structure is similar for all methods and is shown in algorithm 4.3.

Algorithm 4.3 Baseline calculation.
1: if (ambiguity vector is known) then
2: if (cycle slips are present) or (multipath is present) then
3: Remove data from offending satellite(s)
4: end if
5: Calculate baseline vector
6: if (cycle slips are present) then
7: Calculate unknown ambiguity components (the ones from the satellites subject

to cycle slips)
8: end if
9: else

10: if (multipath is present) then
11: Remove data from offending satellite(s)
12: end if
13: Calculate baseline and ambiguity vectors
14: end if

4.3.4. Ambiguity resolution

The float solution of the problem is done with methods in the classes Baseline, GNSS_Calculator
and AmbiguityResolution. The first accumulates the observables data, times, main an-
tenna positions, for the multi-epoch solution, and launches the float calculation with the
calculator. When the float solution and its corresponding covariance matrix have been ob-
tained, the fixing of the float solution is done with the dedicated AmbiguityResolution
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class, with structure shown in the UML diagram in fig. 4.6. The function to call is
fixFloatSolution( ) which extracts the float ambiguity vector and the baseline vector
from the float solution, fixes the ambiguity with the prescribed method, and corrects the
baseline float solution.

The acceptance metric for the ambiguity solution is the calculated baseline length. The
equation for this is:

|Lcalculated − Ltrue| ≤ ε2 (4.2)

where the value for the tolerance ε2 has to be defined depending on the precision of the
available measurements, and its different form the one of eq. (4.1)

AmbiguityResolution

- method

+ setMethod()
+ mainAR()
+ fixFloatSolution()
+ ldldecomposition()
+ decorrel()
+ ssearch()
+ bootstrap()
+ success_rate()

Figure 4.6: UML diagram for the AmbiguityResolution class.

4.3.5. Cycle slips and multipath handling

The approaches for cycle slip and multipath detection were presented in sections 3.4
and 3.5. The detection is done simultaneously, as shown in section 4.3.5. This algorithm
is implemented as a member function of GNSS_Data and is called after the reading and
storing of observables for the current epoch.
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Algorithm 4.4 Cycle slip and multipath detection. GNSS_Data class.
.

1: for (number of satellites) do
2: Check jump in the ionospheric residual
3: if (jump > tolerance) then
4: Cycle slip flag for the satellite
5: end if
6: Check difference between measured and Doppler-predicted phase observable
7: if (difference > tolerance) then
8: if (SV did NOT suffer a cycle slip) then
9: Multipath flag for the satellite

10: end if
11: end if
12: end for

After the flags and the indexes of the offending SVs have been stored, they are passed to
the Baseline class to do the appropriate manipulation of the observables when calling
the solver.

In the standard case when ambiguities are known, the approach is that whenever multi-
path occurs, the observables relative to any offending satellite are removed for a prescribed
time. If instead the incidence is a cycle slip, the observables are also removed and are in-
stead used to calculate the unknown ambiguity component affected by the cycle slip once
the baseline has been obtained from the rest of the measurements. After the prescribed
time, measurements from that satellite are completely recovered and incorporated to the
baseline calculation.

If multipath occurs in the middle of the ambiguity resolution process, the process is
restarted without considering the measurements from the offending satellite. If it is a
cycle slip, the ambiguity resolution process is simply restarted.

If cycle slips affect the pivot satellite used for the DD equations, the ambiguity resolution
process has to be launched again for all satellites. If multipath affects the pivot satellite,
it is removed and the ambiguity resolution process restarted; when the offending satellie
is recovered, the ambiguity process is started again.
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This chapter is dedicated to the presentation of results obtained after processing GPS
recordings relative to different trajectories. Data has been generated with a GPS signal
simulator and process with the program presented in chapter 4.

The first part of the analysis is relative to the validation of the program: first, ideal data
with no noise, no multipath and no cycleslips will be processed; then, the application will
be tested with another trajectory with incremental effects on the recordings to validate
the cycle slip and multipath handling and begin assessing the effect of receiver noise.
A third dataset for another trajectory will be processed with different levels of receiver
noise for a comparative analysis. The last part of the chapter is dedicated to additional
commentaries on the ambiguity resolution performance and the effect of the main antenna
position.

5.1. Test environment

As said previously, the program has been used to process data generated with a simulator.
The use of simulated data has the advantage that it can reproduce several environments
and allows for a parametric analysis in different conditions, which makes this ideal for a
first evaluation of the performance of the application. The simulator allows the introduc-
tion of multipath, cycle slips and user-defined levels of receiver noise, which will give the
possibility to carry out the analyses present here.

The setback of using simulated data is that the program is not guaranteed to function
satisfactorily in a real environment, where the real version of the simulated effects may
be different.

5.2. Program validation. Attitude solution

The first part of this chapter is dedicated to the evaluation of the program and its different
modules. Recordings of three trajectories will be processed to obtain the positioning and
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attitude solution. The first set of recordings are ideal, with no measurement error, while
the second and third sets of recordings include receiver noise, multipath and cycle slips.

5.2.1. Dataset 1: ideal measurements

The first dataset used to validate the solution corresponds to a plane trajectory with null
roll and pitch. The program calculates both the trajectory of the main antenna and the
three Euler angles. The measurement rate is 10 Hz and the antenna coordinates in the
body frame are shown in table 5.1, as well as a graphical representation of the antenna
network and the definition of the baselines in fig. 5.1. The configuration of the antennas
on the vehicle gives the possibility of forming baselines aligned with the x and y body
axes, which is ideal as the two baselines are orthogonal. As said in previous chapters,
when only one baseline is used, there exists the possibility of calculating both the angles
of heading and elevation of that baseline, although they will not match any of the three
Euler angles unless specific configurations. In this case, a baseline between antennas 1 and
2 would allow the calculation of true heading and roll, while a baseline between antennas
1 and 3 would allow the same for heading and pitch angle. The trajectory of the vehicle
is shown in fig. 5.2, and the results for the heading angle are shown in fig. 5.3. The errors
in the three attitude angles, are shown in fig. 5.4.

Antenna x [m] y [m] z [m]

1 0 0 0

2 5 0 0

3 0 10 0

Table 5.1: Antenna body coordinates. Dataset 1.
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Figure 5.1: Receivers and baselines for the first dataset.
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Figure 5.2: Dataset 1. Trajectory.
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Figure 5.3: Dataset 1. Heading solution.
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Figure 5.4: Attitude solution errors.

As expected due to the absence of errors in the code and phase observables, the attitude
solution is very precise in the three angles, and the time history of the heading angle
matches the trajectory. The ambiguity was unknown at first but was fixed successfully at
the first epoch with the LAMBDA method.
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5.2.2. Dataset 2. Introduction of receiver noise, multipath, and

cycleslips

The second validation analysis is targeted to the assessment of the cycle slip and multipath
handling algorithms. Receiver noise is also introduced in the measurements and the
measurement rate in this case is of 1 Hz. The coordinates of the three antennas are shown
in table 5.2. Again, parting from the distribution of the three receivers on the vehicle, the
baselines have to be defined. As said previously in this text, the accuracy of the attitude
solution is proportional to the baseline length, so based on this the two baselines to form
would be with antennas 1-3 and antennas 2-3. However, it is recommended to choose a
network with good geometrical coverage, i.e, in which the directions of the baselines differ
enough and are ideally orthogonal. With this information, the choice for the baselines is
to use the pairs of antennas 1-2 and 1-3, as shown in fig. 5.5.

Antenna x [m] y [m] z [m]

1 0 5 -20

2 0 -5 -20

3 10 0 -10

Table 5.2: Antenna body coordinates. Dataset 1.
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Figure 5.5: Receivers and baselines for the second dataset.

The initial and final points of the trajectory consists are [40◦ N, 2◦ E] and [40.1◦ N, 2.1◦

E] in geodetic coordinates, and the motion is carried out with a speed of 5 m/s. The
trajectory is done without slip and with harmonic heading. The true solution for the
heading is obtained as the sum of the course, which is 37.5◦ plus a sinusoidal of amplitude
20º and period of 30 seconds. The recordings correspond to a segment of this trajectory,
in particular the first 250 seconds. The calculated trajectory of the vehicle is shown in
fig. 5.6.

The purpose of this validation step is to study the effects of receiver noise, multipath and
cycle slips; for this, the ambiguity vector will be known a priori in the analysis on receiver
noise and multipath, and will only be calculated in the cycle slip analysis.
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Figure 5.6: Dataset 2. Trajectory.

Receiver noise

The first effect introduced in the simulations include receiver noise, with values shown in
table 5.3. This values are very high compared to those used in other attitude determina-
tion analyses present in the literature as shown in section 3.6. A discussion on receiver
noise and its effect on results will be presented later in a following analysis, as the purpose
of the present validation step is focused on the performance of the multipath and cycle
slip handling.

σP [m] σφ [m]

1.2 0.25

Table 5.3: Code and phase receiver noise. Dataset 2.

This levels of noise are very high, as after double-differencing the errors in position wouldbe
around 2.5 metres for code and of 0.5 metres with phase observables. This accuracy is
of various wavelengths for both L1 and L2 frequency, so the ambiguity resolution process
is not expected to be successful. A further commentary on the ambiguity resolution
performance with receiver noise will be presented later in this chapter. The heading
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solution in this first subset with only receiver noise is shown in fig. 5.7. The errors in the
three Euler angles can be seen in fig. 5.8.
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Figure 5.7: Dataset 2. Heading solution with receiver noise.
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(b) Pitch and roll errors

Figure 5.8: Dataset 2. Attitude solution errors with receiver noise.

The RMS of the estimation of the Euler angles is shown in table 5.4. Results match
what was expected, as with a positioning error of 0.5 metres with phase DDs, the angular
resolution with a baseline of 15 metres would theoretically be 0.5/15 ' 0.03 rad ' 2

degrees.
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Angle RMS [deg]

Heading 1.76

Pitch 1.49

Roll 2.07

Table 5.4: Dataset 2. Attitude errors with receiver noise..

Multipath

The second analysis has been done with this trajectory is done to check the multipath
rejection algorithm presented in section 4.3.5. The receiver noise of the previous anal-
ysis is maintained. The attitue solution has been obtained first without the multipath
rejection algorithm to check its influence in the calculated attitude angles; results can
be seen in figs. 5.9 and 5.10. It can be seen how when multipath occurs, the solution
presents important deviations. The multipath detection algorithm was based on the bias
between the value for the carrier phase and a prediction done with the use of the Doppler
observable. The value of this difference for this dataset is shown in fig. 5.11.
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Figure 5.9: Dataset 2. Heading without multipath detection. The epochs were multipath
occurs are marked with vertical lines.
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Figure 5.10: Dataset 2. Heading error without multipath detection. The epochs were
multipath occurs are marked with vertical lines.
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Figure 5.11: Dataset 2. Difference between measured and doppler-predicted carrier phase.

According to fig. 5.11, multipath lasts for a few seconds and then the signal returns
to normal. This is of course the simulation of multipath; with real measurements, the
situation would be different and the proposed simple multipath rejection algorithm may
not be suitable. The solution after the observables suffering from multipath are rejected is
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shown in figs. 5.12 and 5.13, where the vertical lines mark the epochs where multipath has
been detected. The error still increases at the epochs with multipath because there are
less available satellites and therefore the geometrical resolution worsens. The numerical
values for the errors are shown in table 5.5, where it can be seen that the RMS has suffered
a slight increase.
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Figure 5.12: Dataset 2. Heading with multipath detection.
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(b) Pitch and roll errors

Figure 5.13: Dataset 2. Attitude solution errors with multipath detection.
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Angle RMS [deg]

Heading 2.08

Pitch 1.56

Roll 2.39

Table 5.5: Dataset 2. Attitude errors with multipath.

Cycle slips

One last variation of the recordings, this time with cycle slips, has been simulated and
processed with the developed application. The receiver noise parametres are again the
ones shown in table 5.3. This time the ambiguity vector is not known and therefore needs
to be calculated at the beginning.

First, results without the cycle slip handling algorithms are going to be shown and com-
mented. They can be seen in figs. 5.14 and 5.15. Ambiguities are fixed after 14 epochs
and, as there are not corrections for cycle slips, they remain fixed. Note that, as was
previously commented, the ambiuity resolution process is very likely to fail with these
levels of noise. It can be seen in the graphs how the effect of cycle slips in the attitude
solution is mainly the introduction of a bias in the angles. The same effect is produced
by an erroneous ambiguity vector.
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Figure 5.14: Dataset 2. Heading solution without cycle slip handling. Epochs where cycle
slips occur are marked with vertical lines.
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Figure 5.15: Dataset 2. Attitude solution errors without cycle slip handling.

The cycle slip detection algorithm is based on the geometry-free combination. The evo-
lution of this measure, shown in fig. 5.16, suffers jumps whenever a cycle slip occurs.
Otherwise, the evolution in time of the combination is very slow. As expected, the most
important cycle slip is associated to SV n22, which serves as pivot satellite in the con-
struction of the double differences equations for both baselines; this explains how after
epoch n ∼ 120 the solution deteriorates.
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Figure 5.16: Dataset 2. Geometry-free combination.

The results with the implemented cycle slip handling algorithm are shown in figs. 5.17
and 5.18. As the ambiguites for the offending satellite are recalculated after a cycle slip,
the bias that was present before has disappeared. When the cycle slip occurs with the
pivot satellite n22 (epoch ' 125), the ambiguity vector has to be fully calculated again.
It can be seen how the error is bigger right after cycle slips occur. The reason for this
is that the offending satellite is removed for a determined time and therefore there are
less available measurements and the quality of the solution decreases. Finally, the error
metrics for the solution in presence of cycle slips are shown in table 5.6. The error has
grown significantly for two reasons; first, and most importantly, the ambiguities are not
known at the beginning of the processing and therefore have to be calculated, probably
incorrectly because of the high receiver noise; and second, because the removal of satellites
slightly worsens the solution.
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Figure 5.17: Dataset 2. Heading solution with cycle slip handling. Epochs where cycle
slips occur are marked with vertical lines.
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(b) Pitch and roll errors

Figure 5.18: Dataset 2. Attitude solution errors with cycle slip handling.
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Angle RMS [deg]

Heading 3.29

Pitch 2.42

Roll 4.56

Table 5.6: Dataset 2. Errors with cycle slips.

5.2.3. Dataset 3. Influence of receiver noise

A third trajectory has been simulated and processed with the program with focus on the
effect of receiver noise. The different values of receiver noise used are shown in table 5.7.
The three simulations contain cycle slips and multipath effects.

Subset σP [m] σφ [m]

1 0.3 0.005

2 0.6 0.03

3 1.2 0.25

Table 5.7: Dataset 3. Code and phase receiver noise

The trajectory of the vehicle is shown in fig. 5.19. Vehicle speed is 15 m/s and the total
simulation time is 600 seconds, with measurement rate of 1 Hz. Heading matches the
course of the vehicle and roll and pitch angles suffer a harmonic variation with amplitude
20◦, period 30 second in pitch and amplitude 10◦ and period 10 seconds in roll.
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Figure 5.19: Dataset 3. Trajectory.

The analysis with the low, medium and high noise levels is presented hereunder. Note
that even the medium noise is already very high compared with what is usual, according
to the commentary made in section 3.6.

Subset 1. Low noise

The first simulation of this analysis has been carried out with standard deviations σP = 0.3

and σφ = 0.005 metres for code and phase, respectively. The results are shown in fig. 5.20,
the errors in fig. 5.21 and the error metrics in table 5.8. The most important deviations
from the true solution happen at points where cycle slips and multipath affect two, three
or more satellites, and whenever multipath occurs with the pivot satellite. The ambiguity
resolution process, launched if multipath or cycle slips affect the pivot satellite or when
the calculated length diverges too far from the true value, converges usually with data
from one epoch with the LAMBDA method.

The results with this level of noise, which matches the typical values used in simulators
in the literature, show high level of precision for the GPS attitude solution. The error
could be further reduce with a more efficient cycle slip or multipath handling whenever
the pivot satellite is involved. However, the ambiguity resolution process is fast and allows
for a reset of the ambiguity vector whenever the quality of the solution, measured with
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the calculated baseline length, drifts more than the acceptable threshold.
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Figure 5.20: Dataset 3. Attitude results with low noise.
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Figure 5.21: Dataset 3. Attitude errors with low noise.
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Angle RMS [deg]

Heading 0.423

Pitch 0.596

Roll 0.496

Table 5.8: Dataset 3. Errors with low noise.

Subset 2. Medium noise

Results with the second pair of values for receiver noise are shown in figs. 5.22 and 5.23.
Here the ambiguity method that works better is the LAMBDA method, as the levels of
noise are not very high. However, the process is not as fast as in the previous case and
it takes several tries to obtain a solution with a corresponding length that lies inside the
acceptance interval. Note that the wavelength corresponding to L1 frequency is λ ' 20

cm, so the float ambiguities with the levels of noise of this second group of measurements
are likely to be away from the true ambiguities by several integers. While the ambiguity
resolution process is taking place, as is the case at the first epochs of the recording, only
a float solution of the attitude can be presented (see epochs 0-20 of the attitude and
error graphs). The levels of noise of this analysis make the results highly dependant on
the parametres chosen for the processing (table 4.3), such as the maximum accumulated
epochs for the ambiguity solution and the tolerances for both the fixed solution and the
maximum length deviation to declare the ambiguity vector erroneous and recalculate it.
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Figure 5.22: Dataset 3. Attitude with medium noise.
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Figure 5.23: Dataset 3. Attitude errors with medium noise.
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The RMS of the error for the three Euler angles is shown in table 5.9. The epochs
where the error grows too much would usually be considered erroneous due to the high
attitude change rate. The deviation of the solution has grown significantly in this case.
Apart from the direct effect of measurement noise in the attitude solution with phase
measurements, receiver noise affects the ambiguity resolution process greatly. This can
be easily seen in the graphical results, where, apart from the random-like error, there
exists some constant bias sustained for periods of time in the calculated attitude angles,
explained by an incorrect ambiguity solution. When the solution is obtained with wrong
ambiguities, the calculated angles and baseline length tend to drift over time. This makes
it possible to detect, after some time, if ambiguities are wrong. However, the solution
would still be degraded in the meantime.

Angle RMS [deg]

Heading 2.00

Pitch 2.05

Roll 3.22

Table 5.9: Dataset 3. Errors with medium noise.

Subset 3. High noise

The final subset of recordings of this analysis on receiver noise corresponds to σP = 1.2

and σφ = 0.03 metres for code and phase, respectively. These noise is the same as the one
introduced in the simulations of Dataset 2. The calculated attitude and RMS of the error
are shown in figs. 5.24 and 5.25 and table 5.10. The results present a high error, reaching
20◦ in some epochs, that would make the solution not suitable for a practical application.
In reality, phase measurements are supposedly much more precise, so this level of receiver
noise is only meaningful for a parametric analysis as this one.

It is interesting to see how the errors in the calculated roll angle are higher than those
of pitch and heading. As commented in section 3.6, the longer is the baseline, the better
the solution. With the present antenna geometry, roll motion is expected to have less
resolution. Additionally, having one baseline aligned with the y body axis translates in a
higher accuracy for the pitch angle. Also because of the geometry of the baseline between
antennas 1 and 3 (pointing downwards from antenna 1, and aligned more in the direction
of the x axis than the y axis), a motion in the roll axis will translate into a change in
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the heading of the baseline. Of course, the computation of the attitude matrix takes the
orientation of the antennas into account and a change in the heading of the baseline would
not necessarily mean a change in the heading of the vehicle. However, if the roll motion,
calculated through the baseline coordinates, has important errors, it is likely that this
lack of precision will affect the heading solution. The RMS of the attitude error can be
seen in table 5.10.
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Figure 5.24: Dataset 3. Attitude with high noise.
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Figure 5.25: Dataset 3. Attitude errors with high noise.

Angle RMS [deg]

Heading 2.9374

Pitch 1.933456

Roll 3.484504

Table 5.10: Dataset 3. Errors with high noise.

5.3. Additional results

5.3.1. Effect of errors in the positioning solution

The position of the main or pivot antenna is one of the necessary data for the attitude
determination problem. This information is use to construct the Line Of Sight vectors
from the user to the satellites for the geometry matrices as well as for the definition of the
local ENU reference frame. For the calculation of LOS vectors, the required precision is
expected to be small, as the usual biases in the GNSS positioning solution, even without
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corrections, are negligible compared to the distance from user to satellite. For the setting
of the local frame the reasoning is the same, as the error in latitude and longitude would
need to be considerable in order to alter the orientation of the ENU triad.

With the purpose of demonstrating this, the attitude solution with the measurements
from dataset 3 has been obtained using a constant user position equal to the position at
the beginning of the simulation. The trajectory is still the same (see fig. 5.19), the only
thing that changes is that the main antenna position input is constant. The measurements
used have no receiver noise nor multipath nor cycle slips to isolate the effect of the main
antenna position. The error in heading for the two cases (constant and changing position)
is shown in fig. 5.26. The RMS of the error is shown in table 5.11.
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Figure 5.26: Heading errors with different main antenna positions.

Angle RMS [deg]

Heading 0.0285

Pitch 0.0215

Roll 0.0281

(a) Constant position

Angle RMS [deg]

Heading 0.00202

Pitch 0.0174

Roll 0.00162

(b) Changing position

Table 5.11: Heading errors with different inputs for the main antenna positions.

Heading error tends to grow over time, as the vehicle moves away from the initial position.
However, although errors are one order of magnitude higher, they are still very small even
at the end, when the distance from the initial position is up to 6 km. This makes the
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calculation of the position from epoch to epoch unnecessary, as it could be updated on
a lower rate without degrading the attitude solution. Nevertheless, this loss of precision,
however small, may have an effect that has not been studied in the process of ambiguity
resolution.

5.3.2. Ambiguity resolution performance

This analysis is dedicated to study the behaviour of the LAMBDAmethod. The calculated
ambiguities with different levels of receiver noise will be compared with the true values,
taking also into account the values for the success rate calculated as shown in eq. (3.44).
This success rate is interpreted as a lower bound for the probability of correct ambiguity
fixing with the LAMBDA method. The noise levels are those shown before in table 5.7.

The true value for the ambiguity vector is the one obtained with the lower noise level, as
the corresponding baseline length matches the true one with centimetre accuracy and does
not drift over time. The float solution has been obtained with single-epoch data and with
five-epoch data, and with both code-carrier observables. Results are shown in tables 5.12
and 5.13. It is clear how if the float solution is obtained with data from more epochs, the
success rate increases and the resulting ambiguities are closer to the true values. However,
the computational time needed to solve the problem grows exponentially, as the number
of equations of the system has an increasing number of equations.

Subset Success rate BL 1-2 ambiguities BL 1-3 ambiguities

1 0.72 [-2, 7, 2, -7, -6, -1, 2] [-2, 7, 2, -7, -6, -1, 2]

2 2 · 10−3 [-2, 7, 2, -7, -6, -2, 1] [-3, 8, 0, -6, -3, -8, 0]

3 6 · 10−8 [ -3, 6, 3, -8, -6, -8, -1] [-4, 10, -0, -4, 0, -16, -2 ]

Table 5.12: Single epoch ambiguity resolution results. BL = Baseline.
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Subset Sucess rate BL 1-2 ambiguities BL 1-3 ambiguities

1 0.99 [-2, 7, 2, -7, -6, -1, 2] [-2, 7, 2, -7, -6, -1, 2]

2 0.16 [-2, 7, 2, -7, -6, -1, 2 ] [ -3, 7, 1, -8,-7, -7, 0]

3 1.6 · 10−5 [ -2, 7, 3, -8, -8, -3, 1] [-2, 6, 2, -7, -11, -8, -6 ]

Table 5.13: Five epoch ambiguity resolution results. BL = Baseline.
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6| Conclusions

In the previous chapters the topic of attitude determination with GNSS has been pre-
sented, beginning with an exposition on the theoretical aspects and then working on a
practical implementation of the technology, followed by a commentary on the results ob-
tained. It has been proved that the GNSS technology is able to provide attitude results
for vehicles with changing attitude if the conditions are not extremely non-favourable.
The three main obstacles to tackle to obtain an efficient and accurate implementation
of the GNSS interferometric technique, apart from successful ambiguity resolution, are
receiver noise, cycle slips and multipath. Additionally, flexibility in the structure where
the receivers are mounted may affect the solution, although this has not been taken into
account in this project. A few remarks on what has been shown on this can be found
next:

• It has been shown how receiver noise introduces a zero-mean error that can have a
huge impact on the solution of the problem, especially in the aspect of ambiguity
resolution. This effect can not be corrected after the receivers have been installed
and therefore needs to be taken into account since the definition of the system, as
the noise is one of the most important characteristics to check when looking for a
commercial receiver.

• Cycle slips, and the ambiguity problem in general, are the setbacks of using car-
rier phase measurements to calculate the baselines. This disadvantage can not be
avoided, as pseudorange measurements lack enough precision for a satisfactory atti-
tude solution. It has been shown how the effect of cycle slips or wrong ambiguities is
the drift in time of the solution, which can be controlled by monitoring the length of
the calculated baseline. However, the need to include a more active cycle slip han-
dling strategy has been demonstrated, as the time spent with wrong ambiguities can
be long until this incidence is detected. The proposed solution for the cycle slip de-
tection has proved to work satisfactorily in the cases processed with the application,
although there exist in the literature a great variety of more complex algorithms or
strategies that may provide better results. The good side of the ambiguity problem
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is that it is not so rigid, and the strategy for cycle slip detection and/or correction,
as well as the ambiguity resolution method implemented, can always be enhanced
or updated if the current solution is not satisfactory.

• The last effect considered in this project has been multipath. As shown in the results
chapter, the reception of signals that present multipath effects results in big errors
in the baseline coordinates and in the attitude solution. These errors last until
the true non-reflected signal is acquired again. In this project, a simple method
has been proposed to reject offending satellites in this aspect. However, multipath
effects are very dependant on the environment of operation and on the placement of
the receivers on the vehicle. Therefore, the simulated multipath effects should not
be considered as a particular case and the proposed multipath mitigation method
may need to be modified.

• On-the-fly ambiguity resolution is key to exploit the precision of carrier phase mea-
surements. It has been commented how the interest in ambiguity resolution has
resulted in a variety of methods developed in the literature with the objective of
getting a fast and reliable solution. An implementation of the most popular method,
LAMBDA, has been included in the application. It has been shown how the ac-
curacy of the float solution, deteriorated by the effects commented earlier, is very
important in the success of the ambiguity fixing step.
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7| Future work

From the beginning, the purpose of this project has been to develop an application to
study the technology of GNSS attitude determination in a practical way. With this
purpose, a C++ implementation of the mathematical model presented in chapter 3 has
been carried out satisfactorily and tested in different conditions. On this aspect, a few
suggestions can be derived:

• The program developed in this project is targeted to a real-time application. Al-
though it has been used as a post-processing tool, its algorithms and flowchart are
intended to work in real-time processing. The most important change to introduce
would be to remove the GNSS_Data class, which stores and provides the observables
and ephemerides data to the rest of the classes, with another routine that gets the
data from the receivers and calls the attitude determination classes.

• Depending on the receiver quality, environment, placement of the antennas, flexibil-
ity of the structure, the effects commented previously will have stronger or weaker
impact in the solution. This means that the program needs to be adapted to the
characteristics of the specific situation where the attitude solution is to be obtained.
The parameters of the standard deviations for code and phase, the thresholds for the
acceptance of the ambiguity solution and for the rejection of the ambiguities, etc.,
have to be tuned in order to have an efficient performance and accurate solution.
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A| Additional equations and

mathematical definitions

A.1. Calculation of satellite position

The position of the satellite is determined with the following set of equations. The input
data are the ephemerides data and GPS time.

tk = t− toe

Mk = M0 +

( √
µ√
a3

)
tk

Ek = Mk + e sinEk (to be solved iteratively)

vk = arctan

√
1− e2 sinEk
cosEk − e

uk = ω + vk + cuc cos 2(ω + vk) + cus sin 2(ω + vk)

rk = r(1− e cosEk) + crc cos 2(ω + vk) + crs sin 2(ω + vk)

ik = i0 + i̇ tk + cic cos 2(ω + vk) + cis sin 2(ω + vk)

λk = Ω0 + (Ω̇− ωE) tk − ωE toe

(A.1)

where tk is the time at which the position need to be obtained and ωE is the Earth’s
angular rotation speed.

To obtain the position in cartesian coordinates, a sequence of three rotations is applied:XY
Z

 = R3[−λk] R1[−ik] R3[−uk]

rk0
0

 (A.2)
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which gives

x = rk cos(uk) cos(λk)− rk sin(uk) cos(ik) sin(λk)

y = rk cos(uk) sin(λk) + rk sin(uk) cos(ik) cos(λk)

z = rk sin(uk) sin(ik)

(A.3)

The satellite clock error is approximated with a second-order polynomial,

δts = a0 + a1tk + a2t
2
k + ∆trel (A.4)

where a0, a1 y a2 are the clock coefficients included in the ephemerides data 4.2 and ∆trel

is a correction due to relativistic effects,

∆trel = Fe
√
a sinEk (A.5)

here F is a constant, equal to −4.442807633 ∗ 10−10 s m−1/2 and e, a y Ek are the
eccentricity, the semi-major axis and the eccentric anomaly (calculated as in eq. (A.1)).

A.2. Least-squares adjustment

The method to solve the overdetermined systems present in this project (positioning
algorithm, baseline solution, float ambiguity solution) is the Least-squares adjustment.
The system to be solved is

A x = y (A.6)

A.2.1. Standard least-squares

The basic version of this methos is shown hereunder. Given the overdetermined system
shown before in eq. (A.6), the solution can be obtained with the standard least-squares
adjustment as:

[
A>A

]
xLS = A>y (A.7)

xLS =
[
A>A

]−1
A> y (A.8)
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A.2.2. Weighted least-squares

As the system is overdetermined, the residual, is not going to be null. The standard
adjustment minimizes the residual equitatively, while the weighted approach allows for a
degree of customization. A weight matrix can be designed to prioritise the minimisation
of the residuals of some equations against the rest. Given a weight matrix W, the solution
is obtained as

[
A>W A

]
xLS =

[
A>W

]
y (A.9)

xLS =
[
A>W A

]−1 [
A>W

]
y (A.10)

A typical choice for the weight matrix is the inverse of the covariance matrix of the
measurements, W = C−1. In this case, the covariance matrix of the estimation can be
obtained as:

CLS =
[
A>W A

]−1 (A.11)
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