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SUMMARY

In order to reduce pollutant emissions in gas-turbines, complex combustion systems are used,
which generate aerodynamic and thermal flow perturbations. These perturbations, such as steady
and unsteady temperature hot-spots, increased vorticity, and turbulence levels, persist at the turbine
inlet and impact the turbine aerodynamics. They also interact with cooling flows and generate
indirect combustion noise. While several studies have addressed the topic of combustor-turbine
interaction in the literature by studying each combustor non-uniformity in isolation, only a few
have combined all the combustor-released features. Furthermore, only a handful of studies have
investigated this interaction through experimental campaigns, which are challenging due to the
harsh and hot environment in a real gas-turbine that restrict the use of classical turbomachinery
measuring techniques. Therefore, experiments are generally performed on non-reactive turbine test
benches by simulating combustor features using a combustor simulator. In this research, a similar
approach is followed by placing a combustor simulator that generates a swirl profile in isolation and
a combined swirl profile and steady/unsteady temperature perturbation on a turbine test rig. Novel
cases are studied by injecting a combined swirl profile and entropy waves and compared with other
injection cases that are more common, such as the swirl profile in isolation and the combination of
swirl with a hot-streak. Different injection positions are also studied, and the turbine is operated at
different operating conditions.

The main objective of this research is to provide significant insights into the effect of combustor
non-uniformities on a turbine’s first stage aerodynamics by thoroughly analyzing the aero-thermal
flow field measured. To achieve this goal, advancements in measuring techniques are required, and
key analyses are highlighted to provide guidelines for carrying out similar investigations. The CFD
analysis conducted to support the experimental findings by UniFi addresses noise emissions. The
extensive dataset generated will also enable CFD validation, including high-fidelity simulations,
that could be used to simulate more complex phenomena. Additionally, simplified models are
developed to fully characterize the aerodynamic flow field at the stator outlet in its span-wise
distribution, as well as the downstream transport and shape of the temperature disturbance. For the
rotor, a simple correlation is developed that links non-dimensional coefficients with temperature
perturbation decay and radial transport through the blade. The development of simplified models
presented in this research can provide useful insights for turbine designers during the preliminary
design phase, enabling them to predict the impact of combustor non-uniformities on the first turbine
stage. These models, and generally the extended dataset, can help identify the injection conditions
that may lead to increased aerodynamic and thermal perturbations, allowing designers to optimize
the combustor-turbine system for improved turbine performance and reduced emissions.

The thesis is divided into four main sections. The first section (chapters 2 and 3) describes
the experimental and numerical methods used, as well as the definition of the tested conditions,
highlighting the novel experimental elaboration procedures.

In the second section (chapter 4), the flow field generated by the combustor is analyzed. This
characterization is also supported by a detailed investigation in a wind tunnel where turbulence
measurements are carried out, and CFD simulations are conducted. This analysis revealed the
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main transport and decay of the perturbations released by the combustor simulator, providing all
necessary input information for high-fidelity CFD simulations.

In the third section (chapters 5 and 6), the aero-thermal flow field at the stator is analyzed, and
the main features introduced by the perturbations are discussed. A change in stator performance
is found, depending mainly on the injection position. However, no significant differences are
observed in the aerodynamics flow field for the different injection cases. The thermal flow field
depends on both the injection position and injection case. Simplified models are developed to
predict the impact of the injected perturbations on the stator flow field.

Finally, the fourth section (chapter 7) examines the rotor outlet flow field through steady
and unsteady analysis. Interesting features are observed for the operating condition that exhibits
the highest blade load. However, no significant differences are observed for the other operating
conditions, indicating that the rotor aerodynamics is still dominated by the secondary flows. The
injected perturbation has a slight impact on the rotor flow field, regardless of the injection case and
position. The development of simplified models for the rotor is limited due to the strong secondary
flows, but a simple correlation for temperature disturbance transport and decay is established.
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Chapter 1. Introduction

1.1 Research motivation

In 1903, Orville e Wilbur Wright revolutionized the way the world is interconnected. Air
transportation has made a profound impact on people’s daily lives, allowing for the availability
of fresh products from every corner of the world and shortening travel time to even the most
remote destinations. In the last years, passenger and cargo transportation demand is increasing as a
consequence of economic growth, technological advancements, and market liberation. According
to the International Air Transport Association (2019), the number of flight passengers is expected
to increase significantly by 2050. In 2019, the estimate is that already in 2037 passengers will
double the numbers in 2018. However, the COVID-19 pandemic has temporarily impacted air
travel, and the exact rate of growth beyond 2023 is difficult to predict at this time. Nevertheless, the
pandemic seems to have just slowed the aforementioned growth that will restart with the previously
forecasted pace.

This exceptionally high growth rate and the increasing concern for the environment grow the
pressure on manufacturers to produce engines that are more environmentally friendly reducing
their impact on air quality and noise pollution. Therefore, the aviation industry has started a new
path towards cleaner and more silent aero-engines. Companies are pursuing the objective of the
UN Race to Zero and UN Business Ambition for 1.5°C campaigns, meaning that they have the
target to achieve net zero greenhouse gas emissions operations and facilities by 2030, excluding
product test emissions; by 2050, they aim to mitigate these remaining emissions, to become a
carbon neutral business. In particular, the European air transport system has agreed on a common
vision for aviation. The Flightpath 2050 (European Commission, Directorate-General for Mobility
and Transport, Directorate-General for Research and Innovation, 2011) fixes the targets for 2050
as a 75% reduction in �$2 emissions per passenger kilometers, and a 90% reduction in nitrogen
oxide emissions. Furthermore, noise emissions from aircraft should be reduced by 65%. These
percentages are relative to the capabilities of aircraft manufactured in 2000.

The technology that offered the highest potential to achieve the ambitious targets set by European
Commission and Directorate-General for Research and Innovation (2002) for 2020 was the lean
burn technology (International Civil Aviation Organization, 2010), Mongia (2003). Successful
applications of this combustor are the Rolls-Royce lean-burn combustor described by Lazik et al.
(2008) and the General Electric TAPS combustor shown by Foust et al. (2012). However, this
kind of combustor introduces challenges to the coupling between the combustor and the turbine.
Fuel-to-air ratios are low and a highly swirling flow is imposed on the mainstream to maintain
a stable flame Lazik et al. (2008). A significant drawback of lean premixed combustion is its
increased burning unsteadiness (Dowling & Stow, 2003). Furthermore, burning by a diffusion flame
makes each portion of fluid burn at a different mixture ratio which would require a large distance
downstream of the flame zone to make uniform the flow field due to molecular and turbulent
mixing (Strahle, 1978). In real gas turbines, this distance is not available and the combustion at
spatially and temporally varying mixture ratio generates hot spots (or cold spots) which persist to
the turbine inlet. The same applies to vorticity perturbations generated by the unsteady shear in
combustion (Chu & Kovásznay, 1958). The turbulent mixing maintains the necessary fuel-to-air
ratio to sustain combustion and it is generated by flow recirculation and jets-in-crossflow cooling.
Part of the compressor air enters the combustion region through holes placed on the annulus that
inject the flow in a perpendicular direction with respect to the mainstream one. This generates the
necessary turbulence intensity to sustain the combustion.

Therefore, the flow field at turbine first stage can not be treated as uniform and it is characterized
by a complex flow field. Its main features are a residual swirl profile, high turbulence, vorticity and
temperature perturbations. This flow field impacts the turbine performance, cooling and generate
indirect combustion noise. The literature review is divided into two sections:
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1.1. Research motivation

• Section 1.1.1 examines the available data at the outlet of real gas turbine combustors, which is
essential for designing combustor simulators and validating CFD calculations. For simplicity,
the effects of combustor perturbation on a turbine stage are studied decoupling the two
components. A full numerical study of both components would be extremely challenging
and time-consuming, and conducting experiments within a real gas turbine would be difficult
due to the high temperatures and limited accessibility.

• Section 1.1.2 aims at providing a literature review of the experimental and numerical studies
carried out on the topic. The main issues on the turbine aerodynamics and cooling are
discussed. It will be divided into subsections discussing the impact of swirl profile and
turbulence 1.1.2.1, temperature disturbance 1.1.2.2, and the combination of swirl profile and
temperature disturbances 1.1.2.3. Finally, entropy waves are discussed 1.1.2.4.

1.1.1 Flow-field characterization downstream of real combustors

There are two main types of combustion systems employed in gas turbines: lean burn combustors
and rich burn combustors. In lean burn combustors, the fuel is combusted with an excess of air.
The use of lean burn fuel injectors significantly impacts the temperature and velocity distribution
at the combustor exit, as these injectors allow a substantial portion of the total flow to pass through.
This is in contrast to rich burn technology. Consequently, the flow released by the injectors
dominates the flow field at the combustor exit. Downstream of the fuel injector, no mixing jets
interacts with the combusting flow, but the latter interacts with cooling flows (Schroll et al. (2016)).
Rich burn combustors utilize a rich primary combustion zone to stabilize the flame, along with
sizable dilution jets to regulate the emissions of NOx and smoke. Approximately one third of the
compressor flow enters the combustion nozzles, while the remaining two-thirds are injected into
dilution jets perpendicular to the streamwise direction, as shown in Fig. 1.1 of McGuirk (2014).
Overall, the combustion is still lean (Cha et al. (2012a)). The flow field at the exit is predominantly
influenced by the dilution jets, which induce significant turbulence and dissipate the flow generated
by combustor nozzles.

In the following, attempts to characterize the aero-thermal flow field downstream of the two
kind of combustors are discussed. However, measurements downstream of real combustors are very
challenging due to the high temperature and pressures. Actually, the measurements are restricted
to intrusive emission sampling and temperature measurements, carried out in non-reacting flows.
Typical measurements are based on thermocouples, hot wires, multi-hole probes, tracer techniques
and PIV Schroll et al. (2016). Moss & Oldfield (1991) compared combusting and non-combusting
combustion chambers and showed that the turbulence is mainly generated by the combustion
chamber geometry and the combustion does not change the turbulence intensity and length-scales.
Moss & Oldfield (1991) findings support other studies based on non-combusting environments as
Zimmerman (1979), Heitor & Whitelaw (1986) and the (Cha et al., 2012a), (Cha et al., 2012b).
However, the approach of considering non-reacting environment is questionable in presence of
strong swirling flows. The turbulence intensity at the outlet of the combustor investigated by
(Goldstein et al., 1983) reduces of 30-50% in case of combustion. (Goebel et al., 1993) discovered
that the combustion process reduces the swirl strength and subsequently decreases the turbulence
intensity, as swirl was found to be a major contributor to turbulence generation. Other limitations
to measurements in real combustors regard the measuring techniques: optical techniques can be
carried out only at atmospheric pressure to not break the glass window; gas path probes have access
limitations and can be used for a few seconds to avoid thermal degradation. (Lubbock & Oldfield,
2018) provided a review of all the measurement techniques available and listed the turbulence
intensities measured by several studies. Overall, the review suggests that the turbulence intensity
at the combustor outlet exceeds 10%. Therefore, it can be concluded that turbulence cannot be
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Chapter 1. Introduction

Figure 1.1. Comparison of rich burn (top-left) and lean (right) burn combustor architectures. McGuirk
(2014).

generated using a grid that only achieves turbulence intensity levels between 1% to 4%.
Attempts to measure the aerothermal flow field experimentally downstream of a combustor

are documented in a few papers. Schroll et al. (2016) show the potentiality of filtered Rayleigh
scattering o make measurements at the combustor outlet. In their experimental study, authors
show a significant swirl profile that persists at the turbine inlet. Cha et al. (2012a) use a miniature
pneumatic five-hole probe and CO2 measurements. The value of RTDF is ∼0.15 at the turbine inlet
plane. This value is consistent with the data of combustors Lefebvre (1983), which also reports a
value of OTDF ∼0.3. Cha et al. (2012a) case is a rich-burn combustor, therefore a less intense
swirl is imposed to the combustion air. Greifenstein et al. (2020) measured the temperature profile
that exhibited strong inhomogeneities and temporal fluctuation especially for low frequencies,
i.e. lower than 500 Hz. Kampmann et al. (1993) used two-dimensional laser Rayleigh scattering
to perform quantitative measurements of the temperature field. Authors identified incomplete
premixed regions as possible causes of higher temperature than the adiabatic one. Furthermore,
the regions of high appearance probability of the flame front are characterized by the highest
RMS temperature distributions. Considering the difficulties in conducting experimental results, a
common approach to investigate the combustor-turbine interface is to perform high-fidelity CFD.
Medic et al. (2007) performed a full gas-turbine CFD simulation incorporating all the components.
Their results show the presence of temperature hot-streaks at the flame locations that persist at the
turbine inlet. Another approach is to study the coupling of combustor-turbine by means of LES or
hybrid LES-RANS. RANS equations are capable of reproducing the steady-state flow field but fail
in capturing the combustion detailed dynamics (Gicquel et al., 2012). Gicquel et al. (2012) divided
CFD LES simulations into two main categories: laboratory-scale combustors which allow to have
advanced measurements and real combustion chambers of engines operating at realistic operating
conditions. In the latter case, the only available measurements are the temperature profiles at
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1.1. Research motivation

the combustor outlet which matches with a good agreement with the LES outcomes as shown
by James et al. (2006), Moin & Apte (2006) and Boudier et al. (2007). The previous literature
review underlines the challenges of studying the combustor-turbine interaction issues on a real
engine. Therefore, the academic research focuses on combustor simulators, devices that are able to
reproduce the main features of the flow-filed released by the combustor. The literature review on
this topic continues in the next section where the main combustor simulators are introduced. These
could be non-reactive combustors or even simpler devices.

1.1.2 Combustor-turbine interaction studies with combustor simulators
The previous chapter based on the data relative to real combustors has shown that the flow field
downstream of the combustor is unsteady and characterized by temperature non-uniformities and a
strong swirl motion. The aim of combustor simulators is to reproduce these features and study their
impact on turbine stages by means of experimental and numerical studies. In this section a review
of the combustor simulators available in the literature is discussed and their impact on the turbine
is analyzed. The majority of the studies focus on the effects of swirl profile and turbulence (section
1.1.2.1) or steady (section 1.1.2.2) or unsteady (section 1.1.2.4) temperature perturbations. Only
in the last years, swirl profile and steady temperature disturbances have been considered coupled
(section 1.1.2.3). Furthermore, there are researches that dealt with the turbulence increase at the
combustor outlet. In the next sub-sections, the different cases are discussed.

1.1.2.1 Swirl profile and turbulence

The effects of a swirl profile on a first turbine stage have been investigated experimentally on
several facilities, imposing a uniform total temperature profile. All these studies have equipped the
turbine facility with a lean-burn combustor swirl profile simulator. For its nature, a swirl profile
increase/decrease the vane incidence angle at different span-wise positions. The first experimental
analysis on a rotating turbine was carried out by Qureshi et al. (2013) using the swirler generator
described in Qureshi & Povey (2011) and showed in Fig. 1.2. Authors set target swirl angles of
minimum 40°. In this pioneering study, the swirl profile acting as a source of off-design vane
incidence altered the vane loading distribution, deformed the LE stagnation lines, modified the
secondary flows and increased/decreased the pressure losses in span-wise direction, accordingly
to the increased/decreased loading associated with the off-design incidence. The impact was
significantly higher for the vane blade which LE was aligned with the core of the swirl profile.
The aforementioned aspects introduce significant challenges for the aero-thermal design of a vane
blade, in particular for the cooling design system which has to consider the great alteration of
streamlines. Further analysis on the Oxford turbine has been carried out by Qureshi et al. (2012)
to study the impact of the residual swirl profile at the vane exit on the rotor aerodynamics. The
strong acceleration that the swirl profile undergoes through the turbine vane reduced the strength
of the swirl profile, thus the relative incidence angle on the rotor was significantly lower than the
off-design incidence experienced by the stator. Overall, the residual swirl profile impacted the
rotor modifying the surface streamline pattern, changing the blade loading distribution and the tip
clearance leakage vortex. However, these differences were smaller than the ones experienced by
the vane. This aspect was confirmed by Beard et al. (2014) that measured an efficiency penalty of
1.22% in the presence of inlet swirl. The increased loss in the stationary vane was identified as the
main cause of the performance penalty.

In another experimental test case, Jacobi et al. (2017) carried out experimental measurements
on a high-speed linear cascade with two can combustors and four nozzle guide vanes. The vane
surfaces are affected by the coherent structures produced by the swirl profile, which oscillate
harmonically in the spanwise direction and have a significant impact on heat transfer. Additionally,

5



Chapter 1. Introduction

Figure 1.2. Left: inlet swirl generation system installed in the Oxford Turbine Research Facility with the
turbine module removed. Right: measured secondary flow vectors profile. Qureshi & Povey (2011)

Figure 1.3. Left: schematic of the combustor simulator in University of Florence. Right: Target fields in
plane 40 (view from upstream), (a) temperature made non-dimensional to the mean value, (b) velocity vectors,
(c) swirl angle (deg), and (d) pitch angle (deg). Koupper et al. (2014)

the authors noted a periodic spanwise oscillation of vorticity around the vane leading edge, which
interacts with the swirl core and vane potential field.

At the University of Florence, the combustor simulator described by Koupper et al. (2014)
has been used with a uniform inlet total temperature profile generating a realistic swirl profile at
the vane inlet (Fig. 1.3). Bacci et al. (2019) showed the significant impact of the swirl on the
blade cooling effectiveness. The position of the swirler and vane in relation to each other plays
a crucial role in determining the distribution of film effectiveness. Additionally, the location of
the stagnation line between the central and lateral vanes is crucial for the optimal performance
of the leading-edge film cooling system. The key factors affecting the film cooling performance
due to the swirling flow are the nonuniform pressure, the alteration of the stagnation line, and the
modification of the streamlines on both the pressure and suction sides.

Further investigations on the impact of a swirl profile on the blade cooling effectiveness were
carried out on the Large-Scale Turbine Rig at the Darmstadt University, that is a cooled 1.5-stage
axial turbine (Fig. 1.4). Werschnik et al. (2017a) studied the injection of a swirling flow aligned
with the center of the blade vane passage. The measurements indicate that, in comparison to the
axial inflow, there was an increase in the Nusselt numbers and a reduction in the film-cooling
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Figure 1.4. Test rig sectional view at Darmstadt University. Werschnik et al. (2017a)

effectiveness. As a result of the vane-swirl interaction, significant sections of the end wall remained
uncooled.

The aerodynamics of the vane blade is also impacted by the swirl profile. Werschnik et al.
(2017b) showed that pressure loss increases from 5.4% to 6.5% (7.3%) in NGV exit flow aligning
the swirl profile to the center of the blade passage (LE). Additional losses were observed in addition
to the stator wake that are more likely to stem from the interaction between the swirler outflow and
the vane row, rather than from any interaction with the coolant flow.

The effect of the turbulence intensity on turbine performance has been investigated by Folk et al.
(2020). A representation of different turbulent intensities is shown in Fig. 1.5 for the combustor
turbulence intensity is 10% and the grid turbulence intensity is 1.3% at the turbine inlet. At the vane
inlet, the turbulence is nearly isotropic and infiltrates deeply into the boundary layer, decreasing
its shape factor. The mean shear of the boundary layer causes the turbulence to stretch, resulting
in an increase of turbulent kinetic energy production within the boundary layer. As a result, in
zero pressure gradient conditions, the presence of combustor turbulence causes a 22% rise in the
dissipation coefficient. In turbine cascades, the presence of combustor turbulence results in a 47%
increase in total loss, which is attributed to a 37% rise in profile loss and a 47% rise in endwall
loss. Applying these loss mechanisms to the vane from a high-pressure stage representative of
an engine results in a 1.3% reduction in stage efficiency, a significant figure that underscores the
importance of incorporating this new mechanism into turbine design systems.

In summary, the aerodynamic flow field generated by a combustor is expected to have the
following effects:

• Vane The flow field from the combustor alters the loading distribution, deforms the leading
edge stagnation lines, modifies the secondary flows, and causes variations in pressure losses
in the span-wise direction. These changes significantly impact the aerodynamics of the vane.

• Vane cooling The design of the vane cooling system needs to account for the significant
alteration of streamlines resulting from the flow field.

• Rotor The residual swirl profile change the blade loading distribution and the tip clearance
leakage vortex. However, the impact on the rotor is generally smaller compared to the vane
due to the attenuation of the swirl profile as it passes through the stator.

1.1.2.2 Hot-streaks

Munk & Prim (1947) demonstrated theoretically that steady temperature disturbances, labeled
hot-streak (HS), do not alter the inviscid streamline pattern in a stationary blade row, given an
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Figure 1.5. Axial development of freestream turbulence measured over the flat plate. Folk et al. (2020)

Figure 1.6. Left: experimental apparatus. Right: velocity triangles for hot and cold fluid. Butler et al.
(1989)

unaltered inlet total pressure distribution. The impact on the rotor is not negligible because the
inlet temperature profile generates secondary flow in a rotating blade. Resulting as a normal
component of the relative vorticity at the rotor entrance, the inlet temperature distribution is
converted to streamwise vorticity through the rotor. This secondary flow analysis has been
developed by Hawthorne (1951) and extended to rotating blades by Lakshminarayana & Horlock
(1973). Furthermore, a non-uniform inlet temperature leads to a segregation of hot and cold air in
the rotor caused by a difference in the rotor inlet flow angle depending on the flow temperature. This
effect was firstly investigated both theoretically and experimentally by Kerrebrock & Mikolajczak
(1970) in an axial flow compressor. The pioneering experimental study of Butler et al. (1989)
demonstrated the previous introduced theories, as shown in Fig. 1.6. Authors injected a temperature
distortion in the inlet of a large-scale research turbine, seeding CO2 to determine the temperature
distortion migration through the turbine by sensing CO2 concentration.

Other significant effects of HS on the rotor are related to the radial migration of the temperature
perturbation that is driven by two main causes. First, Shang & Epstein (1997) described an inviscid
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Figure 1.7. Left: comparison of simulated temperature profiles. Right: target profile. Povey & Qureshi
(2009)

effect where buoyancy forces in the rotor cause the HS to radially migrate towards the hub. In
viscous flows, a second aspect driven by the gradient-driven secondary flow must also be taken into
account that makes the HS move towards the casing, as described by Prasad & Hendricks (2000).

These studies have laid the foundation for understanding HS physics. In recent years, there has
been a growing interest in the topic. Povey & Qureshi (2009) provided a review of six existing HS
generators and showed the combustor temperature measurements from the open literature (Fig.
1.7). Povey et al. (2005) measured the effect of engine-representative inlet temperature distribution
taken from a military engine. Authors tested two different injection positions and demonstrated
the large impact of HS on the vane and end wall heat transfer. Simone et al. (2011) studied both
experimentally and numerically the effect of HS within the stage and in the downstream component.
Furthermore, they found a beneficial effect of combustor cooling on the rotor casing and tip. In
one of the most recent works of the Oxford group on HS, Beard et al. (2013) measured a reduction
in the stage efficiency of 0.88%. Losses in the rotor increased because of the rotor off-design
incidence and stronger gradients in relative total pressure and density.

He et al. (2004) investigated the effect of HS count and observed its effect on the blade wall
temperature and aero-mechanics. With an NGV/HS ratio of 1, the wall temperature has a local
difference of 8% in the rotor with respect to uniform inlet conditions but blade forces are unaffected.
Reducing the number of HS, the temperature on the pressure surface reduces than the ratio 1,
however the unsteady temperature and unsteady forcing increase. Jenkins et al. (2004) and Jenkins
& Bogard (2005) tested the HS in different mainstream turbulence intensities, i.e. 5% and 20%, and
observed an attenuation 20% larger of the temperature peak in the case of the highest turbulence
intensity. Ong & Miller (2012) developed a novel cooling configuration under the influence of a
HS, reducing the amount of cooling mass flow by a sixth. Authors found that coolant injected from
an upstream row could potentially be used as secondary cooling in a downstream row. Liu et al.
(2014) focused their numerical study on the effect of tip clearance height on the HS migration. The
higher the tip gap, the wider the hot fluid spread on the blade tip. Gaetani & Persico (2017) tested
in a rotating turbine facility the injection of HS at four different clocking positions with respect
to the stator vane and made detailed measurements of the flow-field in the inter-row. Numerical
calculations of this case are shown by Gaetani et al. (2020). Barigozzi et al. (2017) studied
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Figure 1.8. Instantaneous contour of the density gradient magnitude (top) and profiles of density gradient at
different axial locations (bottom). Miki et al. (2022)

numerically and experimentally HS migration in a vane cascade with film cooling. In the cooled
case, the HS attenuation was observed to be moderate compared to the uncooled vane, but the vane
surface temperature at the leading edge significantly benefited from the coolant. Badžek et al.
(2022) showed a new test setup to investigate the HS transport on a representative turbine center
frame geometry. In their experimental study, the HS migrated radially outwards due to the pressure
gradient established in the first bend of the turbine center frame. Miki et al. (2022) performed
a full coupled simulation of the combustor and turbine. They observed temporal fluctuations in
temperature (Fig. 1.8) at the combustor exit which result in an efficiency fluctuation too.

In conclusion, the effect of the hot-streak can be summarized as follows:

• Vane From an aerodynamic perspective, no significant impact is expected on the vane.
However, the presence of the hot-streak poses challenges in the design of cooling systems for
the vane.

• Rotor The hot-streak at the stator outlet results in an increase in the rotor incidence angle.
It also undergoes a conversion to streamwise vorticity as it passes through the rotor. A
segregation of hot and cold air within the rotor takes place. The hot-streak is radially
transported within the rotor due to gradients in secondary flows and buoyancy forces.

1.1.2.3 Hot-streaks and swirl profile

The first studies of the effect of a combined injection of HS and swirl on a turbine stage were
carried out numerically. Khanal et al. (2013) concluded that the combined swirl and hot-streak
injection impacts significantly the aerodynamics and heat-transfer and the effects are nonlinear,
thus modeling them by a superposition of the two in isolation could lead to misleading results.
Khanal et al. (2013) found that the established concept of hot-streak migration in cases where
only hot-streaks are present no longer holds true when the hot-streak is combined with swirl. For
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Figure 1.9. Convection of hot fluid, upstream view from nozzle guide vane exit. Khanal et al. (2013)

example, they demonstrated that clocking the hot-streaks in phase with the vanes does not lead to
a decrease in heat on the blade pressure side surface. Furthermore, the unsteady single-passage
simulations result in a higher variation of the performance parameter than steady simulations,
highlighting the importance of the unsteady interaction between the swirl and the temperature
streak. An example of the different transport of the isolate HS or combined with the swirl profile is
shown in Fig. 1.9. In their simulations, Rahim & He (2015) compared a case with the isolate HS
with the combined injection of swirl and HS. The HS radially transport through the vane is altered
by the swirl resulting in a flatter spanwise temperature profile at the NGV exit and modifying the
blade heat transfer features.

One of the first experimental campaigns combining the injection of a swirl profile with a
temperature disturbance was developed at the University of Florence (Koupper et al., 2014; Bacci
et al., 2015a). In particular, Bacci et al. (2019) investigated the HS migration through a NGV
cascade of the three-sector invested by a temperature distortion combined with an aggressive swirl.
The combustor simulator was aligned with respect to the vane LE. The turbulence intensity was
also high Bacci et al. (2015b) making the inlet flow field engine-representative. The swirling
flow significantly impacted the pressure losses and secondary flows, influencing the HS migration
and interaction with the coolant flows, that was different from the documented cases with the
only hot-streak injected. Furthermore, the injected combustor-representative pattern impacts the
blade aerodynamics and the coolant migration differently on the blade aligned or misaligned with
the combustor simulator. Bacci et al. (2023) used a non-reactive combustor simulator coupling
a swirl profile and hot-streak to investigate the heat transfer coefficient on three uncooled NGV
passages. Altering the stagnation line, the swirl profile was the main driver of the heat transfer
coefficient distribution. Furthermore, the inlet swirl changes the radial movement of the hot streak.
The development of the latter on PS and SS changes due to the different flow momentum. Lastly,
Tomasello et al. (2022) showed that to fully characterize the behavior of film cooling and to
accurately predict the adiabatic effectiveness, high-fidelity turbulence approaches are recommended
because RANS could overestimate the interaction between film cooling and the vane.

The first experimental campaign on a rotating turbine was carried out by Adams et al. (2021),
implementing the combustor simulator designed on the basis of Hall et al. (2014) and commissioned
by Adams et al. (2020) into the Oxford turbine research facility (Fig. 1.11). The facility is a 1.5-stage
film-cooled turbine with 40 vanes, 60 unshrouded rotor blades and 20 IP vanes. Experiments
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Figure 1.10. Trisector rig layout at University of Florence (a). Flow angles (b), scaled total pressure (c) and
turbulence level (d) measured at stator inlet. Bacci et al. (2019)

Figure 1.11. Left: CADmodel of the lean-burn combustor simulator at Oxford University. Right: combustor
simulator exit profiles measured in the atmospheric test facility: (a) yaw angle, (b) pitch angle (c) total pressure
loss coefficient, (d) total temperature effectiveness. All contours are plotted as viewed from downstream.
Adams et al. (2020)

were carried out at transonic conditions. The results showed that the HP vane aerodynamics
was impacted primary by the swirl profile, the changes in the rotor aerodynamics by the HS.
Furthermore, the swirl profile redistributes the film coolant accumulating it in some regions and
reducing it in others. The swirl profile was dissipated due to the vane acceleration, thus the residual
swirl at vane exit did not impact the rotor aerodynamics significantly, which is mainly modified by
the vane outlet radial temperature profile which caused a reduction of rotor incidence angle up to
-12.7° near the endwalls. At mid-span the temperature was not enough to produce a off-design
incidence such as the one at endwalls.
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Few other numerical works have been developed in recent years on the topic. Mansouri &
Jefferson-Loveday (2022) investigated the effects of three hot-streaks shapes combined with a swirl
profile on a rotating turbine stage. Authors found that, in the case of the absence of the swirl, the
different HS remained almost unaltered at the vane exit, whereas the superposition of the swirl
increased the mixing altering the morphology of each HS at the vane outlet. Furthermore, the
swirl altered the radial transport of the HS through the vane increasing the thermal gradient on
the shroud. Wang et al. (2018) studied a film-cooled vane under different setups combining HS
and swirl profile. Due to the swirl, authors demonstrated an increase in the vane surface thermal
load and a worsening of the coolant flow attachments. Wang et al. (2021) performed heat transfer
simulations on a film-cooled turbine stage comparing a uniform inlet case, an isolate HS case
and the superimposition of the HS with both swirl orientations. Combining the HS and the swirl,
authors found a reduction of the film cooling effectiveness on both rotor surfaces. Lastly, Zhang
et al. (2022) investigated the impact of different swirl intensities combined with HS on a vane. The
positive swirl intensifies heat transfer in the hub region of the suction side and weakens it on the
pressure side, whereas the opposite is true for the negative swirl. These trends are further amplified
by higher swirl intensities.

The literature review conducted indicates that in the presence of a combined swirl profile and
temperature disturbance, the following observations can be made:

• Vane The swirl profile primarily affects the aerodynamics of the stator. The presence of
both disturbances complicates the design of cooling systems. The swirl profile alters the
evolution of hot-spots through the vane.

• Rotor The swirl profile attenuates as it passes through the stator, resulting in the temperature
disturbance having a more pronounced impact on the rotor aerodynamics. This is due to
changes in the incidence angle caused by the temperature disturbance. Additionally, the
effectiveness of film cooling on both rotor surfaces is reduced.

• Superimposition? The superimposition of the two disturbances is not feasible, as the
presence of a swirl profile significantly alters the transport of the temperature disturbance.

1.1.2.4 Entropy waves

As discussed in the previous sections, the flow field at the combustor chamber outlet is strongly
unsteady resulting in temperature fluctuations, generally referred to as Entropy Waves (EWs).
EWs are considered one of the main causes of indirect combustion noise generation. Typically, as
described by Dowling & Mahmoudi (2015), combustion noise is divided into direct and indirect
combustion noise. The former is produced by the fluctuation of heat release rate associated with
the chemical reaction. The latter, identified for the first time by Morfey (1973) and Marble &
Candel (1977), generates when vorticity, temperature, and mixture-composition fluctuations are
accelerated through nozzle guide vanes. In particular, the indirect combustion noise produced
due to acceleration of temperature non-uniformities is called entropy noise. In recent years,
Bake et al. (2009) built an Entropy Wave Generator (EWG) to study experimentally the indirect
combustion noise showing that small temperature non-uniformities can generate significant noise
when accelerated through a nozzle. The entropy wave was characterized by a pulse duration of 100
ms and a maximum temperature increase of 13.4 K. These experiments generated great interest
and the scientific community was intended to explain the Bake et al. (2009) results. The generated
sound pressure increases linearly with the temperature fluctuations, confirming the Marble &
Candel (1977) theory. Furthermore, the sound pressure increases non-linearly with the nozzle Mach
number, but after a certain amount, it starts to decrease. Leyko et al. (2009) predicted a higher
contribution of indirect combustion noise than direct one for engine-representative conditions.
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After the flame generates EWs, temperature disturbances are carried by a highly turbulent flow
that is strongly non-uniform, thus the residence time of the EW varies across the cross-section
(Sattelmayer, 2003). Furthermore, the flow turbulence can diffuse temperature disturbances. Both
these effects reduce the EW potential for sound generation, reducing temperature fluctuations.
According to Dowling & Hubbard (2000), turbulent fluctuations can diffuse the EW, especially
when these disturbances have a small wavelength compared with the turbulent length scale. Below
a few hundred Hz, the wavelength is large enough making turbulence negligible in EW diffusion.
Furthermore, the magnitude of these amplitudes could potentially exceed the threshold for entering
the nonlinear range, which usually occurs at temperatures above 100 K with a background
temperature in the combustion chamber equal to 1000 K (Huet & Giauque (2013)).

Few models have been developed to account for this dissipation. Morgans et al. (2013) carried
out one of the few attempts, performing a DNS on a turbulent channel-flow imposing Gaussian
temperature perturbation. One of their main outcomes was that the EW dissipation was negligible
between the flame position and the end of the combustor. The differential convection due to a
nonuniform flow was the main cause of the entropy dissipation. Giusti et al. (2017) developed a
further model based on CFD and experimental data. Authors developed a small-scale entropy rig
generating EWs at a frequency of 10.7 Hz. The amplitude of EWs decreases as a function of both
the frequency and the mean residence time of the wave. Given as input only the mean velocity
profile, their model predicts both the magnitude and phase of the entropy transfer function. This
applies very well for low/intermediate Helmholtz numbers because for its high values the turbulent
mixing and diffusion could also further increase the EW attenuation. Christodoulou et al. (2020)
developed a model which accurately predicted the EW non-uniform evolution in both position
and amplitude using a nonlinear differential equation. The model case-specific parameters can
be estimated from limited data and its equations can be analytically solved, making it suitable for
integration into active control systems.

In recent years, the European Project RECORD has enabled researchers at the Politecnico di
Milano to study, for the first time, the evolution and generation of indirect combustion noise caused
by the injection of EW in a turbine stage, which frequency was at maximum 90 Hz. Gaetani &
Persico (2019) showed the experimental results that were compared with numerical simulations
by Pinelli et al. (2021). Experiments and simulations showed considerable attenuation of the
temperature perturbation at stator outlet. The EW morphology at the stator exit depended on
the azimuthal position of the injection. Leading edge injection induced the highest alteration
in the EW shape and is expected to be more critical than other clocking positions. At the rotor
exit, the presence of the EW produces significant alterations in both temperature and flow fields.
The unsteady interaction of the temperature disturbance with the rotor blade is the main cause of
EW distortion in the rotor row. Bake et al. (2016) investigated two different operating conditions
comparing the entropy and vorticity noise to reference cases. The parametric study shows a strong
increment of total power due to accelerated vorticity fluctuations. The entropy wave excitation
generates significant additional acoustic power. In the upstream section, the noise generation
by pulsating cold EW jets exceeds the heated EW noise for all investigated conditions. In the
downstream section, the clean entropy generated sound power reveals a linear behavior with respect
to the squared temperature amplitudes of the perturbation. In a further work of Knobloch et al.
(2017), the analysis revealed an increase in broadband noise downstream of the stage. Only a small
part of the acoustic energy is transmitted for the investigated frequency range. There is a strong
reflection of incoming waves. The direct noise is highly attenuated by the HP turbine rows. For
unsteady disturbances, a strong increase in total power was observed when analyzed with respect
to the excitation frequency. In the upstream section, the reflected noise generated by pulsating cold
EW jets exceeds the heated EW noise. Pinelli et al. (2022) conducted a numerical investigation on
the effect of clocking on entropy noise generation in an aeronautical high pressure turbine stage.
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The main sources of entropy noise were located in the stator channel and depended on the clocking
position of the temperature spots. When the EW was injected at the blade leading edge, it generated
an entropy noise 5 dB higher than other injection positions where the EW did not interact with the
blades. This increase in entropy noise was due to both the acceleration of the EW and an unsteady
load on the blade that was twice as high in the leading edge injection case compared to others.

Further numerical studies were carried out on the PoliMi turbine. Bach et al. (2021) investigated
the effect of film cooling on entropy noise generation in a stator blade using a URANS simulation.
Results showed that the EW amplitude is only minimally attenuated by the injection of a cooling
flow. However, the added mass flow rate changes the velocity field and leads to an increase in
the reflected and transmitted acoustic transfer function. The low-order model of Cumpsty and
Marble was extended to incorporate the effect of film cooling flows and showed that increasing
the temperature difference between the main and coolant flows further attenuated the EW. Huet &
Geiger (2022) developed a non-compact model for evaluating indirect combustion noise generated
through a stator. The model builds on the compact model of Cumpsty et al. (1977) and is extended
to higher frequencies by taking into account the flow evolution in the inter-blade channel.

Cumpsty et al. (1977) model is the most used to predict entropy noise using the compact disk
assumption but its validity is limited to low frequencies. Among its most recent improvements, the
Guzmán-Iñigo et al. (2021) extended the model to airfoils beyond the limits of thin-airfoil theory.
Brind & Pullan (2021) replicated the blade camber dividing the blade into multiple elements and
taking into account the mean flow evolution, as then also proposed by Huet & Geiger (2022).

The study of EW transport within the first turbine stage is crucial due to the following reasons:

• They are responsible for indirect combustion noise generation.

• At first turbine stage outlet, the presence of the EW produces alterations in both temperature
and flow fields.

• Regarding the frequencies of interest, they are below few hundred Hz because the EW
wavelength and the turbulence scales do not match and the EW is not dissipated.

1.2 Research objectives and outcomes

As outlined in section 1.1, the increasing complexity of new combustion systems in gas turbines
leads to unsteady combustor outlet flow fields and introduces temperature non-uniformities, making
the study of combustor-turbine interaction more challenging. While most studies in the literature
rely on CFD simulations, there are few experimental investigations. Although LES calculations
are becoming increasingly common and affordable, it remains essential to validate these codes
against complex experimental studies. Therefore, the goal of this PhD project is to enhance the
understanding of combustor-turbine interaction by conducting a comprehensive experimental
campaign using a non-reactive, uncooled one-stage turbine test rig equipped with a combustor
simulator. Through a detailed analysis of the aero-thermal flow field downstream of the stator and
rotor, this study aims to provide guidance for future experimental campaigns and generate a large
dataset for validating numerical codes. Overall, this study wants to represent an important step
forward in the quest to fully comprehend the intricate physics of combustor-turbine interaction.

The uniqueness of the combustor simulator lies in its capability to impose different perturbations
at the stator inlet, which includes:

• A swirl profile

• A superimposition of a swirl profile and a steady temperature perturbation
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• A superimposition of a swirl profile and an unsteady temperature perturbation at different
frequencies

Notably, the last case has never been explored in previous turbine test rig studies. According to the
discussion about combustor simulators detailed in section 1.1, the target profiles of the combustor
simulator are: local swirl angles of ± 40°, a swirl number of 0.6, a local temperature peak that
exceeds at least of 1.1 the mainstream temperature, temperature disturbance frequency higher than
100 Hz and inlet turbulence of approximately 10% at turbine inlet. The combustor simulator can
be moved in circumferential direction with respect to the stator blades allowing to study different
combustor simulator-stator vanes positions. These injection cases are then compared against a
uniform inlet condition, which is the typical inlet condition in turbine test rigs without any inlet
disturbances.

In addition to the combustor simulator flexibility, the test rig can operate at various operating
conditions, enabling the investigation of the impact of off-design conditions on the combustor-turbine
interaction problem.

The complexity of the test case necessitates advancements in measuring techniques, which are
thoroughly discussed in this thesis. Novel methods are developed to utilize typical turbomachinery
measuring devices in such a challenging environment. To better characterize the turbulence
associated with the combustor simulator disturbances, a dedicated test campaign is carried out on
an atmospheric wind tunnel. This campaign is complemented with CFD simulations for a more
comprehensive understanding of the flow field.

One interesting new feature presented in this thesis, developed through a research collaboration
with UniFi, is the assessment of the noise generated by the turbine as a result of the swirling EW
injection at the stator inlet.

To conclude, the extensive data-set gathered in this study is utilized to develop simplified
models that can predict the effects of combustor non-uniformities on the aero-thermal flow field
at stator outlet. This includes a complete resolution of the uniform aerodynamic flow field in a
span-wise distribution, as well as the perturbed cases. A loss breakdown is performed to highlight
the contribution of the disturbances to losses. The temperature disturbance position and shape at
the stator outlet are also fully reproduced. For the rotor, a straightforward correlation based on
non-dimensional coefficients provides information on the decay and radial displacement of the
EW/HS.

1.3 Outline of the thesis

The thesis is structured as follows.

Chapter 2 presents the test rig, combustor simulator and calibration facilities. In this section the
tested cases are discussed specifying which parameters are modified.

Chapter 3 explains the experimental and numerical methods used and developed for the analysis
carried out in this thesis. For each measuring probe the novelties in data elaboration are underlined.
The traversing probes are a 5-hole probe, a fast response pressure probe, a fast-thermocouple and
a hot-wire anemometer. The procedure to calculate the measurement uncertainties is discussed.
Finally, the numerical setups are shown used for turbine test case and hot-wire characterization.

Chapter 4 characterizes the flow perturbations generated by the combustor simulator. The
aero-thermal flow field released by this device is deeply investigated. Parallel to the turbine test
rig characterization, hot-wire measurements downstream of the combustor simulator are carried
out on a dedicated atmospheric wind tunnel and CFD simulations are carried out to support the
understanding of the experimental findings.
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Chapter 5 shows the aero-thermal characterization downstream of the stator. This analysis is
carried out regarding the steady aerodynamics by means of 5-hole probe and supported by unsteady
aerodynamic measurements to detect the unsteadiness produced by the EW-stator vane interaction.
Finally, a fast-thermocouple is traversed. Some of the tested cases have been simulated through
CFD.

Chapter 6 aims at developing simplifiedmodels to predict the impact of combustor non-uniformities
on the stator outlet aero-thermal flow field. For this purpose, correlations available in the literature
are used and supported by experimental evidences. The model is able to reconstruct the uniform and
perturbed cases span-wise aerodynamics distribution and to predict the temperature perturbation
and shape at the stator outlet.

Chapter 7 is the last chapter and discusses the rotor outlet flow field. It is characterized by means
of time-averaged and unsteady analysis. Furthermore, the different blade loading is studied by
means of CFD simulations. In this section, the generation of indirect combustion noise due to the
swirling EW injection is presented. A simple correlation is developed to correlate the EW decay
rate and radial displacement with non-dimensional parameters.

Chapter 8 summarizes conclusions and draws recommendations for future research activities.
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CHAPTER2
TEST RIG, COMBUSTOR

SIMULATOR AND CALIBRATION
FACILITIES

This chapter shows the facility and methods used for the analysis discussed in this thesis. The PoliMi
turbine test rig is described, including its working principle and main components, as well as the
design and commissioning of the combustor simulator used to generate an engine-representative
perturbation at the turbine inlet. This device produces a combination of a steady/unsteady
temperature disturbance with a swirl profile. Furthermore, the facilities used to calibrate probes
are briefly illustrated. Finally, the experimental and numerical methods used are discussed to
provide clarity on the determination of the results presented in the next chapters.
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Chapter 2. Test rig, combustor simulator and calibration facilities

Figure 2.1. Air circuit and components.

Figure 2.2. Turbine meridional plane and blade geometry detail. Dimensions are expressed in millimeters.

2.1 Turbine test rig

The PoliMi turbine test rig is a closed-loop non-reactive facility designed to test different axial
turbines and centrifugal compressors. The research capabilities of the facility include studying the
operating characteristics of these machines by exploiting the property of similarity and conducting
three-dimensional fluid dynamics measurements. The air circuit schematic is shown in Fig. 2.1.

The facility is continuously fed by a centrifugal compressor, that is component 1 in Fig. 2.1.
It is a single-stage machine composed of an aluminum impeller and diffuser, both enclosed in a
carbon steel case. The impeller has 16 backward curved blades without splitter blades and an
external diameter of 400 mm. The vaned diffuser is equipped with 19 blades and is preceded by a
20 mm vaneless diffuser. The centrifugal compressor is powered by an electrical motor with a
rated power of 800 KW and voltage of 600 V.

The turbine section (component 2 Fig. 2.1) features a single-stage un-cooled axial turbine
that is representative of a highly-loaded and low aspect ratio high-pressure turbine stage. The
meridional view of the test section is shown in Fig. 2.2. An inlet guide vane is placed upstream of
the stage to pre-orient the flow, thereby reducing total pressure losses through the honeycomb. The
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2.1. Turbine test rig

Table 2.1. Turbine geometry parameters.

Geometry ℎ [mm] C2/ℎ �< [mm] �0?/2G,+

50 0.02 350 1.0
Blade rows Blade number Solidity AR Blade deflection [°]

Vane 22 1.2 0.83 75.2
Rotor 25 1.25 0.91 115.3

flow at the turbine inlet is uniform, and there is room to place a combustor simulator approximately
60 mm upstream of the stator blade leading edge.

The turbine can operate in subsonic or transonic conditions and has a blade height of 50 mm,
constant through the stage, and an inner diameter of 300 mm. The stator row has 22 stationary
leaned blades and the rotor has 25 rotating bowed blades. The vane blades are designed with a lean
angle of 12°. The radial evolution of the blades is shown in Fig. 2.2 and further geometrical details
are listed in Tab. 2.1. The rotor is connected to an electric motor with a nominal power of 400 kW
and a supplied voltage of 600 V, which can operate as either a brake or a motor. During experiments,
the stator blades are connected to a ring gear that moves the vanes in the circumferential direction
while the traversing probes remain fixed.

The other components highlighted in Fig. 2.1 are:

• Secondary (3) and primary (4) air-water heat exchanger.

• Venturi nozzle (5).

• Filtering section (6).

• Throttle valves (7 and 8).

The components listed are necessary for regulating the facility. The temperature at the turbine
inlet is controlled by acting on the heat exchangers (3) and (4), while the mass flow, measured
using (5), is regulated by means of the throttling valves (8).

From a thermodynamic point of view, the working fluid is air that can be assumed as a perfect
gas. The static pressure at the compressor inlet is regulated acting on the pressure tap PATM2
in Fig. 2.1. The second controlled thermodynamic point is the inlet temperature at the turbine
inlet by means of the heat exchangers. The desired operating condition is determined acting on the
turbine and compressor rotational speed, as well as imposing the desired mass flow rate by the
valves. Each operating point (OP) is sufficiently stable to perform time-resolved analysis. During
the timespan of a few hours required to complete a test, the temperature drift is of ±0.25℃, the
rotational speed changes of ±10 rpm and the expansion ratio of ±0.001.

2.1.1 Definition of the operating conditions
In this research, four operating points are studied. Two different expansion ratios are set and, with
one expansion ratio fixed, three rotational speeds are considered. The design condition at a low
expansion ratio is labeled OP3. Changing the rotational speed of OP3, the rotor incidence angle
varies, as shown in Fig. 2.3. The purpose of varying the rotational speed is to investigate the
influence of off-design conditions on the interaction between combustor non-uniformities and the
turbine stage. The unloaded condition OP3U runs at 8240 rpm and experiences an average negative
incidence of -10° along the blade span, resulting in reduced blade loading. The loaded operating
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Figure 2.3. Rotor incidence angle for the OP3, OP3U and OP3L cases.

Figure 2.4. Rotor incidence angle (A) and M (B) for the OP3 and OP2 cases.

point OP3L operates at 5000 rpm and has the largest incidence angle, ranging from close to 0° at
the hub to +20° at mid-span and +45° at the tip. Measurements downstream of the stator show a
constant pattern in terms of angles and total pressure losses among the three OP3 cases, while the
reaction degree slightly changes, affecting static pressure and Mach number. On average, with
respect to OP3, Mach number increases by 0.015 in OP3L and reduces by 0.01 in OP3U. This is a
consequence of the change in static pressure, which is 15 mbar higher in OP3L and 10 mbar lower
in OP3U than in OP3.

The fourth operating point, OP2, features the highest expansion ratio and speed. OP2 has been
chosen to achieve the same mid-span velocity triangle at the stator outlet/rotor inlet as OP3 (Fig.
2.4 A). This condition is representative of a transonic condition, providing a basis for comparison
with the OP3 condition. The increase in expansion ratio and Mach number also results in an
increase in Reynolds number, which slightly affects losses and performance. In particular, Fig. 2.4
B shows an increase in Mach number of approximately 20% in OP2 compared to OP3.

Table 2.2 lists themain thermodynamic and cycle properties, aswell as themain non-dimensional
coefficients.
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2.2. Combustor simulator

Table 2.2. Operating points parameters. M and Re computed at plane T3 are based on the relative velocity.

OP3 OP3U OP3L OP2

)C ,1 [◦C] 40 40 40 50
V 1.4 1.4 1.4 1.76
¤< [kgs] 3.85 3.82 3.92 5.30
= [A ?<] 7000 8240 5000 8740
D/v1 0.65 0.77 0.46 0.66
v1,0/D 0.38 0.31 0.54 0.37
λ 1.75 1.26 3.43 1.88

T2 T3 T2 T3 T2 T3 T2 T3

'4/105 8.7 4.4 8.6 4.5 8.8 4.1 12.1 6.0
" 0.57 0.34 0.57 0.35 0.59 0.32 0.71 0.47

2.2 Combustor simulator

The turbine test rig, described in section 2.1, can accommodate a combustor simulator as shown in
Fig. 2.2. The turbine geometry allows for the installation of one combustor simulator for every
two stator vanes. This device was designed from scratch and is an updated version of the EW/HS
generator described by Persico et al. (2017). One of the main innovations of this device is the ability
to superimpose a steady or unsteady temperature disturbance with a swirl profile. As discussed in
1.1.2.3, while there are a few combustor simulators capable of combining a swirl profile with a
steady temperature disturbance, to the best of the author’s knowledge, none can combine a swirl
profile with an unsteady temperature disturbance.

The layout of the combustor simulator is shown in Fig. 2.6, which should be referred to for
the labels of the components used in its description. The combustor simulator is supplied with
compressed air sourced from the laboratory reservoir described in section 2.3, which operates at a
pressure of 180 bar. To heat the compressed air, an “electric heater” with a maximum power of
600 W is utilized. The air temperature is regulated by a power regulator that controls the outlet
temperature measured by a K-thermocouple. This device has a constraint on the outlet temperature,
which cannot exceed an increase of 400℃ compared to the inlet temperature. Depending on the
desired temperature disturbance, either the “valves dispenser” is activated to produce EW or the
“by-pass valve” is opened to generate HS. While the HS generation is straightforward, the EW
production requires a more detailed description. The “valves dispenser” is a set of automotive fuel
injectors for methane-fueled engines that can operate at a maximum frequency of 110 Hz. These
devices are driven by pulse width modulation (PWM), specifically built in-house. Each PWM
circuit requires two relays (S1 and S2 as shown in Fig. 2.5) that are controlled by an Arduino board.
The valve frequency can be set by the operator at the beginning of each test. The two relays are
controlled to provide a current peak needed to open the valve (when both S1 and S2 are closed)
and a lower current (when S1 is closed and S2 is open) that maintains the valve opened. Each
valve has its own circuit, so by opening or closing relay S1, the hot and cold branches are opened.
Different valve duty cycles can also be imposed using the Arduino board. The fuel injectors (“hot
valve” and “cold valve”) alternatively feed two different ducts, both with installed electric heaters.
The “main hot duct” has its heater switched on, while the “main cold duct” has its heater switched
off. This configuration ensures the same pressure losses. The two main ducts are then coupled
at the head of an injector into two tubes angled at 2° with respect to the injector axis and with a
diameter of 0.3 mm. The EW/HS enters in a larger volume that is reduced as much as possible to
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Figure 2.5. Valve control circuit.

minimize mixing between the hot and cold spots in the EW case. Finally, the EW/HS is injected
in the turbine streamwise direction and forced through a swirler generator. This device acts on
both the mainstream air coming from the turbine and partially on the EW/HS, according to the
schematic shown in Fig. 2.7, generating a clockwise vortex if viewed from upstream of the injector
(Fig. 2.8 A). The central region of the swirler generator (4 mm diameter), fed by the EW/HS, is
not swirled to minimize the risk of generating instabilities (Hall et al. (2014)). The entire injector
is manufactured using 3D printing technology, specifically chrome-cobalt material. The thinnest
section of the injector measures 0.5 mm, while the smallest diameter is 3 mm. Both of these
values exceed the manufacturer’s suggested limits. The injector stem is elliptical in shape, with
dimensions of 10 mm and 13 mm, where the longest dimension is aligned axially. The inner case
of the swirler measures 15.4 mm. The surface roughness of the device is approximately 1 <. The
blade is designed with an inlet angle of 20° and an outlet angle of 40°. Among various geometries
considered, this particular swirler generator was chosen for its ability to provide the most uniform
and intense swirl profile.

Figure 2.8 B shows the full integration of the combustor simulator into the turbine test rig, with
the main geometric distances highlighted. Furthermore, Fig. 2.8 B shows the traversing planes:

• T1 Located downstream of the combustor simulator and upstream of the stator row.

• T2 Located in the inter-stage gap at 67% of the vane axial chord downstream of its trailing
edge.

• T3 Located downstream of the rotor at 32% of the rotor axial chord downstream of its trailing
edge.

The combustor simulator is fully instrumented. The supply air temperature is measured by a
T-type thermocouple and its total pressure by a Kulite XT190 pressure transducer (full-scale 50
psi). A calibrated nozzle is used to measure the mass flow rate, with its pressure drop measured
by a Kulite XT190 transducer (full-scale 10 psi). Downstream of the electric heater, a K-type
thermocouple controls the power supply of the heater. The pressure difference between the heater
inlet and the turbine static pressure is measured by a Kulite XT190 (full-scale 50 psi) and used
as a safety control; if this pressure difference is negative, the heater is switched off. A Kulite
XT190 transducer, with a full scale of 10 psi, measures the pressure in the cold duct which is
used as a trigger signal to phase-average unsteady measurements. The trigger signal in this study
demonstrates a high level of repeatability, which has been carefully verified through various
acquisitions by analyzing its Fourier transform. Upon valve opening, a rapid and substantial
increase in the pressure signal is recorded, as shown in Fig. 2.9, and the maximum value of this
signal is utilized for phase-averaging the measurements.

26



2.2. Combustor simulator

Figure 2.6. Combustor simulator schematic.

Figure 2.7. Downstream view of the combustor simulator.

2.2.1 Definition of the injection cases
The flexibility of both the turbine test rig and the combustor simulator allows testing different
injection cases:

• “Clean” The combustor simulator is removed, resulting in a uniform flow at the turbine
inlet.

• “EWG off” The combustor simulator is in place but the air supply is switched off, so the
injector duct is not fed. In this case, only a swirl profile is imposed at the turbine inlet by
swirling the mainstream air into the swirler generator.

• “HS” The combustor simulator is in place, the by-pass valve is opened, the valves dispenser
is switched off and the electric heater of the hot duct is switched on. This results in the
generation of a continuous steady hot temperature streak superimposed to a swirl profile.

• “10 Hz” and “110 Hz” The combustor simulator is in place, the by-pass valve is closed, the
valves dispenser is switched on at 10 Hz or 110 Hz, and the electric heater of the hot duct
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Figure 2.8. (A) Swirl profile generated at the turbine inlet. (B) Combustor simulator and turbine geometries.
Dimensions are expressed in millimeters.

0.00 0.02 0.04 0.06 0.08 0.10
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

No
n-

di
m

en
sio

na
l t

rig
ge

r p
re

ss
ur

e

Figure 2.9. Example of the pressure trigger signal on the cold duct for 110 Hz, made non-dimensional on
the peak value.

is switched on. This results in the generation of an unsteady hot/cold temperature streak
superimposed to a swirl profile.

• “Cold 10 Hz” The combustor simulator is in place, the by-pass valve is closed, the valves
dispenser is switched on at 10 Hz, and the electric heater of the hot duct is switched off. This
results in the generation of an unsteady cold/cold temperature streak superimposed to a swirl
profile.

Furthermore, for OP3 30 Hz, 50 Hz and 75 Hz are tested. The main parameters of the EW/HS
generator are listed in Tab. 2.3. The first number in the “Duty cycle” row refers to the hot period,
while the second refers to the cold injection time. Therefore, the valves are modulated to have
a longer cold injection time than hot. The feeding pressure is the pressure difference between
the inlet of the electric heater in the hot duct and the static pressure at turbine inlet. For each
injection case, the best combination of feeding pressure, valve duty cycle, and heater power is
chosen to maximize EW/HS peak-to-trough temperature difference while avoiding the formation
of a pronounced jet, which would generate a region of high total pressure. These parameters are
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2.2. Combustor simulator

Table 2.3. Combustor simulator main parameters.

Injection case HS 10 Hz 110 Hz Cold 10 Hz

Frequency [Hz] 0 10 110 10
Duty cycle 0-0 40-60 35-65 40-60

Feeding pressure [bar�]
OP3 0.7 1.2 0.7 1.2
OP2 0.9 1.5 0.9

Heater power [W] 600 600 600 0

Figure 2.10. Injection positions.

tuned in OP3, while the feeding pressure in OP2 is calculated based on the different expansion
ratios between OP3 and OP2.

The test rig flexibility allows for testing different alignments between the combustor simulator
and the stator vanes. As discussed in section 2.1, the traversing probes are fixed, while the stator
and the combustor simulator are mounted on two separate annuli that move synchronously in the
circumferential direction to measure the full measuring grid, covering about 32.5° to exploit the
combustor simulator full periodicity. The relative position between the combustor simulator and
the stator vanes can be set at the start of testing. Four different injection cases are considered, as
schematized in Fig. 2.10:

• LE The combustor simulator is aligned with the leading edge of the stator vane.

• MP The combustor simulator is aligned with the mid-pitch of the stator vane.

• PS The combustor simulator is aligned with a point at 1/3 of the pitch from the leading edge
close to the pressure side.

• SS The combustor simulator is aligned with a point at 1/3 of the pitch from the leading edge
close to the suction side.

The position of the LE injection case was carefully chosen based on geometric measurements
and verified by tracking the temperature disturbance downstream of the stator while changing
slightly the initial positioning of the combustor simulator.

2.2.2 List of test cases
Overall, Tab. 2.4 lists all the combinations among the possible parameters tested during the
experimental campaign. Considering the different injection cases, injection positions, and OPs, 56
different test cases are experimentally studied in this research. OP3 is the most studied operating
condition and was the first to be assessed. After its evaluation, it was decided to focus on a smaller
number of test conditions for the other OPs that were found to be the most representative in order
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to reduce the required testing time. Even in OP3, some cases were only evaluated at the stator
outlet because they were found to be very similar to others that had already been tested.

2.3 Calibration facilities
Two further experimental calibration facilities have been used to calibrate probes. Both facilities
are blow-down wind tunnels that are fed by a reservoir of compressed air with a maximum pressure
of 180 bar. The test pressure is set at the inlet of the wind tunnels using a series of throttling valves.
To prevent ice formation inside the pipes due to the temperature drop caused by expansion, air is
heated before reaching the throttling valve using a heat exchanger fed by hot oil. The maximum air
mass available for the tests is 3200 kg, which allows for complete calibration at low Mach number.
However, at transonic conditions, the need for more mass flow can only be satisfied by splitting the
calibration into two parts.

The wind tunnel used for aerodynamic calibrations of pressure probes is shown in Fig. 2.11. It
generates a stable flow field at a fixed Mach number throughout the calibration process. Before
reaching the nozzle, compressed air passes through a stagnation chamber and a honeycomb to
dampen vibrations and make the flow more uniform. In the convergent section of the wind tunnel,
a Pitot tube measures the reference total pressure. It is positioned far enough upstream from
the probe under calibration to prevent any disturbance to the measurement. The generated flow
exits the nozzle in a rectangular section where the probe under calibration and the reference
static pressure tap are placed. The probe tip and static pressure tap are positioned at the same
streamwise cross-section for reliable Mach number definition. Additionally, the tip of the probe
under calibration is placed in the center of the cross-section, which can be considered isentropic
with good approximation, so that it is not influenced by the boundary layer at the nozzle walls.
Given the small section occupied by the probe, static pressure is assumed constant across the
entire nozzle exit area. Typically, the probe is mounted on two motors that allow probe rotations
according to the schematic shown in Fig. 2.11. For all the calibrations, the yaw angle is defined as
the angle around the probe axis, the pitch angle is the angle of inclination of the probe axis with
respect to the main flow direction.

The second calibration wind tunnel (Fig. 2.12) operates similarly to the previous one, but with
the added capability of two additional linear motions in a plane perpendicular to the streamwise
direction. This allows for the characterization of a full 2D measuring grid. This calibration
wind tunnel is used to measure the turbulence generated by the combustor simulator, as it is not
feasible to do so in the turbine test rig due to geometric constraints. To achieve this, the combustor
simulator is mounted on the wind tunnel, as shown in the photo on the right side of Fig. 2.12. This
blow-down wind tunnel replicates turbine inlet conditions by imposing the same Mach number.
However, due to density effects, Reynolds number is 30% lower than in the turbine test rig. Table
2.5 shows the mainstream properties. Three Reynolds numbers are given: '43D2C is based on the
duct size, '42,Bl8A;4A on the chord of the swirler generator blades and '43,8= 942C>A on the injector
diameter. The calibrated nozzle has a square exit section of 0.08 m side and retains a wall-bounded
character for an axial distance of two jet widths downstream of the nozzle according to the nozzle
calibration performed by Persico et al. (2010). The combustor simulator is placed within a straight
prolongation added downstream of the exit section, as shown in Fig. 2.12. Probes are traversed
downstream of the device at two planes, one representative of the plane where measurements are
carried out upstream of the turbine stage, that is approximately one chord of the swirl generator
blade downstream of the device itself, and the second at a position coincident with the turbine vane
LE (in the turbine experiments). Both planes are inside the axial extension of two jet widths.
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Table 2.4. Combustor simulator main parameters. Bold names indicate that the case is fully characterized,
non-bold names indicate that the characterization is limited to the aero-thermal measurements at the stator
outlet, italicized names are limited to temperature measurements at the stator outlet.

Operating points Injection case Injection position

Name OP3 OP3U OP3L OP2 Clean EWG off 10 Hz 30 Hz 50 Hz 75 Hz 110 Hz Cold
10 Hz HS MP LE PS SS

Clean OP3 X X
OP3 EWG off MP X X X
OP3 EWG off LE X X X
OP3 EWG off PS X X X
OP3 EWG off SS X X X
OP3 10 Hz MP X X X
OP3 10 Hz LE X X X
OP3 10 Hz PS X X X
OP3 10 Hz SS X X X
OP3 30 Hz MP X X X
OP3 30 Hz LE X X X
OP3 30 Hz PS X X X
OP3 30 Hz SS X X X
OP3 50 Hz MP X X X
OP3 50 Hz LE X X X
OP3 50 Hz SS X X X
OP3 75 Hz MP X X X
OP3 75 Hz LE X X X
OP3 75 Hz SS X X X
OP3 110 Hz MP X X X
OP3 110 Hz LE X X X
OP3 110 Hz PS X X X
OP3 110 Hz SS X X X
OP3 Cold 10 Hz MP X X X
OP3 Cold 10 Hz LE X X X
OP3 HS MP X X X
OP3 HS LE X X X
OP3 HS PS X X X
OP3 HS SS X X X
OP3U Clean X X
OP3U EWG off MP X X X
OP3U EWG off LE X X X
OP3U 10 Hz MP X X X
OP3U 10 Hz LE X X X
OP3U 110 Hz MP X X X
OP3U 110 Hz LE X X X
OP3U HS MP X X X
OP3U HS LE X X X
OP3L Clean X X
OP3L EWG off MP X X X
OP3L EWG off LE X X X
OP3L 10 Hz MP X X X
OP3L 10 Hz LE X X X
OP3L 110 Hz MP X X X
OP3L 110 Hz LE X X X
OP3L HS MP X X X
OP3L HS LE X X X
OP2 Clean X X
OP2 EWG off MP X X X
OP2 EWG off LE X X X
OP2 10 Hz MP X X X
OP2 10 Hz LE X X X
OP2 110 Hz MP X X X
OP2 110 Hz LE X X X
OP2 HS MP X X X
OP2 HS LE X X X
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Table 2.5. Mainstream properties for combustor simulator turbulence characterization.

'43D2C '42,B8A;4A '43,8= 942C>A " )C [K]

2.35G105 3.5G104 3.8G104 0.13 303

Figure 2.11. Schematic of the nozzle used for calibrating aerodynamic probes.

Figure 2.12. Wind tunnel layout for measuring the turbulence generated by the combustor simulator.
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CHAPTER3
EXPERIMENTAL AND NUMERICAL

METHODS

This section presents a detailed discussion of the measuring and numerical techniques used in this
thesis work, highlighting the novelties proposed for data elaboration, which are briefly summarized
in this introduction. The angle calibration range of 5-hole probe is extended to angles larger than
±44° to fully characterize the highly swirled flow released by the combustor simulator. A fast
response pressure probe is used to characterize the flow unsteadiness and, for the first time, resolve
the phase-average at the EW frequency. A `-thermocouple measures the temperature disturbance
at each measuring plane, but it is not fast enough to capture the rotor thermal field. A single-wire
slanted hot-wire is used to assess the turbulence flow field downstream of the combustor simulator.
Guidelines for improving the calibration process are described. Finally, the numerical methods
are presented.
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Figure 3.1. 5-hole probe schematic.

Table 3.1. Pressure transducers uncertainties for 5-hole calibration.

Quantity Uncertainty [Pa]

5-hole

?2 60
?; 37
?A 34
?D 27
?3 28

Jet ?C 45
?B 62

3.1 5-hole pressure probe

5-hole pressure probes are used to measure the steady aerodynamic flow field at planes T1 and T2.
These probes have a main body and a conical head with five holes: one central and four lateral.
Two lateral are on the pitch plane, which contains the probe stem axis and head. The other two
holes lie on the yaw plane, perpendicular to the pitch one. Holes are labeled according to the
schematic shown in Fig. 3.1.

Two different 5-hole probes are used in this research. At plane T1, the probe has a 5 mm head
overhang due to geometric constraints in the turbine test rig, while at T2 it is 15 mm. Both probes
have a 2.2 mm head diameter and are small enough to not perturb the flow field.

3.1.1 Calibration and application
During the calibration process, the probe is placed in the wind tunnel described in section 2.3 and
exposed to a known flow field. The total and static pressures of the mainstream flow are measured.
The flow angles are imposed by moving the 5-hole probe with motors. Each pressure tap on the
probe head is pneumatically connected to a pressure scanner (Pressure Systems 9116). Table 3.1
lists the uncertainty values of the pressure scanner. Furthermore, there are additional sources of
uncertainty that should be considered, including factors such as the readiness and repeatability of
the equipment, as well as the motor precision, which has an accuracy of 0.1°.

36



3.1. 5-hole pressure probe

The object of the calibration is to obtain calibration matrices at different Mach numbers,
selected according to the flow conditions of the test rig where the probe will be used. Values for
intermediate Mach numbers are obtained by interpolating the calibration matrices. 5-hole probes
are typically calibrated within an angular range of ±22° to avoid stall on the downwind hole. The
5-hole probe used at plane T2 is calibrated with this approach. During calibration, the Mach
number is fixed and the probe is moved to different angles relative to the mainstream using motors.
At each position, the pressure measured from the five taps is combined into four non-dimensional
pressure coefficients relative to the dynamic pressure (Eqs. 3.1, 3.2, 3.3 and 3.4).

 H =
?; − ?A
?C − ?B

(3.1)

 ? =
?D − ?3
?C − ?B

(3.2)

 ?C =
?C − ?2
?C − ?B

(3.3)

 ?B =

?B −
?; + ?A + ?D + ?3

4
?C − ?B

(3.4)

Where:

• ?C Mainstream total pressure.

• ?B Mainstream static pressure.

• ?2 Central tap pressure.

• ?; Left tap pressure.

• ?A Right tap pressure.

• ?D Up tap pressure.

• ?3 Down tap pressure.

When the probe is used in an unknown pressure field, only the five pressure readings are
known. An iterative process is required to determine flow angles and pressures. The first step is to
guess initial values for total and static pressures. The total pressure is set equal to ?2 and static
pressure is the average of the four lateral taps pressures. The yaw and pitch coefficients are then
calculated. Assuming isentropic flow and perfect gas, the Mach number is known. Flow angles
can be computed using bilinear interpolation of the calibration matrices with the known Mach
number,  H , and  ?. These angles are used to interpolate the calibration matrices to derive  ?C
and  ?B , which are used to update ?C and ?B . The process is repeated until convergence on Mach
number and flow angles is reached.

3.1.2 Extended angular calibration range
The swirl profile generated by the combustor simulator is characterized by high flow angles of
around ±40°. This requires calibrating the probe used at plane T1 within a range of ±44°. However,
as previously discussed, when flow angles exceed ±22°, stall may occur on the downwind hole. If
this happens, calibration coefficients defined by Eqs. 3.1, 3.2, 3.3 and 3.4 are not unique (see Fig.
3.2) and the iterative process described in section 3.1.1 does not converge.
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Table 3.2. 5-hole probe coefficients for the extended angular calibration range.

Sub-range Yaw [°] Pitch [°]  H  ?  ?C  ?B

L -46→ -16 -14→ 16 − ?A − ?2
?C − ?<40=

?D − ?2
?C − ?B

?C − ?A
?C − ?B

C -22→ 26 -24→ 16
?; − ?A
?C − ?B

?D − ?3
?C − ?B

?C − ?2
?C − ?B

R 16→ 46 -14→ 16
?; − ?2

?C − ?<40=
?D − ?2
?C − ?B

?C − ?;
?C − ?B

LD -46→ -10 14→ 42
?2 − ?A

?<40=

?2

?C − ?B

?D
?<40=

?2
− ?2

?C − ?B
?C − ?D
?C − ?B

D -12→ 10 10→ 42
?; − ?A
?C − ?B

?D − ?2
?C − ?<40=

?C − ?D
?C − ?B

?B − ?<40=
?C − ?B

RD 8→ 46 10→ 42
?;
?<40=

?2
− ?2

?C − ?B

?D
?<40=

?2
− ?2

?C − ?B
?C − ?D
?C − ?B

LU -46→ -8 -42→ -12
?2 − ?A
?C − ?B

?2 − ?3
?C − ?B

?C − ?3
?C − ?B

U -10→ 10 -42→ -12
?; − ?A
?C − ?B

?2 − ?3
?C − ?B

?C − ?3
?C − ?B

RU 6→ 46 -46→ -12
?; − ?2
?C − ?B

?2 − ?3
?C − ?B

?C − ?3
?C − ?B

To overcome this limitation, new calibration coefficients are defined dividing the angular range
into 9 sub-ranges, as listed in Tab. 3.2. Excluding the sub-range called “C”, the other sub-ranges
are named with the stalled pressure tap name. The pressure information from the leeward tap
is ignored in favor of a combination of non-stalled pressures. Only the pressure called ?<40= is
computed using stalled taps, as it is the average of ?; , ?A , ?D and ?3 . Figure 3.3 shows the nine
 H and  ? calibration matrices obtained for a Mach number of 0.2. The horizontal and vertical
grid lines represent increments of 2° in yaw and pitch angles, respectively.

The reconstruction procedure begins by guessing that the flow meets the conditions of the
central sub-range and uses its coefficients definitions. The iterative cycle is resolved as explained in
3.1.1. Since the interpolating functions allow extrapolation, if the flow angle values fall within the
defined range for the central matrix, the flow field reconstruction is considered complete. However,
if the angular values lie within a different zonal matrix, the flow field reconstruction is repeated
using the appropriate set of calibration coefficients. Finally, the obtained flow angles are checked
again to ensure they fall within the used sub-range. If not, the iterative cycle is repeated updating
the sub-range. To prevent bouncing between the sub-ranges at each iteration, angular boundaries
overlap among adjacent sub-range values.

Although the use of stalled pressure taps is limited to calculating ?<40=, which is not expected
to have a significant influence, an investigation into the effect of Reynolds number should be
conducted. This is because the pressure probe will operate in a higher Reynolds number flow when
placed on the turbine test rig. Unfortunately, this type of investigation cannot be carried out on the
wind tunnel in its current layout. Therefore, an analytical analysis was conducted by assuming that
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3.2. Fast thermocouple

Figure 3.2. Calibration matrix of the probe used at plane T1 using Eqs. 3.1 and 3.2.

the flow around the five-hole head is equivalent to the cross-flow around a circular cylinder. This
allows for the calculation of pressure in a higher Re number flow.

Fixed the lowest Mach number of the calibration process 0.2, the Reynolds number based on
the probe head diameter increases from 9.7 × 103 in the calibration wind tunnel to 1.34 × 104 in
the turbine test rig. Using data from Cheng et al. (2017), the pressure values of the five holes
are updated to account for the different Reynolds numbers. Considering each hole is placed at an
angular location of 45° from the central tap, if the flow yaw angle is -45°, the left tap is aligned with
the flow, the central tap is at |45°| and the right one is at |90°|. The updated pressure is calculated
as shown in Eq. 3.5, where the left pressure is computed at a yaw angle of -45°.

?'4CDA18=4 = ?'420;81A0C8>= + (2?'4CDA18=4 (90°) − 2?'420;81A0C8>= (90°)) 1
2
d+2 (3.5)

With the updated pressures, the flow reconstruction is performed. In the worst case, for matrices
LD and RD where the stalled pressure is used the most, there is a difference of 0.4° in angles
and 0.7 mbar in pressures compared to the calibration outcomes. These values are within the
measurement uncertainties. This investigation shows that Reynolds effect is very limited and flow
field reconstruction performance is not expected to change. This is consistent with the Re threshold
value of 1.1x104 found by Passmann et al. (2021). Above this value, the probe can be used without
significant loss of accuracy.

3.2 Fast thermocouple

A fast-response micro-thermocouple is traversed at planes T1, T2 and T3 to characterize the
thermal flow field and study the EW/HS transport through the stage. Figure 3.4 shows the used
thermocouple that is an S-type with a diameter of 25 `m and an exposed junction. This allows for
a quick response from the probe but limits its capability to withstand severe aerodynamic loads.
For this reason, this probe is not used downstream of the stator for OP2 cases because it broke after
the first test.

Thermocouples are composed of two dissimilar metals joined at both ends. When the
temperature at one of the ends changes, it induces an electric current in the circuit. If this circuit is
broken at the center, the open-circuit voltage depends on the temperature gradient between the two
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Figure 3.3. Calibration matrices of the probe used at plane T1 using coefficients defined in Tab. 3.2.

Figure 3.4. Picture of the fast thermocouple junction.

junctions. Therefore, it is possible to correlate the junction temperature with the produced voltage.
This is typically done through a static calibration in an oven.

To characterize the frequency response of the probe, a dynamic calibration is performed in a
shock tube, described by Persico et al. (2005). Typically, the frequency response of this probe is
similar to that of a first-order linear system. Therefore, if the initial and final states, as well as the
time constant, are experimentally determined, the transfer function is known. The outcomes of the
shock tube test are shown in Fig. 3.5. Using shock equations, the ideal shock temperature can be
calculated (black line in Fig. 3.5). The experimentally measured temperature is interpolated using
a 4Cℎ-order polynomial and the time constant is defined as the time that it takes for the interpolated
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3.3. Fast response pressure probe

Figure 3.5. Dynamic calibration of the fast thermocouple.

line to reach 63.2% of the step shock temperature. Its value of 2.4 ms, coupled with frequency
compensation, allows for extending the instrument frequency range up to about 500 Hz. This
frequency range is sufficient to characterize the EW, which has a maximum frequency of 110 Hz,
but it is not fast enough to resolve the rotor thermal flow field, which has a minimum blade passing
frequency of about 2000 Hz in OP3L.

3.3 Fast response pressure probe

A single-hole fast response cylindrical pressure probe (FRAPP) is used during measurements on
the turbine test rig. Its main geometrical parameters are shown in Fig. 3.6. The probe is traversed
at planes T2 and T3 to reconstruct the flow field where the flow is inherently unsteady due to the
rotor passage. Furthermore, this type of probe can analyze the unsteadiness related to the EW
frequency.

The cylindrical shape of the probe makes it suitable for measuring flow direction in a plane
perpendicular to the cylinder axis (yaw angle), as well as total and static pressures. However, it has
a low sensitivity to the flow components parallel to the axis (pitch angle). The probe is considered
insensitive to pitch angle values within ±10°, as determined by a dedicated test campaign. In the
turbine test rig, pitch angles fall within this limitation, allowing for FRAPP accurate measurements.

The probe is designed for miniaturization with a main dimension of 2 mm and contains a
single sensor. It operates as a virtual 3-hole probe by measuring pressures at different rotations
around its axis. The lack of simultaneous measurements is not a significant limitation for unsteady
measurements since the periodic component of the flow unsteadiness is typically of interest. This
component can be extracted using ensemble averages locked on a key-phasor. If measurements are
to be phase-averaged based on rotor frequency, a key-phasor placed on the rotor wheel is used. If
the focus is on studying the EW, the key-phasor is the trigger pressure measured on the combustor
simulator, as described in section 2.2.

The virtual operation precludes direct turbulence measurements. However, an estimate of the
turbulence intensity can be obtained by considering the signal acquired by the probe at its angular
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Figure 3.6. Schematic of the FRAPP.

Figure 3.7. Electrical scheme for the pressure and temperature calibration.

position aligned with the phase-averaged flow direction when the unresolved flow angle fluctuations
are sufficiently low (±9°), as discussed by Persico et al. (2008).

A dynamic calibration was performed in a shock tube to determine the promptness of the
FRAPP, which was found to be about 80 kHz. This value is high enough to meet the specifications
of all FRAPP applications considered in this research. The transfer function is similar to a
second-order linear system, with a peak at about 35 kHz representing the resonance of the probe
line-cavity system. The discovered transfer function is used to compensate the measured signals.

Due to the sensor sensitivity to temperature, a calibration in both pressure and temperature
is required before performing aerodynamic and dynamic calibrations. The sensor sensitivity to
temperature is measured by applying an additional resistance called sense resistance (see Fig.
3.7). The voltage drop across this resistance (J�(') is primarily a function of the current flowing
through the bridge, which depends on the bridge temperature.

During the static calibration, FRAPP is inserted into an oven which allows for setting the
temperature. After steady thermal conditions have been established, a static pressure calibration
ramp with both positive and negative slopes is applied over the range foreseen for the tests. As
a result, slope ((?8 ) and intercepts (&?8 ) for the 8 − Cℎ temperature level are determined using
linear interpolation with respect to the voltage difference across the bridge J�? . Once the pressure
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calibration is completed, the oven temperature is changed and the previous calibration is repeated.
Finally, (?8 and&?8 are interpolated using a parabolic function with respect to J�('. Equations

3.6, 3.7 and 3.8 can be used during application to reconstruct the pressure readings of the FRAPP.

?�'�%% = (?J+? +&? (3.6)

(? = 0BJ�
2
(' + 1BJ�(' + 2B (3.7)

&? = 0@J�
2
(' + 1@J�(' + 2@ (3.8)

Once the probe is statically calibrated, it can undergo aerodynamic calibration in the wind
tunnel described in section 2.3. For its application on the turbine test rig, the FRAPP is calibrated
over an angular range of ±22° and from Mach numbers ranging from 0.2 to 0.8. As previously
mentioned, the probe operates as a virtual three-hole probe, with ?; and ?A obtained by rotating the
probe around its axis from the central position by ±45°. This allows for defining three coefficients,
as shown in Eqs. 3.9, 3.10 and 3.11.

 H =
?; − ?A
?C − ?B

(3.9)

 ?C =
?C − ?2
?C − ?0C<

(3.10)

 ?B =

?B −
?; + ?A

2
?C − ?B

(3.11)

Using the defined coefficients, the probe can be applied to an unknown flow field using an
approach similar to that described for 5-hole probes in section 3.1.1. For the FRAPP, the absence
of  ? simplifies the interpolation, reducing it to only  H .

3.4 Hot-wire

A slanted single-wire hot-wire probe is used to characterize the turbulence content of the flow
released by the combustor simulator. This probe has a slanting angle j of 45° and is connected
to a DISA55M system. The hot-wire is calibrated in the wind tunnel described in section 2.3,
which schematic is shown in Fig. 3.8. Figure 3.8 shows also two different reference systems: one
relative to the wind tunnel and one to the hot-wire. The former is composed of 2 that is the axial
component, 1 is parallel to the combustor simulator injector stem axis and 3 is perpendicular to it.
The hot-wire reference system is composed by a component normal = and binormal 1 to the wire,
and by a component which lies on the wire direction C. The probe is mounted on four stepping
motors (Fig. 2.12): two of them control the traversing position, one controls the yaw angle (i in
Fig. 2.3) and the last controls the pitch angle (N ). The thin wire of approximately 5 `m guarantees
a very high dynamic response (30 kHz) in the constant temperature configuration. To keep the wire
temperature constant in presence of an incoming flow, the hot-wire Wheatstone bridge regulates
the supply voltage. This well-established response relationship is described by the King’s law (Eq.
3.12).

�̄2
2>AA = � + �&= (3.12)

Where:
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Figure 3.8. Calibration nozzle viewed from above and calibration reference systems.

• �̄2>AA is the mean average of the supply voltage, corrected to account for temperature drifts
(Eq. 3.15).

• & is the cooling velocity.

• �, � and = are calibration constants.

The calibration constants are obtained after a least square regression of the calibration data.
The King’s law is obtained aligning the hot-wire perpendicularly to the main flow. In such a way,
the cooling velocity & corresponds to the flow velocity + . For a slanted single-wire probe, the
pitch angle has to be imposed at -45° and the yaw angle to 0°, according to the reference system
shown in Fig. 3.8. Therefore, the cooling velocity depends only on the velocity normal component
to the hot-wire*=, as possible to derive resorting to the change in the reference system highlighted
by Eq. 3.13. 

+= = + (2>BN2>BiB8=j − B8=N2>Bj)
+C = + (2>BN2>Bi2>Bj + B8=N B8=j)
+1 = −+2>BN B8=i

(3.13)

In the other positions of the hot-wire with respect to the mainstream flow, the angular sensitivity
of the probe with respect to the other components must be known but it is unknown at this stage of
the calibration. A further constraint to determine the King’s law is that the turbulence intensity of
the calibration jet is below 5% or the velocity component will depend also on the Reynolds tensor
components. This condition is satisfied in the calibration facility used.

To improve the results reliability of the King’s law, it is split into three different voltage ranges,
as shown in Fig. 3.9. Furthermore, the anemometer output voltage � is corrected to account for
possible temperature drifts during the calibration, using the Eq. 3.14 suggested by Bruun (1995).

�2
2>AA = �

2 )l − )0

)l − ) 5 ;>l
− �2

0 (3.14)
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Figure 3.9. King’s law.

Where:

• ) is the constant temperature of the wire (set at 493 K).

• �0 is the voltage at rest conditions.

• )0 is the temperature at which �0 is measured.

• ) 5 ;>l is the temperature of the incoming air.

The fluctuating component of the cooling velocity can be derived by decomposing the King’s
law as suggested by Perdichizzi et al. (1990) and depends on the King’s coefficient and the mean
velocity:

@2 =

[
2�̄2

2>AA

=�&̄=−1

]2

42 (3.15)

Where:

• @ is the fluctuating velocity component.

• 4 is the root mean square of the hot-wire voltage measurements.

In real applications, the velocity could have different components than the normal one. The
impact of the other velocity components on the hot-wire cooling velocity is non-linear and could
be well-described by the Eq. 3.16 or Jorgensen’s law (Perdichizzi et al. (1990)).

&2 = +2
= + :2+2

C + ℎ2+2
1 (3.16)

:2 and ℎ2 are two angular calibration coefficients to be defined through an aerodynamic
calibration. First, the coefficient :2 is defined by setting the yaw angle to 0° and varying the pitch
angle on the calibration range of ±45 every 5°. In such a way, i = 0°, +1 = 0 and :2 can be
computed as shown in Eq. 3.17.

:2 =

&2

+2 − (2>BN B8=j − B8=N2>Bj)
2

(2>BN2>Bj + B8=N B8=j)2
(3.17)
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Finally, the aerodynamic calibration can be completed defining the last coefficient of the
Jorgensen’s law ℎ2 by means of Eq. 3.18. This is obtained by changing yaw and pitch angles in the
calibration range, which for the yaw angle is ±120° every 5°.

ℎ2 =

&2

+2 − (2>BN2>BiB8=j − B8=N2>Bj)
2 − :2 (2>BN2>Bi2>Bj + B8=N B8=j)2

2>BN2>Bj + B8=N B8=j (3.18)

Defined the calibration coefficients, the probe can be applied in an unknown flow field and the
velocity and turbulence content reconstructed. Labeled the rotation of the yaw motor iA>C , the
velocity components in the calibration wind tunnel can be related to the ones of the hot-wire by
means of Eqs. 3.19. 

+= = +12>Bj ++22>BiA>C B8=j ++3B8=iA>C B8=j

+C = −+1B8=j ++22>BiA>C2>Bj ++3B8=iA>C B8=j

+1 = +2B8=iA>C −+32>BiA>C

(3.19)

Replacing Eqs. 3.19 into Eq. 3.16, the cooling velocity can be written as a function of the
velocity components in the nozzle reference system (Eq. 3.20).

&2 = �11+
2
1 + �22+

2
2 + �33+

2
3 + �12+1+2 + �23+2+3 + �13+1+3 (3.20)

The coefficients �8 9 are a function of the yaw angular position, the slanted angle and the
calibration coefficients ℎ2 and :2. However, one single equation is not enough to solve the flow
field which has three unknowns. The system is overdetermined with 13 equations obtained by
changing the probe yaw angle in the range ±120° every 20°. This set of angles is chosen after
optimization of the procedure in terms of computational costs and results reliability considering
different ranges and steps. The first guess of the velocity is evaluated as & computed by King’s law
(Eq. 3.12) with only an axial component (+ = +2 =&). The outcome of this overdetermined system
is the velocity with its three components. However, the effective cooling velocity depends also on
the velocity fluctuating components, making the previous approach valid only for low turbulence
intensity flows. Expressing each velocity component in terms of mean (denoted with upper case
letters) and fluctuating (denote lower case letters) components, and calculating the mean value
(denote with an overline), Eq. 3.20 can be written as Eq. 3.21. In this equation, time mean and
Reynolds stress components can not be separated.

&2 = �11 (+̄2
1 +v2

1)+�22 (+̄2
2 +v2

2)+�33 (+̄2
3 +v2

3)+�12 (+̄1+̄2+v1v2+�23 (+̄2+̄3+v2v3)+�13 (+̄1+̄3+v1v3)
(3.21)

Equation 3.21 can be rewritten considering the largest velocity components as the axial one +2
as done in Eq. 3.22.

& = �
1/2
22 +̄2

{
1 + 2

v2

+̄2
+

[
v2

+̄2

]2
+ �11

�22

[
+̄1 + v1

+̄2

]2

+ �33

�22

[
+̄3 + v3

+̄2

]2

+ �12

�22[
1 + v2

+̄2

] [
+̄1 + v1

+̄2

]
+ �23

�22

[
1 + v2

+̄2

] [
+̄3 + v3

+̄2

]
+ �13

�22

[
+̄1 + v1

+̄2

] [
+̄3 + v3

+̄2

]}1/2 (3.22)

The mean velocity and the mean of the fluctuating component can be calculated after approx-
imating at first order Eq. 3.22. Furthermore, series expansion can be applied if all the other
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components are assumed much lower than +̄2. Neglecting third order terms or greater, the mean
effective cooling velocity is computed by means of Eq. 3.23 as described by Buresti & Di Cocco
(1987).

&̄ = '2+̄2 + '1+̄1 + '3+̄3 + '4
+̄2

1

+̄2
+ '5

+̄2
3

+̄2
+ '6

+̄1+̄3

+̄2
+ '4

v̄2
1

+̄2
+ '5

v̄2
3

+̄2
+ '6

v̄1v̄3

+̄2
(3.23)

Finally, considering that @2 = &2 − &̄2, by subtracting Eq. 3.21 to the square of Eq. 3.23,
neglecting third-order terms Eq. 3.24 is obtained. This equation can be used if turbulence intensity
is lower than 20%, thus Eqs. 3.22 and 3.23 are consistent.

@2 = /1v2
2 +

[
/2 + 2/10

+̄1

+̄2
+ /12

+̄3

+̄2

]
v2

1 +
[
/3 + /13

+̄1

+̄2
+ 2/15

+̄3

+̄2

]
v2

3 +
[
/4 + 2/7

+̄1

+̄2
+

+ 2/8
+̄3

+̄2

]
v1v2 +

[
/5 + /8

+̄1

+̄2
+ 2/9

+̄3

+̄2

]
v2v3 +

[
/6 + /11

+̄1

+̄2
+ /14

+̄3

+̄2

]
v1v3

(3.24)

The coefficients �8 , '8 and /8 are adapted to the used reference system starting from the
definition given by Buresti & Di Cocco (1987) and Fitouri et al. (1995). Since the flow under study
is significantly swirled, the hypothesis of +2 the dominant component does not hold true on the
whole measuring grid, especially in the vortex core. If the tangential velocity +3 is dominant, the
reference system can be rotated but this requires acquiring measurements on a wider rotational
range than ±120°, that is chosen at ±160° considering that the maximum/minimum angles expected
are ±40°. Therefore, after having resolved the over-determined system of equations considering
+2 the main velocity component, if ‖i‖ is greater than 10°, then the central hot-wire rotation is
updated to the actual velocity direction and +2 is again the main velocity component, considering
the rotation of the coordinate system 1-2-3.

If +1 is the dominant component, the equations are derived considering this has the main
component starting from Eq. 3.22.

The flow chart shown in Fig. 3.10 synthesizes the steps necessary to apply the hot-wire.
Finally, the hot-wire is used to characterize the power spectrum and the turbulence length scale.

Roach (1987) proposed a method to compute the integral length scale based on the integration of
the autocorrelation of the velocity '()). By means of Taylor’s hypothesis the integral time scale
can be converted to the integral length scale. In the case of noisy signals, the autocorrelation can
be integrated until it reaches a value of 1/e, to mitigate issues arising from random noise that might
delay the autocorrelation crossing zero, as explained by Flay & Stevenson (1986). Taking into
account the above, the computation of the integral length scale follows Eq. 3.25.

λ = +

1/4∫
0

'())3) (3.25)

3.5 Uncertainties quantification
Uncertainty quantification is carried out for each used probe to provide resultswith their uncertainties.
This is mandatory when experimental campaigns are under study to make results and comparisons
with CFD more reliable.

Considering the complex measurement chain, uncertainties quantification is carried out by
means of a Monte Carlo method. To apply this method, the inputs have to be considered with their
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Apply King’s law Eq. 3.12

Assume low turbulence and + = +2 = &

Given 13 sets of rotations find velocities iterating on Eq. 3.20

Largest velocity component?

Use Eq. 3.22Write Eq. 3.22 function of +1 Update reference system

Solve Reynolds stress tensor components Eq. 3.24

With Reynolds stress components, recalculate mean velocities through Eq. 3.21

Velocity convergence?

+2 +3+1

Stop

No

Yes

Figure 3.10. Flow chart for hot-wire data elaboration.

statistical distribution, that is typically a normal or rectangular one. With each input mean, standard
deviation and probability distribution, new data are randomly generated for each parameter and
then used to apply the probe’s calibration or application processes. This operation is repeated as
many times as reasonably sufficient to get a statistically significant output distribution, as suggested
by JCGM (2008), at affordable computational cost. The number of iterations is set to 104 which
guarantees a consistent statistical data set and a converged error. The Monte Carlo method gives

48



3.5. Uncertainties quantification

Figure 3.11. PDF of one of the pressure transducers used.

Table 3.3. Average extended uncertainties of the traversed probes.

Turbine test rig Pressures Angles [°]

5-hole probe @ T1 50 [Pa] 0.5
5-hole probe @ T2 80 [Pa] 0.15
FRAPP 0.5% kinetic head 0.25

Hot-wire campaign )8 [%] + [m/s] +3 [m/s] λ [m]

Mainstream 0.07 0.5 1 2.6x10−4

Perturbed region 5 4.8 8 8x10−5

as output 104 samples of the output quantities, thus its statistical distribution, mean and standard
deviation are known. With respect to the classical uncertainty propagation method, the Monte Carlo
method is robust and allows to avoid simplifications in the relations among the different quantities
and it can handle correlations between inputs. Its main drawback is the great computational effort
required to run simulations; however, some tools can help to reduce the computational cost (McKay
et al. (1979)), even though they are not used in this paper.

The hypothesis of Gaussian distribution for the input quantities is verified on one pressure
transducer. The probability density function (PDF) of its distribution is shown in Fig. 3.11, where
the blue bars, which represent the PDF of the measured quantities, match with the PDF of a
normal distribution with mean and standard deviation computed by the population (black line).
The orange region represents the 2f confidence interval. Skewness and kurtosis are -0.08 and
3.13, respectively, values close to a normal distribution. Therefore, the assumption of Gaussian
distribution is considered to be correct.

All the uncertainty outcomes refer to an expanded uncertainty ±2f which means a 95%
confidence interval, according to the 3-sigma rule. The main uncertainties of the traversing probes
are listed in Tab. 3.3. Furthermore, each line plot will be accompanied with the uncertainties bars.
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3.6 Numerical calculations setup

The experimental test case has been further studied by means of numerical simulations with the
objective to support the experimental measurements to understand the complete flow features.

Three are the numerical campaign carried out:

• By means of a collaboration with the University of Florence, simulations on the turbine test
rig have been carried out and compared with experimental data. These simulations provide
also data on the acoustic issue.

• During a research stay at DLR in Germany, the acoustic issue has been further investigated.
CFD simulations using a Harmonic Balance method on the turbine test rig were performed.

• The experiments of the hot-wire campaign have been simulated. Cases that cannot be studied
experimentally are investigated by means of CFD.

Considering that the main goal of this thesis is the experimental characterization, few CFD
results are shown and are only limited to the aspects that experimentally cannot be assessed.

The main numerical setups are discussed in the following, with the exclusion of the CFD
campaign conducted at DLR using their Harmonic Balance code, which has not yet yielded
significant results regarding aero-acoustics - the focus of the analysis. The acoustic post-processing
tool utilized by DLR assumes a uniform flow at the plane of application. However, downstream of
the rotor, the flow is not uniform enough, which can lead to misleading results. Specifically, the
downstream running pressure waves display an undefined trend at different axial positions. Other
possible causes of this trend are an energy scattering between radial modes and reflections at the
outlet plane, despite the implementation of a buffer zone.

3.6.1 Full-annulus CFD
The unsteady Reynolds-averaged Navier-Stokes (URANS) TRAF code has been used which is
capable of simulating HS transport (Gaetani et al. (2020)) and EW evolution (Pinelli et al. (2021)
and Pinelli et al. (2022)) through the PoliMi turbine test rig. For this research, the additional
challenge is the addition of a swirl profile. The code solves the unsteady, three-dimensional RANS
equations in the finite volume formulation on multi-block structured grids. Convective fluxes
are discretized by a second order TVD-MUSCL strategy build on the Roe’s upwind scheme. A
central difference scheme is used for viscous fluxes and a Wilcox : −l model in its high-Reynolds
formulation is used for turbulence closure. Time-accurate calculations are performed by means
of dual-time stepping approach and the coupling between stator and rotor is handled by sliding
interfaces that use phantom cells which lie on the adjacent blade passage. For this type of analyses,
a time-varying 2D inlet is implemented to impose EW as boundary conditions. Moreover, a
run-time Fourier transformation in time of the flow quantities implemented for aeroacoustics
studies (Burberi et al. (2018)) has been employed to filter the low-frequency content associated
with the EW spots: the EW amplitude and 3D shape can be extracted by means of a dedicated
post-processing tool (fully described by Pinelli et al. (2022)) from the complex Fourier coefficients
for comparison purposes.

The computational domain includes the whole experimental domain starting from the measuring
plane T1. At the outlet, the domain extends for 4 rotor axial chords downstream of the plane T3 and
a buffer zone is included to avoid spurious wave reflections and used as a non-reflecting boundary
condition. Any domain tangential reduction is possible given the blade count of 22/25, thus the
entire stage is simulated and shown in Fig. 3.12. O-type mesh is used around the blades to obtain a
H+<1.5 and H-shape blocks in the other regions. The mesh density ensures at least 30/40 cells
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for the shorter wavelength among the acoustic, vorticity and entropy waves. The overall domain
contains about 250 Mcells. The clearance present at both the hub trailing edge of the stator vane
and at the tip of the rotor blade have not been discretized, but rather only modeled. The model
used involves the transfer of flows from the pressure side to the suction side of the vane, without
resolving the flow in the tip gap.

Regarding the boundary conditions, at the inlet the yaw and pitch angles, as well as the inlet
total pressure and temperature are imposed, equal to the measured ones, as 2D non-reflecting
boundary conditions. Freestream turbulence is 2.5% at the turbine inlet as accurately measured, the
turbulence intensity is increased to 8% in the whole region of the combustor simulator perturbation,
where the turbulence length scale is imposed equal to the characteristic dimension of the injector.
At the outlet the static pressure is set. No slip and adiabatic conditions are applied to all the wall
surfaces.

The time discretization is selected to solve up to the second rotor passing frequency that
leads to a time step of 0.014 ms in OP3, ensuring a CFL (Courant–Friedrichs–Lewy) number of
approximately 0.8. Frequencies of the EW are slightly modified to match the rotor frequencies.
For instance, in OP3 the 10 Hz frequency is reduced to 9.72 Hz so that it corresponds to 12 rotor
revolutions. Three EW pulsations are fully simulated and convergence is checked in terms of blade
lift fluctuations, the mean performance quantities and acoustic emission that must have the same
time history between successive revolutions.

By means of this set-up the following cases are studied:

• OP3 10 Hz MP

• OP3 110 Hz MP

• OP3 10 Hz LE

• OP3 110 Hz LE

• OP3 110 Hz MP reversed swirl

• OP3 110 Hz LE reversed swirl

• OP3L 10 Hz MP

• OP3L 10 Hz LE

• OP3U 10 Hz MP

• OP3U 10 Hz LE

3.6.2 Hot-wire characterization CFD
The experimental campaign on the wind tunnel to assess the turbulence levels generated by the
combustor simulator is supported by CFD calculations. For this purpose, a dedicated fully-3D
URANS computational model was developed in ANSYS-Fluent, considering the injector of the
combustor simulator immersed in the nozzle airflow. The same combustor simulator described in
section 2.2 is used. Figure 3.13 left shows computational domain. The inlet boundary is placed
at the nozzle outlet section. Two further inlet conditions are placed at the head of the injector
where steady/unsteady boundary conditions are set to simulate the operation of the combustor
simulator in HS/EW mode. Inlet boundary conditions include temperature and velocity magnitude,
while the static pressure is specified at the outlet. The injector surfaces are modeled as no-slip
walls, and the domain four lateral surfaces, i.e. the lateral surfaces of the jet, are modeled as slip
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Figure 3.12. Computational domain UniFi.

Figure 3.13. Hot-wire campaign: CFD computational domain (left); numerical mesh and main measuring
distances (right)

walls. According to measurements, at the inlet the turbulence intensity is assigned equal to 1%, the
turbulence length scale is also assigned at 10% of the relevant inlet boundary scale.

Unsteady RANS CFD simulations are carried out also in steady injection cases to simulate the
vortex shedding downstream of the injector stem, that would play a significant role in the decay of
the main properties of the perturbation generated by the simulator. After having performed a fast
Fourier transform on the instantaneous mass-flow average at the outlet section, the main periodicity
of the problem was identified and the period was discretized into 40 time steps.

Figure 3.13 right shows a cut of the unstructured 3D mesh. Two meshes were tested and the
results of a grid-independence analysis are shown in Tab. 3.4. The two meshes feature the same
boundary layer resolution, characterized by 20 layers and a H+<1. Among the two tested meshes,
the one with 6 million cells is used, considering the small differences in the outcomes of the
grid-independence analysis.

The Fluent pressure-based coupled solver is selected, using the k-l SST turbulence model and
ideal gas as a thermodynamic fluid model. High resolution in the numerical solution is achieved by
adopting second-order upwind schemes for the advective fluxes, second-order central differences
for the viscous terms, and second-order implicit discretization for the unsteady term.

In this numerical campaign, some cases are tested that are not experimentally investigated.
The experimental cases are limited to cold injections because the hot temperature can burn the
thin wire and can also modify the hot-wire working principle, since it changes the heat transfer
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Table 3.4. Hot-wire campaign: grid independence analysis.

Coarse Fine Difference

Number of cells 6x106 12x106

(?C8=;4C − ?C>DC;4C )/(?C8=;4C − ?B>DC;4C ) 0.038 0.034 0.49%
)C>DC;4C − )C8=;4C [K] 0.79 0.76 0.03

Table 3.5. Hot-wire campaign: studied cases.

Cold duct Hot duct

Case name Frequency [Hz] Feed? CFD plane
treatment )C [K] Feed? CFD plane

treatment )C [K] Exp. CFD

HS 0 No Wall Yes Inlet 670 X
CS 0 No Wall Yes Inlet 303 X X
110 Hz 110 Yes Inlet 303 Yes Inlet 670 X
110 Hz cold 110 Yes Inlet 303 Yes Inlet 303 X X

coefficient, requiring a dedicated calibration. For this reason, experiments are carried out at ambient
temperature switching off the electric heater. Hot cases are limited to a CFD study. Therefore,
the case equal to the HS, as described in section 2.2.1, but with the electric heater switched off
is called “cold-streak” (CS), the unsteady injection of two cold streaks similar to the EW case is
called with the valve frequency followed by “cold-streak”. Table 3.5 lists the experimental and
numerical tests performed.

Two different traversing planes are studied, as shown in Fig. 3.13 right:

• Plane 1 It is representative of the plane T1 (section 2.2) where probes are traversed in the
turbine test rig to characterize the flow field released by the combustor simulator. It is
approximately one chord of the swirl generator blade downstream to the blade TE of the
device.

• Plane 2 This plane is coincident with the turbine vane LE in the turbine experiments.
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CHAPTER4
FLOW FIELD CHARACTERIZATION

AT PLANE T1

This chapter introduces the discussion on the experimental data focusing on the results at plane
T1. The flow field is characterized in terms of steady and unsteady aerodynamics, temperature
flow field, and turbulence properties. Both OP3 and OP2 results are discussed, as well as all the
injection cases.
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Chapter 4. Flow field characterization at plane T1

4.1 Characterization in the turbine test rig
This section presents the measurements downstream of the combustor simulator, specifically
at plane T1 (Fig. 2.8), for the different injection cases in the turbine tests. The measuring
instrumentation used includes a 5-hole probe with an overhang of 5 mm and a fast-response
thermocouple, both of which are described in detail in Chapter 3, as well as a fast-pitot tube to
capture pressure fluctuations resulting from the EW.

To facilitate understanding of the results, a mask is used to highlight the blade height radially
and the stator blade periodicity circumferentially.

Most of the results are shown for the OP3 case, as the flow physics and features do not change
significantly for OP2.

4.1.1 Aerodynamic flow field
The 5-hole probe is traversed to assess the total pressure field perturbations at the turbine inlet caused
by the combustor simulator. Although efforts were made during design to limit total temperature
non-uniformities, the generated swirl profile pattern unavoidably creates some non-uniformities.
Figure 4.1 shows the steady total pressure 5-hole probe measurements in the OP3 10 Hz case
overlapped with velocity vectors. To save testing time, measurements are limited to the disturbed
region only, as other regions remain undisturbed. The total pressure pattern is characterized by a
high swirled flow with a core of low total pressure which is recovered moving radially outward.
Furthermore, the presence of the stem wake generates a region of low total pressure above the
swirl profile and until the upper casing. The boundary layer close to the casing generates another
region of low total pressure which extends circumferentially across the entire measuring grid. Two
regions of high total pressure, due to the pressure of the hot/cold EW streaks, are highlighted by
two circles in Fig. 4.1. The swirling vortex is not placed at mid-span, which is highlighted in Fig.
4.1 with a dashed line. The swirl center is located at the radial position highlighted with a point in
Fig. 4.1, which corresponds approximately to 54% of the blade span where the swirler generator
center is geometrically placed. This match between the centers of the swirl profile generator and
the measured vortex indicates that no precessing vortex instability is taking place.

The structure of the vortex can be further analyzed by examining the mass-weighted average
velocity profile along the radial coordinate in a cylindrical reference system centered at the vortex
core (the point highlighted in Fig. 4.1). This analysis is presented in Fig. 4.2. The axial velocity
profile, as shown in Fig. 4.2 A, is lowest at the vortex core (R = 0) and increases linearly up to R =
6 mm, where it plateaus. In this region, the injector stem wake has an influence on and modifies
the axial velocity. Then, the contribution of the wake diminishes in terms of percentage weight,
and the axial velocity recovers the value of the free-stream flow. In terms of the tangential velocity
profile shown in Fig. 4.2 B, it follows a common vortex pattern characterized by zero velocity at
the core, an abrupt increase up to a radius of 3 mm following a forced vortex trend, and then a slow
decrease until zero following a free vortex trend.

The flow angles in the blade-to-blade plane are shown in Fig. 4.3 A-B for OP3 and E-F for
OP2, considering as injection cases EWG off (frames A and E) 10 Hz (B and F). The 10 Hz case is
representative of 110 Hz and HS cases. The top left corner of the figure indicates the blade-to-blade
angle convention used, where a negative flow angle corresponds to positive incidence on the stator.
Flow angles achieve values larger than ±40°, which indicates the presence of an intense swirl
structure. A swirl number SN (Eq. 4.1) of 0.6 is computed based on the experimental data in the
swirl profile region for all the injection cases.

The injection of the EW/HS strengthens the vortex since the swirl generator acts on both
mainstream air and EW. Furthermore, the EW fills, and thus stabilizes, the core of the swirl profile.
Although some differences are observed among the injection cases, they are not significant. The
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4.1. Characterization in the turbine test rig

Figure 4.1. Total pressure measurements at plane T1 for the case 10 Hz OP3. White circles highlight the
EW hot-cold branches, the white point the center of the vortex.
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Figure 4.2. Velocities mass-averaged in the swirl cylindrical reference system for 10 Hz OP3 case. (A)
axial velocity, (B) tangential velocity.

total pressure contours (C-D and G-H of 4.3) show slight variations between EWG off cases and 10
Hz cases, with the latter displaying high total pressure regions corresponding to the EW/HS jets
identified in Fig. 4.1. These regions are absent in EWG off cases.

The change from OP3 to OP2 increases the inlet pressure and, thus, the Reynolds number. This
leads to a better mixing between the temperature streak and the mainstream in OP2, resulting in
EW/HS peaks closer to the mainstream pressure. Additionally, the wake region is wider in OP2
than in OP3 due to the higher kinetic energy. In the vortex region, the flow is faster in OP2 than in
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Chapter 4. Flow field characterization at plane T1

Figure 4.3. Blade-to-blade angle (frames A-B and E-F) and total pressure (frames C-D and G-H) contours
at plane T1 for 10 Hz and EWG off cases. First row OP3, second OP2.

Figure 4.4. Pitch-wise area averaged flow angle at plane T1 for OP3 (A) and OP2 (B).

OP3, and the central recirculation is magnified.
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Figure 4.4 shows a pitch-wise area-average of the inlet blade-to-blade angle over one stator
pitch for each injection case. Area-averaging is employed to effectively weigh the results at the
vortex core, which has a significant mass flow deficit. The Clean case is not included in the figure,
as it has a blade angle of 0°, over the entire span. As expected, the only injection case that differs
from the rest is the EWG off case since it lacks any feeding in the injector. The center of the vortex,
where U1 is zero, is located at approximately 60% of the blade span.
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4.1. Characterization in the turbine test rig

4.1.2 Thermal flow field

The fast thermocouple is traversed for the EW/HS cases. In EW cases, the peak-to-trough
temperature value J) results are obtained phase-averaging the temperature measurement at the EW
frequency and calculating the difference between its maximum and minimum values. For HS cases,
the J) is the difference between the measured local temperature and the mainstream value. The
outcomes of these measurements are shown in Fig. 4.5 for each injection case and both OP3 and
OP2. The inlet conditions of OP3L and OP3U are identical to those of OP3. The peak-to-trough
temperature values are larger in OP3 than OP2. This difference has several potential contributing
factors. First, the higher flow velocity in OP2 increases the Reynolds number and promotes the
heat exchange and mixing. Second, the mainstream temperature in OP2 is increased to 50° to
prevent humidity condensation at the turbine outlet. Third, the EW/HS mass flow in OP2 is larger
due to the higher pressure ratio across the combustor simulator valves and a more pressurized
turbine compared to OP3. To keep the hot EW/HS temperature constant, a higher air heater power
would be required, which is not available. Therefore, both OPs operate at maximum heater power,
resulting in a heater outlet temperature lower in OP2 than in OP3.

At plane T1, the maximum measured temperature to mainstream temperature ratios are 1.21
for OP2 and 1.26 for OP3 at 10 Hz, 1.15 for OP2 and 1.18 for OP3 at 110 Hz and 1.14 for OP2 and
1.20 for OP3 at HS.

Based on the results obtained, the penalty due to the aforementioned issues in OP2 is not
particularly significant. The higher mainstream temperature in OP2 is likely the most influential
factor. If 10 K are subtracted from the trough temperature of OP2, the two OPs would have a closer
match in Fig. 4.5. Any remaining differences between OP2 and OP3 are likely due to variations in
the flow physics.

Regarding the effect of the different injection cases, the peak-to-trough temperature values are
higher at 10 Hz than 110 Hz, since higher frequencies lead to more severe mixing between the hot
and cold EW branches. Additionally, the HS case has a higher hot mass flow due to the continuous
nature of the streak injection, resulting in a lower J) at plane T1. However, the increased thermal
power introduced by the higher mass flow makes the HS spot larger, as a result of heat transfer and
mixing with the surrounding air.

The combustor non-uniformities are found at 60-70% of the channel height, despite the
combustor simulator being designed to inject perturbations at 54% of the channel span. This
behavior can be attributed to the swirl profile, which pushes the disturbance upwards.

In order to further investigate the behavior of the injected unsteady flow field, the unsteady
pressure field and its correlation with the temperature field are studied. Figure 4.6 shows for
the OP3 10 Hz case. In frame A, the peak-to-trough pressure values phase-averaged at the EW
frequency are shown. In frame B, the pressure and temperature time signals acquired at their
respective peak positions are plotted during the EW period. Their locations on the flow field are
highlighted on the contour of frame A with the relative color circles. Signals in Fig. 4.6 B are
made non-dimensional on their peak value and their phase is referenced to the trigger maximum
pressure.

Figure 4.6 B reveals a mismatch between the peaks of the temperature and pressure signals,
exactly half a period apart. When the hot flow is injected, the measured pressure is minimum,
whereas when the temperature is at its valley, the pressure is maximum. This observation highlights
the dynamic nature of the EW: the hot flow generated by the combustor has the highest temperature
but a pressure similar to the mainstream flow, whereas the cold jet has the minimum temperature
but exploits a higher pressure. Despite the feeding pressure being the same for both the hot and
cold flows, the total pressure reduction of the hot stream is the result of a density effect.

61
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Figure 4.5. Peak-to-trough temperature values. First row OP3, second row OP2.

Figure 4.6. (A) Peak-to-trough pressure values. (B) Temperature and pressure time signals in their respective
peak positions highlighted in (A). All the signals are phase-averaged at the EW frequency (10 Hz).

4.2 Characterization in the calibration wind tunnel

The aero-thermal flow field generated by the combustor simulator has been described in section
4.1 that showed the results of the test campaign in the turbine test rig at plane T1. However, that
campaign did not allow for the assessment of the turbulence content of the generated perturbation.
Therefore, a dedicated test campaign is conducted in the calibration wind tunnel described in
section 2.3. This allows for the simplification of the hot-wire application. In the wind tunnel, there
are no geometrical constraints that limit the hot-wire yaw and pitch rotations, the probe can be
traversed in more axial planes, and the lowered aerodynamic load on the wire reduces the risk of
wire breakage. Most importantly, applying the hot-wire in the same calibration environment allows
for maintaining the same temperature and Reynolds number of its calibration. This is essential
because the working principle of the hot-wire is based on the heat transfer between the flow and
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Figure 4.7. (A) Peak-to-trough pressure values. (B) Temperature and pressure time signals in their respective
peak positions highlighted in (A). All the signals are phase-averaged at the EW frequency (10 Hz).

the wire, and any deviation from the calibration conditions can result in misleading results, if not
properly accounted for.

The calibration wind tunnel campaign considered planes 1 and 2, which refer to plane T1 and
the stator LE plane, respectively, as described in section 3.6.2.

To validate the CFDmodel described in section 3.6.2, a comparison is made in Fig. 4.7 between
the mass flow average on the direction 1 (Fig. 3.8) of the 5-hole probe and CFD, in terms of total
pressure (frames A and C) and flow velocity (frames B and D), both non-dimensional with respect
to the mainstream (MS) value. A and B refer to plane 1, C and D to plane 2. CFD effectively
captures the evolution of the swirl profile but the agreement reduces in the stem wake region,
particularly at plane 1. The poor prediction of the CFD model of the stream-wise evolution of the
vortexes shed by the injector stem may be the main potential cause of this difference.

4.2.1 Plane 1

The investigation of the flow field phenomena is conducted by analyzing contour plots generated
with the perspective of an observer positioned downstream of the traversing plane. The results
discussed are time-averaged, with the CFD simulations being time-averaged on the periodicity
of the problem, which was also used to calibrate the time step, as explained in section 3.6.2. In
the swirl core region, both hot-wire and 5-hole probes operate near the limits of their angular
calibration range, leading to increased measurement uncertainty.

Figure 4.8 shows the absolute velocity of the flow field, which exhibits a good agreement
between the measurements and CFD in terms of velocity magnitude and flow morphology. Two
main flow structures are identified: the first is the stem wake released by the injector stem,

63



Chapter 4. Flow field characterization at plane T1

Figure 4.8. Hot-wire campaign, absolute velocity contours at Plane 1 for cold streak case. Plane 0 refers to
a plane at the swirler generator trailing edge. Numbers 1-5 highlights the flow in the five swirler generator
channels and rotate between the two planes due to the swirl.

Figure 4.9. Hot-wire campaign, tangential velocity contours at Plane 1 for cold streak case.

highlighted with a white box in the CFD frame, and the second is the swirl profile, identified by a
white circle.

Defined the Plane 0 as the plane placed at the swirler generator blades trailing edge, the different
five channels are numbered in Fig. 4.8 Plane 0 from 1 to 5. Channels 1-2 collect the flow from
the injector stem wake, resulting in low velocities. The swirler generator vanes 3 to 5 act on the
mainstream and are the channels where the CS is mainly swirled, as confirmed by the streamlines
plot of the CS in Fig. 4.9. As a result, high velocities are observed in regions 3-5 at Plane 1, while
low velocities are detected in regions 1-2. The presence of velocity peaks is attributed to the fact
that the flow structures are not yet fully mixed, with the first measuring plane located approximately
10 mm downstream of the swirler generator. While both 5-hole and hot-wire probes record the
three regions labeled 3-5, the measured velocity peak is lower than that predicted by the CFD. This
discrepancy could be related to a limitation of RANS in predicting the mixing process.

For the same reasons, the tangential velocity contours (Fig. 4.10) show the lowest absolute
magnitudes on the left part of the swirl profile, which corresponds to swirler generator channels
1-2. The differences between simulations and experiments are mainly quantitative, since the trends
are highly similar. Both in simulations and experiments, a reduction of high positive/negative
tangential velocities is observed during the circumferential evolution, which is caused by the wakes

64



4.2. Characterization in the calibration wind tunnel

Figure 4.10. Hot-wire campaign, tangential velocity contours at Plane 1 for cold streak case.

Figure 4.11. Hot-wire campaign, turbulence intensity [%] contours at Plane 1 for cold streak case.

of the swirler generator blades.
The comparison between CFD and hot-wire measurements of the turbulence intensity shows a

good agreement (Fig. 4.11). The turbulence intensity is defined as the ratio of the root-mean-square
of the turbulent velocity fluctuations and the mean velocity. The area-averaged turbulence intensity
is found to be 7.2% in CFD and 6.1% in the experimental measurements, which confirms the
choice of setting 8% of turbulence intensity at the inlet plane of the turbine CFD simulations, as
described in section 3.6.1.

At plane 1, the injector stem wake and the swirl profile are the primary sources of turbulence
generation. The former exhibits the highest turbulence intensity and a very good agreement is
obtained between CFD and experimental measurements. However, in the swirling region, some
grid points do not converge because the hot-wire operates close to or above its angular calibration
limit of the pitch angle. In CFD, the shear layer formed at the boundary between the flow released
by the swirler generator and the free-stream produces high turbulence in an annular zone contouring
the swirl core, which is not measured experimentally. This discrepancy may be attributed to the
underestimation of the mixing process in CFD, which in experiments nullifies the contribution.
Furthermore, the high velocities zones 3-5 of Fig. 4.8 feature low turbulence levels, which are
mainly produced by boundary layers on the injector walls. Overall, the turbulence intensity levels
in the swirl core match well between CFD and experiments.
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Figure 4.12. Hot-wire campaign, absolute velocity contours at Plane 2 for cold streak case.

Figure 4.13. Hot-wire campaign, tangential velocity contours at Plane 2 for cold streak case.

4.2.2 Plane 2

Plane 2 is representative of the plane containing the stator vane leading edge. This analysis is
useful to understand the swirl decay and its interaction with the surrounding flow. In particular,
the two high momentum flow regions identified with 4 and 5 in Fig. 4.8 break the pattern of the
swirl profile and elongate the swirl profile in the X-axis direction and generate a tail at the bottom
of the swirl profile, as observed in Fig. 4.12. This feature is measured and correctly predicted
by numerical calculations, with the only difference being the X-axis position of the tail. This
difference can be potentially related to possible manufacturing differences in the 3D printed injector
device. In fact, the CS and its interaction with the swirl profile dominate flow regions 4 and 5, both
of which are sensitive to injector geometries. Finally, the lower velocity in the swirl core in CFD
simulations than in experiments can be attributed to an underestimation of the mixing process.

The shear interaction between the swirl profile and the boundary layer on the outer casing of
the swirler generator produces a counter-rotating vortex in the bottom-right part of the swirl profile,
as shown in the tangential velocity contours of Fig. 4.13.

Turbulence intensity is slightly overestimated by simulations as shown in Fig. 4.14. The
area-average CFD value is 6.6% higher than the experimental value of 5.9%, even though the
numerical wake is thinner. Turbulence intensity is similar at the swirl core between CFD and
hot-wire measurements but numerical outcomes predict a larger )8 in an annular region contouring
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Figure 4.14. Hot-wire campaign, turbulence intensity [%] contours at Plane 2 for cold streak case.

the center of the vortex. This is possibly due to the shear interaction between the regions 3-4-5 and
the surrounding fluid, while zones 1-2 are completely mixed.

4.2.3 Decay of turbulence and SN
CFD simulations allow to investigate the decay rate of each flow parameter in the axial direction.
In this section, the reduction of the turbulence intensity and the SN are studied.

In order to study the decay of the turbulence intensity on the different measuring points, its
CFD values are area-averaged at different axial positions and the results are shown in Fig. 4.15.
This plot is compared to a cross-section of the numerical domain cut on a plane containing the
injector and nozzle axes. The plot reveals the presence of four primary mechanisms that generate
turbulence due to shear flow interaction. These include:

• The injector stem wake.

• The boundary layer developing around the outer casing of the swirler generator.

• The generation of the swirl profile.

• The injection of the streak inside the injector.

Along the axial direction, five different regions of turbulence generation/decay can be identified.
According to the numeration of Fig. 4.15, these are:

1. Generation by the four aforementioned mechanisms.

2. Decay in the regions of the injector stem wake and the boundary layer around the swirler
generator casing, generation in the swirler core. Overall, turbulence reduces.

3. Generation in the swirl region, decay in the other ones. The turbulence slightly increases.

4. Decay in all the regions. Some shear interactions between the different zones are still present,
altering the decay rate.

5. Generation of new turbulence at the interface between the injector stem wake and the swirl
regions. After the generation, it again starts to decay.
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Figure 4.15. Hot-wire campaign, cut of a plane containing axis 1-2 (upper frame) and area-average
turbulence intensity decay (lower frame).

Regarding the SN (Eq. 4.1), it is computed on a cylindrical reference system centered in
the swirler generator center. In this analysis, SN is computed using 5-hole probe results and the
integration area of CFD predictions is limited to the area investigated experimentally with the
5-hole. The value of the SN at different axial positions I is shown in Fig. 4.16. CFD predictions
are the solid line, points are the experimental values and the dashed line represents an interpolation
of the CFD data with a power law, described by Eq. 4.2. The agreement is good between numerical
predictions and measurements in Fig. 4.16. The swirl profile is almost fully developed at an
axial distance of approximately one swirler generator blade chord, which corresponds closely to
the location of the first measuring point. The swirl profile stabilizes and starts decaying after
approximately two swirler generator blade chords.

(# = 0.0154I−0.477 (4.2)

The SN computed on CFD data and on the influence area of the swirl profile is 0.61, very
similar to the experimental value calculated based on the 5-hole probe measurements at the turbine
inlet (section 4.1.1).

4.2.4 Turbulence length scales
The last important information to provide is the integral length scale of the turbulence and its
energy spectra. These will enable the setup of high-fidelity CFD simulations on the turbine test
section. For this purpose, the integral length scale is computed applying the Taylor’s hypothesis
to the autocorrelation of the velocity, see Eq. 3.25. This equation is applied for each grid point
on the velocity signal measured by the hot-wire at its rotation the closest to the actual flow angle.
The integral length scale is shown in Fig. 4.17. Its highest values are in the mainstream region,
intermediate magnitudes are in the wake zone, the lowest in the swirl region. This trend is consistent
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4.2. Characterization in the calibration wind tunnel

Figure 4.16. Hot-wire campaign, SN decay.

Figure 4.17. Hot-wire campaign, integral length scale at plane 1.

with the low velocities in the region of injector stem wake and swirl profile that reduce the turbulent
kinetic energy content. The turbulence length scale in the mainstream region is approximately
10% of the main wind tunnel size, that is the channel height, as imposed at the CFD inlet domain
(section 3.6.2).

To provide a better understanding of the turbulence length scales, the energy spectrum in the
mainstream and perturbed regions is shown in Fig. 4.18. The energy is computed as the Fourier
transform of the velocity autocorrelation, as described by Kundu & Dowling (2012). The spectra
clearly show an inertial region following the -5/3 power law. The energy associated with the
point in the perturbed region has lower turbulent kinetic energy due to the lower velocity than
the mainstream one. This analysis indicates that nearly isotropic turbulence is generated by the
combustor simulator.

4.2.5 110 Hz cold

The analysis of the unsteady case involves studying each time-instant of the disturbance frequency.
The time-mean features do not differ significantly from the CS case. The hot-wire data require a
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Figure 4.18. Hot-wire campaign, energy spectrum at plane 1.

particular post-processing of the measurements based on the trigger pressure signal, which is used
to re-phase each measurement. To obtain converged statistics, each time period of the disturbance
is divided into 20 intervals. Given a number of samples of 40000, an acquisition frequency of
40000 Hz and a disturbance frequency of 110 Hz, each interval has only about 18 samples, which
are not sufficient to compute � and 4 reliably. Therefore, given the periodicity of the phenomena
and its good repeatability, the calculations of � and 4 are performed on more than one period,
including all the periods in the acquisition time (1 second). As a result, a voltage supply array of
2000 points is generated, ensuring a reliable statistical analysis. However, this procedure reduces
the highest frequency that can be encoded from 20000 Hz to 1100 Hz, due to the Nyquist limit.
Nonetheless, this frequency range is well above the range of interest.

Experimental and CFD results are shown in Fig. 4.19 and 4.20, respectively. Only 6 phases are
reported that correspond to 0, 15, 30, 45, 60 and 80% of the disturbance period. The phases for
the hot-wire measurements are selected from the 20 intervals on which the disturbance period is
divided, following the previously described procedure. The CFD outcomes are plotted at each
time-instant, while the hot-wire results are derived through the discussed procedure that, involving
averaging, reduces the available frequency content. This explains why CFD data (Fig. 4.20)
experiences a significant time-dependence, not fully captured by the measurements (Fig. 4.19).
The main causes of unsteadiness are the vortex shedding in the wake of the injector stem and
the alternative feeding of combustor simulator hot and cold ducts (see Fig. 3.13 for ducts label
definition). Each of these two streams interacts differently with the swirler generator changing the
generation of the swirl profile. The air injected through the hot duct is more dissipated inside the
injector because it must significantly turn inside the device. Conversely, the air through the cold
duct follows the shape of the injector and exhibits lower mixing. Therefore, the turbulence intensity
is higher during the injection period when the hot duct is fed (phases 1-3). The SN calculated in
each time step on the hot-wire measuring grid is also higher during the cold duct feeding period
(phases 4-6) than during the hot one (phases 1-3) in both CFD and measurements, as demonstrated
in Tab. 4.1. Both methodologies predict a more compacted shape of the combustor-representative
disturbance in phases 4-6 than 1-3. The reason is that the two generated streaks interact differently
with the swirler generator and the tail generation identified in the bottom part of the swirl profile in
Fig. 4.8 is less intense during the injection of the cold duct than during that of the hot one.
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Figure 4.19. Hot-wire campaign, turbulence intensity snapshots measured at Plane 2.

Table 4.1. Hot-wire campaign, SN at Plane 2 time evolution for 110 Hz cold case.

Phase CFD Hot-wire

Hot duct fed
1 0.087 0.088
2 0.084 0.088
3 0.096 0.092

Cold duct fed
4 0.101 0.094
5 0.108 0.093
6 0.114 0.092

4.2.6 Temperature effect
The primary objective of validating the numerical scheme is to use CFD to investigate the impact
of temperature on turbulence generation, which cannot be achieved experimentally due to the risk
of hot-wire bursts and the need for a more complex calibration that accounts for temperature.

The validity of conducting experiments without heating the streak flowing in the hot duct is
verified by the results presented in Table 4.2, which provides the time-averaged and area-averaged
values of SN and turbulence intensity on the hot-wire measuring grid. The CFD results are
time-averaged over the main flow periodicity, and experimental results are averaged over the entire
acquisition period. The turbulence intensity appears to be minimally impacted by temperature,
with similar turbulence intensities observed for both electric heater on and off conditions. Since
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Figure 4.20. Hot-wire campaign, CFD turbulence intensity snapshots calculated at Plane 2.

cross-flows and shear interactions are the primary drivers of turbulence generation, temperature
could influence these phenomena by affecting the kinematic viscosity. Despite the air temperature
at the combustor simulator exit increasing by approximately 400 K, it is unlikely to significantly
affect the turbulent diffusion.

The increase in temperature results in a faster flow due to the density effect, which in turn
increases turbulence generation due to shear interaction. However, the overall aerodynamics
remains largely unaltered, as evidenced by the unchanged SN.

Lastly, by comparing the steady and unsteady cases, it can be observed that the time-mean
values of the unsteady cases are very similar to the steady cases, extending the notion that EW can
be treated as a series of HS, as previously discussed by Gaetani & Persico (2019), also in swirling
environments.

4.3 Representativity of the combustor simulator

This section focuses on quantifying the differences between the flow field generated by the utilized
combustor simulator and that of a real gas-turbine combustor. The target profiles of the combustor
simulator, as described in Section 1.1, are successfully achieved. These target profiles include
local swirl angles of ± 40°, a swirl number of 0.6, a local temperature peak surpassing the mean
temperature by at least 1.1 times, temperature disturbance frequency higher than 100 Hz, and inlet
turbulence of approximately 10% at the turbine inlet. The generated flow pattern, specifically the
swirl velocities and local intensities of the swirl angles, closely align with the data presented in
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Table 4.2. Hot-wire campaign, SN and time-average area-average turbulence intensity for different injection
cases.

SN )8 [%]

110 Hz
cold 110 Hz CS HS 110 Hz

cold 110 Hz CS HS

Plane 1 Exp 0.12 0.09 6.5 6.1
CFD 0.12 0.11 0.10 0.10 7.2 7.3 7.2 7.4

Plane 2 Exp 0.09 0.09 5.9 5.9
CFD 0.09 0.08 0.08 0.08 6.4 6.4 6.4 6.9

section 1.1.2.1 where other simulators and data engine representative are reported. This applies
also for the turbulence intensity, that is expected to exceed 10% in real gas turbine combustor
outlet, as outlined in section 1.1.1. Furthermore, the peak temperature achieved by the combustor
simulator reaches approximately 1.18 times the mainstream value, demonstrating a good match
with the target values presented in Fig. 1.7 of Povey & Qureshi (2009). In terms of magnitudes and
frequencies of the EW, the experimental values obtained in this study surpass those reported in
previous research, such as the work by Bake et al. (2009).

The primary distinction between the combustor simulator used in this study and other simulators
described in the literature lies in the region affected by the imposed disturbance. The dimensions
of the combustor simulator are constrained by the geometry of the turbine test facility, thereby
limiting its size and affected area. As a result, the generated disturbances only impact one-third of
the span and half of the stator pitch. It is important to note that this constrained region reduces the
amplification of combustor non-uniformities on the turbine stage, which would have been more
pronounced if the disturbance area were larger.

If the swirling EW/HS impacts the entire span and stator pitch, stator losses are expected to
increase. As it will be detailed in the following, in particular in chapter 6, the stator pressure
losses are heavily influenced by the stator incidence angle. Expanding the impact area of the swirl
profile would lead to at least a doubling of these pressure losses,considering that in the present
configuration one vane out of two is undisturbed.

The presence of a larger temperature spot would result in an more elevated temperature at the
stator outlet, subsequently leading to a higher increase in the rotor incidence angle. This, in turn,
could amplify the impact on the rotor aerodynamics, that is limited in the present configuration.
Additionally, an expanded region affected by the temperature streak would make more challenging
the cooling system design. However, it should be noted that this thesis does not address the
investigation of cooling system issues. From an aerodynamic standpoint, the expected impact on
the stator remains negligible, as will be elaborated upon in subsequent discussions.

An elevation in turbulence levels will certainly have an impact on the stator aerodynamics,
leading to increased losses. However, it will also have a beneficial effect on the dissipation of the
temperature spot, promoting better mixing and dispersion.

In summary, all the anticipated effects outlined in Section 1.1.2 are documented in this study,
as will be elaborated upon in the subsequent chapters. This serves to highlight the accuracy of the
generated flow field at the combustor outlet, despite the limited area impacted by its perturbations.
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CHAPTER5
FLOW FIELD CHARACTERIZATION

AT PLANE T2

This chapter discusses the impact of combustor simulator disturbances on the stator outlet flow
field. The flow field is characterized in terms of steady and unsteady aerodynamics, as well as
temperature. The analysis focuses on all operating conditions and injection cases, with particular
emphasis on the MP and LE injection positions. Some results are also presented for the PS and SS
positions.
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Chapter 5. Flow field characterization at plane T2

5.1 Aerodynamic flow field
The stator blade outlet flow field is mainly influenced by the secondary vortexes and the pressure
field resulting from its leaned geometry. Fig. 5.1 displays the total pressure coefficient .2, defined
by Eq. 5.1, for the Clean case in the first row, LE 10 Hz in the second row, andMP 10 Hz for the
last one. The first and second columns correspond to OP3 and OP2, respectively.

. =
?C1 ,A4 5 − ?C2
?C2 − ?B2

(5.1)

The Clean cases provide insight into the flow characteristics of the stator. The boundary layer
at the casing causes the highest pressure losses in those regions, while the remaining part of the
blade span can be divided into a wake zone and an almost isentropic region. Due to the blade
lean geometry, an overturning occurs at the tip and an underturning at the hub. This flow field
distorts the blade wake in the azimuthal direction, thus it does not develop only radially. Among
the stator secondary structures, the tip passage vortex (TPV), shed vortex (SV), and hub clearance
vortex (HCV) most affect the total pressure flow field, as shown in Fig. 5.1 frames A and B.
The TPV generates additional losses at 80% of the span close to the top casing, and the viscous
interaction between the TPV and the wake generates the SV, further reducing pressure losses in the
wake region. The HCV is generated by a clearance slot at the stator blade trailing edge root and
introduces a large loss near the bottom casing, not completely measured due to probe geometric
constraints.

The injection of the combustor perturbation, that is highlighted in Fig. 5.1 with the vortex
labeled IP, perturbs the stator aerodynamics in a different way depending on the injection position.

If the disturbance is injected aligned to the stator passage (5.1 E and F), the swirl profile
interacts significantly with the secondary flows and impacts the isentropic zone, resulting in an
increase in the total pressure losses compared to the Clean case. As the swirl profile has its center
at 60% of the span at plane T1 (see Fig. 4.4), the zone of influence of the IP is shifted towards
midspan due to the push imposed by the vane’s leaned geometry.

In vane-aligned injections, the swirl profile weakens as it impinges on the vane surface and
then climbs toward the top casing on the blade suction side. The IP is transported through the
stator on the blade suction side, thus interacting to a lesser extent with the secondary structures.
Consequently, its impact on the total pressure losses at plane T2 (5.1 C and D) is limited to a
smaller portion of the blade span than the MP injection case. The disturbance is positioned at
approximately 65% of the blade span, that is the same blade height where it is found upstream of
the stator Fig. 4.4). This means that the climb that takes place on the vane leading edge and the
lean effect cancel each other out. The total pressure loss contours (5.1 C and D) show that, below
midspan, a small portion of the channel remains isentropic. The pressure losses increase in the
wake region of the blade where the IP impinges, which is on the wake closest to the azimuthal
tick 1. This increase in . is due to the local severe positive/negative incidence angle that the blade
undergoes, leading to increased secondary and profile losses. Furthermore, the transport close to
the blade suction side surface inhibits momentum exchange with the mainstream flow, reducing the
loss recovery compared to the MP case. All this implies that the losses are higher in LE than MP
injection position cases, as demonstrated by the area-averaged results on the measuring grid listed
in Tab. 5.1. This will be further discussed in the losses breakdown section (see discussion relative
to Fig. 6.6).

In OP2, Re and M effects reduce the total pressure losses in both uniform and perturbed cases
with respect to OP3. Furthermore, the intensity of the secondary flows is lower in OP2 than in OP3.

The OP3 campaign includes injection position cases PS and SS, which have intermediate flow
aerodynamics between the MP and LE cases. PS results in the highest pressure losses (see Tab.
5.1) due to the high positive/negative incidence generated by the swirl at the blade leading edge,
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5.1. Aerodynamic flow field

Figure 5.1. Total pressure loss coefficient at plane T2 for the case 10 Hz MP and LE, OP3 and OP2. White
circular arrows highlight the main vortical structures.

Table 5.1. Area average total pressure losses at plane T2. Uncertainties of ± 0.1%

OP Injection
position Clean EWG off 10 Hz 110 Hz HS

OP3

MP

6.3%

6.7% 6.8% 6.8% 6.7
LE 7.0% 7.1% 7.1% 7.1
SS 6.5% 6.5% 6.6%
PS 7.2% 7.2% 7.2%

OP2 MP 5.5% 5.9% 5.9% 5.9% 5.9%
LE 6.1% 6.1% 6.1% 6.2%

which plays a key role in secondary vortex generation. This contribution is stronger in the PS case
compared to the LE case, as the swirl in PS impacts the surface where the secondary flows are
generated without weakening impinging on the blade surface.

Although total pressure losses are found to be affected by the injection position, they are not
significantly affected by the injection cases, as demonstrated in Tab. 5.1 that shows very similar
values for different injection cases, given the injection position.

The small differences among the injection cases can be further discussed based on the pitch-wise
area-average results at plane T2 for total pressure coefficient (blade-to-blade angle). The outcomes
are shown in Figs. 5.2 (5.4) and 5.3 (5.5) that represent the MP and LE cases, respectively. The
plots J̃ are the difference between the perturbed case and the Clean one.

Total pressure losses (Figs. 5.3 and 5.2) are higher in OP3 than in OP2, consistent with the
different Reynolds numbers. The regions of high total pressure losses identified in Fig. 5.1 can also
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Figure 5.2. Pitch-wise area-average total pressure coefficient at plane T2 for injection position MP.

be recognized in the pitch-wise average. Specifically, the regions close to the tip and hub casing
are dominated by the casing boundary layer, while at the hub, a clearance slot magnifies losses. At
70% of the span, the SV and TPV produce another region of high losses. From 20% to 50% of the
span, an extended isentropic region without secondary structures is detected.

In terms of the effect of injection cases on total pressure losses, the results show that they are
almost identical for all injection cases. However, the injection position plays a significant role in
determining the differences in pressure losses. Specifically, for the LE case (Fig. 5.3), pressure
losses are more concentrated in a region at 60-70% of the span, which corresponds to the core of
the residual swirl profile (Fig. 5.5 B and D). In contrast, for the MP case (Fig. 5.2), pressure losses
are spread from 40% to 80% of the span, corresponding to the region where the residual swirl is
measured. The total pressure loss is higher in LE than in MP, consistent with the findings from Fig.
5.1.

Although PS and SS cases are not reported here, they exhibit a similar trend to the MP case,
with the only difference being the magnitude. Table 5.1 shows that injecting the inlet disturbance
at MP or LE increases the losses by 0.4-0.5% (0.4%) and 0.7-0.8% (0.6-0.7%) in OP3 (OP2),
respectively. The higher Reynolds number and Mach number in OP2 compared to OP3 partially
recover the losses caused by the inlet perturbation.

In OP2 the hub is the region of highest pressure loss differences (Fig. 5.2 and 5.3 D). The
reason for this is an unavoidable different mounting of the 5-hole probe between perturbed and
uniform cases. Measurements are carried out closer to the bottom casing in the case of injected
disturbances. Therefore, the HCV is measured to a greater extent (see Fig. 5.1 D and E) increasing
its contribution to pressure losses.
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Figure 5.3. Pitch-wise area-average total pressure coefficient at plane T2 for injection position LE.

To understand the blade-to-blade angle trends of Figs. 5.4 and 5.5, the Clean cases are first
discussed. The stator blade has a leaned geometry that produces an overturning at the tip and
underturning at the hub, along with a pressure field that pushes downwards and causes secondary
vortices to shift towards the hub. The TPV impacts the region at approximately 75%, producing
the classical region of overturning/underturning related to secondary flows.

The injection of the non-uniformities at the turbine inlet changes the stator outlet flow field
depending on the injection position, as discussed earlier. Downstream of the stator, a residual swirl
profile is measured that is centered at approximately mid-span for the MP injection case (Fig. 5.4
B and D) and at 70% of the span for the LE case (Fig. 5.5 B and D). This finding is consistent with
the discussion of Fig. 5.1.

The lower branch of the residual swirl profile contributes to underturning, while the upper
branch contributes to overturning. To aid in the discussion of blade-to-blade angles, a schematic of
the vortex interaction is shown in Fig. 5.6.

In OP2, the injection of the disturbance at the MP position results in a residual swirl profile
with higher blade-to-blade angles than OP3 (Fig. 5.4 B and D), while the opposite is observed
when the disturbance is injected at LE (Fig. 5.5 B and D). If the disturbance is injected at MP,
the interaction of secondary flows with the swirl profile drives the changes in the aerodynamics
flow field. The upper branch of the swirl profile opposes the bottom branch of the TPV, resulting
in a lower underturning than the Clean case (see Fig. 5.6). The swirl profile is approximately
centered at mid-span and, according to its turning direction, generates an overturning at 60% of the
blade span and underturning at 40%. In OP2, the secondary flows are weakened due to a Reynolds
number effect, and the swirl profile upper branch dissipates by a lesser extent because the TPV
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Figure 5.4. Pitch-wise area-average blade-to-blade angle at plane T2 for injection position MP.

reduces, and the blade-to-blade angles at 70% of the span are higher than OP3. The lower branch
of the swirl profile (from 30% to 50% of the blade span) is not significantly modified because it
does not interact with any secondary flow. In this region, the J̃U2 is slightly lower in OP2 than
OP3 because the flow undergoes a higher acceleration through the stator.

Regarding the LE injection position cases, the swirl profile impinges on the blade leading
edge and it is transported close to the blade suction side. In this process, the perturbation climbs
on the suction side blade surface moving towards the tip. Consequently, at the stator outlet, the
residual swirl core is at a higher radial position than in MP cases. The bottom branch of the swirl
profile generates a significant underturning at 60% of the span, and its interaction with the TPV
slightly reduces the underturning at 70% of the span because the swirl upper branch weakens the
TPV bottom branch. The perturbation is more localized than the MP case because the partial
stagnation of the injected disturbance at the vane leading edge causes a weaker and more localized
perturbation than the passage-aligned injection. With regard to the OP, the residual swirl in OP2
(Fig. 5.5 D) is weaker than in OP3 (Fig. 5.5 B) due to the higher flow acceleration in OP2 than in
OP3, which stretches the swirl and reduces its intensity.

The features discussed apply to each injection case. As shown in Figs. 5.4 and 5.5, the injection
cases have nearly identical impacts on the stator outlet aerodynamics. The small differences in J̃U2
fall within the measurement uncertainties of approximately 0.3°, which are not shown in the figure
to not worsen the readability. The only exceptions are the LE cases that feature a lower intensity
swirl profile in the case EWG off. This is consistent with the fact that injecting EW/HS changes the
swirl generation slightly, as described in chapter 4, because the swirled mass flow increases, thus
the swirl intensity. These results indicate that the stator outlet aerodynamics is primarily influenced
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Figure 5.5. Pitch-wise area-average blade-to-blade angle at plane T2 for injection position LE.

Figure 5.6. Schematic of the vortical structures downstream of the stator.

by the swirl profile rather than steady or unsteady (at any frequency) temperature disturbances.
To conclude the aerodynamic flow field analysis, the pitch-wise area-average blade-to-blade

angle for PS and SS are shown in Figs. 5.7 and 5.8, respectively. Outcomes show that the
blade-to-blade angle flow field is very similar to the case MP, as well as the total pressure coefficient
radial distributions, here not shown, that only differ from Fig. 5.2 for some different trends. The
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Figure 5.7. Pitch-wise area-average blade-to-blade angle at plane T2 for injection position PS.

Figure 5.8. Pitch-wise area-average blade-to-blade angle at plane T2 for injection position SS.

SS case Fig. 5.8 shows a confined residual swirl around mid-span, while PS and MP influence the
blade-to-blade angle until 20% of the span. This is a feature that SS shares with LE case, as well as
the residual swirl core radial position, which is closer to the top casing. In the LE case, after the
interaction with the vane leading edge, the IP is transported close to the blade suction side, thus SS
and LE cases share some flow features.

Figure 5.9 shows the stream-wise vorticity fields for OP3 10 Hz cases at the different injection
positions. This analysis enables the determination of the circumferential position of the injected
perturbation, that is highlighted with a white circle. In Fig. 5.9, the velocity vectors represent the
projection of the flow velocity on a plane perpendicular to the local metallic angle. Although these
vectors are not secondary velocity vectors, they help in visualizing the vorticity structures. The
convention adopted in this study is to assign a positive vorticity to a clockwise vortical structure
when viewed from a downstream observer’s perspective.

In the Clean case (Fig. 5.9 A), the leaned geometry produces the primary positive vorticity
field (D’Ippolito et al. (2011)). This positive vorticity sums with the HPV and reduces the TPV,
being counter-rotating. The interaction between the wake and the positive lean vorticity generates
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Figure 5.9. Stream-wise vorticity at plane T2 for OP3 10 Hz cases.

a negative vorticity in the wake region due to viscous shear. The small clearance at the stator hub
results in negative vorticity in the HCV.

When the disturbance is injected, a negative vorticity is introduced, resulting in a reduction of
the stream-wise vorticity near the regions highlighted with the white circle IP in each injection
position case, as shown in Figure 5.9. The IP is located near the suction side in the LE and SS
cases (Fig. 5.9 C and D), at mid-pitch for the MP case (frame B) and slightly shifted towards the
pressure side surface in the PS case (frame E). In the LE case, the wake is the widest as a result of
its interaction with the swirl profile. In the MP and SS cases, the swirl profile and the wake interact
to produce a positive vorticity in the wake, resulting from the generation of counter-rotating viscous
structures.

The CFD analysis based on the TRAF code not only confirms some of the previous findings, but
also extends the investigation to a scenario with a reversed swirl profile at turbine inlet. Figure 5.10
shows this comparison considering the stream-wise vorticity of OP3 110 Hz cases. The counter
rotating swirl profile is reported in Fig. 5.11. In both the figures, the temperature spot is highlighted
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Figure 5.10. Stream-wise vorticity at plane T2 for OP3 110 Hz cases, CFD and experiment comparison.

Figure 5.11. Stream-wise vorticity at plane T2 for OP3 110 Hz reversed swirl cases, CFD.

by the line contour labeled “EW”. CFD (5.10) confirms that the swirl vortex, highlighted with
the dashed line, remains close to the blade suction side in the LE injection position case, highly
modifying the blade wake. In the MP case, the swirl vortical structure is also close to the blade
suction side and generates a high positive vorticity in the above region, affecting the left wake.

In the reversed swirl case (Fig. 5.11), the injection position also has a notable impact on the
flow field. In the MP case, the positive vorticity of the reversed swirl profile increases the positive
area in the wake region at mid-span, canceling the negative spot identified in Figure 5.10. In the
LE case, the channel affected by the disturbance becomes similar to the undisturbed one and the
introduced vortex only impacts the region of the EW, close to the tip. As a result, the negative
region identified in Figure 5.10 disappears.

5.1.1 Rotor incidence angle for different OP3

As described in section 2.1.1, fixed the expansion ratio of OP3, two different operating conditions
are obtained increasing (OP3U) or decreasing (OP3L) the rotor rotational speed. This modification
results in a variation of the rotor incidence angle, as illustrated in Fig. 2.3, and a slight modification
of the degree of reaction. Specifically, in the Clean case, the reaction degree increases (decreases)
by 0.015 (0.01) in OP3L (OP3U), compared to OP3, due to the static pressure increase (decrease)
of 15 mbar (10 mbar) in OP3L (OP3U). Note that this change in static pressure does not affect the
stator pressure losses.
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Figure 5.12. Rotor incidence angle contours for OP3U, OP3 and OP3L 10 Hz cases. The plots show the
difference between the incidence of the perturbed cases and the Clean. Line contours show the stator wake.

The impact and transport of the EW/HS in the off-design OP3 remain unaltered. However,
the rotor incidence angle requires further investigation for both loaded and unloaded operating
points. Figure 5.12 shows the rotor incidence angle of perturbed cases minus the uniform inlet one
(J̃8=2) for OP3, OP3L and OP3U. A positive value of the contour corresponds to an increase in the
rotor incidence, that is computed considering the mean EW/HS temperature. As the temperature
measurements are not available for OP2, its analysis is not included. However, no significant
differences are expected in OP2 compared to OP3. The line contour highlights the blade wake.
Figure 5.12 shows only the 10 Hz case, the other injection cases do not differ as previously shown.
The residual swirl profile upper branch increases the rotor incidence, while the bottom branch
reduces it. OP3U shows the largest incidence increase, and OP3L shows the lowest. All the cases
exhibit a negative J̃8=2 close to the top casing possibly due to the injector stem wake. In this
region, the flow is slower, resulting in smaller incidence angles than the Clean case. This effect
could also be attributed to the weakened TPV caused by its interaction with the swirl profile, as
discussed earlier.

Anyhow, the change in the incidence angle is not dramatic and slightly affects the rotor
aerodynamics in OP3 and OP3U, as it will be shown. However, if the blade is highly loaded as in
OP3L, even a small change in the incidence can significantly modify the rotor operation. Therefore,
the OP3L case requires further investigations, done in section 5.1.2, especially for the EW case
when the rotor could work differently under the EW hot or cold period.

5.1.2 Unsteady analysis
To further investigate the impact of the EW perturbation on the rotor blade, an unsteady analysis is
required. The nature of the EW temperature perturbation is inherently unsteady, as discussed in
section 4.1.2. Therefore, a time-resolved analysis is necessary to fully characterize the unsteady
flow field at the rotor inlet. It should be noted that the lowest blade passing frequency considered
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in this study is 2083 Hz in the OP3L case, while the highest EW frequency is 110 Hz. As a result,
the injected perturbation can be considered quasi-steady from the perspective of the rotor blades.
However, the impact of the perturbation on the overall flow field and the interaction with the rotor
blades can still be unsteady, and therefore requires an unsteady analysis.

To characterize the unsteady aerodynamics at plane T2, FRAPP is traversed at plane T2
and signals are phase-averaged on the EW frequency re-phasing the signals on the maximum
of the trigger pressure. The peak-to-trough values of total temperature (A), total pressure (C),
blade-to-blade absolute (B) and relative (D) angles for MP and LE cases are shown in Figs. 5.13 and
5.14, respectively. The overlapped contour lines show the time-mean values of the corresponding
quantities. Total temperature values are measured with the fast-thermocouple and are only shown
to identify the location of the EW, which peak temperature is highlighted by a red circle. A deep
discussion on the thermal flow field will be done in section 5.2. The injection case considered is
the 10 Hz which exhibits higher fluctuations than 110 Hz. In the latter frequency, the features differ
only in terms of magnitudes that are damped by the higher mixing that is taking place.

Overall, Figs. 5.13 and 5.14 demonstrate that all the quantities examined have a significant
frequency content at the EW frequency. Figure 5.14, which corresponds to the LE injection position
case, exhibits higher peak-to-trough values for each quantity than Fig. 5.13, representing on the
contrary the MP injection position case. This difference can be attributed to the transport psychics
through the stator. In the MP case, the injected EW interacts significantly with secondary flows,
leading to the diffusion and attenuation of the frequency content. In contrast, the EW injected
at the LE position is transported closer to the blade suction side, remains stronger, and is more
localized than the EW injected at the MP position. Consequently, close to the EW peak spot, the
highest J magnitudes are measured in Fig. 5.13, with values of 20 mbar for the total pressure,
4° for the absolute angle and 8° for the relative flow angle, and, hence, the rotor incidence. The
measured deviation of the rotor incidence angle from the design value falls within the range of
approximately -15° to 5°, which, according to Craig & Cox (1970), is not expected to result in any
significant modification of the blade aerodynamics in design OP. The position of peak values of
aerodynamics and thermal fields do not overlap perfectly because unsteadiness is also introduced
by the swirler generator that acts on the EW, swirling differently its hot and cold branches.

Butler et al. (1989) showed that an HS could increase the rotor incidence angle by increasing
the flow velocity at a fixed pressure field. Therefore, it is important to understand the effect of
the hot branch of the EW on the rotor incidence angle. Considering that the swirler generator
introduces a certain unsteadiness on the flow field swirling the EW, it is possible to separate this
effect from the temperature effect by comparing the 10 Hz case with the 10 Hz cold case. The
peak-to-trough relative angle measurements for the 10 Hz cold case are shown in Fig. 5.15 A,
while panel B shows the difference between the peak-to-trough values of the 10 Hz and 10 Hz
cold cases. The red circles highlight the position of the maximum J) of Fig. 5.14 A. The higher
velocity associated with the high temperature increases the relative flow angle in the hot case, but
the increase is limited to 2° in Fig. 5.15 B. Comparing this to the 8° change induced by the swirling
EW (Fig. 5.14) leads to the conclusion that the swirl profile mainly drives the unsteadiness of the
relative flow angle.

The unsteady analysis is carried out also for OP2 and results are shown in Fig. 5.16. In frame
A OP3 is plotted, in frame B OP2. The white total pressure contour lines highlight the blade
wakes. The analysis here reported regards only the LE 10 Hz case that has been identified as the
case with the highest fluctuations, and only the absolute flow angle is analyzed since temperature
measurements are not available at OP2, preventing a possible analysis of the incidence angle.
The results show that the peak-to-trough variation in absolute flow angle, JU, is reduced at OP2
compared to OP3. This is consistent with the outcomes at plane T1 that revealed a reduced peak
temperature in OP2. Furthermore, the larger Re in OP2 than in OP3 promotes the mixing and
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5.1. Aerodynamic flow field

Figure 5.13. Peak-to-trough contours measurements at plane T2 for OP3 MP 10 Hz case: (A) temperature,
(B) absolute angle, (C) total pressure and (D) relative angle. Contour lines are the corresponding time-mean
values.

damping of the pressure fluctuations. Overall, these results suggest that the swirling EW will have
less of an impact on the rotor incidence angle in OP2 compared to OP3, where an 8° variation was
observed.

To further investigate the temperature effect, Fig. 5.17 shows the time evolution in one EW
period of the total temperature and the relative flow angle for the OP3 LE 10 Hz and OP3 LE 10
Hz cold cases, both measured at the position where the highest peak-to-trough relative flow angle is
measured (Fig. 5.14 D). Both the two variables are significant time-dependent. Despite a small
temporal shift, the time peak period is phased with the maximum relative flow angle. Considering
that the point under analysis lies in the region where the swirl profile produces an underturning,
during the cold period between 0.02 and 0.07 s, the lowest angle is measured in Fig. 5.17 B due
to the strengthening of the swirl profile by the cold branch of the EW, which introduces a peak
pressure at the stator inlet as shown in Fig. 4.6 A. During the remaining time period, the hot duct
is fed and the swirl is weakened, thus the relative flow angle increases. However, the increase in
temperature during the hot duct feeding period leads to a larger relative angle for 10 Hz than 10 Hz
cold, consistent with Fig. 5.15.

The discussion on the rotor incidence in section 5.1.1 highlighted that the OP3L case is highly
loaded in the tip region. Therefore, the different incidence angles on the EW period may lead to a
different blade operation during the hot or cold periods. This requires performing the unsteady
analysis also for OP3L, which outcomes are shown in Fig. 5.18 and 5.19 for the 10 Hz MP
and LE cases, respectively. The two figures show instantaneous values of rotor incidence and
total temperature taken from the phase-average of the respective probe at the time of the peak
temperature (first row) and a point shifted of half EW period, that is during the cold EW period
(second row). The location of the temperature peak is highlighted with a circle. Figures 5.18 and
5.19 show that the hot branch of the EW increases the incidence with respect to the cold period
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Figure 5.14. Peak-to-trough contours measurements at plane T2 for OP3 LE 10 Hz case: (A) temperature,
(B) absolute angle, (C) total pressure and (D) relative angle. Contour lines are the corresponding time-mean
values.

Figure 5.15. Peak-to-trough contours of relative flow angle at plane T2 for (A) OP3 LE 10 Hz cold and (B)
difference between OP3 LE 10 Hz and OP3 LE 10 Hz cold.

by approximately 4°. This could lead to problems related to the blade stall because the incidence
could exceed the positive stalling threshold. Applying Craig & Cox (1970) correlation to the rotor
blade, the positive stalling incidence is approximately 25° at mid-span and 30° at 80% of the span.
Therefore, in the regions surrounding the red circle, it is expected that the hot and cold branches of
the EW will impact the blade operation differently.

Overall, the unsteady analysis has revealed that unsteadiness is present at the stator outlet due to
the swirling EW at the stator inlet. The major unsteadiness is related to the inlet unsteady pressure
field that affects the swirl magnitude, the EW impacts the incidence angle. The incidence increase
is limited considering the temperature attenuation that the temperature perturbation undergoes
through the stator, as it will be discussed in section 5.2. However, in the case of OP3L, the different
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Figure 5.16. Peak-to-trough contours of absolute flow angle at plane T2 for (A) OP3 LE 10 Hz and (B) OP2
LE 10 Hz.

Figure 5.17. Time evolution of the (A) total temperature and (B) relative flow angle at plane T2 for OP3 LE
10 Hz and LE 10 Hz cold. Measurements refer to the point of maximum relative flow angle variation.

incidence angles between the hot and cold EW branches may lead to different rotor blade operations
during the EW period. The blade operates under severe positive incidence angles, and even a slight
modification of the angle could have a significant impact on its operation.

5.2 Thermal flow field

The study of the thermal flow field at the stator outlet for each injection case that features a
temperature disturbance focuses on the peak-to-trough temperature value. In the case of EW
injections, this is defined as the difference between the peak and trough values of the phase-averaged
temperature at the EW frequency. For the HS case, J) is calculated as the difference between the
measured temperature and the reference mainstream total temperature.

Figures 5.20 and 5.21 show the peak-to-trough contours for each injection position for the
two EW cases, 10 Hz and 110 Hz, respectively. The line contours are the 5-hole total pressure
measurements that are highlighted to identify the EW position at the stator outlet.

For each injection position and injection case, the temperature disturbance perturbs mainly the
center of the blade passage, that is the isentropic region in the Clean case. The injection position
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Figure 5.18. Phase-averaged rotor incidence (frames A and C) and total temperature (frames B and D) at
plane T2 for OP3L MP 10 Hz case. Hot EW branch in the first row, cold branch in the second. The circle
shows the location of the hottest spot.

influences the shape and the magnitude, the latter is also impacted by the injection case. The
impact of the injection position is discussed with respect to the 10 Hz case of Fig. 5.20, but this
can be generalized to the 110 Hz case shown in Fig. 5.21.

The highest peak-to-trough temperature value is measured for the SS case. For this injection
position, the interaction with the stator secondary flows is the lowest. The inlet shape of the
temperature disturbance is mainly preserved, it is stretched in the radial direction due to the lean
pressure field. The strong interaction with the secondary flows that takes place in MP and PS
reduces the peak temperature value promoting the mixing and dissipation. For these injection
positions, the temperature disturbance is more spread in the radial direction covering the whole
channel. Furthermore, the peak temperature is measured at approximately mid-span despite the
EW peak temperature at plane T1 being approximately at 65% of the span. The cause of this
downward movement can be attributed to the blade lean pressure field.

Only in the LE case, the temperature disturbance is entrained in the blade wake because it
impinges on the blade surface at the stator inlet and interacts significantly with the blade boundary
layer, being transported on the suction side surface. In this injection position case, the interaction
with secondary flows is lower than MP and PS and a high peak is measured, close to the SS one.
All injection cases show a consistent transport of the temperature disturbance in the azimuthal
direction towards the channel pressure side, consistent with the direction of the bottom branch of
the tip passage vortex.

The observations made for the 10 Hz case also apply to the 110 Hz case shown in Fig. 5.21 and
to HS case, shown in the next chapter (see Fig. 6.11). The shape of the temperature disturbance
and its radial and circumferential displacement are similar to the 10 Hz case. In 110 Hz the
peak-to-trough temperature differences (J)) are lower compared to 10 Hz. This is due to the higher
mixing between the hot and cold branches of the EW, which reduces the temperature magnitudes.

Considering the similarity of the cases, the MP and LE are deeply studied being SS and PS two
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5.2. Thermal flow field

Figure 5.19. Phase-averaged rotor incidence (frames A and C) and total temperature (frames B and D) at
plane T2 for OP3L LE 10 Hz case. Hot EW branch in the first row, cold branch in the second. The circle
shows the location of the hottest spot.

Figure 5.20. Peak-to-trough temperature values at plane T2 for OP3 10 Hz.

intermediate cases.
The EW evolution through the vane can be further analyzed by means of CFD. The software

validation is shown in Fig. 5.22 and 5.23 for the 10 Hz and 110 Hz. The MP case reveals the
highest diffusion due to its interaction with the secondary flows. The interaction between the
counter-clockwise swirl and the clockwise vorticity generated by the lean geometry blade folds
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Figure 5.21. Peak-to-trough temperature values at plane T2 for OP3 110 Hz.

Figure 5.22. Peak-to-trough temperature values at plane T2 for OP3 10 Hz cases. Experimental and
numerical comparison.

the EW towards the inner channel and produces a C-shape disturbance at the stator outlet. The
prevented interaction with the secondary flows makes it possible to maintain a high J) value in the
LE case. The EW shape between experimental and CFD results differs slightly. This is unavoidable
due to the sensitivity of the disturbance transport to small variations in the tangential position of
the inlet perturbation, considering its transport physics. Nevertheless, the shape of the EW at the
stator outlet is consistent between the 10 Hz and 110 Hz cases, with the main difference being the
magnitude of the J) values.

Isocontours of the J) in the LE case for the 10 Hz injection are presented in Fig. 5.24, which
offer insight into the transport behavior of the temperature perturbation through the stator. The
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Figure 5.23. Peak-to-trough temperature values at plane T2 for OP3 110 Hz cases. Experimental and
numerical comparison.

Figure 5.24. Evolution of the EW through the stator channel for the OP3 LE 10 Hz case.

CFD results demonstrate that the perturbation impinges on the blade leading edge, with a portion
of it climbing towards the top casing and being transported in close proximity to the blade suction
side surfaces. These findings corroborate well with the experimental data and demonstrate the
validity of the predicted transport behavior.

Finally, the case with reversed swirl is analyzed using only CFD, as shown in Fig. 5.25 for the
OP3 110 Hz case. In this case, the TPV bottom branch and the swirl profile upper branch share the
same direction, and the swirl vorticity is not opposite to the lean one. As a result, the interaction
with the secondary flow is reduced. For both the injection positions, the EW maintains its inlet
circular shape and the maximum peak-to-trough temperature value is higher than the respective
110 Hz (Fig. 5.23). In the LE case, the EW is shifted more towards the tip, while in the MP case,
the temperature disturbance is located at mid-span.
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Figure 5.25. Peak-to-trough temperature values at plane T2 for OP3 110 Hz reversed swirl cases.

The analysis of the thermal flow field is concluded comparing the results of swirling EW with
the axial EW case, studied on the same turbine experimentally by Gaetani & Persico (2019) and
numerically by Pinelli et al. (2021). Figure 5.26 shows the peak-to-trough temperature value for the
different injection positions of an axial EW at 90 Hz (Pinelli et al. (2021)), made non-dimensional
with respect to the inlet value of 19 K. The first clear difference with respect to the swirling EW
case at 110 Hz (Fig. 5.21), that is the closest frequency, regards the shape of the temperature
disturbance. As described previously, the swirl profile, interacting with the secondary flows, causes
a shape deformation of the EW.

Considering that in the works of Gaetani & Persico (2019) and Pinelli et al. (2021) the axial
EW was injected at 70% of the blade span at the turbine inlet, all the cases show a downward
movement of the EW toward the hub casing. This effect is due to the blade lean pressure field and
takes place also for the swirling EW cases investigated in this thesis, specifically within the MP,
SS, and PS injection positions. Another common trend among the swirling and axial EW cases is
the maximum measured peak-to-trough value, which is the highest for SS, the lowest for PS, and
intermediate for MP.

However, the behavior of the LE case stands out from the trend observed in swirling EW cases
due to a unique evolution caused by the blade leading edge. The axial EW spot is split into two
branches by the blade leading edge, with one branch evolving on the suction side surface and
the other on the pressure side surface. Consequently, the entire wake experiences a temperature
increase (see Exp of Fig. 5.26 d). This EW evolution is also sought in the swirling EW case by
shifting the EW-stator alignment by 0.1° within the range limited by PS and SS cases. However, this
condition was not achieved, indicating that the presence of the swirl profile significantly changes
the flow dynamics when the EW impinges on the blade. As discussed in depth, the swirl profile
causes the perturbation to climb over the blade towards its suction side.

The last comparison regards the decay rate of the maximum peak-to-trough temperature value,
defined as the ratio J)<0G,2 and J)<0G,1. This analysis will be further discussed in section 5.2.1
for the swirling EW cases, where it will be shown that this value is almost independent of the EW
frequency. The decay rate is approximately 0.15 for the SS case, 0.15 for LE, 0.12 for MP and 0.09
for PS. Excluding the LE case, which is unique in the axial case, these values are lower than those
reported in Fig. 5.26 for the axial case. In the EW axial case, EW dissipation is influenced only by
secondary flows and heat exchange with the surrounding flow. In the swirling EW case, the swirl
profile further amplifies mixing and dissipation processes, resulting in a higher EW decay.

5.2.1 Temperature decay

The aim of this section is to study the effect of the EW frequency on the maximum peak-to-trough
decay between planes T2 and T1, provided that it is influenced by the injection position as discussed
in section 5.2. Using an analytical model to predict this number is very challenging because it
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Figure 5.26. Peak-to-trough temperature values at plane T2 for axial EW at 90 Hz for different clocking
positions: (a) PS, (b) SS, (c) MP, and (d) LE. Pinelli et al. (2021)

depends on many parameters, e.g Re, M, secondary flows intensity, inlet swirl profile intensity, EW
frequency and injection position. Therefore, the choice is to determine the decay rate based on
experimental data. The knowledge of this parameter is of paramount importance to properly design
the stage, its film cooling system and to develop simplified models, as it will be shown in section 6.

The decay rate study focuses on five different EW frequencies. The comparison among these
different frequencies is possible because the aerodynamic flow field at the stator outlet is not
influenced by the EW frequency, as shown in section 5.1 for the highest and lowest EW frequencies.
Figure 5.27 shows the ratio between the maximum grid values of the peak-to-trough temperature
at plane T2 and the value at plane T1. The injection positions considered are the MP and LE,
for which simplified models will be developed. The outcomes show that the LE has a lower
reduction of the maximum J) than MP, as expected and explained in section 5.2. However, the
experimental points do not reveal any clear trend with the frequency. Therefore, given the flatness
of the experimental trends, the choice is to consider an average value for each injection position.
This choice is supported by the fact that the EW wavelength is at least about five times longer
than the axial distance from T1 to T2. Therefore, the main cause of temperature reduction has to
be investigated in the interaction of the temperature disturbance with the swirl profile and stator
aerodynamic flow field. For this reason, the mixing process between hot and cold branches of the
EW plays a secondary role and the decay rate is not significantly affected by the EW frequency.

To provide a complete set of information, the mean decay rate for the PS case is 9% and for the
SS case it is 16%.
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Figure 5.27. Decay rate of the maximum peak-to-trough temperature between planes T1 and T2 for OP3.

5.3 Concluding remarks and key findings

This chapter has investigated the effects of combustor non-uniformities on the aerothermal flow
field of a turbine stator.

The swirl profile mainly impacts the aerodynamic flow field, increasing the pressure losses at
the stator outlet. These losses are mainly impacted by the swirl profile/secondary flows interaction
and by the positive/negative incidence imposed by the swirl profile. A residual swirl persists at
plane T2 but it is significantly weakened with respect to the inlet one. The aerodynamics depends
significantly on the injection position because it changes the interaction between the secondary
flows and the swirl profile. In the MP case, the upper branch of the swirl profile interacts with the
lower branch of the TPV, resulting in a reduction of the swirl upper branch angle. In the LE case,
higher pressure losses are measured because the blade vane undergoes a high positive/negative
incidence angle. The swirl profile impinges on the blade leading edge weakening its strength. Then
it climbs towards the top casing on the blade suction side surface, close to which it is transported
through the stator. SS and PS cases are intermediate with respect to MP and LE. The PS features
the highest pressure losses due to the high local incidence angle that is imposed on the vane, similar
to the LE case. In the SS case, the swirl profile is transported close to the suction side and it is
more confined in the radial direction, as in the LE case. Both SS and PS maintain a swirl intensity
at the stator outlet similar to the MP case and share a shift of the vortex core towards the hub, close
to mid-span, due to the blade lean pressure field.

The aerodynamic flow field at the stator outlet is not modified changing the injection cases.
The only difference regards the EWG off case that features a swirl profile with a lower intensity
than EW/HS cases because it lacks a central flow in the swirler generator. The lower swirl intensity
is consistent with the results shown, i.e. lower total pressure losses and residual swirl.

The effect of the different expansion ratios is to change the stator secondary flows. In OP2,
characterized by a higher expansion ratio, Reynolds and Mach numbers are higher, reducing the
strength of the secondary flows. This in turn reflects on the swirl impacts on the aerodynamics.
The injected disturbance undergoes a higher acceleration through the stator in OP2, thus the swirl
is more dissipated. In the MP case, the interaction between the TPV and the swirl reduces and the
upper branch of the swirl profile maintains a higher intensity.

The different rotor rotational speeds do not impact significantly the stator aerodynamics but
change the rotor incidence angle. In OP3L the incidence angle is very close to the stalling incidence.

The interaction with the TPV is reduced in the reversed swirl case, studied through CFD. This
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swirl vorticity adds to the background vorticity generated by the lean geometry. Furthermore, TPV
bottom branch and swirl profile upper branch have the same direction and do not dissipate each
other.

To conclude the aerodynamics discussion, an unsteady analysis reveals the unsteadiness related
to the injection of EWs. Being swirled by the swirler generator, the EWs generate an unsteady flow
field that persists at the stator outlet. The hot temperature of the EW produces a further increase
in the rotor incidence angle. This incidence increase is limited and is expected to not influence
significantly the blade operation in the design cases (OP3 and OP2). This does not apply to OP3L
because the different incidences on the hot and cold EW branches could make the rotor work
differently on the EW period.

As discussed, the injection of the temperature perturbation as EW/HS does not impact the
time-mean aerodynamic flow field but a residual temperature disturbance is present at the stator
outlet. This is investigated traversing the fast-response thermocouple and by numerical simulations.
The analysis reveals that the injection case influences the results in terms of magnitude. The MP,
SS and PS share the same temperature disturbance shape and differ only in magnitude as a result of
the different interaction with the secondary flows. In the LE case, the temperature perturbation
shape is different and affects the blade wake, consistent with its discussed transport. The MP, SS
and PS EW/HS are pushed downwards towards the hub casing by the blade lean pressure field, in
the LE case this effect is compensated by the climbing that takes place with the stator leading edge
interaction.

The frequency of the EW seems to not affect the decay rate of the temperature disturbance
because the EW wavelength is at least about five times longer than the axial distance from T1 to T2.
The main causes of the decay are the dissipation and mixing imposed by the secondary flows and
swirl profile. The latter plays a significant role because a reduction of the decay rate is measured
for swirling EW with respect to the case of axial EW studied by Pinelli et al. (2021).

The HS case shares the same features of the EW cases as it will be shown in chapter 6.2.5,
where simplified models to predict the aero-thermal flow field will be presented.
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CHAPTER6
SIMPLIFIED MODELS FOR THE
AERO-THERMAL PREDICTION AT

PLANE T2

This chapter uses the experimental data to develop simplified models to predict the aero-thermal
flow field. In particular, it focuses on the MP and LE cases. The object is to develop a model that
can predict the aerodynamics of the stator and the impact of combustor non-uniformities, starting
from the inlet parameters and the turbine geometrical quantities. This will be an important tool for
preliminary turbine design. The analysis starts reconstructing the Clean case for OP2 and OP3
using 1D approaches, thus reconstructing flow quantities in their span-wise distribution. Second,
the inlet perturbations are considered and the perturbed 1D radial flow field at the stator outlet is
solved. To conclude, the temperature perturbation evolution is addressed.
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Some contents of this chapter are also discussed in:

Notaristefano, A., Gaetani, P., (2023), Modelling of Combustor Non-Uniformities Evolution
through a High-Pressure Turbine Stage, ASME Turbo Expo 2023, GT2023-102601, Boston, Mas-
sachusetts, United States
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Chapter 6. Simplified models for the aero-thermal prediction at plane T2

6.1 Flow field reconstruction for Clean case
The primary aim of this investigation is to replicate the 1D span-wise aerodynamic flow field
downstream of the stator. The inputs of the models are the vane geometrical parameters and the
turbine inlet conditions. The tools for this analysis are correlations available in the open literature
plus some considerations based on the experimental results.

The initial state considered is the uniform inlet condition Clean. To accomplish this, the
domain is divided into several radial subdomains (spaced one millimeter apart), and correlations
are applied to each one. The proposed model is based on the assumption that every flow particle
retains its radial position as it moves through the stator. For this reason, the experimental data that
are shown for model validations are area-averaged. This hypothesis is particularly strong for the
current turbine design, which has a lean angle on the pressure side. Nevertheless, to account for
the effect of the lean angle, this assumption is relaxed by considering a shift toward the hub casing.

6.1.1 Flow angle
To apply established turbine correlations like Kacker & Okapuu (1982), it is necessary to determine
the flow angle at the blade exit. The presented model starting from the definition of the stator blade
geometry and inlet conditions calculates the flow angle.

The model neglects the deviation angle, which is predicted to be less than 1° by Aungier (2006)
correlation due to the high Mach number at stator discharge (> 0.5) and low gauging angle (arcsin
o/s). This term can be neglected if the rotor aerodynamics are not of interest because it will have a
larger impact on the rotor incidence angle.

One factor that significantly affects the exit flow angle is the secondary deviation, caused by
secondary flows that influence the fluid discharge angle near the hub and tip casing downstream of
the stator. While ’classical’ secondary flow theory by Hawthorne (1955) and Gregory-Smith (1982)
predicts angle variation, it requires significant computational time. To address this, a secondary
deviation angle correlation suitable for this model is identified in the work of Massardo & Satta
(1985). This correlation involves parameters such as boundary layer thickness at turbine inlet X (12
mm, estimated from measurements), shape factor H (1.35, typical of turbulent flows Schlichting &
Gersten (2017)), velocity ratio v2/v1, and flow deflection (Eq. 6.1).

K = U1 − U2 (6.1)

In the current phase of the analysis, the flow angle U2 remains unknown, as it is the primary
target of the model. To address this, the geometrical flow angle is assumed to be equal to the
midspan flow angle at the stator outlet. This assumption is supported by the small deviation angle
predicted by Aungier (2006) correlation and the nearly isentropic behavior in this region. In order
to account for the blade lean angle, the secondary deviation correlation of Massardo & Satta (1985)
is adapted by shifting the radial location of the minimum secondary deviation angle (I<8=) towards
the hub casing. Specifically, as shown in Eq. 6.2, the amount of shift is determined by multiplying
the tangent of the lean angle Θ by the axial distance between the stator trailing edge and the T2
plane (JG) �−) 2), and subtracting this value from the original minimum radial location, computed
using the Massardo & Satta (1985) correlation.

I′<8= = I<8= − JG) �−) 2C0=Θ (6.2)

A further contribution to the flow angle is given by the vane lean pressure field which creates
vorticity in the secondary plane, resulting in an overturning in the tip region and an underturning in
the hub region, as described by D’Ippolito et al. (2011). Since to the best author’s knowledge there
is no prior literature that predicts this source of deviation angle downstream of a turbine blade row,
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a simple analytical correlation has been developed based on the data published in D’Ippolito et al.
(2011). The authors showed the span-wise flow angle distribution of a cascade for various blade
lean angles (Θ equal to 10°, 15° and 20°), including the prismatic case, where the lean angle is
zero. These distributions are provided at 1.4 axial blade chord downstream of the blade leading
edge, which is consistent with the T2 measuring plane (Fig. 2.8), and the blade deflection in the
two cases is similar. The correlation is created by determining the differences between span-wise
distributions of the leaned vanes and the prismatic one. This reduces the influence of the secondary
flow and allows for the applicability of the correlation to other geometries. For each span-wise
position, the differences between the three lean cases and the prismatic one are computed and then
interpolated using a parabola with the lean angle as the independent variable, as shown in Eq. 6.3,
where A is the non-dimensional span.

n;40= (A) = 0(A)Θ2 + 1(A)Θ + 2(A) (6.3)

Each coefficient (a, b, and c) of Eq. 6.3 is then interpolated through a 10Cℎ order polynomial in
terms of the non-dimensional radial position, as shown in Eqs. 6.4, 6.5 and 6.6.

0 (A) = 51.7A10 − 404.9A9 + 1205.6A8 − 1880.4A7 + 1727.4A6−
+ 981.8A5 + 350.3A4 − 77.6A3 + 10.12A2 − 0.67A + 0.02

(6.4)

1 (A) = −9375.1A10 + 51067.0A9 − 118750.9A8 + 154116.4A7 − 122569.9A6+
+61817.3A5 − 19810.2A4 + 3932.7A3 − 451.2A2 + 24.5A − 0.21

(6.5)

2 (A) = 22471.3A10 − 125736.7A9 + 298603.6A8 − 392646.6A7 + 313555.8A6−
+ 157738.1A5 + 50679.3A4 − 10462.5A3 + 1368.5A2 − 102.7A + 3.88

(6.6)

Therefore, the correlation can be applied by following two steps:

1. Determining a(r), b(r), and c(r) given the non-dimensional span A using the Eqs. 6.4, 6.5 and
6.6.

2. Computing n;40= (A) using Eq. 6.3.

The model results are validated by the good agreement between the experiments and the model,
as shown in Fig. 6.1 for both the operating points. The figure demonstrates that the developed
model is able to capture the position of the TPV and flow angle radial evolution.

The subsequent step is to use the flow angle distribution to determine the pressure losses.

6.1.2 Pressure losses
The pressure losses can be determined by using correlations in the literature, with the flow angle
downstream of the stator calculated as described in section 6.1.1. In this study, the correlations
developed by Benner et al. (1997) and Benner et al. (2005) are applied to each radial subdomain to
obtain the radial distribution of profile (.?) and secondary (.B) losses. Neglecting other sources
of losses, considered to be negligible, the area-average applied on the correlation outcomes
overestimates the losses by around 21% compared to experimental results, mainly due to the lack
of experimental data near the casings where the highest pressure losses are expected. The used
correlations also lack the lean angle dependency that affects end wall losses, as described by
Denton & Xu (1998).
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Figure 6.1. Experimental and modeled flow angle at plane T2 for the Clean cases.

The described procedure produces a radial distribution of .? and .B that require further
discussions. To not neglect the curvature of the streamlines in a span-wise direction, an area-
average of the .? on the whole span is assigned to each radial subdomain. .B is area-averaged on
the whole span and divided into two parts to consider the two loss contributions due to the end
walls boundary layer (.�!) and the secondary kinetic energy loss (.( � ). This approach follows
what suggest by Park & Chung (1992), 88% of.B is attributed to.�! , the remaining portion of 12%
to .( , . Within the regions of the end walls that are limited by their boundary layer thickness X,
the velocity distribution follows a one-seventh power law 1 − (H/X) (1/7) . Therefore, as suggested
by Park & Chung (1992), losses can be associated with the velocity deficit and assumed to follow a
similar power law, as represented in Eq. 6.7, where H is the span-wise distance from the two walls,
thus varies from zero to the half span.

.�! = 0.88.B = �1

[
1 −

( H
X

)1/7
]2

H < X (6.7)

The losses at other radial positions are influenced by the secondary kinetic energy losses. The
Rankine vortex theory suggests that the pressure loss related to a vortex is highest at its core where
the velocity gradient is the greatest and the deepest pressure deficit occurs. The principle can be
applied to secondary vortices, and their span-wise loss distribution can be expressed as the square
of the gradient of the deviation angle, as shown in Eq. 6.8.

.( � = 0.12.B = �2∇n (H)2 X < H < 0.5ℎ (6.8)

The constants �1 and �2 can be determined by performing span-wise integrations and reversing
Eqs. 6.7 and 6.8. For simplicity, X2 is assumed to be equal to X1, that is the boundary layer
thickness at the stator outlet is the same as the inlet one.

The results of the total pressure loss analysis are presented in Fig. 6.2, which demonstrates that
the model accurately predicts the location of the peak secondary losses and the main trends for
both the OPs. As previously mentioned, the lack of experimental data in the regions close to the
end-walls, particularly the hub region, appears to be the primary reason for the higher predicted
area-average losses compared to the measurements.
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Figure 6.2. Experimental and modeled total pressure losses at plane T2 for the Clean cases.

6.1.3 Full reconstruction

To fully characterize the span-wise distribution of flow properties, knowledge of flow angles
(section 6.1.1) and pressure losses (6.1.2) downstream the vane row is necessary. At this step of
the process, both are known. Solving the radial equilibrium equation, energy equation, equation of
state and continuity equation, each flow field quantity is fully characterized for each span-wise
position. Few considerations are necessary to simplify the calculation process:

• The total temperature is considered equal to the stator inlet one and remains constant along
the blade span.

• The radial equilibrium equation is solved numerically using the mid-span location as the
reference point

An iterative loop is then used to obtain the span-wise axial velocity distribution and other flow
properties, starting with an initial guess of axial velocity at mid-span. The radial equilibrium
equation provides the span-wise distribution of the axial velocity. Using knowledge of flow angles,
the absolute velocity is computed and utilized to calculate the other flow quantities exploiting the
definition of total pressure losses, total-to-static relationships, and equation of state. The continuity
equation is then applied to close the system of equations and provide an updated value for the
mid-span axial velocity. This iterative cycle is repeated, recomputing also pressure losses, until
convergence on the mass flow is achieved. The model effectiveness in capturing flow quantities is
shown in Fig. 6.3 for the axial velocity.

6.2 Flow field reconstruction for perturbed cases

The definition of the Clean aerodynamics allows to study the effects of non-uniformities at the
stator inlet. This analysis builds upon the procedure outlined in section 6.1 for the uniform inlet
case and utilizes its outcomes.
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Figure 6.3. Experimental and modeled axial velocity at plane T2 for the Clean cases.

The first step is to determine the flow angles at the stator outlet. This information is then used
to calculate the total pressure losses, taking into account all possible contributions. Finally, the
complete aerodynamics can be reconstructed.

6.2.1 Flow angle
As demonstrated in section 5.1, a residual swirl profile persists at the stator outlet, albeit significantly
attenuated compared to its magnitude at the inlet due to acceleration through the vane and interaction
with secondary flows.

The model developed to predict the residual swirl profile downstream of the stator is based on
the pitch-wise area-average of the tangential velocity at plane T1 calculated on two stator pitches,
i.e. combustor simulator periodicity. The model assumes that the inlet swirl profile lies on a plane
perpendicular to the stream-wise flow direction at the stator outlet. The transport through the
stator stretches and reduces the swirl intensity due to flow acceleration, resulting in a reduction of
swirl velocities by a factor equal to the acceleration coefficient  1 of the Kacker & Okapuu (1982)
correlation raised to the power of 0.6, as shown in Eqs. 6.9 and 6.10. This approach assumes that
the inlet small non-uniformity in the axial component is fully recovered as a result of acceleration.

As described in section 5.1, the swirl profile changes its radial position depending on the
injection position case. Injecting the swirl profile at the leading edge causes the perturbation to
climb on the suction side of the blade towards the tip casing, which compensates for the downward
movement imposed by the blade lean pressure field, ensuring that the swirl profile does not change
its radial position as it progresses through the stator. No corrections are thus applied to the inlet
velocity field in this injection case.

In the mid-passage case, the climb does not occur, and the swirl profile is pushed downwards by
the lean pressure field. This is accounted for by shifting the radial coordinates of the pitch-wise area-
average of the inlet tangential velocity by an amount equal to the axial distance between the stator
trailing edge and the T2 plane multiplied by the tangent of the lean angle (JA = JG) �−) 2C0=Θ).

Drawing on the aforementioned factors, the inlet area-averaged tangential velocity, attenuated
by  1 and properly shifted radially according to the injection position, is decomposed into its
tangential and axial components and added to the axial and tangential velocities of the Clean case,
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Figure 6.4. Schematic of the velocity components.

which are calculated as described in section 6.1.3. The velocities obtained through this process at
plane T2 for the perturbed situations (as shown in Eqs. 6.9 and 6.10) are used to determine the flow
angle (as expressed in Eq. 6.11). A schematic of the velocity components is shown in Fig. 6.4.

v̂2C � % = v̂2C� + v̂1C � %  
0.6
1 cos (Û2� ) (6.9)

v̂20� % = v̂20� − v̂1C � %  
0.6
1 sin (Û2� ) (6.10)

Û2� % = arctan
(

v̂2C � %
v̂20� %

)
(6.11)

The results of the model for the 10 Hz MP and LE cases in OP3 and OP2 are presented in
Fig. 6.5, which displays the difference between the 10 Hz and Clean cases, that is a picture of
the residual swirl at stator outlet. The model exhibits a perfect agreement with the experimental
data for the MP OP3 case. However, the upper branch of OP2 shows poor agreement due to the
complex interaction with the bottom branch of the TPV, as described in section 5.1, making it
challenging to predict accurately. For the LE case, the experimental residual swirl profile is more
radially compressed than the calculated one. This is difficult to predict as the swirl profile impinges
on the blade LE and its transport through the blade suction side is more intricate than in the MP
case. The model correctly predicts the lower intensity of the swirl profile in the LE case in OP2
than OP3 due to the higher acceleration through the vane.

Other injection cases were found to be similar to the 10 Hz case, as discussed in section 5.1,
and hence are not presented in this study.

Although the model needs to consider differences in the development of secondary flows to
account for non-zero incidence angles, computations show that these differences are negligible due
to the low pitch-wise average incidence angle. However, in cases where the incidence angle is
significant, the secondary deviation angle can be determined using the method described in section
6.1.1, which is based on the correlation established by Massardo & Satta (1985).

6.2.2 Pressure losses
The method described in section 6.1.2 allows for the computation of total pressure losses and
their radial distribution by defining the flow angle downstream of the stator. The stator incidence
angle imposed by the swirl profile impacts the secondary and profile losses of the vane. The
incidence angle used in the correlations is computed differently for different injection positions.
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Figure 6.5. Experimental and modeled residual swirl at plane T2 for 10 Hz case.

For a passage-aligned combustor disturbance, the incidence angle is determined as the pitch-wise
area average on one stator pitch, as shown in Fig. 4.4. For the LE case, a distribution is utilized
that represents the local measured swirl angles in the span-wise direction, and it is approximately
four times the angles depicted in Fig. 4.4. In both injection cases, one blade passage is affected by
the incidence change, while the other remains unaffected and can be considered as the Clean case.
To calculate the increase of profile losses caused by the combustor-representative disturbance, the
Benner et al. (1997) correlation is used, while the new secondary losses are estimated using the
Benner et al. (2005) correlation. After calculating the new profile and secondary pressure losses
for each radial subdomain, the results are area-averaged and then distributed radially, following the
same procedure as explained for the Clean case in section 6.1.2. Finally, the outcome is divided by
the stator blades to combustor simulator number ratio, which is two in this study case, to account
for the unaffected stator passage.

Another factor that contributes to the losses is the mixing between the swirl profile and the
mainstream, referred to as .<8G . This is modeled based on the difference between the kinetic
energy coefficients (Q2 = v2

2/v
2
2,8B) of the uniform inlet and the perturbed one, where the perturbed

velocity v2 is calculated using Eqs. 6.9 and 6.10. Furthermore, the Clean isentropic velocity is
used in both cases.

The total pressure drop associated with the inlet swirl profile is considered in the calculation of
.<8G , where its contribution is estimated as the total pressure loss defined as the second term of Eq.
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6.12.

.<8G = . (Q2
� −Q

2
� %) +

?C1 ,A4 5 − ?C1 ,� %
?C2 ,� − ?B2 ,�

Q2
� −Q

2
� % =

v2
2,�

v2
2,�,8B

−
v2

2,� %

v2
2,�,8B

(6.12)

The turbulent component generated by the combustor simulator at the stator inlet is identified
as the fourth source of losses. The Reynolds stress tensor is measured for each injection case
using a hot-wire to define the turbulent kinetic energy (see section 4.2). The average value of the
turbulent kinetic energy in the region of the introduced disturbance (v) 8) is assumed to be fully
dissipated at the stator outlet. As a result, the pressure loss coefficient due to the inlet turbulence
intensity (.) 8) is calculated by taking the difference of the kinetic energy coefficient computed on
the velocity v2� -v) 8 and the coefficient defined on v2� (Eq. 6.13).

.) 8 = .
(
Q

(
v2� − v) 8

) )
− .

(
Q

(
v2�

) )
= .

( (
v2� − v) 8

)2

v2
28B

)
− .

(
v2

2�

v2
28B

)
(6.13)

To account for the vane blades - combustor simulators ratio, the obtained result is divided by
two.

The remaining swirl profile at the stator outlet is negligible, and therefore, the other loss sources
are considered to be unaffected.

Figure 6.6 presents the results of the loss breakdown analysis. The figure reveals that the swirl
profile mixing losses make a significant contribution to the total losses, taking into account the
inlet total pressure loss caused by the swirl profile. The loss attributed to the non-uniform flow at
the turbine inlet is lower in OP2 compared to OP3 due to better recovery of flow non-uniformities
by the high flow momentum in OP2. In each injection case, secondary and profile losses are higher
for the LE case than MP due to a more substantial change in the stator incidence angle. The case
with EWG off injection exhibits the lowest profile and secondary losses compared to other injection
cases, owing to the relatively weaker swirl profile. However, the mixing losses are higher due to
the absence of the streak injection, which helps to mitigate total pressure losses at the turbine inlet.
Additionally, Reynolds and Mach effects in OP2 cause a reduction in profile and secondary losses.
Turbulence losses are slightly lower in OP2 as the inlet turbulence level does not significantly
change, while the reference isentropic velocity increases.

The next step involves distributing the total pressure losses obtained to a span-wise distribution.
This is done using amethod similar to the one outlined in section 6.1.2, alongwith the implementation
of new functions for .) 8 and .<8G . To determine the position with the highest pressure losses at the
core of the residual swirl profile, a method similar to the one described for .( in section 6.1.2 is
used. The two pressure losses are distributed using Eq. 6.14 as a function of the square gradient of
ĴU2 (shown in Fig. 6.2.1). The points with a gradient sign opposite to the inlet swirl profile are set
to zero.

.)8 + .<8G = �3∇ĴU2 (A)
2 (6.14)

Figure 6.7 depicts the OP3 and OP2 LE 10 Hz cases, confirming that the method accurately
predicts the experimental data and captures peak positions and main trends. The Ĵ.2 model line is
obtained by calculating the pressure losses in the 10 Hz case and subtracting those in the Clean,
using the method described in this chapter.

Once the pressure loss distribution is known through the method outlined in section 6.1.3, the
flow field can be reconstructed completely. However, in cases where EW or HS are involved, it is
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Figure 6.6. Losses breakdown downstream of the stator.

Figure 6.7. Experimental and modeled total pressure losses at plane T2 for the LE 10 Hz cases.

not feasible to assume that the total temperature is uniform in the span-wise direction. Nonetheless,
the total temperature distribution can be determined by implementing the approach presented in
section 6.2.3.

To conclude, the guidelines for applying the aerodynamic model are shown in the flow chart of
Fig. 6.8.

6.2.3 Thermal reconstruction

The thermal profile has a negligible effect on stator aerodynamics as discussed in section 5.1, thus
simplifying the analysis by decoupling the aerodynamics and thermal analysis. However, this is not
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Figure 6.8. Flow chart with guidelines for implementing the aerodynamics model.

the case for the rotor, which experiences an increase in incidence angle and the generation of new
vorticity (Hawthorne (1951)). Therefore, accurately predicting the thermal flow field at the stator
outlet and identifying the position of the temperature disturbance is crucial, as it can significantly
affect the rotor aerodynamics and cooling flows.

In this section, an analytical model is proposed to predict the EW/HS evolution through the
vanes based on the conservation of thermal power. The model described in this section necessitates
two inputs: the maximum peak-to-trough temperature decay (J)) between planes T1 and T2 (see
section 5.2.1), and the mass flow distribution downstream of the stator for the Clean case. This
hypothesis simplifies the iterative loops shown in the flow chart of Fig. 6.8, as solving the energy
equation is required to determine the mass flow in perturbed cases. The radial total temperature
distribution at the stator outlet is determined only at the outset and is not involved in the iterative
process.

Furthermore, the model can forecast the displacement of the temperature disturbance in radial
and circumferential directions and yield a temperature distribution at plane T2 for the whole sector.
While there are some prior attempts to model EW in ducts reported in the literature (e.g. Morgans
et al. (2013), Giusti et al. (2017), Christodoulou et al. (2020) and Kaiser et al. (2022)), to the
best of the author’s knowledge, this is the first effort to replicate the downstream evolution of EW
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temperature content from a stator blade.
Temperature measurements at the stator outlet for OP2 are not available because the fast-

thermocouple is unable to withstand the heavy aerodynamic load downstream of the stator without
breaking at this particular operating point.

6.2.4 Displacement of the temperature disturbance
This section details the procedure for predicting the radial and circumferential displacement of the
temperature disturbance through the stator. The model is based on the peak temperature position at
plane T1.

The peak temperature radial movement is primarily due to the pressure field generated by the
blade lean in the channel. In comparison to the MP case, the LE case has a lower downward
movement due to the previously discussed swirl-blade interaction. To calculate the radial shifts,
Eqs. 6.15 and 6.16 can be used for MP and LE, respectively. These equations correlate the
downward movement caused by the blade lean with the tangent of the lean angle.

J'"% = (2G + JG) �−) 2) tanΘ (6.15)

J'!� = JG) �−) 2 tanK (6.16)

To predict the circumferential movement, geometric considerations are taken into account.
Specifically, as the temperature disturbance passes through the stator from its leading edge to its
trailing edge, it is deflected by an amount equal to the stator vane stagger angleR . Downstream of
the stator, the temperature disturbance is assumed to travel in the direction of the blade geometrical
angle U2 from the trailing edge of the vane to plane T2. To calculate the total circumferential
displacement, the angles at the center that subtend the chords are computed using the set of
equations (Eq. 6.17), with respect to the mid-span radius, based on the geometrical representation
shown in Fig. 6.9.

Jo"% = 2 arcsin
(
21 + 22

2'<

)
21 = 2G tanR 22 = JG) �−) 2 tan U6,2

(6.17)

The LE injection case involves the disturbance impinging on the blade, causing it to climb
towards the blade suction side. During this process, there is a tangential shift of almost half
the leading edge diameter that needs to be considered, which is achieved by subtracting the
displacement 23 (Eq. 6.18) from 21 and 22 (Eq. 6.17).

Jo!� = 2 arcsin
(
21 + 22 − 23

2'<

)
23 =

�!�

2

(6.18)

6.2.5 Solution of the thermal field
The full solution of the thermal flow field at plane T2 can be obtained by utilizing the decay rate
discussed in section 5.2.1 and the temperature disturbance displacements discussed in section
6.2.4. With this information, it is possible to determine the location and maximum value of the
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Figure 6.9. Schematic of the temperature disturbance transport in circumferential direction through the
stator.

peak-to-trough temperature disturbance at plane T2, given the magnitude and location of the inlet
perturbation J)<0G,) 1. The thermal reconstruction neglects the heat transfer with the stator vanes,
as the residence time is too low, and relies on the conservation of the thermal power between planes
T1 and T2.

To obtain an initial estimate of the outlet temperature distribution on a plane perpendicular to
the streamwise direction, a Gaussian shape is assumed for the temperature spatial distribution and
the Clean mass flow distribution is used to solve the power balance. The outcomes of the power
balance are the radial (B86<0A ) and tangential (B86<0C ) standard deviations of the temperature
Gaussian distribution, which are assumed equal at this stage. However, this method results in a
distribution that is too elongated in the tangential direction and not physically representative, as
B86<0C is higher than the throat dimension and does not account for the contraction of streamlines
into the channel due to the acceleration in the vane channel. A better approximation is to calculate
B86<0C as the minimum value between the computed B86<0C from the power balance and a value
based on the throat dimension (Eq. 6.19).

fC = min
{

fC

cos
(
U6,2

) , >

2 cos
(
U6,2

) } (6.19)

To account for approximately 95% of the data, the second term of Eq. 6.19 is halved. The
Gaussian distribution, initially defined in a plane perpendicular to the stream-wise direction, is
divided by cos

(
U6,2

)
to project it onto the tangential direction.

After adjusting the tangential standard deviation of the Gaussian distribution using Eq. 6.19,
the power balance is re-evaluated to obtain an updated value for the radial standard deviation (fA ).
This calculation takes into account that about 10% of the inlet power is dissipated to other regions
of the flow field, including secondary flows and wakes, as evidenced by the measurement campaign
described in section 5.2 and depicted in Fig. 6.10 using colored contours.

Figure 6.10 shows the outcomes of the proposed model as line contour along with the
experimental data represented by colored contours. The figure includes both injection positions and
both EW cases. The model achieves a good agreement with the experimental data for each case,
accurately capturing the shape, radial-circumferential extensions, and peak intensity magnitude.
This result highlights the dominant effect of streamline contraction in the vane throat on the injected
temperature disturbance at plane T2, which is constrained in the pitch-wise direction and extends
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Figure 6.10. Peak-to-trough temperature values at plane T2 for OP3 EW cases. Colored contours are the
experimental data, line contours are the model results.

in the radial direction. The predicted position is accurately matched for the LE cases, while a
small mismatch in the circumferential position is observed for the MP cases, which is considered
acceptable given the model simplicity.

The proposed model is utilized to forecast the development of swirling HS, by calculating the
maximum temperature variation, J)<0G , as the maximum difference between the grid measured
total temperature and the mainstream undisturbed value. The results obtained from applying the
model described in this section are presented in Fig. 6.11, where the same features seen in Fig.
6.10 hold also for the HS case. Furthermore, the decay rate derived from the experimental data
closely aligns with the decay rate for the HS case, which was not utilized in the determination of
the decay rate, providing additional support for the efficacy of the approach at low frequencies.

In terms of maximum peak-to-trough values with respect to the mainstream, the HS case has a
value of approximately 9 K for LE and 7 K for MP. These values are lower than the 10 Hz case, but
are consistent with the trends and discussion at plane T1, as shown in Fig. 4.5.

As anticipated in section 5.2, these findings confirm that the HS case shares similarities with
the EW cases regarding their maximum temperature and shapes. As a result, it is reasonable to
consider swirling EW cases as a sequence of swirling HS cases, similar to the approach taken by
Gaetani & Persico (2019) for non-swirling flows.

6.3 Impact of cooling flows

The lack of blade vane cooling necessitates a discussion on the potential influence of cooling flows
on the aero-thermal flow field of the blade and the corresponding models presented in this chapter.

Blade cooling can affect the temperature decay downstream of the stator, especially in the LE
case where hot-spot and cooling flows interact significantly. Although film cooling can cause
additional losses, it has a negligible impact on the velocity field downstream of the vane, according
to Jenkins & Bogard (2009). Dorney (1997) also observed that the hot streak temperature has
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Figure 6.11. Non-dimensional mean total temperature at plane T2 for OP3 HS cases. First columns shows
the prediction, the second the experiments.

little effect on the downstream velocity magnitude but can alter the flow direction in the rotating
frame of reference. This aspect could be impacted by the HS/EW average temperature attenuation
due to coolant flows. Furthermore, in the MP case, film cooling on the stator may increase the
flow temperature non-uniformities, reducing the blade wake temperature but with little effect on
the HS/EW region. On the other hand, in the LE injection, coolant flows decrease the HS/EW
temperature, leading to a more uniform temperature at the stator outlet and closer to Clean
conditions for the rotor.

However, since secondary flows and swirl profile interaction already significantly attenuate
the HS/EW temperature at the stator outlet, cooling flows are not expected to affect the rotor
aerodynamics significantly. Nevertheless, the superposition method described by Jenkins & Bogard
(2009) can be used to estimate the additional temperature decay due to blade cooling flows by
applying it to the temperature distribution obtained from the model described in section 6.2.3. The
method presented in this thesis is applicable since Jenkins & Bogard (2009) results suggest that
film cooling does not significantly affect the displacement of HS/EW.

6.4 Concluding remarks and key findings

This chapter introduces a methodology for predicting and assessing the effects of swirling
temperature disturbances, characteristic of the flow field released by a real combustor, on an axial
turbine stage.

The methodology presented in this paper utilizes both geometrical data of the turbine and data
collected downstream of the combustor simulator to determine the stage inlet conditions required
for predicting the transport of EW/HS. This allows for the accurate prediction of the impact of
combustor non-uniformities on the turbine, serving as a valuable tool in the design process and
helping to reduce the risk of hot spots arising from the combustor. Notably, the model has been
validated and can be extended to accommodate any input disturbance and turbine geometry.

To predict the stator outlet flow field, the methodology employs correlations available in the
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open literature for axial turbines and some of the experimental observations. The effects of lean
geometry are modeled by developing a new correlation based on data available in the literature.
This results in a good match with experimental data for both uniform and perturbed inlet conditions.

Furthermore, a model is developed to predict the temperature flow field downstream of the
stator when swirling EW or HS are injected at the stage inlet. The model requires only the inlet
temperature disturbance distribution and the mass flow distribution of the Clean case at plane T2.
Using geometrical considerations and power balances, the model determines with good accuracy
the location and the circumferential-radial extension of the temperature disturbance. The decay
rate of the maximum peak-to-trough through the stator, which is tuned based on experiments for
different inlet circumferential positions of the disturbance, is employed to predict the transport and
attenuation of the temperature disturbance.

Finally, this chapter compares the impact of swirling EW and HS cases on the thermal flow
field of the turbine stage and confirms that EW can be approximated as a series of swirling HS.
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CHAPTER7
FLOW FIELD CHARACTERIZATION

AT PLANE T3

This chapter presents the impact of residual non-uniformities on the rotor aero-thermal flow field.
The study covers all the operating conditions and the injection cases, with a particular focus on the
MP and LE injection positions. Although developing simplified models to predict the aero-thermal
flow field is a challenging task that is not pursued, the chapter does propose a model to predict the
decay and circumferential movement of the temperature disturbance through the rotor.
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Chapter 7. Flow field characterization at plane T3

7.1 Mean phase-average aerodynamic flow field

Considering the several tested cases, the analysis of the measurements at the rotor outlet is limited
to the injection cases MP and LE, which are assumed to be the most representative, as PS and SS
are considered intermediate cases.

Measurements downstream of the rotor are obtained using the FRAPP described in section 3.3
and phase-averaging its measurements on the blade passing frequencies.

The analysis is divided into two sections: firstly, the results for the Clean case are discussed to
understand the main features of the rotor aerodynamics; and secondly, the impact of the residual
perturbations at the stator outlet is studied. Within each section, the analysis is further divided
based on the effect of a different rotor loading or expansion ratio.

7.1.1 Clean

7.1.1.1 Different expansion ratio

OP2 and OP3 exhibit differences in terms of both expansion ratios and rotor rotational speeds. The
description of the aerodynamic flow field is based on the analysis of the deviation angle and the
relative total pressure coefficient, defined as 7.1. In this equation, ?C ,A3 represents the absolute
and relative total pressure, ?0<1 is the ambient pressure, and ?C1 ,A4 5 is the mean total pressure at
stage inlet. The deviation angle X is computed as the difference between the measured relative flow
angle and the blade geometrical angle of -67.7°.

�?C,A =
?C ,A3 − ?0<1
?C1 ,A4 5 − ?0<1

(7.1)

The deviation angle between the two uniform cases (frames C and D of Fig. 7.1) is quite similar,
and the Rankine vortex model can be used to identify the secondary structures. These structures
include the tip clearance vortex (TCV), the tip passage vortex (TPV), and the hub passage vortex
(HPV). The TCV is the dominant structure that generates the highest amount of losses in the region
close to the tip casing (lowest �?C,A in Fig. 7.1). In OP2, both the upper and lower branches of the
TCV have higher and wider absolute deviations than in OP3. This result is consistent with the
higher loading on the blade tip for OP2, and the TCV is the only structure magnified in this case.

Regarding pressure losses, in OP2 they reduce and the wake region is less extended (as shown
in Fig. 7.1), which is consistent with the higher Reynolds number and lower total pressure losses
measured at plane T2 in section 5.1. Moreover, in OP2, the higher rotational speed centrifuges the
boundary layer, thereby weakening the wake and secondary flow structures.

7.1.1.2 Different loading

One important point to note is that OP3, OP3L, and OP3U have different rotational speeds. OP3
represents the reference design condition, OP3L operates at a lower rotational speed resulting in a
higher rotor incidence angle, and OP3U operates at a lower incidence angle achieved by reducing
the rotational speed.

Figures 7.2 and 7.3 show the flow field downstream of the stator in the absolute and relative
frame of reference, respectively. Colored contour plots represent the angles, while labeled contour
lines depict pressure coefficient. The sign conventions for angles are displayed in both figures. The
absolute and relative total pressure coefficients, �?C and �?C,A , are calculated using Eqs. 7.2 and
7.1, respectively. In these equations, ?C3 and ?C ,A3 represent the absolute and relative total pressure,
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7.1. Mean phase-average aerodynamic flow field

Figure 7.1. Relative total pressure coefficient (A-B) and relative flow angle (C-D) at plane T3 for (A-B)
OP3 and (C-D) OP2.

?0<1 is the ambient pressure, and ?C1 ,A4 5 is the mean total pressure at stage inlet.

�?,C =
?C3 − ?0<1

?C1 ,A4 5 − ?0<1
(7.2)

The total pressure coefficient �?C,A indicates losses in the rotor, while the deviation angle X
reveals the pattern of secondary flows using the Rankine vortex theory, as shown in Fig. 7.1. The
good match between experiments and CFD in Fig. 7.2 further validates the numerical methods.

By examining the absolute flow angle and total pressure coefficient together, the blade
performance can be understood. The blade work exchange varies along the span and is analyzed
with respect to OP3 (frame B of Figs. 7.2). At the tip and mid-span, the positive U3 and high total
pressure coefficient indicate a region of low work extraction. At 80% of the blade span, the tip
clearance vortex (TCV) creates a dissipative area characterized by a large absolute angle and low
�?C . Lastly, at the hub, the negative U3 and low �?C signify a region of high work extraction. The
lack of periodicity in the circumferential direction is due to the presence of the stator wake avenue.

The differences between the three OPs are mainly dominated by changes in incidence angle
and rotational speed. In OP3U, the rotor is unloaded due to the negative incidence angle, and the
flow is less turned compared to OP3. This results in positive flow angles downstream of the rotor,
as the blade velocity is high (Fig. 7.2 A). Additionally, the high blade velocity compensates for the
reduction in work caused by the low blade load and flow deflection. To better interpret the work
exchange, the Euler work definition (Eq. 7.3) is employed, where D is the mean peripheral velocity
(constant in axial machines), and v3C and v2C are the absolute mean tangential velocities at planes
T3 and T2, respectively.

|; | = D |v2C − v3C | (7.3)

The minor change in the reaction degree has a negligible effect on v2C in the OPs, while the
absolute tangential velocity at plane T3 is close to zero in OP3, positive and larger in OP3U.
Although the positive v3C in OP3U decreases the work extraction, the larger rotational speed leads
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Chapter 7. Flow field characterization at plane T3

Figure 7.2. Absolute flow angle contour at plane T3 for (A) OP3U, (B) OP3 and (C) OP3L Clean cases.
The line contours are the absolute total pressure coefficient 2?C . First row experimental results, second row
numerical results.

to comparable work extraction. However, the lower blade loading in OP3U reduces the strength
of secondary flows, resulting in the least developed wake and lowest deviation angles compared
to the other OPs, as shown in Fig. 7.3 A. In contrast, in OP3L, the higher incidence due to the
heavily loaded blade results in stronger secondary vortexes. Furthermore, since the mass flow
rates are similar for all three operating points, a significant decrease (increase) of the rotational
speed brings to a decrease (increase) in the absolute angles at the rotor outlet for OP3L (OP3U)
compared to OP3, as shown in Fig. 7.2 C (A). Despite v3C potentially increasing the work extraction
according to Eq. 7.3, the lower rotational speed and higher losses in OP3L result in the lowest work
extraction. Furthermore, secondary structures become stronger in OP3L, with higher deviation
and a more extensive loss region compared to the other OPs (Fig. 7.3). It is worth noting that the
relative total pressure coefficient magnitude can be misleading for comparing the three OPs since
the relative total pressure at the stator inlet varies. Due to the change in reaction degree, static
pressure increases from OP3L to OP3U, resulting in the highest (lowest) Mach number in OP3L
(OP3U). However, the higher the rotational speed at plane T2, the lower the relative flow velocity,
leading to a lower relative Mach number dominant effect. As a result, the relative total pressure is
highest in OP3L and lowest in OP3U at the rotor inlet. To compare the pressure losses, it is more
meaningful to look at the reduction of �?C,A across the rotor. After averaging the mass flow over
the measuring grids upstream and downstream of the rotor, �?C,A reveals a 42% reduction in OP3U,
a 43% reduction in OP3, and a 50% reduction in OP3L, consistent with the earlier discussion of
increased pressure losses caused by blade loading.

A discussion of the total temperature measurements, shown in Fig. 7.4 for measurements at
the first row and CFD at the second row, would enhance the assessment of the stage working rate
for the three OPs. Since the inlet temperature field is identical for all three OPs, the observed
downstream temperature differences can be attributed only to varying work extraction. The
temperature contours confirm the previously introduced blade working features, with the region of
highest work extraction located at the hub where the lowest temperatures are measured/predicted,
and the lowest work exchange at mid-span due to a severe underturning region. OP3L generally has
the highest temperature as it extracts the least work. The temperature pattern for OP3L is similar to
that of OP3, with the exception of the tip region where the experimental data of OP3L have the
lowest temperatures among the three OPs. This could be related to the impact of secondary flows
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7.1. Mean phase-average aerodynamic flow field

Figure 7.3. Relative flow angle contour in the relative frame of reference at plane T3 for (A) OP3U, (B)
OP3 and (C) OP3L Clean cases. The line contours are the relative total pressure coefficient 2?C , obtained
through a phase-average procedure.

Figure 7.4. Total temperature contour at plane T3 for, moving from left to right column, OP3U, OP3 and
OP3L Clean cases. First row experimental results, second row numerical results.

on flow mixing and temperature modification, being in OP3L the strongest. This trend is partially
confirmed by CFD.

OP3U has the highest temperature at the top casing despite the highest peripheral velocity at
the tip region. This is due to severe negative incidence at the tip that stalls the blade (Fig. 2.3), with
the Craig & Cox (1970) correlation estimating the negative stalling incidence at approximately
-40°, as measured at the tip. In other regions, the results are consistent with OP3 having the highest
work extraction and the lowest average temperature, as also confirmed by the turbine torque meter
measurements. Finally, OP3U exhibits a more uniform total temperature contour than the other
cases, indicating that secondary structures are less developed in this OP.

7.1.2 Perturbed cases
Detailed study of perturbed cases is facilitated by the understanding of the uniform inlet case flow
field at the rotor outlet, described in section 7.1.1.

7.1.2.1 Different expansion ratio

The impact of residual combustor non-uniformities on the rotor aerodynamics is addressed looking
at span-wise mass-average of absolute flow angle, deviation angle and relative total pressure
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Chapter 7. Flow field characterization at plane T3

Figure 7.5. Circumferential mass-averaged aerodynamic flow field at plane T3 for OP3 (first row) and
OP2 (second row) LE injection cases. From left to right: absolute flow angle, flow angle difference between
perturbed and Clean cases, deviation angle, relative total pressure coefficient, and relative total pressure
coefficient difference between perturbed and Clean cases.

coefficient, shown in Fig. 7.5. Furthermore, the difference between perturbed and uniform cases
is shown in the J̃ plots. To enhance the discussion of this topic, Fig. 7.6 displays the difference
between the absolute value of the deviation in the MP and LE 10 Hz injection cases and the absolute
value of the uniform inlet. A positive J̃ indicates that secondary structures are amplified in the
swirling EW cases. The contour lines report the deviation angle of the Clean case shown in Fig.
7.1 to highlight the region of secondary flows.

The aerodynamics downstream of the rotor are not considerably affected by the injection
position, as revealed by Fig. 7.5. The discrepancies are marginally larger in the MP case than in
the LE case, in line with the residual swirl profile observed at plane T2 (see section 5.1).

Focusing on the impact of perturbed injection cases on secondary flows structures, in OP3
the HPV becomes stronger, leading to an increase in angles (Fig. 7.5 A and B) and a decrease in
relative total pressure coefficient (Fig. 7.5 D and E) at 40% of the span, compared to the Clean
case. Figures 7.6 A and B illustrate an enhancement in the deviation angle on both upper and lower
branches of the HPV, as well as the TPV (positive J̃X), as a consequence of the interaction between
the secondary structures and the swirl profile. The majority of the differences for OP3 in Fig. 7.6
A and B lies below 60% of the span, which is the region of the highest �?C,A reduction (Fig. 7.5
D and E). This result is consistent with the change in rotor incidence due to the residual swirl at
the rotor inlet. The TCV is not affected by the injected disturbances as it remains the strongest
secondary structure. The mass-average relative total pressure coefficient is not altered in the tip
region, see Fig. 7.5 E, as well as the deviation angle shown in Fig. 7.6 A and B.

In OP2, the injected disturbance weakens the HPV, resulting in a lower relative total pressure
loss at 35% of the span compared to the Clean case (Fig. 7.5 I and L). As a result, the lower branch
of the HPV has a negative J̃X (Fig. 7.6 C and D). The TCV is slightly reduced compared to the
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7.1. Mean phase-average aerodynamic flow field

Figure 7.6. Deviation angle difference between perturbed and Clean cases at plane T3 for OP3 (first row)
and OP2 (second row) MP (first column) and LE (second column) 10 Hz cases. Line contours are the mean
phase-average deviation of the Clean case.

Clean case due to its interaction with the swirling EW. In the TCV region, J̃X is negative (Fig. 7.6
C and D), and J̃�?C,A is higher at 80% of the span for the perturbed cases than the Clean case (Fig.
7.5 I and L). Although the perturbed injections reduce the TCV intensity compared to the Clean
case, TCV strength is still higher in OP2 non-uniform inlet cases than in OP3 cases, as shown in
Fig. 7.5.

The observed changes in both OPs can be attributed to the swirl profile, as there are negligible
differences between the EWG off and swirling EW/HS cases. However, there is one exception
where the J̃�?C,A of the OP2 110 Hz case shows a difference from the other injection cases, which
may be due to measurement uncertainty (shown as shadow bands in Fig. 7.5 I).

To conclude the section on the impact of combustor non-uniformities on rotor aerodynamics,
the residual swirl at the rotor outlet is analyzed using the angle U3, which can serve as an inlet
feature for the following stage. The upper branch of the swirl profile has a positive value, while the
lower branch is negative, based on the imposed swirl profile and sign convention used at the rotor
outlet. However, as shown in Fig. 7.5 B and G, this structure is not detectable at T3, indicating that
the swirl profile is lost at this point. Nevertheless, the swirl still interacts with the rotor secondary
structures, altering the rotor incidence and modifying U3 at 20% and 80% in OP2 (Fig. 7.5 G) and
at 40% in OP3 (Fig. 7.5 B).
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Chapter 7. Flow field characterization at plane T3

Figure 7.7. Deviation angle (first column) and relative total pressure coefficient (second column) difference
between perturbed and Clean cases at plane T3 for OP3U (first row), OP3 (second row) and OP3L (third row)
MP 10 Hz cases. Contour lines are the Clean values shown in Fig. 7.3.

7.1.2.2 Different loading

A useful method to investigate the influence of flow perturbations on the rotor aerodynamics,
as demonstrated in section 7.1.2.1, is to visualize the difference in flow quantities between the
perturbed cases and the Clean through contour plots. Contour plots of the deviation angle and
relative total pressure coefficient, showing the differences between the OP3U, OP3, and OP3L LE
10 Hz perturbed cases and the Clean case, are presented in Fig. 7.7. The contour lines represent
the mean values of the Clean case and aid in identifying secondary structures and the blade wake.
To improve the plot readability, the label values, which were already presented and discussed in
Fig. 7.3, are omitted. The MP 10 Hz case is used as a reference, as the other injection cases and
positions do not exhibit significant differences, as it will be discussed in next analysis.

To summarize the discussion of section 7.1.2.1, any change in the incidence angle of OP3 leads
to a decline in blade performance, being the design OP. Therefore, the perturbed cases exhibit
higher losses across the entire sector in comparison to the Clean case, indicated by the negative
J̃�?C,A in Fig. 7.7 D. The injection of the swirl profile mainly strengthens the HPV and, to a lesser
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7.1. Mean phase-average aerodynamic flow field

extent, the TPV, while the TCV remains unaffected and is the most significant secondary structure.
The most negative J̃�?C,A at the bottom of the wake confirms the magnified HPV in OP3 (Fig. 7.7
D).

To fully comprehend the discussion, the effect of the residual swirl on the rotor blade in OP3L
and OP3U is reminded:

• OP3L The secondary flows dominate the aerodynamics. In this highly loaded condition,
even small changes in the rotor incidence angle can significantly affect the blade operation
and secondary flow generation. The swirl incidence plots at the rotor inlet (Fig. 5.12)
revealed three distinct regions:

1. Near the top casing, a low incidence region is generated due to the reduced magnitude
of the stator TPV and residual velocity deficit of the injector stem wake.

2. The swirl profile upper branch further increases the rotor incidence angle above
mid-span.

3. The swirl profile lower branch reduces the rotor incidence angle, unloading the region.

• OP3U The upper branch of the swirl profile leads to an increase in the rotor incidence angle,
causing a load on a portion of the blade that was previously unloaded in the Clean case (Fig.
2.3).

The injection of the swirl profile leads to the creation of an overturning region at approximately
30% of the span, as indicated by the positive values in Fig. 7.7 A, C, and E, which is consistent
with the residual swirl profile bottom branch at stator outlet. This overturning is most intense in
OP3U and least intense in OP3L, where the secondary structures dominate the aerodynamic flow
field. In OP3L, the overturning is only present in the HPV region, which is strengthened in each
OP by the injected disturbance. Moreover, in these regions close to the hub, the negative J̃�?C,A
means that the Clean case has a higher �?C,A than the 10 Hz case, indicating lower losses. It is
worth noting that this observation is valid for all OPs.

Off-design conditions can lead to unique features. In OP3L, the perturbed cases result in a
lower rotor incidence near the top casing than the Clean case, as shown in Fig. 5.12. This feature
has been attributed to both the injector stem wake and the reduced strength of the stator TPV due
to its interaction with the swirl profile. Consequently, the magnitude of the rotor TCV weakens,
leading to a large negative J̃X in the TCV region (Fig. 7.7 E). Furthermore, in the 10 Hz case, due
to the TCV lower strength, this clearance vortex is located at a higher span position compared to
the uniform inlet condition. This displacement causes a positive J̃�?C,A at 85% of the span where
the TCV is located in the Clean case, while at 90% of the span, where the TCV moved in the
perturbed case, the J̃�?C,A is negative. As for the OP3L, the increase of mean positive incidence at
75% span strengthens the TPV, leading to an increase in deviation angle and a positive J̃X core in
Fig. 7.7 E. This change in TPV leads to a corresponding decrease in �?C,A in the perturbed case,
resulting in a negative J̃�?C,A . Finally, the lower branch of the swirl profile in OP3L reduces the
rotor incidence angle in the mid-span region (Fig. 5.12 F), resulting in mainly positive J̃�?C,A
below mid-span in Fig. 7.7 F.

Another unique feature regards OP3U, where the TCV is weakened as shown by the negative
J̃X value in Fig. 7.7 A and mainly positive J̃�?C,A above 60% of the span (Fig. 7.7 B), compared
to the Clean case. The upper branch of the swirl profile in OP3U increases the incidence on the
rotor blade in a region strongly unloaded. As shown in Fig. 2.3, at the tip the blade experiences
an incidence angle that is lower than the stalling angle, which is estimated to be -40° using the
correlation proposed by Craig & Cox (1970). As a result, the upper branch of the swirl profile
increases the load on a portion of the blade that would otherwise operate in a negative stalling
condition, thereby improving the overall performance.
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Figure 7.8. Circumferential mass-averaged aerodynamic flow field at plane T3 for OP3U (first row), OP3
(second row) and OP3L (third row) LE injection cases. From left to right: absolute flow angle, flow angle
difference between perturbed and Clean cases, tangential velocity, and tangential velocity difference between
perturbed and Clean cases.

Further analysis is being conducted to investigate the effects of different injection cases on
the pitch-wise mass-averaged absolute flow angle and tangential velocity at plane T3. Figure 7.8
shows this analysis for the LE injection position. J̃ represents the difference in flow quantities
between the perturbed cases and the Clean case. The differences between the EWG off case and the
swirling EW/HS cases are negligible, indicating also for these OPs that the swirl profile is the main
driver for changes in the steady aerodynamic flow field. The aerodynamics of the rotor remains
essentially unaffected by the injection positions. This is clearly demonstrated by the similarity in
perturbation effects observed for both the MP injection position in Fig. 7.7 and the LE case in Fig.
7.8. For instance, in OP3L, the swirl profile has a similar impact on the tip region, with a negative
average J̃X at 80-90% span, that leads to negative J̃+C ,3 and strengthens the HPV in all the OPs, as
indicated in J̃U3 (see Fig. 7.8 L).

Furthermore, the results presented in Fig. 7.8 can be used to estimate the changes in work
extraction resulting from combustor non-uniformities. In OP3, the absolute flow angles and
tangential absolute velocities of the perturbed cases closely match those of the Clean case, resulting
in negligible values of J̃U3 and J̃+C ,3 (as shown in Fig. 7.8 F and H). However, at 40% of the span,
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7.2. Unsteady aerodynamic flow field

Figure 7.9. Stream-wise vorticity plots at plane T3 for OP3 Clean, 110 Hz and 110 Hz reversed swirl.

the Clean case has more negative U3 and+C ,3 than the perturbed injections, leading to a higher work
extraction. In OP3U, the uniform injection produces larger flow angles and tangential velocities
compared to the non-uniform cases on most of the span, leading to negative J̃U3 and J̃+C ,3 (Fig.
7.8 B and D). As both U3 and +C ,3 are positive throughout the span, the Clean case exchanges
less work compared to the perturbed cases. For OP3L, two opposite effects are observed in Fig.
7.8 L and N: negative differences are measured above 60% of the blade height, while positive
differences are observed from 30% to 60%. As the flow angles and absolute tangential velocity
are negative across the entire span, a lower absolute tangential velocity results in higher work
extraction. Consequently, the perturbed cases for OP3L exhibit higher work extraction above 60%
of the blade span compared to the Clean case, while the opposite is observed from 30% to 60%.

To conclude, the reversed swirl is analyzed for the OP3 110 Hz cases by means of CFD
vorticity plots at plane T3 in Fig. 7.9. The injection of the swirling EW causes slight and similar
modification of the passage vortexes for both swirl directions, suggesting that the main responsible
for this would be the temperature gradient.

7.2 Unsteady aerodynamic flow field

To obtain a comprehensive understanding of the unsteady flow field generated by the rotating
blade, it is crucial to perform an unsteady analysis downstream of the rotor in addition to the
mean phase-averaged analysis. Such an analysis requires the phase-averaging of the FRAPP
measurements based on either the blade passing frequency or the EW frequency. These two types
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of analysis are discussed separately in subsections 7.2.1 and 7.2.2, respectively.

7.2.1 Phase average at the blade passing frequency

The unsteadiness introduced at the blade passing frequency is analyzed through the standard
deviations of flow parameters at the rotor outlet in the relative reference system. For this purpose,
the deviation angle and relative total pressure coefficient standard deviations are displayed in Figs.
7.10 and 7.11 for OP3 and OP3L, respectively, as colored contour plots, with mean values indicated
by labeled contour lines. To calculate the standard deviations, various stator-rotor interaction
positions are utilized. Two cases are presented: 10 Hz and Clean, the latter serving to highlight the
differences.

In both operating conditions, the region with the highest unsteadiness is located close to the
blade wake, which extends from 30% of the span to the top casing. This region is characterized
by the stator wake avenue, which exhibits a C-shaped pattern near the rotor blade and is the
primary cause of the fluctuating flow pattern due to stator-rotor interaction. In particular, the
stator wake avenue induces significant unsteadiness in the lower border of the wake region. In
OP3 (Fig. 7.10 A and D), the standard deviation indicates fluctuations primarily in the secondary
flow regions, particularly in the passage vortices. The tip region shows low standard deviations
since the stator-rotor interaction is dominated by the tip clearance. Similarly, due to the strong
secondary structures, the rotor blade wake region exhibits almost zero fluctuation in the OP3L
Clean condition (Fig. 7.11 A and D).

The distribution of standard deviation in OP2 and OP3U is similar to that of OP3, with the only
difference being a lower magnitude of the standard deviation. This reduction is consistent with the
weakened secondary structures in these operating conditions.

In OP3, as shown in Fig. 7.10, and similarly in OP3U and OP2, the mean flow pattern remains
largely unchanged regardless of the injection case or clocking position, as discussed in section 7.1.
However, the standard deviation decreases, particularly in the MP injection position, when swirl is
injected. The discussion is based on the 10 Hz case but all the other injection cases share similar
features. In Fig. 7.10, the standard deviation peaks decrease by around 30% in the perturbed cases
compared to uniform injection. This is because the higher the non-uniformity in the circumferential
direction at the rotor inlet, the higher the standard deviation. This behavior is not observed in the
uniform inlet, which is characterized by a clear distinction between the wake and isentropic region.
Each perturbed condition introduces a loss core around mid-span, which makes the rotor inlet
circumferential pattern more uniform at low pressure levels (see contour lines in Fig. 5.1). The
perturbation in the LE case is more localized compared to MP, where its influence spreads over the
isentropic region. As a result, the standard deviations in the MP case are lower than those in the
LE case.

The unsteady flow field at the rotor in OP3L, as seen in Fig. 7.10, is influenced by residual
disturbances at the stator outlet, resulting in a reduction of rotor unsteadiness, similar to other OPs.
However, an increase in rotor outlet unsteadiness is observed near the region of the TPV, possibly
due to the different transport of the stator wake avenue.

Since the standard deviation does not change among the different injection cases, the primary
impact is attributed to the additional vorticity injected rather than the temperature disturbance. In
conclusion, the study demonstrates the impact of non-uniform turbine inlet conditions on flow
parameters at the rotor outlet and emphasizes the importance of considering stator-rotor interaction
when designing gas turbines.
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7.2. Unsteady aerodynamic flow field

Figure 7.10. Standard deviation of relative total pressure coefficient (first row) and deviation angle (second
row) at plane T3 for OP3 Clean (first column), MP 10 Hz (second column) and LE 10 Hz (third column).
Contour lines are the respective mean phase-averaged values.

Figure 7.11. Standard deviation of relative total pressure coefficient (first row) and deviation angle (second
row) at plane T3 for OP3L Clean (first column), MP 10 Hz (second column) and LE 10 Hz (third column).
Contour lines are the respective mean phase-averaged values.
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Figure 7.12. Peak-to-trough total pressure (first row) and absolute flow angle (second row) at plane T3 for
OP3 (first column) and OP3L (second column) LE 10 Hz case. Contour lines are the respective time-average
values. The circle highlights the position of the peak temperature.

7.2.2 Phase average on the entropy wave frequency

The analysis of flow parameter fluctuations at the blade passing frequency has shown that the
injection of combustor non-uniformity leads to reduced flow unsteadiness, except for in the OP3L
case, where the flow in the region near the TPV becomes more unsteady.

Further investigation is conducted by phase-averaging the results at the EW frequency. Figure
7.12 shows the results for the LE 10 Hz case, which exhibits the highest unsteadiness at the stator
outlet, as discussed in section 5.1.2. The MP case is similar, but exhibits lower fluctuations. The
figure displays the peak-to-trough total pressure and the flow angle values in the absolute frame of
reference, providing insight into the work extraction process. The circle highlights the position of
the peak temperature. To ensure phase consistency among the three readings of the virtual 3-hole
probe, the reference phase is selected when the trigger signal is maximum (see chapter 2.2).

In OP3, the residual unsteadiness of the EW at plane T2 does not significantly affect the total
pressure flow field (Fig. 7.12 A). The regions with the highest levels of flow unsteadiness are not
attributable to the EW, but rather to the tip vortex and blade wakes, considering the distance from
the circle in both the total pressure and absolute flow angle plots (Fig. 7.12 A-C). However, in the
nearby region of the circle, the total pressure unsteadiness and flow angle increase, the latter up to
10°, with a shape and position similar to the peak-to-trough temperature value, as it will be shown
in section 7.3.

For OP3U and OP2, the results are similar to OP3, but with reduced fluctuations, similarly as
discussed in chapter 7.2.1. In OP3L, the flow field becomes more unsteady, especially the flow
angle shown in Fig. 7.12 D, at around 70% of the span in the region identified by the TPV in Fig.
7.11. This could be due to a different blade operation during the hot and cold EW periods.

Overall, the results shown in Fig. 7.12 provide further evidence that accurate flow field
predictions require accounting for the unsteadiness induced by the EW at the rotor outlet. As
shown in this analysis, the EW can lead to variations of up to 10° in the absolute flow angle and 12
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mbar in total pressure, which can significantly impact the overall flow behavior.

7.2.3 Unsteady blade load
The CFD simulations enable the investigation of the unsteady blade load on both stator and rotor
blades. The EW is slightly modified to match the rotor frequency, and each 10 Hz case completes
one period when 13 revolutions for OP3U, 12 revolutions for OP3, and 8 revolutions for OP3L
are completed. Since the EW period (0.1 s) is much longer than the stage flow-through time
(approximately 0.003 s, calculated using an axial stage length of 0.17 m and an average axial
velocity of 50 m/s), the EW fluctuation can be considered a quasi-static phenomenon by the stage.
This means that once the hot/cold branch is injected at plane T1, the temperature variation is
immediately sensed at the leading edges of both stator and rotor blades.

Figures 7.13 and 7.14 illustrate the unsteady stator and rotor loads for OP3U and OP3L,
respectively, after subtracting the mean load value to emphasize the fluctuation. The time interval
considered is the duration of the EW period, with the hot and cold sub-periods highlighted in the
plots. In OP3U, the stator load (Fig. 7.13 a) primarily exhibits the first rotor passing frequency (25
peaks in the rotational period or 325 peaks during the EW period). The EW fluctuation modulates
the blade passing frequency fluctuations, as highlighted by the dashed line. Similar considerations
can be drawn for the rotor load. During the impingement of the hot branch on the rotor, the unsteady
load increases as the incidence locally rises due to the higher acceleration caused by the elevated
temperature, as discussed in section 5.1.2.

In OP3L, the amplitude of the load fluctuations increases and a denser harmonic content is
observed. The stator load fluctuation (Fig. 7.14 a) is still dominated by the rotor passing frequency,
but additional sub-harmonic fluctuations appear, accompanied by modulation at the low frequency
of the EW, as indicated by the dashed line. The rotor unsteady load (Fig. 7.14 b) shows even
more visible sub-harmonic fluctuations with a frequency about three times the EW frequency. The
EW modifies the load cycle generating a load increase during the hot cycle of the EW fluctuation.
The appearance of sub-harmonic load fluctuations in OP3L suggests the presence of flow rotating
instability caused by the high incidence angle at the rotor tip interacting with tip clearance flow.
This phenomenon is clearly observed in the numerical simulations. However, due to the need for
further experimental investigations, its detailed discussion is beyond the scope of this thesis.

Figure 7.15 provides a quantitative evaluation of the influence of the injected swirling EW hot
branch on rotor load fluctuations. The amplitude of the first EW harmonic for different injection
positions and operating conditions is shown in the bars of the plot. The presence of the hot spot
increases rotor lift globally, and this effect is more significant at OP3L. For this specific operating
point, the rotor experiences a high load and is operating near its positive stall limit. As a result,
even minor changes to the incidence angle could have a significant impact on the blade loading.
The results from OP3 and OP3U are consistent with each other, indicating no significant differences
between the two cases.

The comparison of the two injection positions suggests that the MP case exhibits the highest
blade load fluctuations, even though the incoming temperature disturbance of the EW at the rotor
inlet has a lower amplitude than that of the LE case. This is likely due to the fact that the EW
injected in the MP position is transported through the channel closer to the hub, where the highest
work exchange takes place.

Fig. 7.16 shows the pressure fluctuation amplitude at the EW frequency on the rotor suction
side for both injection positions and all OPs. Although these fluctuations are lower in magnitude
than those caused by the blade passing frequency, they still contribute to the overall unsteady load
on the rotor. The MP injection position has higher fluctuations than LE because the EW impacts
the rotor closer to the hub, where there is greater work exchange. OP3U and OP3 exhibit similar
pressure patterns, although there is a region of more pronounced pressure fluctuations near the LE
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Chapter 7. Flow field characterization at plane T3

Figure 7.13. Unsteady load on stator (first row) and rotor (second row) for OP3U MP 10 Hz.

Figure 7.14. Unsteady load on stator (first row) and rotor (second row) for OP3L MP 10 Hz.

in OP3U. OP3L has fluctuations around three times higher with respect to the other OPs. This is
because even a small variation in incidence angle at the rotor inlet can significantly affect the rotor
operation, especially when operating close to stall conditions.
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Figure 7.15. Rotor load fluctuation amplitude for the 10 Hz cases.

Figure 7.16. Pressure distrubution of the unsteady load on the rotor for OP3U (first column), OP3 (second
column) and OP3L (third column), LE (first row) and MP (second row) 10 Hz cases.

7.3 Thermal flow field

The residual temperature field downstream of the stage is another important feature investigated.
The analysis of peak-to-trough temperature values indicates that the difference in work extraction
between OP2 and OP3 does not affect the decay of the EW temperature. However, the temperature
difference between the hot and cold EW branches can alter the rotor incidence angle. This effect
was discussed in section 5.1.2, where it was found that the maximum change in incidence angle
is 8°. This value is not significant enough to cause a modification of the blade loading in design
conditions, according to Craig & Cox (1970). Nonetheless, in OP3L, where the blade is close to
stalling conditions, this incidence change could have an impact on the blade operation.

The location and magnitude of the EW at the rotor inlet are briefly reviewed before discussing
its transport through the rotor. For further details, the reader is directed to section 5.2. In the LE
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injection case, the injected perturbation has a larger peak-to-trough value and is positioned at 65%
of the span, that is closer to the top casing compared to the MP case, where it is at 50% of the
blade span. Despite the lack of measurements at the stator outlet, no significant differences are
expected in the transport of EW through the vane in OP2.

The analysis of the peak-to-trough temperature values begins with the 10 Hz case. In the OP3
LE case (Fig. 7.17 A), the EW is concentrated in the tip region and distributed circumferentially
across the entire sector. Whereas the MP injection case (Fig. 7.17 B) shows the EW spread over
the entire span, but confined azimuthally to a single stator pitch. Additionally, the peak value for
the LE case is higher than the MP case. The differences in radial position and magnitude observed
between the injection cases are consistent with the inlet rotor features, previously reminded.

At plane T3, OP2 exhibits similarities with the OP3 case. Specifically, in the OP2 LE case (Fig.
7.17 C), the EW mainly affects the tip region and covers the entire circumferential sector, whereas
in the MP case (Fig. 7.17 D), the EW is confined to about half of the circumferential sector and is
more spread in the radial direction. These findings support the author’s view that the transport of
EW through the stator is not expected to change significantly between OP2 and OP3. However,
differences are observed between OP3 and OP2 at plane T3. First, the radial EW pattern in OP2
is not continuous and breaks at approximately 80% of the span, which could be attributed to the
magnified TCV in OP2 that traps a portion of the EW. Furthermore, the high rotational speed
confines the EW above mid-span. Finally, the EW fluctuation is higher in OP2 than in OP3, despite
the opposite trend observed at stage inlet (see Fig. 4.5). To further investigate this difference in
peak values, an entropy transfer function M is defined in Eq. 7.4 similar to Morgans et al. (2013).
This function is the ratio of the inlet and outlet entropy fluctuations obtained by integrating over
the entire measuring grid of two stator pitches. The entropy transfer function, as defined in Eq.
7.4, requires the assumptions of ideal gas, steady pressure flow field and incompressible flow. The
incompressible assumption holds true upstream and downstream of the turbine stage where the
average absolute Mach numbers are 0.14 and 0.27 in OP2 and even lower in OP3. The pressure
steadiness is a very strict condition that is not valid downstream of the rotor. However, since the EW
frequencies studied in this research are at least one order of magnitude lower than the blade passing
frequency, the phenomenon can be treated as quasi-steady. The pressure steadiness assumption is
also supported by the small pressure fluctuations measured in the unsteady analysis in section 7.2.

M =

J)3
) C,3

J)1
) C,1

(7.4)

Table 7.1 displays the values of M . The primary reason for the dissipation of the EW is its
interaction with the secondary flows, which accelerates the decay of the EW and increases flow
turbulence. These vortical structures have steep gradients that foster mixing between the hot
and cold EW branches, which explains why there is a difference between OP3 and OP2, where
secondary structures are weaker. Furthermore, in OP2, the faster flow reduces the residence time
of the EW, limiting the interaction between hot and cold branches and decreasing shear dispersion.
The values of M observed in the present study are lower than those reported by Giusti et al. (2017)
in ducts, due to the presence of strong secondary structures and turbulent mixing.

This behavior is observed in OP3U as well (Fig. 7.17 E and F), with the same EW shape as
in OP3, but with a higher peak-to-trough value. The less intense secondary vortices in OP3U
reduce EW mixing, resulting in a higher peak-to-trough temperature value than OP3. The periodic
variation of the incidence caused by the EW does not have a significant impact on the blade load
(see section 7.2.3) but it does slightly improve the blade operation. This is because the swirling EW
increases the incidence in a region that has a negative incidence angle. However, in this region, the
flow is less sensitive than OP3L to incidence variations.
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7.3. Thermal flow field

Table 7.1. Entropy wave transfer function.

OP Injection position 10 Hz 110 Hz M110�I
M10�I

OP3 MP 0.58 0.44 76%
LE 0.66 0.43 65%

OP2 MP 0.91 0.66 76%
LE 0.91 0.62 68%

Figure 7.17. Peak-to-trough temperature values at plane T3 for 10 Hz injection cases.

The OP3L (Fig. 7.17 G and H) exhibits unique features. For each injection position, the EW is
confined to the tip region, and the peak-to-trough values are the highest among the studied OPs.
In OP3L MP case, the EW is still more spread radially than LE. The radial position of each OP
is consistent with the findings of Prasad & Hendricks (2000), who demonstrated that secondary
flows push a hot flow upwards, as it will be further discussed in section 7.6. Despite the strongest
secondary flow suggesting the lowest peak-to-trough temperature value in OP3L, this OP exhibits
the highest EW magnitude at plane T3. As discussed in sections 7.2 and 7.2.3, the blade load
during the EW period changes due to the different incidence angles imposed at the rotor inlet. The
incidence increase during the hot period causes the hot branch of the EW to periodically stall the
rotor, thereby reducing the work extraction. As a result, due to the unequal work extraction during
hot and cold periods, the J) is the highest in OP3L.

In the 110 Hz and HS cases, similar thermal flow fields to the 10 Hz case are observed in Fig.
7.18 and 7.19, respectively. The plot in 110 Hz (Fig. 7.18) appears granular due to the measurement
uncertainty of 0.4 K, which is comparable to the absolute values measured.

In 110 Hz case, a lower EW transfer function is observed compared to 10 Hz cases, as shown in
Tab. 7.1. This indicates more severe mixing among hot and cold branches at high frequencies,
resulting in a percentage reduction of approximately 75% for MP injection and 66% for LE injection
(as shown in Tab. 7.1 last column). This difference highlights a more significant shear dispersion
in the 110 Hz case. Specifically, in the LE case, the EW is found closer to the tip casing through the
rotor (as seen in Fig. 7.17), and at high frequency, the EW mixes more intensively in the boundary
layer.

In the HS case (Fig. 7.19), the continuous hot streak injection increases the injected thermal
power and deletes the mixing of hot and cold branches among the causes of J) decay. As a result,

139



Chapter 7. Flow field characterization at plane T3

Figure 7.18. Peak-to-trough temperature values at plane T3 for 110 Hz injection cases.

Figure 7.19. Peak-to-trough temperature values at plane T3 for HS injection cases.

this injection case exhibits the highest temperature values.
The reversed swirl condition, which is only investigated through CFD for the 110 Hz cases of

OP3 and shown in Fig. 7.20, confines the EW close to the tip region for both injection positions
and elongates the EW in the circumferential direction. Peak values are higher than the 110 Hz case,
consistent with the higher values at the rotor inlet.

The CFD validation is shown for 10 Hz cases for OP3, OP3L and OP3U in Fig. 7.21.
Overall, the maximum peak-to-trough temperature at plane T3 reduces at approximately 4% in

EW cases, 5% in HS with respect to the plane T1 values.

7.4 Efficiency

Table 7.2 lists the total-to-total efficiencies for OP3, OP3U and OP3L, which are calculated as the
ratio between the Eulerian work (Eq. 7.3) and the isentropic work, based on the measured turbine
total-to-total expansion ratio. The Eulerian work is obtained by computing the mass-average
velocities at measuring grids. However, it is not possible to calculate the efficiency for OP2 because
temperature measurements at plane T2 are missing, and velocities at the stator outlet are unknown.
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Figure 7.20. Peak-to-trough temperature values at plane T3 for OP3 MP (first column) and LE (second
column), 110 Hz (first row) and 110 Hz reversed swirl (second row) cases.

Figure 7.21. CFD peak-to-trough temperature values at plane T3 for 10 Hz injection cases.

Furthermore, the experimental efficiencies are compared with the numerical efficiency, which is
computed using the mass-flow averaged total pressure and temperature between planes T1 and T3.

In the Clean cases, OP3 exhibits the highest experimental efficiency, as it has the design
incidence angle to the rotor. The blade is unloaded in OP3U, resulting in a 1.2% decrease in work
exchange compared to OP3. In OP3L, where the blade is severely loaded and secondary losses are
the strongest, the efficiency drop is 11% compared to OP3.

When combustor non-uniformities are injected, each injection case reduces the efficiency in
OP3 due to pressure losses downstream of the stator and residual swirl that acts as a source of
off-design to the rotor blade. The swirling EW/HS cases show the highest reduction in efficiency,
consistent with the stronger swirl profile generated.

In OP3U, the introduction of the swirling disturbance seems to improve the work exchange,
partially recovering the negative incidence. LE injection impacts a zone with a lower incidence than
the one impacted by the MP case (see section 5.1), resulting in higher efficiencies in LE injection
positions in OP3U. However, the swirl profile introduces losses at the turbine inlet, increases
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Table 7.2. Total-to-total experimental and numerical efficiency for OP3, OP3U and OP3L. Uncertainty
±0.5%.

OP3U OP3 OP3L

MP LE MP LE MP LE

Clean Exp 86.8% 88.0% 77.1%
CFD 87.4% 87.5% 82.0%

EWG off Exp 85.2% 87.0% 87.8% 87.6% 77.9% 77.8%

10 Hz Exp 86.4% 88.0% 86.8% 87.1% 78.2% 77.4%
CFD 86.7% 86.7% 88.6% 86.5% 81.3% 81.1%

110 Hz Exp 87.4% 87.7% 87.1% 87.3% 78.7% 78.9%
CFD 86.9% 86.7%

110 Hz counter rotating CFD 86.7% 86.8%

HS Exp 87.1% 87.5% 87.6% 87.7% 78.7% 78.1%

total pressure losses at the stator outlet, and interacts with rotor secondary flows. Therefore,
the efficiency is a combination of all the positive/negative effects discussed. Nonetheless, the
loading increase due to the swirling EW/HS perturbation is the primary contribution to efficiency
improvement compared to Clean. This does not apply to EWG off, which has a less stable and
more dissipative swirl profile.

In OP3L, the injected perturbation could improve the blade operation, particularly considering
the lower branch of the swirl profile, which unloads the region close to the hub, where the highest
work extraction occurs. Thus, the efficiency in perturbed cases is higher than Clean. The 110 Hz
cases have higher efficiencies than 10 Hz due to smaller temperature fluctuations, reducing the
impact of blade stalling. This is also true for the HS case, which has a lower peak temperature
than EW at plane T2, as discussed in section 6.2.5. Furthermore, due to the higher temperatures at
plane T2, each LE injection position case has a lower efficiency than MP ones.

The comparison between the CFD and experimental outcomes reveals that in OP3, the numerical
predictions are in excellent agreement with the experimental results.

The OP3 reversed swirl cases share similarities with their respective 110 Hz cases. The LE
injection position remains practically unchanged, and this is confirmed by the same EW magnitude
at the stator outlet for both the swirl direction and by the similar EW transport through the rotor
(Fig. 7.20). In the MP case, the counter rotating swirl at plane T2 results in a higher EWmagnitude,
as seen in Fig. 5.25, which adversely impacts the rotor aerodynamics and reduces efficiency in
comparison to the MP 110 Hz case.

In OP3U, while the levels of efficiency are consistent between the CFD and experiments, the
trends are not captured accurately by the numerical simulations. Specifically, the experiments show
an increase in efficiency for perturbed cases compared to the uniform inlet condition, which is not
observed in the CFD results. In OP3L, the measurements and predictions differ significantly, and
the trends are also inconsistent. The primary reason for these discrepancies can be attributed to the
limitations of the experimental data due to probe geometrical constraints, which do not cover the
entire span. Additionally, the strong non-uniformity under off-design conditions of the flow field
could be very sensitive to boundary conditions and increase the discrepancies between CFD and
experimental measurements.
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Table 7.3. Entropy noise emission at the stage inlet ?−
X
and outlet ?+

X
in dB.

OP3U OP3 OP3L

MP LE MP LE MP LE

10 Hz ?−
X

108.9 111.8 109.7 112.8 105.5 110.8
?+
X

114.2 113.5 114.2 112.7 110.6 112.6

110 Hz ?−
X

96.2 99.7
?−
X

98.1 99.4

110 Hz reversed swirl ?−
X

98.2 101.2
?−
X

101.0 99.5

7.5 Indirect noise emissions

As discussed in section 1.1.2.4, the acceleration of unsteady temperature disturbance, as well as
the unsteady blade load caused by EWs, could generate entropy noise. To analyze this, CFD
simulations were performed using the TRAF code, which was validated by Pinelli et al. (2022)
using experimental data on axial EW cases. Table 7.3 shows the results for the upstream running
pressure wave ?−

X
at plane T1 and downstream running pressure waves ?+

X
at plane T3. The

downstream running waves at plane T1 and upstream running waves at plane T3, known as spurious
reflections, are less than 6 dB, indicating good non-reflectiveness of the boundary conditions,
which are treated as non-reflecting boundary conditions according to Giles (1990).

At plane T1, the upstream running wave is dominated by sound emissions generated due to the
acceleration of the hot-spot through the stator. The hot-spot undergoes severe acceleration at the
LE injection positions in the frontal part of the stator blade, where the temperature disturbance
impinges the vane. Therefore, LE cases have higher upstream running sound emissions than MP. In
the MP case, the EW is accelerated more in the rear part of the stator channel, contributing to the
downstream running acoustic emissions, which are higher than those in LE cases. The majority of
noise generation occurs in the stator due to the higher intensity of the temperature disturbance. The
rotor transmits and reflects the sound pressure waves generated by the stator, partially increasing
the overall sound accelerating the residual temperature spot, which is already significantly damped
through the stator.

OP3 and OP3U cases exhibit similar emissions for the 10 Hz case, while OP3L cases show lower
noise emissions. The difference can be attributed to the dense spectrum of the OP3L case, which
interacts with the EW fluctuations and has both amplification and cancellation effects. Additionally,
the modified aerodynamics in OP3L change the reflection and transmission coefficients, influencing
the pressure waves.

Regarding the effects of the injection cases in OP3, sound generation is related to the EW
temperature. The 10 Hz cases have a higher temperature fluctuation than the 110 Hz cases, resulting
in louder noise emissions with a difference of almost 10 dB.

The reversed swirl case has louder emissions than the 110 Hz case because the EW disturbance
remains more coherent in the stator vane, maintaining its peak-to-trough temperature higher, as
shown in Fig. 5.25.
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Table 7.4. Relative total pressure coefficient reduction (in %) with respect to the Clean case.

MP LE

EWG off 10 Hz 110 Hz HS EWG off 10 Hz 110 Hz HS

OP3 1.7 2.1 2.0 1.3 1.4 0.9 1.4 1.9
OP3L 1.8 1.5 0.8 1.4 2.1 2.5 0.9 2.0
OP3U 1.8 0.5 0.2 0.1 0.8 1.4 1.2 1.6
OP2 0.8 1.5 1.2 0.6 0.9 0.8 2.0 0.4

7.6 Simplified models

The complexity of the rotor aerodynamics, due to the complex bowed geometry, strong secondary
flows, and tip clearance vortex, has hindered attempts to reconstruct the rotor flow field. The
assumption of constant radial subdomains throughout the rotor transport is not applicable, as the
rotor hub passage vortex moves upwards and interacts with the tip passage vortex, which is pushed
downwards by the strong tip clearance vortex. To accurately model this complex evolution, more
advanced flow solvers are required.

However, the impact of combustor non-uniformities on rotor aerodynamics is weak, as supported
by experimental data shown in this chapter. The highest differences are observed in the OP3L case,
which is the OP the most impacted by the combustor-representative disturbances. The residual
swirl profile reduces the loading of the rotor in the tip region and the periodically changing rotor
operation during the EW period due to an increase in the rotor incidence angle.

The differences of the area-averaged relative total pressure coefficient (Eq. 7.1) listed in Tab.
7.4 are small, indicating that the turbine inlet disturbances have only minimal impact on the rotor
aerodynamics.

The lack of a model to accurately predict the aerodynamic flow field at the rotor outlet hinders
the development of models for predicting temperature perturbations evolution and decay through
the rotor. Nevertheless, attempts have been made to establish correlations between non-dimensional
coefficients and the decay of the peak-to-trough temperature value through the rotor or the position
of the temperature peak at plane T3, based on the data shown in section 7.3. The blade loading
coefficient (λ) is identified as the most representative non-dimensional coefficient since high blade
loading leads to a high intensity of the secondary flows, which impacts the radial transport of a
temperature disturbance through the rotor, as discussed by Prasad & Hendricks (2000). Stronger
secondary flows displace the temperature perturbation towards the top casing (Prasad & Hendricks
(2000)), and the peak temperature decreases more due to enhanced turbulent mixing. Therefore,
the radial shift and peak-to-trough temperature reduction between planes T2 and T3 are shown
in Fig. 7.22 for both MP and LE injection positions as a function of the loading coefficient for
the 10 Hz cases, which are also representative of the 110 Hz cases. The values are interpolated
using a least square polynomial fit to provide a simple correlation for an initial prediction of the
two parameters at the early stage of turbine design. The fittings are performed separately for LE
and MP cases, and the results are shown as solid lines, with shaded bands representing a 10%
error. The uncertainty bars in Fig. 7.22 are shown for completeness, and they are wider than the
measurements since the maximum peak-to-trough temperature value at plane T3 is approximately
2 K, and the extended thermocouple uncertainty is 0.3 K.

The trends observed in Fig. 7.22 upper row for the radial displacement are in agreement with
the previous discussion, showing a continuous linear increase of the radial position with the loading
coefficient for both injection positions. In Fig. 7.22 lower row, where the peak-to-trough ratio is
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Figure 7.22. Radial displacement (upper row) and peak-to-trough temperature reduction (lower row)
between planes T2 and T3, 10 Hz case.

shown, OP3U and OP3 follow the expected trend, with weaker secondary flows (OP3U) resulting
in a lesser reduction of the maximum peak-to-trough temperature value. However, OP3L does
not conform to this trend. Due to the high blade loading in OP3L, the rotor blades operate close
to the stalling incidence, and a temperature hot spot further increases the rotor incidence angle.
As previously discussed, during the hot period, the blade is closer to stall condition and its work
extraction reduces than during the cold period, resulting in the highest maximum peak-to-trough
temperature value.

The proposed interpolating functions are validated using the HS case, as shown in Fig. 7.23.
The circular bullets represent the HS case results, while solid lines are obtained using the equations
reported in Fig. 7.22. The model prediction for the radial displacement is very accurate, as
indicated by the excellent agreement between the circular bullets and solid lines. This prediction is
also valid for the 110 Hz case, which suggests that the radial shift of the temperature disturbance is
frequency-independent. However, this conclusion does not apply to the peak-to-trough temperature
decay of Fig. 7.23, which is a function of the temperature disturbance frequency. The strong
rotor secondary flows further amplify the effects of mixing and shear dispersion, which are known
to decrease the magnitude of the temperature perturbation at higher frequencies (Giusti et al.
(2017), Christodoulou et al. (2020)). Despite being less satisfactory in predicting the temperature
decay, the solid line model still manages to capture the main trends accurately. To account
for the effect of frequency and improve the model outcomes, a Helmholtz number is defined
as �4 = 5 A4@D4=2H − �,JG) 2−) 3/v1,0, where the HS case has a null frequency value. This
definition allows to take into account the residence time of the HS/EW. The HS, 10 Hz and 110
Hz data are interpolated as a function of both He and λ. The resulting interpolating functions are
shown as dashed blue lines in Figs. 7.22 and 7.23, and they can be used to predict the temperature
decay through the rotor. The equation details can be found in Eq. 7.5 and 7.6, for the MP and LE
injection positions, respectively. The use of this new interpolating function has led to improved
predictions for each injection case.
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Figure 7.23. Radial displacement (upper row) and peak-to-trough temperature reduction (lower row)
between planes T2 and T3, HS case. Solid lines are the same of Fig. 7.22, dashed lines are reported in the
referenced equations.

"% : 0.48 − 0.19�4 − 0.2λ + 0.1�42 + 0.2�42λ−
+ 0.03�42λ2 + 0.05λ2 + 0.06�4λ2 − 0.36�4λ (7.5)

!� : 0.55 − 2.2�4 − 0.35λ + 1.25�42 − 1.2�42λ+
+ 0.29�42λ2 + 0.087λ2 − 0.5�4λ2 + 2.16�4λ (7.6)

Overall, the comparison of swirling EW and HS yields two main outcomes: firstly, the equations
developed can serve as a preliminary estimate for predicting the temperature evolution through the
rotor; secondly, this analysis verifies that swirling EW can be regarded as a sequence of steady
swirling HS. The obtained trends are similar for both cases, with the main difference being the
decay of temperature influenced by the EW frequency.

Regarding the experimental data available downstream of the rotor for OP2, it conforms to the
expected trend of OP3, as both operating points exhibit the same flow and loading coefficients.
However, no temperature measurements have been performed at plane T2, as discussed in section
5.2.

7.7 Concluding remarks and key findings
This section focuses on the impact of combustor non-uniformities on the aero-thermal flow field of
the rotor.

The mean phase-average analysis of the FRAPP measurements revealed that, in each OP,
the residual swirling temperature disturbance at the stator outlet interacts with rotor secondary

146



7.7. Concluding remarks and key findings

structures. The interaction between the combustor perturbation and secondary structures is
discussed in detail. No evident differences were observed between different injection cases and
positions, indicating that the rotor aerodynamics is still dominated by the secondary structures,
with a slight modification by the residual swirl.

An unsteady analysis, performed by phase-averaging the FRAPP measurements at the blade
passing frequency and then making the standard deviation from the different interaction phases,
showed that the perturbed cases in OP3, OP2, and OP3U reduce the aerodynamic unsteadiness at
the rotor outlet. This reduction is attributed to the more uniform flow field at stator inlet due to the
presence of swirl-induced pressure losses, which breaks the pattern of isentropic-wake regions,
making the flow field closer to wake conditions. Based on this analysis, it can be concluded that
being the MP pressure field more uniform than the LE field at the stator outlet, the MP cases have
lower levels of rotor outlet unsteadiness compared to LE cases.

In OP3L, the introduction of combustor non-uniformities amplifies the unsteadiness in a region
adjacent to the TPV. This unsteadiness stems from the altered loading on the rotor blade, which
operates near its positive stalling incidence in this operating point. Even a slight increase in the
incidence angle could have a significant impact on the aerodynamics of the rotor.

The unsteady analysis is deepened phase-averaging the FRAPP results at the EW frequency.
In the OP3 case, representative also of OP2 and OP3U, the peak-to-trough values of the total
pressure and absolute flow angle at plane T3 are fluctuating mainly in the regions identified with
the secondary flows and partially close to the EW region. In OP3L, these unsteadiness is further
magnified and a new region of high flow unsteadiness appears at 70% of the span.

The analysis of the blade loading showed that EW could modulate the unsteady blade load of
both the stator and the rotor. This effect is considerably higher in OP3L that experiences great
unsteadiness during the EW period.

Peak-to-trough temperature values are strongly dependent on the OP, injection position, and
injection case. The highest peak-to-trough values are observed for OP3L because, as the unsteady
analysis revealed, the rotor seems to work differently during the EW period. In particular, the
higher incidence imposed by the hot disturbance brings the rotor to work closer to its stalling limit,
reducing the work extraction.

The efficiency of off-design cases is lower than the design one OP3. In the design case,
each injection case reduces the efficiency because it makes the rotor work in conditions different
from the design ones. The experimental measurements show that, for off-design cases, the
combustor non-uniformities could bring the rotor to work closer to design conditions, improving
its performance.

The acceleration of EW and the unsteady loads that they induce on both stator and rotor blades
lead to the generation of entropy noise, which is estimated through CFD simulations. The LE case
exhibits the highest upstream running pressure waves, while the MP case produces the loudest
downstream emissions. These features are associated with the locations where the EW is most
accelerated in the stator, resulting in the generation of the majority of the noise. The injection cases
that maintain the highest temperature fluctuations also produce the loudest emissions.

To conclude, a simplified model is developed to predict the peak-to-temperature decay through
the rotor and the radial shift of the temperature disturbance. The model takes the form of a
correlation that depends on the rotor loading coefficient and a Helmholtz number.

147



148



CHAPTER8
CONCLUSION AND OUTLOOK

149
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8.1 Conclusions

This thesis provides a thorough investigation of combustor-turbine interaction in a non-reactive,
uncooled turbine stage. To simulate the flow field released by the combustor, a specifically designed
combustor simulator is used. The study focuses on four different operating points, two injection
positions, and five injection cases, as well as additional cases that are only studied in the OP3
operating condition. In total, more than 40 test cases are comprehensively analyzed in this research.
OP3 and OP2 are two design conditions that feature design rotor incidence. In OP3U the rotor
incidence angle is negative, while in OP3L is positive and very close to the blade positive stalling
threshold.

The flow field generated by the combustor simulator and its impact on the stage aerodynamics
are complex, requiring advanced measurement techniques. The calibration of the 5-hole probe
is extended up to ±45° to fully characterize the swirl profile generated by the combustor simulator.
FRAPP measurements are phase-averaged at both rotor passing frequency and EW frequency to
provide a better understanding of the unsteady flow field. A fast-thermocouple is dynamically
calibrated with high accuracy to ensure it can measure the highest EW frequency of 110 Hz.
Uncertainty quantification is applied to all measurements, using a Monte Carlo simulation-based
model.

Furthermore, a dedicated turbulence characterization is conducted in an atmospheric wind
tunnel using a slanted single wire hot-wire anemometer. This campaign aims to quantify the
turbulence and flow quantities decay in two measuring planes. The developed procedure shows that
this type of probe is capable of measuring the highly swirled flow field generated by the combustor
simulator. A phase-averaging technique based on the EW frequency is employed for this probe as
well. The results are supported by URANS simulations, providing a better understanding of the
main flow physics that cannot be fully comprehended through experiments alone.

The characterization of the generated perturbations downstream of the combustor simulator
shows the generation of a swirl profile with swirl number of 0.6 and a maximum ratio between the
maximum temperature induced by EW/HS and the mainstream of around 1.24. The turbulence
intensity reaches peak values of approximately 20%, with an average turbulence value of 6%. These
characteristics make the device engine representative considering the literature review conducted
in section 1.1. The core of the swirl profile and the location of the maximum peak-to-trough
temperature value is at approximately 60-65% at plane T1.

The extensive information obtained on the turbulence parameters and the steady/unsteady
aero-thermal flow field will be essential in providing support for high-fidelity CFD simulations of
the turbine test case under investigation. This, in turn, will enhance the understanding of the flow
and turbulent processes in the context of combustor-turbine interaction experiments.

The impact of combustor non-uniformities on the stator flow field is mainly attributed to the
swirl profile, which interacts with the secondary flows and changes the stator incidence angle,
resulting in increased total pressure losses at the stator outlet. The injection position plays a crucial
role in the aerodynamic flow field. In the MP injection case, the swirl profile is transported to the
middle of the passage and interacts significantly with the generation of the secondary flows. The
injected swirl profile co-rotates with respect to the tip passage vortex. The lower branch of the TPV
interacts with the upper branch of the swirl profile and dissipates each other due to their opposite
directions. The lean blade geometry of the stator pushes the injected disturbance downwards
towards the hub, where it is located downstream of the stator at approximately mid-span.

In the LE case, the swirl profile impinges on the blade leading edge and causes a severe change
in incidence angle, leading to high pressure losses. After the disturbance impinges on the blade
leading edge, it climbs towards the top casing on the blade vane suction side, where it is transported
in its evolution through the stator. The climb compensates for the lean effect, and the disturbance
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maintains its radial position between planes T1 and T2.
Despite significant attenuation in both cases, a residual swirl profile persists at the stator outlet.

Its intensity is higher, and its impact region is wider in the MP case than in the LE case. In the latter,
the weakening effect of the impingement on the blade leading edge and the high flow acceleration
during transport through the blade suction side compact the residual swirl in the radial direction
and localize its affecting region.

The effects of PS and SS injection positions are investigated for OP3. However, they are found
to be intermediate cases with respect to MP and LE and therefore are not considered for further
analysis. The PS case exhibits the highest pressure losses due to the high local incidence angle
imposed on the blade, similar to the LE case. In the SS case, the swirl is transported closer to the
suction side and is more radially confined, similar to the LE case. Both SS and PS cases maintain a
swirl intensity at the stator outlet comparable to the MP case and exhibit a shift of the vortex core
towards the hub, close to mid-span, due to the pressure field induced by the blade lean.

The flow field at the stator outlet remains unchanged for all injection cases except for the isolate
swirl profile case. In this case, the absence of a central flow in the swirler generator results in a
swirl profile with lower intensity compared to EW/HS cases. This is reflected in the lower total
pressure losses and residual swirl.

The impact of the different expansion ratios is evident in the modification of the stator secondary
flows. OP2, characterized by a higher expansion ratio, results in higher Reynolds and Mach
numbers, which reduces the strength of the secondary flows. As a consequence, the injected swirl
profile undergoes a higher acceleration through the stator, leading to more dissipation. In the MP
injection case, the interaction between the TPV and the swirl profile is reduced, resulting in the
upper branch of the swirl profile maintaining a higher intensity.

The effect of different rotor rotational speeds on stator aerodynamics is minor, with the main
effect being a change in the rotor incidence angle. For example, the rotor in OP3L has an incidence
angle that is very close to the stalling incidence.

The CFD investigation shows that the reversed swirl case reduces the interaction with the TPV.
This is due to the swirl vorticity adding to the background vorticity generated by the lean geometry,
resulting in the bottom branch of the TPV and upper branch of the swirl profile having the same
direction and not dissipating each other.

The unsteady analysis reveals that the injection of EWs generates an unsteady flow field that
persists at the stator outlet. As the EWs are swirled by the swirler generator, they produce a hot
temperature that further increases the rotor incidence angle. This incidence increase is limited
and it will not have a significant impact on the blade operation in the design cases (OP3 and OP2).
However, this does not apply to OP3L, as the different incidence on the hot and cold EW branches
could cause the rotor to work differently during the EW period, because in this OP the blade works
closely to its positive stalling incidence.

A residual temperature disturbance is present at the stator outlet as well, and its magnitude
depends on the injection case. The MP, SS, and PS cases share the same temperature disturbance
shape, but they differ in magnitude due to their interaction with the secondary flows. The LE case
has a different temperature perturbation shape, which affects the blade wake and is consistent with
its transport discussed above. In the MP, SS, and PS cases, the blade lean pressure field pushes the
EW/HS downwards towards the hub casing, while in the LE case, this effect is compensated by the
climbing that occurs with the stator leading edge interaction.

The frequency of the EW seems to have no significant effect on the decay rate of the temperature
disturbance, as the EW wavelength is at least five times longer than the axial distance between T1
and T2. The primary causes of the decay are the dissipation and mixing imposed by the secondary
flows and swirl profile. The swirl profile plays a significant role in reducing the decay rate, as a
reduction is observed for swirling EW compared to axial EW cases studied by Pinelli et al. (2021).
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Furthermore, the presence of the swirl profile changes the temperature disturbance morphology
at plane T2. The HS case shares the same features as the EW cases, therefore EW cases can be
approximated as a series of swirling HS. This approach significantly reduces the computational
time required for CFD simulations.

To conclude, the rotor outlet flow field is investigated in terms of steady and unsteady aero-
thermal flow field. The time-averaged analysis of the FRAPP measurements indicates that the
residual swirling temperature disturbance at the stator outlet interacts with the rotor secondary
structures. However, there are no significant differences observed between different injection cases
and positions, indicating that the rotor aerodynamics is still dominated by the secondary structures
with slight modification by the residual swirl.

An unsteady analysis of the FRAPP measurements at the blade passing frequency shows that
perturbed cases in OP3, OP2, and OP3U reduce the aerodynamic unsteadiness at the rotor outlet.
This reduction is attributed to the presence of swirl-induced pressure losses, which create a more
uniform flow field at the rotor inlet that resembles wake conditions. According to this analysis, the
MP cases exhibit lower levels of rotor outlet unsteadiness when compared to the LE cases. This is
because the MP pressure field is more uniform than the LE field at the stator outlet, where the swirl
profile impact is confined to a small region.

However, in OP3L, the introduction of combustor non-uniformities amplifies the unsteadiness
in a region adjacent to the TPV due to the altered loading on the rotor blade, which operates near
its positive stalling incidence in this operating point. In this OP, an increase in the incidence angle
could significantly impact the aerodynamics of the rotor.

The analysis on blade loading shows that the EW can modulate the unsteady blade load of both
stator and rotor, and this effect is higher in OP3L due to significant unsteadiness during the EW
period.

The peak-to-trough temperature values are dependent on the OP, injection position, and injection
case. The highest values are observed for OP3L because the rotor seems to work differently during
the EW period, working closer to its stalling limit and reducing the work extraction.

Overall, in design conditions, each perturbed case reduces the efficiency compared to the
uniform inlet condition because the perturbations make the rotor work in off-design conditions and
introduce additional pressure losses. However, in off-design OPs, the inlet perturbations could
partially recover the design incidence, and the efficiency can be higher than the uniform inlet
condition.

The acceleration of EW and the unsteady loads that they induce on both stator and rotor blades
lead to the generation of entropy noise, which is estimated through CFD simulations. The LE case
produces the highest upstream running pressure waves, while the MP case produces the loudest
downstream emissions, associated with the locations where the EW is most accelerated in the
stator. Injection cases that maintain the highest temperature fluctuations also produce the loudest
emissions.

A novel methodology has been developed to predict and evaluate the impact of swirling
temperature disturbances on the aerodynamics of an axial turbine stage, with a specific focus on
the stator. The rotor features are highly complex, requiring high-order models that are beyond
the scope of this research. However, the experimental campaign has conclusively demonstrated
that swirling temperature disturbances primarily affect the stator aerodynamics and have a partial
impact on the rotor aerodynamics.

The proposed approach leverages both the geometrical data of the turbine and the downstream
data collected from the combustor simulator. By enabling the precise evaluation of the impact
of combustor non-uniformities on the turbine, this methodology provides a valuable tool for the
design process, helping to mitigate the risk of hot spots arising from the combustor. Importantly,
the methodology has been validated and can be extended to accommodate any input disturbance
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and turbine geometry.
To predict the stator outlet flow field in its span-wise distribution, the methodology combines

correlations available in the open literature for axial turbines with some of the experimental
observations. To account for the effects of lean geometry, a new correlation based on data available
in the literature is developed, resulting in a good match with experimental data for both uniform
and perturbed inlet conditions.

Furthermore, the methodology develops a model to predict the temperature flow field down-
stream of the stator when swirling EW or HS are injected at stage inlet. The model relies solely on
the inlet temperature disturbance distribution and the mass flow distribution of the Clean case at the
stator outlet. By leveraging geometrical considerations and power balances, the model accurately
determines the location and circumferential-radial extension of the temperature disturbance.

Finally, a simplified model is developed to predict the peak-to-temperature decay through the
rotor and the radial shift of the temperature disturbance, taking the form of a correlation that
depends on the rotor loading coefficient and a Helmholtz number. Overall, the analysis provides
insights into the impact of combustor non-uniformities on the aero-thermal flow field of the rotor,
with significant implications for turbine design and performance.

8.2 Outlooks

The first aspect that requires further investigation is the development of an acoustic post-processing
tool that provides reliable results for simulations carried out at DLR. Although all test cases have
been simulated, the complex and non-uniform flow field downstream of the rotor has made it
difficult to obtain accurate results in terms of aero-acoustics. Further analysis is needed to fully
characterize turbine acoustics using the Harmonic Balance code.

Colleagues at the CERFACS have requested the geometry of the combustor simulator to conduct
LES simulations on the wind tunnel experiments described in section 4.2, thereby improving the
numerical setup. This will facilitate an in-depth study of the generation and decay of turbulence.

Despite the considerable efforts made to create turbine experiments that are as representative
of real engines as possible, there is still room for improvement in future work. However, with the
extensive data set available, the most straightforward course of action is to validate CFD codes and
use them to advance research in the following areas.

The absence of cooling flows in the turbine test section is a crucial limitation as it affects the
temperature decay of the perturbation, which in turn can lead to discrepancies when comparing
experimental results with real engines. Section 6.3 addresses this topic, highlighting the impact
that cooling flows may have on the aero-thermal flow field. This discussion needs to be verified by
means of future experimental or numerical studies.

In addition to investigating combustor non-uniformities, an important feature to superimpose is
the effect of cavities and purge flows. These flows are inevitably present in real engines and can
impact the aero-thermal flow field by altering the aerodynamics, changing the flow patterns, and
increasing the overall turbulence. A better understanding of the interaction between cavities and
purge flows with combustor non-uniformities could potentially lead to improved designs of real
engines.

From an experimental point of view, it would be valuable to evaluate the heat exchange and the
resulting local blade temperature increase caused by the impinging temperature disturbances. The
transport of these disturbances is crucial in the design of cooling systems, but this information
must be coupled with data on local blade temperatures and heat transfer coefficients.

Finally, an investigation of the impact of changing the combustor simulator-vane blade count
on the turbine aero-thermal flow field could be conducted to gain a better understanding of the flow
behavior.
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In addition to conducting CFD on the previously mentioned topics, further future studies are
limited to CFD analysis. One of the primary focuses would be to understand the discrepancies
observed for turbine efficiency in off-design conditions and the simulations of the entire experimental
test cases.

While the frequency of the EW is currently constrained by the available devices, it would be
valuable to investigate the effects of increasing the frequency to values approaching the blade
passing frequency. This analysis could reveal potential frequency-dependent interactions that may
occur.

Furthermore, the extensive measurement campaign conducted downstream of the combustor
simulator has provided all the necessary data to carry out high-fidelity CFD simulations on the
turbine stage.

To conclude, future CFD investigations should aim to simulate the engine environment as
closely as possible by increasing the temperature, maintaining the ratio between temperature
disturbances and mainstream, and increasing the inlet pressure. These changes would impact the
turbulent diffusion and the non-dimensional numbers in the simulations, providing a more realistic
representation of the flow field.
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NOMENCLATURE

Acronyms/Abbreviations
AR Aspect ratio
CERFACS Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique
CFD Computational fluid dynamics
CFL Courant–Friedrichs–Lewy number
CS Cold streak
DLR Deutsches Zentrum für Luft- und Raumfahrt
DNS Direct numerical simulation
EW Entropy Wave
EWG Entropy wave generator
FRAPP Fast Response Aerodynamic Pressure Probe
HCV Hub clearance vortex
HPV Hub passage vortex
HW Hot-wire
HS Hot streak
IP Injected Perturbation
LE Leading Edge
LES Large Eddy Simulation
MP Mid Pitch
NGV Nozzle guide vane
OP Operating point
OTDF Overall temperature distribution function
PDF Probability density function
PIV Particle Image Velocimetry
PWM Pulse Width Modulation
PS Pressure side
RANS Raynolds-averaged Navier-Stokes
RTDF Radial temperature distribution function
S1, S2 Electrical relays
SN Swirl number
SS Suction side
SV Shed vortex
T1 Traversing plane downstream of the combustor simulator
T2 Traversing plane downstream of the stator
T3 Traversing plane downstream of the rotor
TPV Tip passage vortex
TCV Tip clearance vortex
TRAF UniFi CFD code
URANS Unsteady Raynolds-averaged Navier-Stokes
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Latin alphabet variables
� Area
� Total pressure coefficient
2 Chord
� Diameter
� Voltage supply
ℎ Blade height
� Shape factor
�4 Helmholtz number
 Aerodynamic coefficient
 1 Kacker and Okapuu acceleration coefficient
" Mach number
¤< Mass flow rate
= Rotor rotational speed
> Throat
? Pressure
? X Acoustic waves
A Non-dimensional span
& Cooling velocity
@ Fluctuating cooling velocity
'()) Autocorrelation
'4 Reynolds number
( Surface
B Blade channel pitch
C Time
) Temperature / Period
)8 Turbulence intensity
)) Total-to-total
C2 Trailing edge thickness
+ Velocity / Hot-wire instantaneous velocity
v Velocity / Hot-wire fluctuating velocity
H Spanwise distance from the wall
. Total pressure loss
I<8= Minimum secondary deviation angle location

Latin alphabet coefficient
� Coefficient King’s law Eq. 3.12
�8 Coefficients Eq. 3.20
� Coefficient King’s law Eq. 3.12
�8 Coefficient for radial distribution of pressure losses
:2 Jorgensen’s calibration coefficient Eq. 3.16
ℎ2 Jorgensen’s calibration coefficient 3.16
= Coefficient King’s law Eq. 3.12
'8 Coefficients Eq. 3.23
/8 Coefficients Eq. 3.24
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Greek alphabet variables
U Blade-to-blade angle
V Total-to-static expansion ratio / Relative blade-to-blade angle
X Boundary layer thickness
n Deviation angle
[ Efficiency
K Blade lean angle
o Blade deflection
λ Integral length scale / Stage loading coefficient
M EW transfer function
N Hot-wire pitch angle
d Density
f Standard deviation
g Time constant
Q2 Kinetic energy coefficient
i Hot-wire yaw angle
j Hot-wire slanted angle
R Stagger angle

Superscripts (var general variable)
¯v0A Time-mean

v̂0A Circumferential average
+ Downstream
− Upstream

Subscripts
0 Rest condition
1, 2, 3 Plane T1, T2 or T3 / Components on the wind tunnel reference system
0 Axial
0<1 Ambient condition
�! Boundary layer
� Clean case
2 Central
2>AA After temperature correction
3 Down
6 Geometrical
�% Injected perturbation case
8B Isentropic
; Left
< Mid-span
<40= Average of lateral pressure taps
<8= Minimum
<8G Mixing
"( Mainstream
? Pitch / profile
A Relative, computed in the relative frame of reference / radial
A4 5 Reference inlet value
A>C Motor rotation
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B Static / secondary
( � Secondary kinetic energy
C Total / tangential
)8 Turbulence intensity
D Up
+ Vane
w Wire
G Axial
H Yaw
o Tangential component of cylindrical reference system

Mathematical symbols
J Peak-to-trough
J̃ Difference between perturbed and clean cases
Jo Tangential displacement
J' Radial displacement
JG Axial positions difference
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