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1. Introduction

With the expansion space activities, the num-
ber of space debris in LEO orbits has been
growing in recent years, thus increasing the
risk of possible collisions with spacecrafts. To
tackle this issue, two activities, Active Debris
Removal (ADR) and In-Orbit Servicing (I108S),
have gained importance. The execution of these
activities requires operating in proximity of Res-
ident Space Object (RSO), making relative nav-
igation a critical aspect. This problem has been
extensively studied in the literature, and has
been differentiated based on the nature of the
target. Targets are classified considering their
level of cooperation and available information.
Cooperative targets have the ability to commu-
nicate, actively or passively, with the chaser,
while non-cooperative targets lack this capa-
bility. If a priori information about the tar-
gets is available on board, they are classified as
known targets, otherwise they are classified as
unknown. The most difficult category of targets
to deal with is the one of unknown and non-
cooperative targets. Current approaches em-
ploy model-based methods to address this spe-
cific category. One such method, CoMBiNa, in-
troduced in [5], offers a reliable estimation for

asymmetric targets but encounters limitations
when dealing with symmetric targets. An ex-
pansion of this approach is introduced in [1], to
tackle the challenge posed by symmetrical tar-
gets. This extension involves approximating the
target as a gyroscopic structure, enabling mod-
ification of the state vector concerning the at-
titude, thus allowing at least the orientation of
the axis of symmetry of the target to be cor-
rectly estimated.

The aim of the first part of this work is to modify
the CoMBiNa algorithm to estimate the com-
plete attitude of the symmetric target, rather
than just the orientation of the axis of symme-
try. This involves integrating CoMBiNa with an
operational neural network, capable of supplying
the precise locations of specific target features.
Subsequently, in the second part of the work,
the feasibility of using such a neural network to
identify the locations of specific features on the
target is demonstrated.

2. Introduction to CoMBiNa

CoMBiNa comprises two distinct phases called
the preliminary and operational phases. In the
preliminary phase, the chaser operates within a
safe orbit with the aim of reconstructing the tar-



get model using SLAM technique. The acquisi-
tion of images for this reconstruction is carried
out using a stereo camera. During the opera-
tional phase, the objective is to estimate the
relative position r and velocity v, and the en-
tire attitude of the target (o,w,k). To do this,
the acquired images are processed and matched
with the coarse model, obtained in the previous
phase, using the Bayesian Coherent Point Drift
(BCPD) algorithm, which is a statistical point-
set registration technique. The information de-
rived from BCPD provides the measurements
for two Unscented Kalman Filters (UKFs). The
first UKF focuses on reconstructing the relative
position and velocity between the chaser and
the target (translational filter), while the sec-
ond UKF concentrates on reconstructing the at-
titude of the target (rotational filter). As in-
dicated by the results presented in [5], the al-
gorithm encounters failure when dealing with a
symmetrical target. The issue arises due to the
unobservable rotations around the axis of sym-
metry, leading BCPD to converge to incorrect
relative pose solutions.

To address this limitation, in [1], the target is
approximated as a gyroscopic structure. By re-
formulating the attitude state vector, it becomes
feasible to derive the orientation of the symme-
try axis of the target. The reformulation re-
quires the state vector to contain the coordinates
of the symmetry axis of target J in the inertial

r
frame Zr and %. J can be expressed by just

two angles in spherical coordinates (azimuth, el-
evation). This reduces the number of variables
from four to three. The new state vector is out-
lined as follows:

¢

5 0
a — 1
X T (1)

A

The new pipeline of the operational phase of
CoMBiNa is shown in the Fig.1. As far as angu-
lar velocity is concerned, the only information
that can be obtained is the absolute value of
the equatorial component of the angular veloc-
ity and the square of the ratio between the an-
gular velocity about the symmetry axis and the
moment of inertia A about the other two axes.

Employing this revised parameterization re-
quires the introduction of a rigid rotation ma-
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Figure 1: Extended CoMBiNa operational phase
(courtesy of [1])

Figure 2: Pipeline for the CoMBiNa operational
phase

trix between the inertial system Zr and the gen-
eral inertial system Z. Initially, in [1], this ma-
trix was assumed to be known; subsequently,
the analysis was reiterated with consideration
for its unknown status. In the latter scenario,
the MRPs (oz.7) of this matrix were incorpo-
rated into the attitude state vector.

3. CoMBiNa: New formulation

In the new CoMBiNa formulation, the aim is to
estimate the full pose (MRPs o, angular ve-
locity w7 and the inertial parameters k) of the
symmetrical target. This new process assumes
the presence of features on the outer surface of
the target, such as stickers representing various
state flags, symbols from space agencies, or lu-
minous LEDs. Furthermore, it is assumed that
a neural network is available to detect the posi-
tions of the centers of these objects in the im-
ages provided by the stereo camera. In the pre-
liminary phase, where the satellite model recon-
struction occurs, the positions of features on the
model are concurrently reconstructed, ensuring
their availability onboard. The new pipeline of
the operational phase of CoMBiNa is shown in
Fig. 2.



The changes made to the previous formulation of
CoMBiNa are both in the Main Loop algorithm,
which includes the procedure for updating and
propagating the states and covariance matrices
using UKFs, and in the Optimization Function
algorithm, which describes the procedure used
to derive the measurements used by the filters.
In the Main Loop, three states are used instead
of two:

. A PN f(O) . A
Xs = [P} 0], Xq1 = |03 0; | Kz = [6; w; k]

(2)

Xq,1 contains the variables describing the orien-
tation of the symmetry axis of the target. This
state vector is only used if there are no features
in the image. In this case X, is defined, for
the first time, considering the last available in-
formation about X, 2, while X, 2 is only propa-
gated by the filter, but its value is not corrected.
The most relevant changes lie in the way mea-
surements are acquired, and consequently in the
Optimization Function. Since in [1] the relative
attitude measurement provided by BCPD was
unreliable, the aim now is to find an alterna-
tive way to obtain it by exploiting the presence
of features in the image. The method that is
used changes depending on the number of fea-
tures available in the image.

When a minimum of four features are present
in the image, the EPnP method is employed to
recover the Cy7 matrix, consequently obtaining
the Motion Representation Parameters (MRPs).
The EPnP [4] algorithm provides both the rota-
tion Rs7 and translation Ts7 of the camera ref-
erence frame with respect to the target reference
frame. Using this information, the Cy7 matrix
and relative position r can be derived through
the following process:

Crz = R§7CesCer (3)

r=Cl.CesTsT (4)

where Cg¢g is the rotation of the camera frame
with respect to the chaser frame, C¢p is the ro-
tation of the chaser frame with respect to the
LVLH frame and Cgz is the rotation of the
chaser frame with respect to the inertial frame.
However, when the number of available points

is equal to four, EPnP often yields incorrect re-
sults. For this reason, after acquiring measure-
ments from EPnP, the validity of the result is
verified by examining the squared Mahalanobis
Distance.

In the cases where features are present in the im-
age, but not in sufficient number to use EPnP, or
when the measurements provided by EPnP are
rejected, the Feature Reference Frame method is
used. Initially, BCPD is used to obtain measure-
ments of the relative position and orientation
of J. Subsequently, a feature is selected, from
those whose positions are provided in the image
by the neural network, and associated with its
corresponding feature in the coarse model. The
features of the coarse model were reconstructed
during the preliminary phase, along with the
model itself, and they are consequently avail-
able on board. Using the positions of the two
features expressed in the image and in the tar-
get reference frame, the feature system is con-
structed with respect to the inertial system and
with respect to the target system. This allows
to devise a fast algorithm to retrieve an estimate
of Cyz and the corresponding MRPs.

In the scenario, where no features are available,
the algorithm back falls into the situation pre-
viously outlined in [1]. The only measurements
that can be obtained are the relative position
and the orientation of the symmetry axis of the
target.

3.1. Results

A numerical analysis was performed to test the
new formulation of CoMBiNa. The chaser is
considered to be placed on a circular orbit in
Low Earth Orbit (LEO) with a radius of 800
km.

This formulation was tested for both known and
unknown rigid rotation matrix. In both cases,
analyses were performed by varying both the
number of features present on the body (1 to 14)
and the probability of feature failure detection
(0%, 20%, 40%). Convergence of all variables
is achieved in both cases. The Fig. 3,4,5,6,7
show the convergence of variables in the worst
case analysed, where the rigid rotation matrix
is unknown, only one feature is present and the
probability of failure is 40%.
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Figure 3: MRPs of the target
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Figure 4: Angular velocity of the target

Figure 5: Inertia parameters of the target
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Figure 6: Target’s symmetry axis spherical co-
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Figure 7: MRPs of the rigid rotation matrix

4. Computer Vision

4.1. Object detection

In order to identify the features on the tar-
get spacecraft, a convolutional neural network
for object detection is selected. The goal of
the object detection is to detect all instances
of the predefined classes and provide its coarse
localization in the image by axis-aligned boxes.
The detector should be able to identify all in-
stances of the object classes, i.e. categories of
objects we are interested in, and draw bound-
ing box around it. Various methods exist
for object detection, which can be categorized
into three main groups: region proposal (two-
stage), one-stage and transformer-based detec-
tors. All these techniques rely on Convolu-
tional Neural Networks (CNNs). One-stage de-
tection methods are preferred over region pro-
posal methods due to their superior computa-



tional efficiency, a crucial factor enabling real-
time operations in this specific application do-
main. Within the one-stage category, the chosen
architecture is You Ounly Look Once (YOLO),
which processes the entire image using a convo-
lutional network. In this study, YOLOvVS, in-
troduced by Ultralitics [3| is used. Ultralitics
offers five distinct versions, which differ in size,
that are: YOLOv8n (nano), YOLOvS8s (small),
YOLOv8m (medium), YOLOvS8! (large), and
YOLOvV8x (extra-large).

5. Features Detection

The objective now is to illustrate that through
neural network training, it is possible to identify
specific features, such as a NASA or ESA sticker,
on a symmetrical target. These particular fea-
tures were selected due to the fact that they are
very common on satellites, making them ideal
candidates to replicate real-world conditions. A
CAD model of a satellite and Blender, which is a
3D computer graphics software toolset, are used
to generate a sufficiently large dataset of images.
After uploading the model to Blender, features
were manually placed on the outer surface. It
was decided to put flags of some states (Italy,
USA, Germany), symbols of some space agencies
(ESA and NASA) and luminous LEDs (red and
green). The images and text files containing the
bounding box information were generated using
JINS [2], a tool is able to automate the render-
ing of images.

Following dataset creation, YOLOvVS8 underwent
training using these images. YOLOvS8s was cho-
sen as the pretrained model, as it represents
a good trade-off between mAP and execution
speed. The training process was carried out on
150 epochs using a patience of 20. Fig. 8 and 9
show the training and validation box and class
losses, respectively. From these figures, it can
be inferred that the behaviour of the losses is
correct and that the model is converging.

By validating the trained model, the mAP59 and
mAP5p_g5 are calculated, which are:

mAP5 = 0.953  mAPsg_g5 = 0.719  (5)
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Figure 9: Validation box and class losses

Subsequently, the trained network underwent
testing using new images. The network’s out-
put, displayed in Fig. 10, illustrates both the
bounding box outlining the object and the cor-
responding confidence level denoting the net-
work’s certainty regarding the object’s classifi-
cation within that specific class.

Figure 10: Output image generated by YOLOvVS



For each predicted bounding box, errors along
both the x-axis of the image (err,) and the y-
axis (erry) are computed. Subsequently, the
mean error and standard deviation concerning
both the x and y axes of the image are deter-
mined, leading to the following results:

Mean Value Star.lda.rd
. Deviation
(pixels) (bl
erry 0.7342 1.0906
erry 0.4758 0.9052

Table 1: Mean errors and standard deviations

It was also verified that the failure detection val-
ues used in Section 4 were consistent with the
results obtained by calculating the failure detec-
tion rate for each object class.

6. Conclusions

With the original CoMBiNa [5], the algorithm
is not expected to converge when dealing with
a symmetric RSO, due to the unobservable ro-
tations about the symmetry axes. A reformu-
lation of CoMBiNa is presented in [1], in which
the target is approximated to a gyroscopic ob-
ject to obtain an estimate of the orientation of
its axis of symmetry.

This study aims to achieve a complete determi-
nation of the attitude, even in the case of sym-
metrical targets. To accomplish this, an inte-
gration of a neural network into CoMBiNa is
implemented, enabling the detection of features
positioned on the surface of the target in im-
ages obtained from a stereo camera. This pro-
cess effectively breaks the symmetry of the tar-
get, making it possible to estimate its complete
attitude.

6.1. Future Works

Considering the navigation part, the next step
is to integrate the neural network within CoM-
biNa, to avoid simulating feature measurements
in the image, and then use those provided by
YOLOvS8. This integration is useful as cer-
tain failure conditions, such as false positives or
wrong feature classification, are difficult to be
simulated. By integrating the network within
the loop, it becomes feasible to introduce these
effects during algorithm testing and assess their

impact.

This work does not account for other failures
which are characteristic of neural networks such
as false positives (i.e., identification of features
in wrong locations), detection of multiple fea-
tures of the same type (i.e., introducing an am-
biguity), and the possibility of wrong feature
classification (i.e., wrong assignment of ID to an
identified feature). The introduction of proce-
dures to deal with these problems constitute an
interesting future research direction.
Concerning the training and testing of YOLOvVS,
it proves beneficial to diversify the 3D models
employed rather than relying only on a single
target, thereby enhancing the diversity of the
dataset. Since unknown RSOs are considered in
this work, it would be advantageous to evalu-
ate the performance of the network on images
containing a target different from the one used
during training. Testing the network with a new
model could produce slightly worse results.
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