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Abstract

This thesis is the study of a degeneracy for a simple problem developed with an alter-
native model of active nematics. While the active matter field is still in development
(8§1), the classic models are not unanimous because of thermodynamics questions. An
alternative approaches still based on liquid crystals, taking into account these problems,
shows a very general and rich behavior even for the basic spontaneous-flow problem in
a two-dimensional channel (§2). This bifurcation is generic and invariant with material
changes (§3) and a study with Lyapunov-Schmidt reduction and symmetric considerations

allows us to draw the independent branches which do not overlap (§4).

Keywords: Active nematics, Bifurcation, Lyapunov-Schmidt reduction, symmetries

Acknowledgment: [ would like to thank my professor ,Prof.Stefano Turzi, for his sup-

port, his availability and his patience during the realization of this thesis.



Contents

Abstract

Contents

Introduction

1 Active matter

1.1
1.2

Active matter: Description . . . . . . . . ... L Lo
Applications . . . . . .. L
1.2.1 Fundamental problems . . . . . . . ... ... ... ... .....

1.2.2  Applications in medicine and environment . . . . . . ... ... ..

2 Model of active nematics

2.1
2.2

2.3

24

Notations . . . . . . . . .
Liquid crystals (LC) and active nematics . . . . . . .. ... ... ... ..
2.2.1 LC: director, deformations and energy . . . . . .. ... ... ...
2.2.2  LC: Dynamic and Eriksen-Leslie theory . . . . . .. .. ... .. ..
2.2.3  Active nematics: classic description . . . . . .. ...
Active Model with material relaxation . . . . . . .. ... ... ... ...
2.3.1 Theoretical model . . . . . . . . ...
2.3.2  Equations and relaxation dynamic . . . . . . . . ... ... ... ..
2.3.3 Active fluid approximation . . . . . . .. ...
Spontaneous flow in a two-dimensional channel . . . . . . . .. ... ...
2.4.1 Bifurcation . . .. ...

3 Robustness of the instability

3.1
3.2
3.3
3.4

Solution technique . . . . . . . . ...
Activity tensor . . . ...
Boundary conditions . . . .. . ..o

Second relaxation time . . . . . . . ..

i

ii

11
11
12
12
15
18
19
19
21
23
25
27



3.5 Summary of theresults . . . . . . . . ... 35

4 Lyapunov-Schmidt Reduction 36
4.1 Lyapunov-Schmidt Reduction . . . . . .. ... ... ... ... ..., . 36
4.2 Some basic examples . . . . ... 37

421 Examplein R? . . ... ... ... 37
4.2.2 Euler Buckling . . . . . ... ... o 39
4.3 Active nematic fluid . . . . ... 44
4.3.1 Dimensionless equations . . . . . . ... .. ... ... 44
4.3.2 Linear operator and adjoint . . . . . ... ... ... ... 45
4.3.3 Lyapunov-Schmidt reduction . . . . . . . . ... ... ... 47
4.4 Numerical plots . . . . . . . . .. 50

5 Equivariant bifurcation analysis 53
5.1 Klein four-group . . . . . ..o 53
5.2 Klein group and the two-dimensional channel problem . . . . . . . ... .. 55
5.3 Fixed-point subspace and the Generalized equivariant branching lemma . . 59

6 Conclusion 61

7 Appendix 63
7.1 Appendix Chapter 2 . . . . . . . . .. 63

7.1.1 Comparison: EL rate of dissipation and energy loss in (AM) model 63
7.1.2 Computation of 88—]_3‘; .......................... 64
7.1.3 Derivations of equations (2.46a) and (2.46b) . . . . . ... ... .. 64
7.1.4 Find the critical value ¢, . . . . . . . .. ... ... 67
7.2 Appendix chapter 4 . . . . . . ... 67
7.2.1 Fredholm operator and Implicit function theorem . . . .. . .. .. 67
7.2.2 Use the adjoint operator to find the range . . . . .. ... .. ... 68
7.2.3 Euler Beam computations . . . . . ... .. ... 68
7.2.4 Proof of the generalized equivariant branching lemma . . . . . . . . 69
7.3 Code (Mathematica) . . . . . . . . . . 70
7.3.1  Mathematica code (Ch2) . . . . .. ... ... ... ... ... . 70
7.3.2  Mathematica code(Ch3) . . . . . ... ... Lo 74
7.3.3  Mathematica code for Lyapunov-Schmidt reduction . . . . . . . .. 76

Bibliography 82



Introduction

Active matter is a recent challenge for many fields. Its understanding could lead to the
explanation of many historical and crucial problems such as the mechanisms of cell divi-
sion and reproduction. In addition, this new field has promising applications in medical
and industrial fields.

Several results and models have been developed, inspired by different areas of scientific
research, but the similarities among the observations and outcomes show that is possible
to put forth a comprehensive theory. However the complexity of the studied systems, due
to their composition and the high number of degrees of freedom, make this task difficult.
Based on nematic liquid crystal theory, some models succeed to describe well the exper-
imental results. However, controlling every feature of these systems in the modeling is
extremely difficult and some assumptions still need to be critically revised to improve the
theory. For this reason, the research in active matter is more and more developed, dealing

with new fields such as Machine Learning.

The thesis is organized as follows. In Chapter 1, a brief presentation of active matter
physics will be discussed together with some possible applications of the theory. Then, in
Chapter 2, the classic continuum theories of active matter based on the Eriksen-Leslie of
liquid crystals will be presented. However, we will work with an alternative model devel-
oped in [17]. Justifying the use of this model, we will state some results, particularly the
existence of spontaneous flow coming from a bifurcation. In Chapter 3, we will test the
previous results against some changes in material parameters. In Chapter 4, we further
analyze the bifurcation by means of the Lyapunov-Schmidt reduction. We illustrate the
method with two examples before applying it to our model. Finally, in Chapter 77, we
will show that the system is invariant under a symmetry group, allowing us to state that

the bifurcation diagram is generic.
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In this chapter, a brief presentation of active matter will be done in §1.1. Some biological
applications will be presented to emphasize the continuously growing interest in the field
in §1.2.

1.1. Active matter: Description

Active matter is a recent research field of interest. As underlined in [11], “Production
of peer-reviewed papers with ‘active matter’ in the title or abstract has increased from
less than 10 per year two decades ago to almost 70” in 2015, and several international
workshops have been held on the topic the same year.

This growing attractiveness is due to two main reasons. The first is its large spectrum of
applications. These go from microscopic scale, with cells layers and colonies of bacteria,
to macroscopic scale, for example fish schools and bird flocks (see Figurel.1l), even passing
by non-living systems such as collections of robots. This variety attracted scientists from
several fields such as Biology, Mathematics, Physics, and others.

The second is the type of problems dealing with the theory. They concern classic physical
quantities such as energy, movement, work, and fluctuations but out of thermodynamical
equilibrium. In addition, the complexity of the systems makes the building of theory very
challenging, to the extent that, nowadays, even machine learning is considered to find the

model parameters able to fit the observations.
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Figure 1.2: Collective motion in bacterial suspensions. At the right: Typical snapshot
of the velocity field measured in a high-density cell suspension. (source: Maz Planck

Institute for terrestrial Microbiology/Colin).

Before explaining the challenges behind the modeling, a brief historical recap is in order.
In the 1990s, Vicsek looked at the collective motion of bird and cytoskeleton components.
He proposed a model inspired by Heinsberg’s work on magnetic materials [18|. The success
of his results made others study the subject, and in 1994 Toner developed a continuum
model based on standard equations of hydrodynamics and obtained the same kind of re-
sults.

The field had to wait until the 2000s to have the first experimental results from Bausch
with cytoskeleton components [14]. In 2014, Dogic, Bausch, and Marchetti began to for-

mulate one of the first complete theoretical approaches for active liquid crystals [§].

But what exactly is called “active matter”? As underlined in [12], the living systems

have the faculty to move, change their shape, and create their morphology. This can even



Low density: randomness

When individuals have few neighbours
to compare themselves to, they mill

1| Active matter

Higher density: flocking
As the density increases, the group’s
motion becomes synchronized.
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Figure 1.3: Explication of collective behavior of bird flock. Left image, low density the
individuals have their own behavior, no collective movement. Right image, high density,
the individuals tend to align with their neighbors creating a collective movement. (source:
Nature)

be observed at the scale of the building elements of living systems: cells. Due to the
large variety of the systems that can be referred to as "active matter", the definition can
change with the subject. However, some similarities are observed. An active system is
composed of self-driven units which can continuously interact with the medium they live
in, particularly exchange energy with it. They can store this energy or transform it into
mechanic one[4, 9|. This specificity results in another important property, the emergence
of collective behavior differing from the individual one. Figurel.3 illustrates perfectly
this result with bird flocks. In the case of a low density of individuals, each one has its
own behavior (here random flight direction). When the density crosses a threshold, the
individuals tend to align their own movement with one of their neighbors, causing this
collective motion (see Figurel.l) and it can be observed the same effect at a microscopic
scale (see Figurel.2).

For example, there is increasing evidence that this collective behavior is important for
providing the cells with the ability to invade and occupy their surroundings.

Therefore, understanding the mechanism of this collective motion is highly relevant to
natural systems across a wide range of length scales. This suggests that a general under-
standing of this principle rather than specific, i.e., relative to a length scale, could be a

very powerful and useful theory.

However, modeling such a mechanism raises many challenges. First, the theory behind
this system can be very different from the classic equilibrium models because these sys-
tems lack time-reversal symmetry. Indeed, energy is constantly transduced. In addition,
they are always out of thermodynamic equilibrium. It is even difficult to identify the key

parameters and degrees of freedom.
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And indeed, it seems difficult to describe a set of general proprieties for active matter
because of the large number of systems and also by their complexity. As emphasized in
[9], for a living organism there are at least 300 cells and each one has a dynamical process
depending on many variables. And this becomes more and more complex for multicellular

eukaryotic organisms, for example in the animal world.

That creates new challenges for the mathematical modeling of these systems [3]. Ac-
cording to Dogic, active matter changed the ideas of what materials can do. Indeed, "by
studying the spontaneous flows of microtubules and proteins confined in small, doughnut-
shaped containers, it is hoped to lay the groundwork for a self-pumping fluid that could
move molecules around in microfluidic devices similar to those that are becoming increas-

ingly common in experimental biology, medicine, and industry.”

In the next section, this aspect will be presented through different problems and appli-

cations that illustrate the interest in developing such a theory.

1.2. Applications

Why is active matter interesting”? In this section, the development will be split into
two parts. The first one will show that the mechanism of active systems is responsible for
phenomena that are still difficult to explain for the scientific community. The second part
will underline the possible improvements that could be done if the results of the theory

are applied to some technologies.

1.2.1. Fundamental problems

As it has been underlined in§1.1, active matter involves many subjects because of the
numerous scales where it appears. As it has already been described, the collective behav-
ior or motion that can be observed with birds or fish in everyday life is a phenomenon due
to the mechanism of active matter. Before his work, Vicsek underlined the nonexistence
of theory to describe it. But he built a model to tackle also the same behavior with

bacteria and cells.

According to [12], it is possible to describe a complex mechanism which is one of the
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fundamentals to understand living beings. Indeed at the cell scale, the modeling of active
matter relies on the cytoskeleton, a biopolymeric system (in other words a network of
interlinking protein filaments) that controls the mechanical properties of the cells such
as division and movement. The latter is formed by three types of filaments: Interme-
diate, microtubules, and actin filaments (or microfilaments). Whereas the mechanical
contribution of the intermediate filaments is passive and takes place at large deforma-
tions and over long times, the microtubules and microfilaments are structurally polar
and provide a directionality for active processes. They are fundamentally out of equilib-
rium, continuously hydrolyzing ATP (Adenosine Triphosphate) for actin filaments or GTP
(Guanosine Triphosphate) for microtubules into ADP or GDP (Adenosine Diphosphate)
and (Guanosine Diphosphate). This activity results in polymerization at one end and
depolymerization at the other end. This process, called treadmilling, has an important
role in cell motility (spontaneous movement) and cell signaling.

These filaments have another important characteristic: they can act as tracks to energy-
transducing proteins called molecular motors, which can ride along them. The latter can
be distinguished into three families: myosins moving on actin filaments, kinesins, and
dyneins moving on microtubules.

As for the motors, they can move the cytoskeletal filaments if they are anchored on a
substrate or a crosslinked structure such as a gel. Most of the mechanical properties of
animal cells are controlled by a thin layer of the actomyosin meshwork (a few hundred
nanometres to micrometers thick) called the cell cortex. It is a dense gel with a mesh size
of a few tens of nanometres. At first sight, it can be considered a physical gel because the
actin filaments are crosslinked by proteins having a finite bound time. The treadmilling
phenomenon and the action of myosins, however, introduce fundamentally novel aspects

to the system.

Furthermore, some important problems such as swimming bacteria could be described
by the theory. And experimental works on active matter could provide a base for testing
theories of non-equilibrium statistical physics|20]. But understanding active matter is not
only the unlocking of complex mechanism explanations. Scientists can apply the results

in many fields and technologies.

1.2.2. Applications in medicine and environment

In the development of technologies, one of the most widespread ideas is based on the

analogy with nature. In other words to imitate how living entities accomplish the ex-
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pected tasks. Why not copy a process that has evolved for thousands of years?

The utilization of microrobots is more and more developed because the small size allows
the accomplishment of tasks that humans cannot perform. Contrary to previous methods,
humans can have control of the robot’s action. However, the performance of this tech-
nology is limited by the difficulties encountered by a unique robot in fluid flow (whether
water or human blood). In this situation, active matter could play a key role to improve
the performance of a collection of microrobots. Indeed, they can reproduce the movement
of bacteria or cells which could be an asset. Two examples will illustrate this idea. The
first is about the environment and wastewater treatment. The second is about biomedical

technologies.

But first, the concept of swarm robotic. The idea is to apply collective behavior to
robots. And then, control their movement and action. A swarm is composed of many
individual units, each one having several degrees of freedom. When it is controlled as a
whole, it forms an active system having a collective behavior. In this kind of system, the
loss of a few units by technical problems or other factors does not impact the functions of
the swarm. This robust behavior of the swarm is a clear advantage compared to a unique

robot.

To generate the motion, i.e., force the robots to group in a swarm, there exist different

methods each of which with pros and cons for [5].

Magnetic method: 1t is the most used control. It applies magnetic forces to the robots
with coil systems or permanent magnets. This is done at distance allowing to work in
confined and narrow spaces such as the human body. However, in bigger spaces, it be-
comes complicated to generate a strong magnetic field to control efficiently the swarm
requiring more energy and complex design. For safety considerations, a short exposure
for humans is not proven to be dangerous so far. Except for a very strong magnetic field
(~ 10 T), in this case, the patient can feel some knock-on effects such as metallic tastes
and dizziness. On the environmental scale, a long exposure can impact the living individ-

uals and becomes problematic.

Electric method: In this case, the microrobots are controlled by the Coulomb force
generated by an external electric field. The field polarizes the material and induces dipole

within the microrobots. Then, interactions between dipoles generate the creation of the
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swarm. Compared with the magnetic field, the electric field has similar advantages in
working environments. However, for biosafety concerns, living cells can be damaged by
the electrophoresis ! and hydrogel polymerization caused by electric fields. The generation
of the electric field has more problems to overcome. Generating electric fields in a large

volume requires large electrodes, bringing design challenges about safety and efficiency.

Acoustic method: The microrobots are driven by the energy of the sound wave. Con-
trolling the frequency and the phase, it is possible to design the acoustic pressure distri-
bution in the medium and the microrobots move with respect to the pressure gradient
and its geometrical shape. Unlike magnetic fields, the transmission of sound waves needs
a material medium. It can bring benefits by designing unique transmission media for a
better control effect. However, it can also lead to problems dealing with complex media,
such as the human body. Acoustic control shares the same advantages in the working
space and health risks as magnetic control, but the device is much lighter. The feature
of microrobots controlled by acoustic waves does not have a strict limitation. This high

adaptivity also helps the acoustic field cooperate with other fields.

Optic method: 1t is possible to control robots with light. In this case, they are made
from light-responsive polymers or biological materials, this is a great advantage in terms
of biosafety regarding the human body and environment. This method has high accuracy
and the energy transfer efficiency is elevated if directly exposed to the source. However,
the properties of the control are altered if the environment makes difficult the propaga-
tion of the light such as in complex environments, and the penetration ability of the light
is lower than a magnetic field. In this case, optic fiber can be used to overcome these

obstacles but the field is not yet mature enough and requires more research.

Chemical method: In this situation microrobots use the energy produced in chemical
reactions to power their locomotion, functioning as a catalyst. They are active as long as
the fuel reagents exist. This method is efficient for powering the microrobots. However, it
is difficult to control the swarm behavior in real-time because it is difficult to adjust in live
time the properties of the solution. Thus, additional fields, such as magnetic and acoustic,

need to be applied in order to control collective behavior. In biomedical applications, the

IElectrophoresis is a general term that describes the migration and separation of charged particles
(ions) under the influence of an electric field. source: R.J. Fritsch, I. Krause, in Encyclopedia of Food
Sciences and Nutrition (Second Edition), 2003. This is problematic because the motion of proteins
responsible for several mechanisms of the cell is influenced by this specific migration.
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selection of the chemical reaction is vital to the system’s performance. The reaction needs
also to be safe inside the body, for example, using the biochemical reactions that exist
inside the human body. In environmental application, however, potential pollution by

microrobots is a matter of concern in selecting the proper reaction to power them.

Magnetic field, Electric field
3

'
'

[N
' \
'

A

Chemical |
reaction 1

' '
1+ Température '
1+ change

Figure 1.4: Example of bird flock (source: Yulei Fu and al).

Currently, the working environment of the microrobot swarms includes solid surface |,
liquid-air, liquid-liquid interfaces, and inside bulk liquid environment. These environments
cover most of the applicational fields of microrobotic swarms.

However, the microrobotic swarms working in gaseous environments are not very studied
whereas they can be very useful. In the biomedical field, they could be used for curing
respiratory diseases. For the environment, the air pollution problem is another possible

area of application.

Biomedicine technologies: In medicine especially in oncology, some classic treatments
are particularly painful for the patient. A key solution is to target locally the tumor. The
use of swarm robots could answer this need. For example, they can bring the proteins or
the chemical drug required to kill the cancerous cells. For example, in Brachytherapy 2,

it is needed to bring a radioactive source to destroy the tumor cells. With the swarm, it

2Brachytherapy is a type of internal radiation therapy in which seeds, ribbons, or capsules that contain
a radiation source are placed in the body, in or near the tumor. Brachytherapy is a local treatment and
treats only a specific part of the body. It is often used to treat cancers of the head and neck, breast,
cervix, prostate, and eye. source: National Cancer Institute
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becomes possible to bring the quantity needed close to the tumor and not use traditional
radiotherapy which is dangerous for patients.

Another possibility is to use the swarm for improving the blood flow in order to dissolve
a blood clot. And this avoids using pharmaceutic treatments which can bring second
effects.

One last but not least example is the use of a swarm to remove harmful biofilms. For
example, it has been used to destroy the membrane of bacteria and biofilms on medical
and industrial equipment|5, 6].

Despite significant progress in the use of microswarms in biotechnologies, some challenges
have still to be overcome. For example, the efficiency of the targeted therapy can be low.
Indeed, the microrobots are seen as intruders and are attacked by the immune system.
Even the control method has to be improved in order to overcome the obstacle for the

microrobots in complex geometries.

Environment and wastewater treatment:

Different sources of pollution contribute to the shortage of water problem such as oil leak-
age industrial sewage and heavy metal pollution. Once again the control of this swarm is
to destroy the polluted particles or filtrated them.

Microrobots are already used in this area but swarms have not been applied yet but could
be a promising subfield of research allying active matter and robotics. However one major

limit is the fact that they become themselves a source of pollution|5, 6].

Figure 1.5: From collective behavior in nature (1) to swarm robotic (2). Possible appli-

cation: a) waste water treatment, b) Target Therapy, c) Remove harmful biofilms.
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2 Model of active nematics

As was underlined in the previous chapter (1) and according to[4] "convergent strands
of research focused on modeling bacterial swarms and on cytoskeletal dynamics have
suggested that the collective behavior seen in both types of system can be described in
the continuum limit by the same phenomenological, hydrodynamic model".

The complexity of the system has been dealt already in several works. And classically,
continuum hydrodynamic models of active liquid crystals have been used to describe this
dynamic of self-organizing systems such as bacterial swarms. A key prediction of such
models is the existence of self-stabilizing states that spontaneously generate fluid flow in
a quasi-one-dimensional channel.

After introducing a general background for the theory of active nematics in §2.2, the
model used in this work will be presented in §2.3. The last part of the chapter, in §2.4,
will focus on a quasi-one-dimensional example to describe a specific and benchmark case:

"Spontaneous flow".

2.1. Notations

This section is a short recap of all the notations which will be found in the next sections.

e The material time derivative:

(')—2—24_ 2
Dt otV ox

e The nabla operator V is used.
Because only Cartesian coordinates are considered in this work, it is defined as:

0

ox

_|a
V= 39
9
0z

All the classic derivative operators can be expressed with it. We recall: div = V-,
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A=V-V,rot =Vx.

e We recall the dot product for second-rank tensors.
A-B=tr(BTA).
e The tensor product between to second-rank tensors.
(A® B)X = AXBT.

e The codeformational derivative:
BY := (B.) — (Vv)B, — B.(Vv)".

2.2. Liquid crystals (LC) and active nematics

In this section, we will present the Eriksen-Leslie theory of liquid crystals and its extension

to active nematics and we will follow [15].

2.2.1. LC: director, deformations and energy

As underlined in [3], a well-studied class of active matter such as elongated bacteria or
filamentous particles can be simply generalized to a group of rod-shaped particles which
have similitudes with nematic liquids. The latter describes elongated molecules with long-
range orientational order. This consideration allows us to adapt the developed theory of
liquid crystals for modeling active matter. The difference lies in the consideration of ac-

tivity.

|/1\|/\ /\\\/\
|/ /
//\I/ |——|/\/

I I >7

melting point clearing point

Figure 2.1: Difference in terms of ordering between, Crystal, Liquid Crystal and Liquid
(Source: "The Static and Dynamic Continuum Theory of Liquid Crystals" [15])
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Liquid crystals are anisotropic and non-Newtonian liquids. Often described as an inter-
mediate state between liquid and crystal, these mesophases can flow like a liquid but they
have some anisotropic physical properties (i.e., depending on the direction) as crystals.
The nematic liquid crystals exhibit a preferred direction along which the axis of each
constituent tends to align (see Figure2.2). This direction is called the anisotropic axis or
director and will be denoted with n. There is no correlation between the center of mass of
the molecules, i.e., they can freely translate while being aligned parallel to one another on
average. In addition, we consider nematic particles, that is elongated particles possessing
head-tail symmetry, in a uniaxial phase, where there is only one preferred anisotropic
axis.

Developed in the 1920s, the hydrodynamic theory has been put forward by Leslie and
Eriksen in the 1960’s. They based their work on the extension of the static equilibrium
theory developed by Frank, which introduces the so-called Frank-Oseen elastic for the

director distortions.

>
>

\/
anisotropic axis nematic liquid crystal director

Figure 2.2: Ordering in nematic liquids crystals (Source: "The Static and Dynamic Con-
tinuum Theory of Liquid Crystals" [15])

This energy accounts for the possible distortions of the director. There exist three types

of distortions: Splay, Twist, and Bend (see Figure2.3).
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Figure 2.3: Possibles distortions of nematics (Source: "The Static and Dynamic Contin-
uum Theory of Liquid Crystals" [15])

In the static case, the director n tends to align in a direction minimizing this energy.
The latter is assumed to be invariant with respect to the symmetry n — —n, called
nematic symmetry, quadratic in the gradient of n, and frame indifferent!. It is written as
follows|15],

1
wp(n, Vn) = §(K1(V ‘n)? + Ky(n-V xn)? + Kz(n x V xn)?

(Ky + K)V - [(n-V)n — (V- n)n]), (2.1)

where K; are the Frank constants, related with a specific distortion as it can be seen on
Figure2.3. The "one constant approximation" consisting in taking K = K; = Ky = K3

and K, = 0, reduces equation (2.1) to

1
wp = §K||Vn||2. (2.2)

We will make this simplification in the rest of the thesis.

The continuum description of Liquid Crystals is built similarly to polar fluids. The spatial
description of the instantaneous motion of a fluid with microstructure uses two indepen-
dent vector fields: the velocity v(z,t) and an axial vector w(z, t) which is the local angular
velocity of the director n (for polar fluids it is the angular velocity of the particle). This

is because n is an independent degree of freedom and it is not materially transported by

IThe constitutive laws governing the internal conditions of a physical system and the interactions
between its parts should not depend on whatever external frame of reference is used to describe them.
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the flow.

In the classic continuum theory, only the velocity field is independent and the angular
velocity w is related to its curl. It is a measure of the average rotation of the fluid over
a neighborhood of the director and is interpreted as the regional angular velocity. Then a
relative angular velocity is defined as the difference between the two: w.

Therefore we have,

1
W= §V XV, (2.3)
W=WwW—W, (2.4)

and the following properties of the director n-n =1 and w x n = n.

The rate of strain tensor D and the vorticity tensor W are defined as?:
. 1 T o 1 T
D—§<Vv+(Vv) >, W—§<VV—(VV) ) (2.5)

The co-rotational time flux of the director is defined as

n=wxn=n- Wwn. (2.6)

All the quantities, n, D, and n are material frame-indifferent. In addition, isothermal

conditions and incompressibility are assumed whereas thermal effects are ignored.

2.2.2. LC: Dynamic and Eriksen-Leslie theory

As in classic continuum theory, conservation laws for mass (2.7), linear (2.8) and angular

(2.9) momentum must hold,

D
- dV = 2.
5 [ v =o (27)
D
—/pvdV:/pde+/tdS, (2.8)
Dt Jy v s
D
— p(xxv)dV:/p(xxf+K)dV+/(xxt+l)dS. (2.9)
Dt Jy % s

e p is the density, x is the position vector, v is the velocity.

2By definition, this tensor is the unique tensor satisfying for any vector u, Wu = w x u.
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e f is the external body force per unit mass, K is the external body moment per unit

mass.
e t is the surface force per unit area, 1 is the surface moment per unit area.
The director terms are incorporated in the rate of work equation, so we have

D 1
/p(f-V—l—K-W) dV+/(t-V—|—l-W>dS:— (—pv-v—l—wp) dV—l—/@ELdV
v S Dt Jy, 2 v

(2.10)

Y1 is the viscous dissipation rate per unit volume and it is assumed non-negative. The
following relations between stress tensor (T) and surface force (t), and, the couple stress
tensor (L) and the surface (1) moment can be proved: t = Tv and 1 = Lv. Then,

exploiting the previous balance laws (equations (2.7)-(2.9)), we derive

awF ~
T=—pl — T—— 47 2.11
. 8wF ~
L=nx 5n + L. (2.12)

e p is an arbitrary pressure coming from incompressibility.
e T and L are possible dynamic contributions. The first is called viscous stress.

Under the assumption that L does not depend on the gradients of w, the dissipation
inequality leads to L = 0, reducing equation (2.10) to

T -Vv—W. T =9, >0. (2.13)

It is supposed that T is a function of n, w, and Vv which is equivalent, under assumptions
and properties of w, to be a function of n, n, and D. In addition the material frame-
indifference requires T to be an hemitropic function (invariant under rotation) of these
variables and symmetries imply to be an isotropic function of them. Leading to the Leslie

formula

T:al(n-Dn)n®n—{—a2f1®n+a3n®ﬁ+a4D+a5Dn®n—l—a6n®Dn.
(2.14)
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The coefficients «; are called Leslie viscosity coefficients. The Parodi relation gives
Qg — Q5 = Qg + Q3

reducing the number of independent viscosities from six to five. The viscous dissipation

can be written as
Dpr=o; (n-Dn)? +2y%n-Dn+a, D-D+ (a5 +ag)Dn-Dn++, n-n > 0. (2.15)

Setting 74 = a3 — ay and 75 = a5 — a5. The previous relation constrains the viscosity

coeflicients to )

2a4+a5+a620,

2(11 —f- 30[4 + 20[5 —|— 2()46 2 O,

\4’71(2044 +as +ag) > (ag +az +72)°

It can be distinguished two kinds of flow for nematics with the coefficients oy and asg,
Flow aligning : asag > 0 and ap < a3 < 0 (2.16)

Tumbling : sz < 0 (2.17)

In the first, the director tends to a steady-state whereas in the second, it is not able
to reach a fixed state making the particles rotate inside the flow and leading to defect

formation.

Finally, the Eriksen-Leslie equations can be stated.

Director constraint,

|| =1, (2.18)
Incompressibility,
V.-v=0, (2.19)
Balance of linear momentum,
) T, . T oT
pv = pf = V(p+wp) — (Vn)" (1104 12Dn) + (Vn) Kg + —, (2.20)

ox
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Balance of angular momentum,

Gwp 8wF . .
v(8Vn) ~ on +yn+ 79 Dn+ K¢ = An, (2.21)

with K¢ is the generalized body force, related to the external body moment K through
the following relation: pK = n x Kg. A is a Lagrange multiplier due to the director
constraint. There are eight equations for eight unknowns (three components of v, three
components of n, the pressure p, and \).

For further computations, we state the complete Cauchy stress tensor, in the compressible

case, in the EL theory,

Ter =—pisdl ti(n-Dn)n®n+an®n+ozn®n+asD+a; Dn®n

+ agn ® Dn + a7[(trD)(n @ n) 4+ (n - Dn)I] + ag(trD)I — (Vn) Ton

(2.22)

2.2.3. Active nematics: classic description

To describe active nematic, the previous theory is usually extended to include the notion
of active stress. In several works [3, 4, 9], activity is an explicitly added piece to the general
stress tensor. This is strongly related to the director, in other words, to the local structure

of the molecules. It usually takes one of two forms

d
Tc=(m®n, T,=¢(Q= Cﬁq(n@) n—1/d),
where Q is called the nematic order parameter tensor, d is the dimension of the space and

q is the magnitude of the order. It is a traceless tensor.

However, this is not universally accepted for several reasons. For example, it is not
compatible with irreversible thermodynamics [1, 16]. Indeed, active terms are irreversible
which means under reversal time they do not change sign. Whereas, in the definitions of
the previous T¢, the production of entropy is T¢-Vu = (Q-Vu. The quantity Vu, being
reversible, changes of sign requiring the same change for the scalar ( under time reversal.
Which is impossible for a scalar.

Another problem is the chemical power expended by the system vanishes when v = 0.
Indeed, the internal power Il;,; = —T-Vv. Whereas it is expected that the power exerted
by the active term does not vanish even in absence of any macroscopic flow. It is difficult

to differentiate active and passive contributions when T is used.
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In the thesis, we will explore the consequences of an alternative model described in [17],
where activity is introduced as a remodeling generalized force. Particularly, we will focus
on the fact that standard analysis of polar theories reveals a single instability mode where
no net flow is observed for no-slip boundary conditions. By contrast, numerical studies
[10] show two modes of instability. One with positive activity (¢ > 0) and flow aligning
(equation (2.16)) and another one with negative activity and tumbling (equation (2.17)).

2.3. Active Model with material relaxation

The model presented in this section has been developed in [17] to extend and overcome
some issues present in the standard active models. The reader is invited to look at the
article for deeper justifications. Here, we will recall the principal considerations and equa-

tions while we will detail some computations in Appendix §7.1.

2.3.1. Theoretical model

The first key idea is to split the degrees of freedom associated with elastic deformations
(reversible and conserves energy, described through F.) and ones related to the mate-
rial relaxation and reorganization (irreversible, described through G). The deformation
gradient is decomposed as follows F = F.G called Kroner-Lee-Rodriguez decomposition
and for convenience the inverse relaxing strain H = (GTG)™!. The effective left-Cauchy-

Green deformation tensor can be written as
B. = F.F! = FG'G'F? = FHF". (2.23)

Unlike most hydrodynamic theories of active nematic (see §2.2) we do not use the ordering
tensor Q but the uniaxial and unit determinant shape tensor, coming from the theory of

nematic elastomers,

¥(p,n) = a(p)(n ®n) + a(p) (I - n©n). (2.24)

e n is the preferred direction, the shape tensor represents the volume-preserving uni-
axial stretch along it. As det(W) = 1, the growth is not taken into account in the

model.
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e a(p) is the shape parameter, giving the amount of spontaneous elongation along
the preferred direction in a uniaxially ordered phase. The shape tensor is spherical,

prolate or oblate for, respectively, a(p) =1, a(p) > 1, or a(p) < 1.
e I is the identity tensor, p is the density.

The free-energy density per unit of mass is considered

o(p,Be,n, Vn) = 0y(p) + %M[tr(\II_IBe — 1) — log(det(¥'B,))] + or(p,n, Vn), (2.25)

e pu is the shear modulus, og(p) models the compressibility and is not affected by

stress relaxation.

e or(p,nVn) is the Oseen-Frank potential of liquid crystals [15] that favors the align-

ment of the director field n, we have wr(n, Vn) = pop.

Now, we try to express the energy loss due to an irreversible process (entropy pro-
duction) denoted with &, a generalization of the viscous dissipation rate (see (2.15)) of
the Eriksen-Leslie theory. Assuming an isothermal process and considering an arbitrary
region &, convecting with the body, the temporal increase in kinetic and free energies,
respectively K and ZF is required to be less than or equal to the power expended on the

region by the external forces, denoted with Weet,

P =Wt - K- >0, (2.26)

With

weet ::/ b - vdv —i—/ t, - vda +/ g - ndv —i—/ m, - nda —i—/ Ta-BeVdv,
P2, 0P, P2, 0P, P

K+ .% .= /,2 (%va + po(p,Be, n, Vn))dv.
P
All the quantities have already been introduced in §2.2.2 (see equation (2.10)) and they
are redefined in Appendix §7.1.1 by comparison, except for the last and new term in
the definition of W®*. T, is a second-rank tensor representing an external remodeling
force that competes with the natural microscopic reorganization of the body. It has to
be underlined that this tensor is conjugate to the remodeling velocity field BY contrary
to the classic active stress conjugated with the gradient of velocity (see §2.2.3). BY has
the following properties: (i) it is frame invariant, (ii) it vanishes when the deformation is

purely elastic (no evolution of the natural configuration) (iii) and it comes out naturally
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when studying the passive remodeling.
This leads to the following formula for the dissipation (for detailed computations see [17])

2= (b—pv+divT) - vdv +/ (t, — Tv) - vda +/ (g —h) - ndv
Py 07, P
0o 0o

—_— . . _— . V
—1—/&% [ml, (pgvn)y} nda —i—/L%(Ta p@Be) B, dv, (2.27)

where two important quantities, the Cauchy stress tensor, and the molecular field, are
found to be

Jo do Oo
T:=—p*—I1+2)—B, — rT_—_ 2.28
oo . oo
h:= pa—n — div <p—8Vn>' (2.29)

2.3.2. Equations and relaxation dynamic

According to the model, the material response is elastic with respect to the natural
configuration. Energy is dissipated only when there is a microscopic reorganization. In
equation (2.27) only the term depending BY yields a non-zero contribution. As & is
arbitrary, we can get the following equations.

The classic balance of momentum and the corresponding boundary conditions are

pv =b + div(T), (2.30)
t(,) =Tv. (2.31)

Since n = w X n, we have,
(g—h) n=(g—h)-wxn=w-nx(g—h).

Therefore, the microstructure satisfies the following equation and the corresponding bound-

ary conditions

nx(g—h)=0, (2.32)
Oo
nxmg) =nx (pm)y. (2.33)

Finally, substituting all the equations (2.30)-(2.33) into equation (2.27), the positive
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dissipation is imposed through (see Appendix §7.1.2 for a detailed computation)

Jo

(Ta - paBe

)-BY = (T, — (¥ - B;") - BY 2 0. (2.34)

According to [16, 17|, it is customary, when considering irreversible processes near equi-
librium, to interpret the dissipation as the product of "fluxes" and "forces". Assuming a
linear coupling between them and imposing symmetric constraint, we state that the evolu-

tion of the microscopic remodeling is governed by the following "gradient-flow" equation,

oo B
0B,

D(BY) +p T,. (2.35)

where D is a symmetric positive definite fourth-rank tensor called the dissipation tensor.

Substituting equation (2.35) into equation(2.28), we get,

r Oo

T = 0714 2T, ~ B(BY)]B. — p(Vn)’ 7

9 (2.36)
The equation (2.36) shows an active contribution to the stress tensor, 2T,B., which,
however, depends on B,.

Before going further into the equations, we will focus on the form of D. We can assume
that it shares the uniaxial symmetry of the shape tensor ¥. As explained in [16], the
most general matrix representation of a symmetric fourth-rank tensor that is transversely
isotropic about n has five independent parameters. This tensor is an automorphism of

the space of symmetric second-rank tensors which is defined on the following basis,

1

E; :E(GQ®H+H®92), E, = <e1®n+n®el>’ (237&)
1

Es=—-(e1®e+e®e), E,=—F%(e1®e; —e;®ey), (2.37b)

V2

3
E; :\/;(n®n+1), Eg =

which is built with the orthonormal basis (e1, €2, n) of R, The basis {E;} is orthonormal

I (2.37¢)

G- -

with respect to the classic dot product between second-rank tensors (see §2.1).

From acoustic experiments [17], we can express the dissipation tensor as,

D= (TP HT. (2.38)
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The tensor T should be compatible with the uniaxial symmetry about n, but it is not
symmetric in general with respect to the classic dot product between second-rank tensors.

Yet, it is symmetric with respect to the following scalar product,
(AB)=A- (T '@U HYB=A4. 9 'By (2.39)
We also defined the corresponding outer product
(AR B)X = A(B, X). (2.40)

We derive a orthonormal basis with respect to the previous scalar product

L1 =1/ a(p)El, L2 =1/ a(p)Eg, (241&)

Ls =a(p) 'Es, Ly =a(p) 'Ey, (2.41b)
Ls :\/g(a(p)Qn@)n— 2a1(p> (I—-n®n)), L :%\Il. (2.41¢)

And we can get,

T :Tl(Ll XL +L, X Lg) -+ Tg(Lg XL;+ L, X L4) + (TS + T4 COS<2@))(L5 X L5)
+ (15 — T4 c08(20))(L¢ X Lg) + 74sin(20) (L5 X Lg + Lg X Ls). (2.42)

with 7, = (73 + 74) and 7, = 1(73 — 74). © is an additional parameter of the model
which can be interpreted as the angle between the eigenspaces associated with 73 and Ly
[16]. So we get the five parameters of the tensor D. It is positive definite if and only if
T is positive definite, requiring the positivity of the four relaxation times 7; > 0. That is

always true.

2.3.3. Active fluid approximation

From now, the following assumptions are stated concerning only small effective defor-
mations. To do so, two-time scales are defined.

The characteristic time for macroscopic deformation is defined as

Taer = || V|| 7. (2.43)
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The second characteristic time is related to material remodeling, determining the time

rate at which B, reaches equilibrium
Tre = 2||D[|/(o1)- (2.44)

We consider that

® 7,.« T4.5: Reorganization is much faster than deformation. The problem is reduced

to purely hydrodynamic theory.

e [t is assumed that the active term only introduces a small perturbation of the passive
equilibrium value (W) of the effective strain tensor: B, = ¥ +B; with ||B;|| = O(e).

e T, is the active tensor, here it will be taken as T, = —%puCI.

e D is a fourth-rank tensor with major symmetries related to relaxation times (see
§2.3.2 for further details). Here it is taken as D = %p/n]l. I is the fourth-rank
identity tensor. Compared to §2.3.2, it is an important simplification, we consider

only one relaxation time.

The two hypotheses about the tensors T, and D will be discussed in the next chapter (see
Chapter 3).
The main contribution of B,) to the stress tensor comes from the codeformational deriva-

tive of the shape tensor,

v :pﬁ)@ (4D){I ~ 1+ 2a(p)*)(n ® )} + [a(p)’ — a(p) (G @n

+n®n—Dn®n—n®Dn)—2a(p)'D.

Q

The Cauchy tensor is simplified to

Jo do
_ 200, v _ T 00
T=—p 8,01 2D(TV)W + 2T, ¥ — p(Vn) on

An interesting point, deeper described in [16, 17|, is the possibility to identify the coef-
ficients of the EL theory (§2.2.2) with the parameters of the dissipation tensor (§2.3.2).

Indeed the two first terms —ng—"I — 2D(PV)W are equivalent to the passive dynamic of
p

nematic liquid crystal (see the final formula for T g, equation (2.22)), and the last terms

T o

are the same: —p(Vn)* 5.
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After some computations, the following relations can be found:

Piso(p) = po0(p). (2.45a)
ap = pp (’7‘2 — (613%1)27'1 + 373 cos(0)* + 374 sin(@)2>, (2.45b)
g = — pu(a® — 1)1y, (2.45¢)
ag =—pp(l —a™’)m, (2.45d)
Q= 2pUTy, (2.45¢)
as = ppu((1+a’)m — 27), (2.45f)
ag = ppu((1+a )1 — 2m), (2.45g)

a7 =pji (7‘2 + 73 c08(0) ((3k — 1) cos(©) + \/Esin(@))

+ 74 8in(0) ((3x — 1) sin(O) — \/§COS<@)), (2.45h)
ag = pu( — T+ éTg((gﬁg — 6K — 1) cos(20) + 9x?

+2v2(3k — 1)sin(20) — 6k + 3) — %74 (952 — 65 — 1) cos(20) — 9k

+2V2(3K — 1) 5in(20) + 65 — 3)). (2.451)

a'(p)

with kK = Pain

2.4. Spontaneous flow in a two-dimensional channel

One predominant feature of active matter is its ability to generate spontaneous flow.
We study a two-dimensional channel with infinite length along the x-direction and of size

L along the z-direction. (see Figure2.4). The following hypotheses are taken into account:

e The material is incompressible. The pressure, becoming a Lagrangian multiplier,
can be determined with one of the equations but it will be ignored during the

computations. We also fix the shape parameter ag = a(py).

e In agreement with the one constant approximation, the Oseen-Frank potential is

taken as op = $k|Vn/|%.

e The infinite dimension along the z-direction allows us to assume translational in-
variance along x, all the unknown quantities will depend only on the transverse z

variable.

e Two quantities are dealt with: the angle formed by the nematic units with the
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z-axis, 0(z), and the z-component of the macroscopic velocity of the suspension,
vz(2).
e No-slip boundary conditions at both extremities are assumed and 6(0) = (L) = 0.

In the stationary case, the equations of motion are: % =0 and % = 0 (equation for

the pressure). While the director equation becomes n x h = 0.

24 8(L) = 0 va(L) = 0
Um(z)
- A_@(z)
v (0) =0 2(0) = 0 T

Figure 2.4: Scheme of the studied case (source: "Active nematic gels as active relaxing
solids" [17]).

With the previous assumptions and considerations, the following equations can be ob-
tained (see Mathematica code and §7.1.3),

4(ay — 1)0'{27v, sin(20)[(ai — 1) cos(20) + aj + 1] — 2a( cos(26)}

—70![4(al — 1) cos(20) — 5al + (ai — 1) cos(46) + 2aj — 5] = 0, (2.46a)

(ap — Dprvl[(ag 4+ 1) cos(20) — ad + 1] + 2a3k0” = 0. (2.46Db)

With the (no-slip) boundary conditions: v,(0) = v,(L) =0 and 6(0) = #(L) = 0. The
trivial solution, v,(z) = 0, 8(z) = 0, is always a solution of equations (2.46a) and (2.46b).
But in the next section, it will be shown that above a critical value for the activity, some

non-trivial solutions appear in a neighborhood of the trivial solution.
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2.4.1. Bifurcation

In order to find bifurcating solutions, equations (2.46a) and (2.46b) are linearized about
the trivial solution. We find,

Tv!(2) — Cap(al — 1)0'(2) = 0, (2.47a)

(a3 — )t (2) + agkd” = 0. (2.47b)

When this system is solved with one boundary condition (here at z = 0) (see Mathematica

code), we get

21
0(z) = asin ( (fo—l;;(ag —1)z) + Bsin® ( %—(ao 5 )Z), (2.48a)
2 3 _
va(2) = @ a%g [4asin® ( %M) — Bsin ( i)—“k(ag ~1)2)].  (2.48b)

In general, these functions do not match the boundary condition at z = L unless, a =

B = 0. Matching the boundary condition means to solve the equivalent algebraic problem

of the form
. . a3—1)L
y a) _ sm( a—ﬁ)ik(ag—l)L) 51n2( f{)&k(oz) ) o .
B 4sin® ( (fo—“k (aggl)L) —sin ( %(a% —1)L) g

In order to have non-trivial solutions, a # 0 or 5 # 0, we need

det(A) = 2(1 — cos ( %(ag —1)L)) =0, (2.49)

(see Appendix §7.1.4 for the computation) and the following critical condition between

the parameters is found,

2
4meag

(a5 —1)% u¢ k
L*(ag = 1) p

Ly|———=—==2m, ne N\ {0} = (. =

2.50
P (2.50)

When we chose n = 1, (. is called the critical value and is interpreted as a threshold to

have the existence of non-trivial solutions. With this condition, the linearized equations
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admit two independent modes of instability, indicated by the constants a (mode 1) and
£ (mode 2), so that we have a two-dimensional space of bifurcating solutions. This is in
contrast with standard pitchfork bifurcation where there is only one mode observed. The

solutions are of the form,

2mnz

0(z) = asin( )+ ﬁsiHQ(%m), a, e R, (2.51a)

2mnz
L

It is important to note that the amplitudes of the modes are not fixed at the linear level.

ap(ag — 1)CL
AdmnTt

)] (2.51b)

ve(2) = [4a sin%%) — B sin(

We plot the two modes for each variable.

G — — — ——

4+ _
=50 | =—— Mode 1
—— Mode 2

O_ -

| L L L | L L L | L L L | L L L | L L L |

0.0 0.2 0.4 0.6 0.8 1.0

<

Figure 2.5: The two modes for the velocity, with values: a9 =2.5, 7=1,(.=0.5, L =1,
p=1. Mode 1 (a,8)=(1,0), Mode 2 (a,3)=(0,1).
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il
10+ -
05 .
= 00p 1 — Mode 1
I — Mode 2
05
-10F -
el L L L L L L L L L L L L L L L L L L L L
00 02 04 0.6 0.8 1.0

Figure 2.6: The two modes for 0, with values: ag = 2.5, 7=1,( =05, L =1, u = 1.
Mode 1 («,5)=(1,0), Mode 2 (a,3)=(0,1).

As underlined in §2.2.3, this result is different from the classic nematic theory because
we can observe at the linear level two modes instead of one. We will now test the ro-
bustness of this bifurcation to material parameter changes. We want to know if it is still
possible to observe this two-fold degeneracy in three cases: the form of the active tensor

W, different boundary conditions, and a change in the relaxation times.
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3 ‘ Robustness of the instability

In this chapter, we test whether the linear bifurcation analysis is robust. Indeed, some
assumptions have been done to simplify the computations but other possibilities can be
applied. In order to justify the work that will be exposed in the next chapter (Chapter 4)
about the bifurcation, these different considerations will be tested to verify the presence of
the degeneracy, and if it remains when there are material changes. The following changes
will be tested:

e the active tensor will be changed,
e then different boundary conditions will be assumed,

e and finally, a second relaxation time will be taken into account in the dissipation

tensor, see[16].

Then, for each one, the structure of the linear operator kernel and the critical activity are
compared with the ones found in §2.4.1 and [17].

The changes in the equations will be only described for the linear ones (equations (2.47a)
and (2.47b)).

3.1. Solution technique

In this section, the procedure to solve the linear equations is detailed. For every section
of this chapter, a set of two equations, with two boundary conditions, form the system
that has to be solved. The solving is done with Mathematica and using the condition at
z = 0. For each consideration, the solution is a linear combination of two independent
modes (u; and uy).

Typically at this step, the solution is of the form u = au; + fus,, but the other boundary
condition has to be applied.
They can be re-written as au; (L) + fuy(L) = (0,0) or algebraically

1(5)-G)
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This is a classic eigenvalue problem. To ensure the existence of non-trivial solutions, it is
needed to have det(A) = 0.
This will give a condition on the parameters and will allow us to define the critical

parameter (in the case of a bifurcation). Three cases can be expected.
e det(A) # 0: the kernel is reduced to the trivial solution, no bifurcation.

e det(A) = 0: the kernel is one dimensional (the amplitudes «, 5 are related or one

has to be killed). The modes are dependent or one cannot exist.

e det(A) = 0: the kernel is two dimensional. The two amplitudes «, 3 are independent

and so are the modes.

3.2. Activity tensor

In [17], the activity tensor T, is said to be proportional to the identity tensor. In
this section, the computations are done with the same approximations as in §2.3 but

considering T, proportional to the shape tensor ¥

1
To = —5n0C¥. (3.1)
This change only impacts the equation (2.46a), which becomes
4(ay — )& {270, sin(20)[(ay — 1) cos(20) + ag + 1] — 2(aj + 1) cos(20)}

—7v![4(al — 1) cos(20) — 5a + (ag — 1)* cos(46) + 2a3 — 5] = 0,

Its linearized version is

!(2) — (a) — 1)¢0(2) = 0.

Applying the same computations (see Appendix for the solver code on Mathematica) the

following new critical condition is found for the bifurcation

WSH \/(aa— DX,
ao aok

ﬂjl. The structure of the kernel is

The critical value is simply rescaled by a factor of
identical, two independent vectors, and the modes are similar to the original case. Only
the relation between the amplitudes is impacted by the rescaling. The new kernel vectors

are
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(=) = asin( 27mz) + Bsin2(¥), (3.2a)
ve(2) = <(]84;7117)§L [4a sin2(%m) - ﬁsin(%zm)} (3.2b)

This confirms the expectations in [17], that for both cases (isotropic and non-isotropic

active tensor T,) the results are qualitatively similar.

3.3. Boundary conditions

In [17], only homogeneous Dirichlet boundary conditions are considered, with v,(0) =
vz(L) = 0. Here, the velocity is not imposed at the top of the system. We consider
free boundary under atmospheric pressure. This implies no shear stress at z = L, i.e.,
t-Tv=0.

0 1
In our case this corresponds to (1> -T <0> = (0. This yields on the velocity

V(L) = 0. (3.3)

As the equation are unchanged and only one boundary condition allows us to determine
the form of the solutions, it is enough to check the existence of non-trivial solutions
verifying the new boundary condition. In other words, the two modes already found
(equations (2.48a) and (2.48b)) satisfy the equations and the first boundary condition (at
z = 0) but there is a new boundary condition for the velocity at z = L (see (3.3)). As
explained in §3.1, we evaluate the solutions and find a condition on the parameters to

have non-trivial solutions. Again, the critical value only differs by a simple rescaling,

3 _ 1)2
o[RS o
Qo k
However, the new boundary condition impacts the structure of the kernel, in fact the
only possible mode is 1 (see §2.4.1). Indeed, with this new critical value, for n odd, the

boundary condition for #(z) at z = L cannot be satisfied, due to the mode 2 which is
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proportional to

C <a8_1)L)2:sin (7Tn)2 0 if n is even,

sin( -
apk 2 2 1if n is odd.

And for all n the one of v, is not satisfied. The spatial derivative of the velocity evaluated

at z =L is
2 ) S—1)L 3 —1)L
ve(L) =(aj — 1) Cjf)C[QaS.m( %%)COS(”%%>_6COS( ;—A]Lf(ag—l)L)]
- (@12 — oo,

The kernel is only one dimensional and the vectors are of the form

™z

0(z) = asin(T), (3.4a)

~ 2ap(ay —1)L¢ ., mnz
B nmT asin’( 2L )

This shows that the model is sensitive to the boundary condition, indeed with the new

vz(2) (3.4b)

boundary condition we break the symmetry of the system. But this point will be discussed
in detail in §5.

3.4. Second relaxation time

We discussed in §2.3.2 and §2.3.3, that the remodeling of the microstructure is driven
by the equation (2.35). We showed that the dissipation tensor plays a key role. The
relaxation times can be related to the Leslie viscosities through the relations (2.45b)-
(2.451). However, we took a very simplified version for the dissipation tensor, assuming

only one relaxation time. Now we assume that D has the more general form
D= 'ew T,

With T as in (2.42). In terms of Leslie coefficients, see equations (2.45b)-(2.451), this

implies considering a larger class of possible viscosity coefficients.
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The equations (2.46a) and (2.46b) become

— 460’ {v[(2(a§ — 1) sin(260) — (1 + aj)? sin(46)) 7,
+ag sin(40) (12 + 3 cos(0) 7, + 37,)] — 2ag(ag — 1)¢ cos(26) }
—20){[1 — a + (1 + aj) cos(26)]*1 + ag sin(26)*[r, + 3 cos(26)74 + 37,]} =0,

(aj — Dpmvl[(ad + 1) cos(20) — aj + 1] + 2akd” = 0.

However the linearized equations are almost unaffected by the new version of the tensor,

indeed only the first relaxation time enters the linear equations

nvy(2) — Caglag — 1)¢/(2) = 0,
(ad — Dpmvl(2) + ajkd” = 0.

Solving with Mathematica as described in §3.1, the same critical value is found

(a3 —1)2 uC dn%ay  k
Ly W Z DTS g % R
a k =G L2(a3 —1)%pu

Only the scaling of the amplitude of the two modes differs

2
0(z) =asin( 7mz> + BsinQ(WTm),
2(ag — 1)CL ™mz 2mnz

v2(2) =% [4a siHQ(T) — [ sin(

)]

4mnm
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3.5. Summary of the results
Change in the model equations Critical value | Kernel di- | Mode ampli-
mension tudes
T, x ¥ changed rescaled 2 rescaled
Boundary conditions unchanged rescaled 1 rescaled
D= (¢ 'eeHT changed unchanged 2 rescaled

To sum up, the two-fold degeneracy is robust to parameter changes. Indeed, the two

modes can still be found and only a rescaling of the amplitude is noticed. Qualitatively

the results are the same except for the boundary conditions. We will see that symmetry

reasons are behind this degeneracy, and that the new boundary condition breaks this

symmetry.

In the next chapter, we will reduce the bifurcation problem to finite dimensional and this

will allows us to study the bifurcation diagram.
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4: ‘ Lyapunov-Schmidt Reduction

4.1. Lyapunov-Schmidt Reduction

The Lyapunov-Schmidt reduction is a method for simplifying the system of equations
of a non-linear problem, in order to obtain the essential information about its bifurcation.
In this part, the method will be briefly presented and illustrated through some examples.
Then it will be applied to the equations (2.46a) and (2.46b) to study the diagram of the

bifurcation presented in the previous chapters (Chapters 2 and 3).

As presented in [13], the method can be applied to any system of the form

dx
pri F(z,\). (4.1)

A solution z(\,t) exhibits a bifurcation at the critical value A. if there is a qualitative
change after this value. Considering the steady-state solutions, the equation (4.1) becomes

F(xz,\) =0.

Let X, Y, and A (parameter space) be Banach spaces. F' is a ¢P-map from the neigh-
borhood of the critical point (z., A.) € X x A to Y. We will assume that there is always
a trivial solution F'(0,\) = 0, VA. Assuming that F,(z, ) is a Fredholm operator (see
(7.2.1)), the following spaces are defined:

e X, = ker(F,(0,)\)) with finite dimension,

e Y] = range(F;(0,\)) closed subspace of Y with finite co-dimension.
Then the following spaces are considered by the direct sum over X and Y.

o X =X, DXy,

e Y =Y, ®Ys,, with finite dimension for Y5.
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If ker(F3,(0,\)) = {0}, then by the implicit function theorem (see §7.1) we only have a
smooth solution x = x(\) for the equation F(z,\) = 0 in a neighborhood of (0,0). A
bifurcation can only occur if dim(ker(#,(0,A))) > 0. Then, defining a projector ) onto
Y1 and writing = as z7 + x2, with 7 € X3, 29 € X, the equation (4.1) is split into two

new equations,
QF (1 + 29, A\) =0, (4.2a)
(I —Q)F(xq + x2,\) =0. (4.2b)

For fixed A, 1, (4.2a) can be solved thanks to the implicit function theorem, and z5 can
be uniquely found as zo(x1, A). This form is substituted in the second equation which can
be solved for z; and it is the bifurcation equation. It is finite-dimensional and contains

all the relevant information about the nature of the bifurcation.

An interesting and important step is computing the projector @), it will be seen that in
the studied case, using the adjoint operator is useful. But before explicit the previous

idea, some examples will help for a better understanding of the method.

4.2. Some basic examples

4.2.1. Example in R?

Let F : R2 x R — R? be,
F(xayvA):(>\2+$_5L’2+y2,)\+l‘2—1’y).

It can be noticed that (0,0,0) is a solution for F(x,y,A) = 0, ¥YA. The corresponding

linear operator is as follows,

o 0F
S 1—-2z 2y 10
F(:C’y)(;ay) = (& %) = (21. y _z> = F(JJ,?J)'(O,O) = F(] = (0 0) .

ox oy

One can see that the matrix cannot be inverted. Its kernel is Span{ez}. Since this example

is in finite dimension the range of Fi, 4)|(0,0) is found as Span{e; }. We have,

X =Span{ez} = Y3,
X, =Span{e;} =Y;.
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To find @, two methods are possible. The first one in finite dimension consists in comput-

ing the scalar product between the vectors in the base of R? with the vector generating

Q:(g )

The second method that will be used in the next parts, is to find the adjoint linear

the range. The result is

operator of Fy, i.e.
Find F* such that, for all (x1,7;) € R? and (z2,1s) € R?,

(Fo(z1,41), (2, 92)) = (@1, 91), I (22, 42))-
A little computation gives that the operator is self-adjoint, Fy = F™*,
(Fo(z1,91), (22,92)) = ((21,0), (22, 92)) = w122 = (21, 91), F* (22, 92)) = (21, 91), Fo(w2, y2))-

Having the same kernel, the projector to the adjoint kernel is obtained as in the first

method:
1
P = 0 )
0 0

The projector to the range of Fj is equivalent to the identity operator minus the previous

projector (see Appendix §7.2.2):
Qe=1-P=Q.

Then, considering that (z,y) = ae; + Sea, the two-step projection is computed,

QF (o, B,\) = (O,)\+a2—aﬁ) =(0,0) = g = )\202.

2 2
I —Q)F(a, 3, \ :PFa,H—a,A X ha—a?+ A b ta=o.
( o o?

So the bifurcation equation is,
@3+ A2+ N2+ 2\ =0.

It is possible to plot the corresponding contourline (see Figure4.1)
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Figure 4.1: Solution of the problem by Lyapunov-Schmidt reduction (with Mathematica).

We observe that despite having ker(F,(0,0)) # {0} we do not have a bifurcation. This

makes clear that the previous condition is only necessary but not sufficient.

4.2.2. Euler Buckling

Another interesting problem is the Euler Buckling one, which is studied in [13]. It is of

a similar but simpler structure than the problem we study.
d*y
Fy(z), k) = —5 4+ ksin(y) = 0.
(y(z), k) T2 (y)

x is the arc length along the deformed beam. y(z) is the angle that the tangent to the
beam makes with the undeformed beam and « is the load applied to the beam in order to
deform it. For k > k. it can be observed two possible symmetric deformations. We want
to obtain the relevant information of this bifurcation by applying the Lyapunov-Schmidt

reduction.

The functional F : L*([0,1]) — L?*([0,1]) is a mapping the Banach space L*([0,1]) to
itself. The following scalar product can be defined

Vu,v € L*([0,1]), (u,v) = /0 u(z)v(z)de.
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Considering the steady solution of the problem, the equation (y’ will be used for the

derivative with respect to the space variable ) is stated in the following way

d2
a§+n$mw:0, (4.3)

With boundary conditions

The first step is to find the kernel of the linear operator (L) corresponding to the linearized
equations (4.3).

Ly = y"(z) + ry(z) = 0. (4.4)

The solution is of the form:

y(z) = Acos(vkz) + Bsin(vkx) = ' (x) = Vk(—Asin(v/kx) + B cos(vVEx)).

Applying the boundary conditions, we find the following relations:

y'(0) =B =0,
) = y(x) = Acos(nrx).
y'(1) = Asin(/k =0) = Vs =nm, neN.

It can be observed that L is self-adjoint. In other words, the kernel of the self-adjoint oper-

ator is the same. The norm of the vector, which generates the kernel, is ( fol COS(?T[E)2> * =
\/Li' Considering the case n = 1, and posing A = k — 72, the solution of the non-linear

equation is decomposed as in §4.1:
y(x) = Acos(mx) +w(x, A, \),

with the following assumptions:
e A and A are small quantities,
e w is at least a quantity of o(A?),
e w is orthogonal to the kernel of L.

The equation (4.3) is expanded to the next order to have the first non-linear terms, and
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the previous form of the solution is substituted.

3 2
" Yy 4
y' () + k(y 6)—@[;2

+ (AN + %) [Acos(mx) +w(w, A, \) —

(A cos(mx) + w(x, A, )\))

(Acos(mz) + w(z, A, N))?
6

| = o7,

Finally, this simplifies to:

F(y,\) = Mcos(mz) +w"(x, A, \) + (A + 72) |w(z, A, \) —

(Acos(mz) +w(z, A, )\))3] -0

The equation (4.5) has to be projected to the range of L. As explained in §4.1 and
in Appendix §7.2.2, F maps into a space that can be expressed as the direct sum of
range(L) and its orthogonal complement ker(L*) (which is equivalent to ker(L), because
the operator is self-adjoint).

Projecting into range(L) allows us to get the equation corresponding to equation (4.2a)
and to find the expression of w as a function of A and A in a unique way. In other words,

the following computation is performed!:
QF(y> /\) = F(ya )‘) - <F(y7 )\)7 2COS(7T$)> COS(TMC) = 0.
This reads,

2 3
w”+()\+7T2)w——(/\+7T) [A

5 e cos(3mx) + 3A% cos(mx)*w + 3A cos(mr)w® + w3]

\ 2 1
+ cos(mx) —EW / (;AQw cos(3mx) + 3Aw?(1 + cos(2mx)) + 2w cos(wz))dz = 0.
0

(4.6a)

Then, substituting the previous result in equation (4.5) and projecting it to ker(L*) allows
us to obtain the bifurcation equation corresponding to equation (4.2b). This is equivalent

to perform the following computation?,

(I —Q)F(y,\) =0 < (F(y,\),2cos(mz)) =0.

IThe coefficient 2 is to have a unit-normed vector to perform the projection.
2Here the factor 2 is not needed but it allows us to perform the computation of the scalar product
only once.
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ANA —

2 3 1
A zﬂ [SAI + / (2A2w cos(3mx) + 3Aw?(1 + cos(27x)) + 2w? cos(mc))dx] = 0.
0

(4.7)

With the two equations (4.6a) and (4.7) 3, some simplifications are to be considered. In
equation (4.6a), taking into account the assumptions on A and w with respect to A only
the dominant terms are kept (the remaining terms are all of order o(A?%)) in equation
(4.6a):
2 43
w” + 7w — 51 cos(3mz) = 0,

This is non-homogeneous ordinary differential equation:
e The homogeneous solution is wy(z) = B cos(rz) + C'sin(mz),

e A particular solution is of the form w,(z) = D cos(3mz) = w),(x) = —DIn* cos(3mx).

_ A%
SoD = 93

e The complete solution is of the form w(z) = B cos(mx) 4+ C'sin(rz) — 1’% cos(3mx).

e The boundary condition w'(0) =0 = C =0,

e The orthogonality with the kernel requires B = 0.

A3

e Finally, the solution is w(z) = —{5;

cos(3mz).

Replacing this formula in equation (4.7) and using the same considerations between A and
A (keeping only terms bigger than o(A?%)), the following simplified bifurcation equation is
obtained:

243
)\A_ﬂ'A _

0. (4.8)

This allows us to observe the behavior of the solution around the bifurcation point (0, k. =
7?). The goal of the next section is to apply this method to the problem presented in
Chapter 2.

3See Appendix §7.2.3 for the detailed computations.
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Figure 4.2: Bifurcation of the Euler buckling problem (recall: A = k — 72).

We noticed that for the Euler buckling problem there is a bifurcation. For x > 7% = k,
there exist two possible non-trivial solutions in the neighborhood of the trivial solution.
Their amplitude is scaled with respect to the difference between the values of the current
load and the critical load.

The symmetry of the problem along the axis of the undeformed beam is also present in
the nature of the bifurcation. Indeed if y is a possible solution then —y is also a possible

solution. The trivial solution is also still present.
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4.3. Active nematic fluid

In this section, we will apply the method, previously presented, to the problem described
in §2.4. The aim is to obtain more information about the two-fold degeneracy found in
§2.4.1.

4.3.1. Dimensionless equations

We consider the following function space

V= {u € [L2([O’ 1])]2’ u(O) = 11(1) = (07 0)}7 (49)

where u = (V(£),¢(£)). The scalar product is defined on V' as
1
(u,v) = / u - vdé.
0

A starting point is to make equations (2.46a) and (2.46b) dimensionless. Defining L as the
reference length and 7 as the reference time. Then, the following dimensionless quantities

are obtained:

.« =%,
. V() = Ful2).

* q(§) = 0(2).

e For the derivatives, % = L”i—nn.

Another dimensionless parameter that we define, is:

. % _ (Lie)i (4.10)

which is the ratio of L with the "elastic length" L, = \/E
The equations (2.46a) and (2.46b) become:

A(a} = 1)q/(§){2V/(9) sin(24() | (a5 — 1) cos(2q(€) + aj + 1)] — 2a0€ cos(24(£)) }

V() [4(a§ — 1) cos(2q(€)) — 5§+ (a} — 1)? cos(4q(€)) + 263 — 5| =0, (4.11a)
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(ag — D)rV'(€) [(ag + 1) cos(2q(€)) — ap + 1| + 2a3q” = 0. (4.11b)

Where the key parameters are only the anisotropic ratio ag, r and the activity ¢. These

equations are equivalent to the non-linear operator F'(V, ¢, () = 0 (see §4.1).

4.3.2. Linear operator and adjoint
As we did previously, we want to linearize the problem about the trivial solution (which
is always a solution).We obtain the following linearized equations
8V" — 8ag(ai — 1)¢q¢ =0,
2(ay — 1)1V’ + 2a3q” = 0.

Corresponding to the linear operator L,

gd:  _,d
L= (bcgz d;l&) : (4.13)
i  Cag

With: a = 8ag(aj — 1), b= 2(ad — 1)r, ¢ = 2a?.

The adjoint operator is such as

()G )6

Using the boundary conditions ¢(0) = ¢(1) = 0 and V(0) = V(1) = 0, the double

integration by parts leads to

V U 1 1 1 1
_ " B I I " od
(L(q),(p)) 8/0 V" Udg a/oq Ud§+b/0 1% pd§+c/0q pd§

1 1
8 / V-U"de + [BV'Uy — [8VU']; +a / q-U'd¢ — [aqU]}
0 0

1 1
b / V. pdé — [bpVh + ¢ / a5 + ]} — [eap):
2 1 0 1 1
:8/ V-U”dg—b/ V-p/dﬁ—i—a/ q-U’d5+c/ q-p'de.
0 0 0 0

So that, the adjoint operator is given by

8L, —bd
L' = ( @ dgl€> . (4.14)

d
adE Cc
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Now, we look for the kernel of L* in order to find the projectors to Y; and Y5 since

range(L) = ker(L*)* = Y, (see Appendix §7.2.2). The corresponding equations are
8V —2(a) — 1)r¢’ =0,

8ag(ay — 1)V’ + 2a5q” = 0.

Solving these equations (see Appendix §7.3.3 for the Mathematica code), gives the follow-
ing conditions on the parameters (which corresponds to the critical activity value found

in §2.4.1 see equation (2.50)), we obtain a trivial kernel unless

4&0’/T2
(a3 — 1)%r.

(= (4.16)
This condition is the same for both operators, and applying the boundary conditions
(same as for the solution), the kernels of both operators are found (the letter a indicates

the adjoint kernel):

V() = (1 - cos(2r) + Bsin(2ne). g(6) = B3 (asin(zne) + fleos(2ne) — 1),
(V(E).4(6)) = o () + Busle). (@17

7€) = D" (a(con(2ng) - 1) + Fsin(2n). 7(€) = asin2r) + A(1 - cos(2x).
(V(©).4(6)) = anta1(6) + Puaaa(®). (4.18)

It can be noticed that (u;,u2) = 0 and(ua1,ua2) = 0. The projection into the range of
L (corresponding to Y] in§4.1) is defined as follows,
<F<Vv, q, g), ua,2> ua’2 = O

QF(M q, C) - F(‘/a q, C) - <F(V7 q, C)? ua,1> Ua 1 —

||ua,1||%f ||ua,2||%l

To find the bifurcation equation (I — Q)F(V,q,{) = 0, it is enough to impose the two
scalar equations

(F(V,q,(),ua1) =0, (F(V.q,(),taz2) =0.



4| Lyapunov-Schmidt Reduction 47

4.3.3. Lyapunov-Schmidt reduction

We look for a solution of the form, (V(f), q(§)> = auy (&) + Puz(é) + <wv(§), wq(f)) A

With the same kind of assumptions, o and 3 are small quantities, the functions w, and w,

are at least o(1) in o, 5. While in the equations the activity is expressed as ¢ = (.(1+ ).

Because all the computations are done with Mathematica, the reader is invited to
check the Appendix for the code and detailed equations. To make the reading easier,
the expansion of the equations with respect to small quantities (here « and ) will be
called F1(a, B, A\, w,, w,) for expansion of (4.11a) and E2(«, 3, A\, w,, w,) for expansion of
(4.11b).

A dominant balance argument on the projected equation has to be performed for elimi-

nating higher order contributions (particularly with w and \).

The first step is to solve directly the equations (4.11a) and (4.11b)with Mathematica in

order to have the form of the wanted solution. In that way, an ansatz can be formulated,

wy(€) =30 (ak(l — cos(2k7E)) + by sin(2k7r£)) + &(co + €1 cos(2mE) + o sin(27€)),
wy(&) =320, (dk(l — cos(2k7E)) + e Sin(2k7r§)> + &(fo + f1cos(2m€) + fosin(27E)).

(4.19)

The boundary conditions and the orthogonality with respect to the kernel of L have to

be respected,

This allows us to impose four equations between the parameters.

Substituting the ansatz in F(V,q, () the new equations are projected to the range of L

(corresponding to Y7).
QF(V,q,0) = F(V,q,¢)

<F(V7 q, C)) ua,1> Ual — <F(VY7 q, g)a ua,2> Ua2 = 0.

a1l [,z

(4.20)

When (4.19) is inserted in (4.20) we can derive the equations among the coefficients by

1Let be w = (wv(g)awq(§)>'
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collecting the independent functions (f , £cos(2mE), Esin(27E),
cos(27), cos(4mg), cos(6mE), sin(27w€), sin(4nf), sin(67r§)>. It is possible to set each

coefficient to zero, thus identifying in a unique way the function w.
Finally, this solution is substituted in F'(V, ¢, () and the bifurcation equations are derived

by imposing the vanishing of the two scalar products,

<F(‘/a q, C)a ua,l) = 07 <F(‘/a q, C)a ua,2> =0. (421)
Again, we keep only the leading terms of the bifurcation equations. These are

a((ag —1)*r%(5 — 3ap + 6ad)a® + (17 — 7ad + 14a5)3* — 16aé7r2)\> =0, (4.22a)

@{(ag 1) ((13 + 503 + 6aS)a? + (25 + a + 14a8)62> - 16a§7r2)\} —0.  (4.22b)

We notice that only the shape-parameter, ag, and r influence these equations. In reality,
the unique influence is from aq while r is just a rescaling of the amplitudes.
Indeed a direct solving of equations (4.22a) and (4.22b) gives the following possible solu-

tions
(a —0, f= 0), (a = +a()), B = 0), (a —0, f= iﬁ(A)). (4.23a)

_ 4agmv/A
ry/6a2 — 15a3 +17af — 13a3 + 5

_ 4agmv/A
ry/14a}? — 27a) + 37a5 — 49a} + 25

a(A) B(N)
(4.23b)

Then, the corresponding surfaces, given by (4.22a) and (4.22b), can be plotted and the

intersections will give the solution.
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Figure 4.3: Bifurcation diagram (with Mathematica), as given in (4.22a) and (4.22b) with

ap=2and r =1.

Each of the two equations (4.22a), (4.22b), corresponds to two similar surfaces com-
posed by a plane and a paraboloid. The plane corresponds to the factors a and 5 of each
expression, in other words a zero-value can be a solution for one of the equations (4.22a)
and (4.22b), the intersection of the two plans is the trivial solution.

The interesting part is the fact that the two paraboloids do not overlap (one is inside
the other) and there is one intersection point at (0,0). The two intersect with the plane
giving non-trivial solutions but with either « = 0 or 5 = 0. No mixing of the two modes is
possible, despite having dim(ker(L)) = 2. In Figure4.3, one can observe that the plotted
lines, corresponding to the intersections of the different surfaces, all lie in one of the two

planes indicating that either o or 3 is zero.

Thanks to this result, a simplify plot of the bifurcation can be done (see Figure 4.4).
It can be clearly seen that the profiles for the amplitudes are similar. The dashed line
represents the « profile, the dotted line represents the [ profile and the dashed-dotted

line is the trivial solution.
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Figure 4.4: Bifurcation diagram, as given in (4.22a) and (4.22b) with ay =2 and r = 1.

4.4. Numerical plots

In this section we want to check if a numerical solving of equations (4.11a) and (4.11b)
is able to find the two modes for different values of activity, in other words when we move
from the critical point. For that, we use the function bvp5c of Matlab which is able
to solve partial differential equations with an initial guess for the solution and specific

boundary conditions.
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Figure 4.5: Numerical solving for A = 0.1, forcing the modes as initial guess. Close to

the critical point, the linear solutions are good approximations. V.., and ¢,., are the

numerical solutions whereas V};, and ¢;;,, are the linear solutions.
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Figure 4.6: Numerical solving for A = 0.5, forcing the modes as initial guess. Close to the

critical point, the linear solutions have some problems to fit with the numerical solutions

(especially mode 2).V,,um and ¢uum are the numerical solutions whereas Vj;, and ¢, are

the linear solutions.
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Mode 1 (a>0) Mode 2 (3>0)

Lem

02r

>,

0.15f

0.1F

0.05F

-0.05

-0.1
0

0.2 0.4 0.6 0.8 1

Mode 1 (a<0)

01

0.051

-0.05

-0.1F

-0.15

.02 i L L i i 0.1 L L s s )
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

—

Figure 4.7: Numerical solving for A = 2, forcing the modes as initial guess. Far from
the critical point, the linear solutions are good approximations.V,,,,, and ¢,.. are the

numerical solutions whereas Vj;, and ¢;,, are the linear solutions.

We can see that it is possible to reach the two modes at equilibrium. However it is
impossible to say if one is prefer to the other.
A possible future work could be first to draw the basin of attraction of the modes with the
solving of the partial differential equations (including time). Indeed, only with a solving
of the equations (4.11a) and (4.11b), when we use a higher value than the critical one,
the linear modes do not fit well with the numerical solutions and it seems that the second
mode is more difficult to reach with the numerical solver.
Then to study numerically the bifurcation in order to see the behavior of the different

branches far from the critical point.
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5 Equivariant bifurcation analysis

In this chapter, we will show that the equations (2.46a) and (2.46b) are equivariant under
the transformations of the Klein four-group. We will first present the group, then for each
element we will show how it transforms the system. Finally, thanks to the generalized
equivariant branching lemma, we will show that the bifurcation diagram of Figure4.3 is

generic. This means that it should be observed in any model sharing the same symmetries.

5.1. Klein four-group

Horizontal flip

Ce
.
C/4 ’01‘6
2%
7

Vertical flip

Figure 5.1: The Klein four-group as rectangle rotation: the vertical flip is T4, the central

rotation is Ts, and the horizontal flip is T’.

The Klein four-group, the simplest non-cyclic group, can be interpreted as the symmetry-
group of a non-square rectangle, see Figure5.1. It contains four elements, T, Ts, T3 and
I which is the identity element. As it is explained on the picture, Ty is the mirror re-

flection about the vertical axis , Ty is a 7w-rotation about the origin (or the center of the
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diagonals), and T} is the mirror reflection about the vertical axis. A classic representation
is to consider the Klein four-group as the direct product of two cyclic groups of order two
Zy = {1,—1}, K4y = Zs X Zy. Tt can be understood that in this case, there is no mixing

between the axis through any deformation. That is why in R? the group can be written

1 0 -1 0 -1 0 10
Tl - ) T2 - ) T3 - ) I= .
0 —1 0 -1 0 1 0 1

The following multiplication table shows that it is an abelian and multiplicative group|2].

as:

T2 =T =T5° =1,
T,Ty = ToTy = Ts,
T,T5 = T3T; = Ts,
ToT5 = T3Ty = T;.

We will now interpret the different transformations on our problem.
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5.2. Klein group and the two-dimensional channel
problem

The actions of K, on the physical space (V,q) and on the equilibrium equations are

discussed below.

e T represents a mirror symmetry of the physical system about the x-axis(see Figure

5.2).

€1

|
NIk
% /4]

Figure 5.2: Application of the e;-mirror symmetry T;.Left picture: Initial situation, Right
picture: Application of T;.

This is possible because the homogeneous boundary conditions do not distinguish between
the top and the bottom of the channel. T; corresponds to a mirror reflection of the system

about the axis e; as shown in Figure5.2. Hence we obtain the following transformations

for the variables:

E—1—¢, = a, B =B,
( ) ( f), V/ — V/, V// :V”,
(&) = —q(1 =9), q=q, ¢"=-q"
sin(2q) = — sin(2q), cos(2q) = cos(2q), cos(4q) = cos(4q).

Substituting these relations in the equations (2.46a) and (2.46b), we observe that the first
is unchanged while the second changes sign. So that Ty F(u,\) = F(Tyu, \). The same

transformation holds for the vectors in the kernel of the linear operator.
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By checking the bifurcation equations (4.22a) and (4.22b), we observe that the first does

not change sign and the second does.

e T, represents a mirror symmetry about e, (see Figure 5.3) but as we will see, it is

a m-rotation in the (o, 3) plan.

€2 €z

<!
<!

Figure 5.3: Application of the e;-mirror symmetryTs.Left picture: Initial situation, Right

picture: Application of Ts.

This symmetry is due to the infinite length of the channel, there is no condition to dis-
tinguish right and left except the choice of the notations, done by the observer. T,
corresponds to reversing the channel around the e, axis, leading to the following trans-

formations for the variables:

nga Ck'—>—Oé, BH_B>
V(f) _ V(f), V/ _ VI, V// _ V”,
qA(g) =T — Q(£)7 qu = - qu qA” = - q//7
sin(2q) = — sin(2q), cos(2q) = cos(2q), cos(4q) = cos(4q).

Substituting these relations in the equations (2.46a) and (2.46b), we remark that this time
both equations change sign. We applied T to the equations. The same transformation
holds for the vectors in the kernel of the linear operator.

Both equations (4.22a) and (4.22b) change sign.
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e Nematic symmetry is automatically satisfied by our equations and behaves as the

identity element of K. (see Figure 5.4):

€z €
- -
— /q €1 — €1

Figure 5.4: The nematic symmetry (I). Left picture: Initial situation, Right picture:

Nematic symmetry.

The nematic symmetry is very particular. It means that the the quantities are invariant

with respect to the orientation of the director. This corresponds to the following changes:

n— —n § ¢, a—a, BB,
V(f) :V(g)’ ‘A// :V/’ -‘A/,/ :V”7
q(§) =m +4(&), q=q, " =q",
sin(2¢) =sin(2q), cos(2g) = cos(2q), cos(4q) = cos(4q).

Substituting these relations in the equations (2.46a) and (2.46b), we remark that both
equations do not change sign. We applied I to the equations. The transformation holds
for the vectors in the kernel of the linear operator.

For the equations (4.22a) and (4.22b), both are unchanged. The nematic symmetry coin-
cides with the identity I.

e T is the composition of T and T (see Figure 5.5). In physical terms it corresponds

to a w-rotation about ez of the system.
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=) =)

— /CI €1 e,

<!

Figure 5.5: Composition of T and Ty: the transformation Tj.Left picture: Initial situa-

tion, Right picture: Application of Tj.

It can be interpreted as the following transformation for the variables:

E—1—-¢, o= —a, B,
V() =-V(1-9), V=V, V==V
4(§) =m +q(1 = ¢), q=-dq, " =q",
sin(2q) =sin(2q), cos(2q) = cos(2q), cos(4q) = cos(4q).

Substituting these relations in the equations (2.46a) and (2.46b), we observe that the first
equation changes sign while the other is unchanged. So again T3F(u,\) = F(Tsu, \).
The same transformation holds for the vectors in the kernel of the linear operator.

For the equations (4.22a) and (4.22b), the first changes sign and the second is unchanged.

Therefore, equations (2.46a)-(2.46b), and (4.22a)-(4.22b) are K4-equivariant. This means
that
T F(\x) = F(\, Tjx), VA x, Ty (5.1)

Now, we will state some theory in order to interpret the previous observations as bifur-

cation results.
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5.3. Fixed-point subspace and the Generalized equiv-

ariant branching lemma

In this section, we will use the equivariant branching lemma to draw conclusions about
the generic bifurcation in our system, as described in [7]. The K} has two trivial subgroups
(3o = {I}, and ¥, = K,) and three proper subgroups (3; = {I, T, }, ¥ = {I, T2}, and
Y3 ={I,T3}). For any subgroup X, we define the fixed-point subspace as follows (we call

V the vector space where the transformations are applied),
Fix(¥)={xeV, T)x=x, VT; € £}.

Every fixed-point subspace is non-empty because it contains at least {0}, and closed, by
the linearity of the transformation every linear combination of two fixed-points is still a
fixed-point. In addition, the fixed-point subspace are flow-invariant, i.e., the flow of the
dynamical system remains in Fix(X) if starts in Fix(2). Indeed, posing U = (V, q) taking

the operator F' corresponding to our problem, we have,
VT, €, TF(U,C) = F(T,U,C) = F(U,¢), ¥ U € Fix(x).

Therefore F(Fix(X), () C Fix(X), so that F(-,{) maps Fix(3) to Fix(X) and the bifurca-
tion analysis can be restricted Fix(X). A related concept is that of stabilizer subgroup.

Given x € V, the stabilizer of x is defined as

Stab(x) = {T, € Ky, T;x =x}.

Now, we find the fixed points and the stabilizers in our problem, considering the plan
(@, B).
e (a,) = (1,0) is fixed by £;. So Stab((1,0)) = %; and Fix(¥;) = Span{e; } = R.
e (a,) =(0,1) is fixed by £3. So Stab((0,1)) = 25 and Fix(X;3) = Span{e,} = R.
e No point, other than the origin, is fixed by 3. So Fix(3,) = {O}
e All points are fixed by {I}. So Fix({I}) = Span{e;,es} = R

As we showed in the previous section §5.2, we have the following results:
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Stabilizers subgroups || dim(Fix(X)) non trivial changes | ker(L) N Fix(X)
in (a, f)

K, 0 / {0}

{I} 2 no change Span{uy,us}

Y 1 ara, B - Span{u; }

P 0 a— —a, B— =5 | {0}

PN 1 a— —a, B[ Span{us}

Now, we state the main theorem which will allow us to understand the bifurcation dia-

gram through the symmetries.

Theorem 5.1 (Generalized equivariant branching lemma). Let I' be a finite group or a
compact Lie group acting on a real vector space, V, with Fix(I') = {0}.
Let

F(U,\) =0, (5.2)

be a I'-equivariant bifurcation problem with DF|o x )W = 0 and DFy|ox) W # 0 for
nonzero W € Fix(X), where ¥ is a stabilizer subgroup of I'. Then, if ¥ satisfies:

dim(Fix(2)) = 1, (5.3)

there is a smooth solution branch U = sW, A = A(s) to F/(U,\) = 0.

In our case, I' = K, W is either u; or u, as defined in equations (4.17).

Applying the theorem 5.1, we understand that the only possible branches share the sym-
metry of either »; or X3 which correspond respectively to the mode 1 and 2, defined in
equations (2.51a) and (2.51b). This result confirms that the branches do not mix, except
for the trivial solution. Furthermore, for any generic system possessing K, symmetry

should show the same bifurcation diagram, with two separate branches of pitchfork type.
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6 Conclusion

In this thesis, we analyzed the spontaneous flow arising in an alternative model for active
matter. Classic theories, based on the Eriksen-Leslie theory, extend the passive theory
by adding an active stress in a way that is not universally accepted due to some inco-
herence with the irreversible thermodynamics. The alternative model, studied here, is
able to avoid the previous incoherences. A characteristic behavior of active nematics, the
spontaneous flow, arises with two modes of instability. By contrast classic theories based
on liquid crystals only show one mode.

We showed that the instability is robust to parameter changes and seems to be a general
feature of the model. Yet, we noticed that breaking the symmetries through boundary

condition change, we loose the two-fold degeneracy.

By performing the Lyapunov-Schmidt reduction, we were able to transform the bifur-
cation problem into a finite-dimensional one and we drew the bifurcation diagram. This
allowed us to see that the two modes exist for any dimensionless parameters. The solu-
tions are only rescaled by a parameter change. In addition, the modes at equilibrium do
not mix and there is no evidence that one is prefer over the other.

Finally, we showed how these results can be explained looking at the symmetries: the
system and its equations are K4-equivariant. Explicitly, the symmetries are the nematic
symmetry (molecules have head-tail symmetry), mirror symmetry with respect to the
e.-axis due to the infinite length of the channel along e,, and mirror symmetry about
the e,-axis provided that also the boundary conditions are symmetric. The generalized
equivariant branching lemma confirms the results of the bifurcation and their generality

to every system possessing the same symmetries.

To better understand the behavior of the bifurcation, future works could deal with the
study of numerical problem. The idea would be to build numerically the basin of attrac-
tion of each mode and get a complete diagram of the bifurcation, also in a dynamical

regime.
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With these tools completed the comparison with similar results in classic theory [10, 19]

could be explicitly done.
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7 ‘ Appendix

7.1. Appendix Chapter 2

7.1.1. Comparison: EL rate of dissipation and energy loss in

(AM) model

Let recall the two formula, for EL theory

D 1
/p(f-v—l—K~w) dV+/(t-v+l-W)dS:—/(—pv~v—|—wp)dV—|—/@ELdV.
v s Dt [y 2 v

for the alternative active model,

D =W — K —F >0,

with

wert ::/ b - vdv +/ t, - vda +/ g -ndv + m, - nda +/ T, -BYdv,
P 0P e 0P Py

1
K+.7 = (§pv2 + po(p, B, n, Vn))dv.
Py

we can easily identify the following:
e pf = b for the external force body.
e The most evident t = t, external traction on the surface.

e nxg = pK for the external body moment. Indeed, g-n =g-(wxn) = (gxn)-w =

pK - w.

e Same manipulation to get n x m, =1, the surface body moment per unit area.

K can be easily identify and .# was identified when introducing the Oseen-Frank

potential.
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e Finally, if the term depending on activity vanishes we can identify ¥ = fv Dpr dV.

oo

0B,

7.1.2. Computation of

To make the dissipation inequality (2.26) explicit, we need to compute the quantity ;—gg.
We recall that the free-energy density is

1
o(p,Be,n, Vn) = oo(p) + §u<tr(\Il_1Be) - log(det(\Il_lBe))> + op(p,n, Vn).

To compute the derivative with respect to B., we introduce the small quantity eB which

is a symmetric tensor. Then using the fact that det(¥) = 1, we get

o(p,Be+€B,n,Vn) —o(p,B.,n, Vn) :g (lIl_leB I —log(det(I+ eBBe_l))>

:g (\11—1 B — log(det(I + eBBgl))>.

We use the two following approximations
det(T+eBB_") ~ 1+ ¢BB_' -1+ o(e),

log(1+eBB,! - 1)~ eBB,' - I1=B_"-¢B +o(e).
Substituting this result in the previous computation, and dividing by ¢, we get

do
0B,

e

_Hig-1 p-1
_2(\11 B, ).

7.1.3. Derivations of equations (2.46a) and (2.46b)

In this part, for simplicity we use in some computation the Einstein notation,

E Uj’Uj = 'LL]"UJ'.
J

With the simplifications, the Cauchy tensor becomes,

T = —pQg—ZI — pM(T\I’V‘I’ + C\If) — p(Vn)T%.

The gradient of the director is obtained as follows,

Vn = 0'(2)[cos(0(z))e. — sin(f(2))e,] ® e, = ¥ (2)n" @ e,.
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The only part depending on it in the free-energy density is the Frank-Oseen potential,
thereby,

T 0o r 0 /1
B (Vn) 8Vn<

2 T 2
—p(Vn) n §k|Vn| ) = —pk(Vn) (Vn) = —pkt'(z)’e. Q e..
Now, focusing on the codeformational derivative ¥V, we recall that ¥ = a2(n ® n) +
ag (I —n ®n), we can notice that %—‘f = (0. Then according to the following formula for

the gradient of tensor in Cartesian coordinates,

8\1’1']‘

- 8xk

i

0z

\VA'4 e Re; e, = e e Re,.

As the velocity is v = v,(2)e,, we have directly V¥v = 0.

The computation of the codeformational derivative is restrained to

@V:%$+wvmw—mvww-wwva

= — (V)& — ¥(Vv)T
=—(ai — ag ")V, (2)sin(0(2))(e,@n+n®e,) —a; (e, Re., +e. XDe,).

The Stokes equations are retrained to

aTmz aTzz
=0

9z 0z =0

The first will give us the pressure equation and the second after some computations is

equivalent to
P s , .
8ad dz <4a0(a0 1)¢sin(20(z)) + 70/, (2)[4(ag — 1) cos(20(z))

—5a5 + (a — 1)? cos(46(z)) + 2aj — 5]) =0.

We get equation(2.46a).

For the equation (2.46b), we first need to compute the molecular field

h:= pa—la1 — diV(pﬁav—Un).

We observe that

do Qo O¥ _ o, | 0o
dn 0% on %% Jog™

Then, considering the unit determinant property of the shape tensor, we have the following
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expression for the free-energy density

(9, B, 1, V) = 0(p) + %,u(tr(‘II_IBe) - log(det(Be))) +op(p,n, V).

We derive the previous expression with respect to the shape tensor ¥, the computation

is reduced to 5 9 1
o _
0T oW (5“ tr(W 1Be)>'

Considering ¥, having the same properties as the shape tensor ¥ and ¢ a small quantity,
we compute the derivative as follows
(O +ew,) "B, I-¥ 'B, - I=0'(I+e¥,¥') "B, - 1- ¥ 'B, -1
~P ' (I-e,; ¥ )B,- I- ¥ 'B, -1
=— U B, ¥, = U 'BU ! P,

We can compute ¥n = a2n, and ¥~'n = q;n, leading to

g—z =—u(l —ay?)P'B,.n.
We need to compute
., 0o :
dlv(avn) =kdiv(Vn),
OT.
iv(T) = ij
div(T) _&cj e,
kdiv(Vn) :kmei = k(0"(z)nt — 0'(2)’n).

896]-

Finally,
h=—pu(l —a;®) T 'Bn — k(0" (2)nt — 0'(2)’n.

In the previous section §7.1.2, we expressed 8%’ in two ways. That allows us to write the

following relation

%(\p—lBe ~1)=T,B. - D(B,)"B,,

U 'B, =I - (B, - 7BYB..
Substituting the approximation B, = W + W, in the right-hand of the last equality and

keeping the dominant terms, we have

U B, =1—(C¥ — 70V,
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So ¥'B.n = n — (aZn — 7a¥Vn, and the equation (2.32) becomes,
n x [ur(a2 —ag')¥Vn — k0" (z)n* = 0].

That can be with further simplifications derived into equation (2.46b).

7.1.4. Find the critical value (.

In §2.4.1, we want to find non-trivial values, after solving the linearized equations around
the trivial solution, we find with the first boundary condition a set of solutions. But we
need that they match the second boundary condition. We showed in §2.4.1, the existence

of non-trivial solution is equivalent to ask that the determinant of the following matrix

vanishes,
. a—1)L
_ sin( fo%(ag —1)L)  sin?( a—i&k&%)
4 sin®( %(ag_l)L) — sin( %(ag —1)L)
Let be v = C—“M, then,

aok 2

det(A) = —(sin(27)? + sin(y)*) = —sin(2y)? — (1 — cos(27))? = 2(cos(y) — 1).

To have zero we need, v = 27n, n € N. Leading to the condition (2.50).

7.2. Appendix chapter 4

7.2.1. Fredholm operator and Implicit function theorem

Definition 7.2.1. A bounded linear operator T: X — Y s called Fredholm operator if,
dimker(T") < 400 and dim coker(7) < +o0.

With the cokernel coker(T") := Y/im(7'), meaning that the second condition is equiv-
alent to say that the image of 7" has a finite codimension (codim(im(7")) = dim(Y') —
dim(im(7))).

The implicit function theorem is the following,

Theorem 7.1. Let F' a €P-map from U an open neighborhood of the point (zo, a.) € X XA
toY such as F(xo,a) =0 and det(J) # 0.
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Then there exists a unique €° function ¢ from V', open neighborhood of a.., to Y and €2,
open neighborhood of (o, a..) (with Q C U) such as,

V(z,\) e X x A, ((z,\) € Qand F(z,\) =0) <= (A €V andz = ¢()\)).

7.2.2. Use the adjoint operator to find the range

We explain in this section the reason to use the adjoint operator to find the projector
to the range of the operator. Let L : X — Y be our operator and y € range(L) C Y.
Then, there exists x € X such as Lz = y.

Now, we want to split the space Y as the direct sum of range(L) and range(L)*. Because
it is difficult to define the first subspace, we avoid this problem by defining the second
subspace. y € range(L)t <= (y,Lz) =0,Vr € X. But (y,Lz) = (L*y,z) =0, Vz € X.
We conclude that L*y = 0, in other words, y € ker(L*).

And once the structure of the kernel of L* is found, we can define the projector to the

range of L as follows,

Prange(L) =1- Pker(L*)-

7.2.3. Euler Beam computations

The scalar product for the projection leading to equation (4.7) is detailed. First, the

equation (4.5) is recalled:

(Acos(mz) + w(x, A, )\))3] —0.

A cos(mx) +w" (2, A, ) + (A +72) [w(x, AN — G

Then the scalar product <>!<, 2 cos(mv)> gives the following terms:

. <w”—i— A+ 71w, 2 cos(7r$)> = <F0(w), 2cos(7rx)> = 0, by definition of the adjoint
kernel. Fj is the linear operator corresponding to the linearization of F' about the

trivial solution.

o <)\A cos(mx), 2cos(7r:v)> = \A.

o <’\+T’TZ)(A cos(mx) + w)?3; 2 cos(mc)> = ’“%”2 fOI(A cos(mx) + w(x, A, X))3 cos(rx)dz.

The last term can be developed:

1
/ <2A3 cos(4nz)* + 642 cos(mx)?w + 3A(1 + cos(mx))w? + 2w? cos(wx)) dzx.
0
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1+cos(260)

5 the first term gives:

Then, applying two times cos(6)? =

COS(47T$)>dx o3
—g Jdr = :

1 1
/ 2A3 cos(4nx)tdr = 2A3/ (§ + cos(27x) +
0 0 \8 4

The second term is developed using the formula cos(0)* = 2 cos() + 1 cos(36). The first

part is proportional to the kernel and then orthogonal to w.

' 342 (!
/ 6A% cos(mz ) wdr = T/ cos(3mz)wdzx.
0 0
Then the equation (4.7) is found collecting all the terms.

For the equation (4.6a) the previous result is used, indeed the equation (4.5) has to be
projected to the Kernel of the operator:

A 2 1
M cos(mz) +w" + (A + 1) w — ( gﬁ [A?’( + cos(37z))

2
5 |

1
+ / (;AQw cos(3mx) + 3Aw*(1 + cos(2mx)) + 2w cos(wx))dx cos(mv)] )
0

+ 3A? cos(mx)*w + 3A cos(rz)w? + wﬂ —AAcos(mx) —

The simplification between the highlighted terms gives directly the equation (4.6a).

7.2.4. Proof of the generalized equivariant branching lemma
Proof. Since fixed-point subspaces are flow-invariant, we have F'(U,\) € Fix(X) for all

U € Fix(X). Since dim(Fix(X)) = 1, we also have U = sW, VU € Fix(X) and

F(sW,\) = H(s,\)W, (7.1)

where H (s, A) is a scalar function and s is a scalar that parameterizes the solution branch.
Now, since Fix(I") = {0}, there is the trivial solution F'(0, \) = 0. Corresponding to s = 0,

so we must have H(0,\) = 0. We can perform in equation (7.1) a Taylor expansion with
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respect to s:

H 16%h
P(sW,\) —H(O0, )W + 2| sw + 5%

P |s=05°W + o(s?)
|s=05°W + o(s?)

oOH 10%h
=55 =Wt 552
=K(s,\) + o(s?).
And
K(O, /\C)W = DF|(07CC)W =0,
0K

5(0, /\C)W — DF)\|(07)\C)W 7£ O

hold by assumption. Since W # 0, we have K(0,\.) = 0 and %—ff(o, Ae) # 0. So by the
implicit function theorem 7.1, for s small and A close to A, (but A > \.), we can solve
K(s,A\) =0 to find the unique solution for A as a function of s.

Since dim(Fix(X)) = 1, W is unique for a given 3, up to a scaling. And the solution

branch is unique too. O

7.3. Code (Mathematica)

7.3.1. Mathematica code (Ch2)

First we define the different operators needed, especially the operator between the objects
such outer product, multiplication etc...

(* >k 3k 3k 3k 5k >k >k 3k 5k 5k >k >k 3k 5k 5k >k >k 5k 3k 5k 5k >k %k >k 5k 3k >k >k >k 3k 5k 5k >k >k 5k 3k 5k >k >k >k %k 5k 5k >k >k >k >k 5k 5k >k >k >k 5k 3k >k >k >k >k >k >k >k >k %k >k > >* >k %k %k % % *k % *)

(*Here, matrix is tensor of order 2, and tensor is tensor of order 4%)

(xouter product vectorx)

tpla_, b_] := TensorProduct[a, Db];

(*product matrices*)

PMM[A_, B_] := Table[Sum[A[[i, j1I*B[[j, k11, {j, 1, 3}, {i, 1, 3}, {k, 1, 3}];

(xArticle: outer product tensorsk)
tP[A_, B_] := Table[A[[h, i11*B[[j, k1], {h, 1, 3}, {j, 1, 3}, {i, 1, 3}, {k, 1, 3}];

(*Classic: outer product tensors*)
tP2[A_, B_] := Table[A[[h, i]]*B[[j, k11, {h, 1, 3}, {i, 1, 3}, {j, 1, 3}, {k, 1, 3}];

(*Product tensors)
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PTT[A_, B_] := Table[Sum[Sum[A[[h, i]]J[[j, kJ1*B[[j, k11[[1, ml]l, {j, 1, 3}], {k, 1, 3}],
{th, 1, 3}, {1, 1, 3}, {1, 1, 3}, {m, 1, 3}];

(*Product tensor*Matrix*)
PTM[A_, B_] := Table[Sum[Sum[A[[h, iJ1[[j, k1I1*B[[j, k11, {j, 1, 3}1, {k, 1, 3}],
{h, 1’ 3}, {i’ 1, 3}];

(*Transpose of matrixx)

bTranspose[A_] :=Table[A[[j, il], {i, 1, 3}, {j, 1, 3}];

(*Trace of a matrix*)
bTrace[A_] := Sum[A[[i, i]], {i, 1, 3}];

(*Scalar product matricesx)

Ps[A_, B_] := bTrace[PMM[bTranspose[B], Al];

(*Identity matrixx)
bl = IdentityMatrix[3];

(¥Laplacian*)
Lap[f_] := D[f, {x, 2}] + D[f, {y, 2}] + D[f, {z, 2}] ;

(* Gradient of Matrixx*)
bGradT[T_, coor_] := Table[D[T[[h, i]], {coor[[jll, 1}], {h, 1, 3}, {i, 1, 3},
{j, 1, 3}]1;

(*Apply the Gradient of a Matrix to a vector*)
bGradTV[Grd_, vec_] := Table[Sum[Grd[[h, i, jll*vec[[jl], {j, 1, 3}1, {n, 1, 3},
{i, 1, 3}];

(* >k 3k 3k 5k >k >k 3k 3k 3k 5k %k >k 3k 3k 5k >k %k >k 3k 3k 5k >k >k >k 5k 5k >k %k >k 5k 5k >k >k >k 5k 3k 5k >k %k >k >k 5k >k >k >k 5k 5k 5k >k %k >k 5k 5k >k >k >k %k 5k >k >k %k >k %k 3k >k >k %k >k %k >k >k % % *)

We define then the quantities: velocity field, shape tensor, Cauchy Tensor etc...

(* 3k 3k >k 5k >k 3k 3k 3k 5k >k 5k 3k 3k 3k 5k 5k >k 3k 3k 3k 3k 5k 5k >k 3k 3k 5k 3k >k 3k >k 5k 3k >k 5k >k 3k >k 5k 5k >k 5k >k 3k 3k 5k 5k >k 5k >k 3k 5k >k 5k >k 3k >k %k 5k >k 5k >k 3k 5k >k 5k >k >k %k %k 5k %k k *)

(*Velocity fieldx)

bv = {vx[z], 0, 0};

(*Gradient of velocityx)

Dv = Grad[bv, {x, y, z}];

(*Sym and Skw parts of the gradient *)
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bD
bw

1/2 (Dv + Transpose[Dv]);
1/2 (Dv - Transpose[Dv]);

Il

Tr[bD] ; (*Must be zerox)

(*Director*)
bn = {Cos[th[z]], 0, Sin[th[z]]}; Dn = Grad[bn, {x, y, z}];
Ln = Lap[bn]; MatrixForm[Ln];

(*shape tensor and inversex)
bPsi = a0~2 tpl[bn, bn] + 1/a0 (bI - tplbn, bnl) ;
bPsim = 1/a0~2 tp[bn, bn] + a0 (bI - tp[bn, bnl);

(*codeformational derivative of shape tensorex)
bPsiucd = D[bPsi, t] + bGradTV[bGradT[bPsi, {x, y, z}], bvl
- Dv . bPsi - bPsi . Transpose[Dv];

(xactivity*)
bTa = -(1/2) rho mu zeta bI;
(xPsi~-1Be)

bPsimB = bl + 2/(rho mu)bTa . bPsi - tau bPsiucd . bPsi;

(*Cauchy tensor and molecular fieldx)
bT = -pl[z] bI + rho mu (bPsimB - bI) - rho k Transpose[Dn] . Dn;
bh = -rho mu (1 - a0~-3) bPsimB . bn - rho k Ln;

(*Stokes equationsx*)
eql = Simplify[{D[bT[[1, 311, z], DIbT[[2, 311, zl, D[bT[[3, 311, z]l}];
(*First equationx)

eql[[3]]

(*Molecular field equationx)
eq2 = Simplify[Cross[bn, bhl]

(* 3k 3k >k 3k 3k 3k 3k >k 5k >k 3k 3k 3k 3k >k 5k >k 3k 3k 3k 3k %k 5k >k 3k 3k 5k 5k >k 3k >k 5k 3k >k 5k >k 3k >k 5k 3k >k 5k >k 3k 3k 5k 5k >k 5k >k 3k 5k >k 5k >k 3k >k %k 5k >k 5k >k 3k 5k >k 5k %k >k %k %k >k %k *)

Now, we linearize the equations, using an expansion of the quantities v, and 6 with respect
to € (eps in the code). Then, the equations can be solved with one boundary conditions

(here z = 0).

(* >k 3k 3k 3k 5k >k >k 3k 3k 5k >k >k 5k 3k 5k >k >k 5k 3k 5k 5k >k %k 5k 5k 3k >k >k >k 3k 5k 5k >k >k 5k 5k 5k >k >k >k 3k 5k 5k >k >k >k 5k 3k 5k >k >k >k >k 5k >k >k >k >k >k >k >k >k %k >k > >* >k %k %k % % *k % *)
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(*Expansion of the quantitiesx)

73

soseps = {th[z] -> eps thi[z], th’[z] -> eps th1’[z], th’’[z] -> eps thl’’[z],

vx[z] -> eps vi[z]l, vx’[z] -> eps v1’[z], vx’’[z] -> eps v1’’[z]};

(*Subsitute the expansions in the equations*)

eql = 4 (-1 + a073) (-2 a0 zeta Cos[2 th[z]] + 2 tau (1 + a0"3
+ (-1 + a0~3) Cos[2 th[z]]) Sin[2 th[z]] vx’[z]) th’[z]

- tau (-5 + 2 a0"3 - 5 a0"6 + 4 (-1 + a0~6) Cos[2 th[z]]

+ (-1 + a073)"2 Cos[4 th[z]]) (vx’’)[z] //. soseps;

eq2 = (-1 + a0~3)mu tau (1 - a0~3 + (1 + a0~3) Cos[2 thl[z]]) vx’[z]
+ 2 a0~2 k th’’[z] //. soseps;

(*Expand the non-linear terms of the equations*)

Normal [Series[eql, {eps, 0, 1}]]

eqleps
eq2eps = Normal[Series[eq2, {eps, 0, 1}]]

(*Solve the linearized equations with the boundary condition at z=0%)

sol = DSolve[{eqleps == 0, eq2eps == 0, v1[0] == 0, th1[0] == 0},
{v1[z], th1[z]l}, z] // FullSimplify

(¥Solutions*)

v[z_] := 1/((-1 + a0"3)mu tau) (-a0~2 k cl (-1 +

Cos[((-1 + a0~3) z Sqrt[zetal Sqrt[mu])/(Sqrt[a0] Sqrtl[k])])

+ 1/8qrt[zetal Sqrt[a0] Sqrt[k] Sqrt[mu]tau

c2 Sin[((-1 + a0~3) z Sqrtl[zetal] Sqrt[mul])/(Sqrtl[a0] Sqrtlk])1);

th(z_] := 1/(a0 (-1 + a0~3) zeta) (tau c2 (-1 +

Cos[((-1 + a0~3) z Sqrtlzetal Sqrt[mul)/(Sqrtl[a0] Sqrtl[k])])
+ 1/8qrt[mu] a0~(3/2) Sqrt[k] Sqgrtl[zetal] c1i

Sin[((-1 + a0~3) z Sqrt[zetal Sqrt[mul)/(Sqrtl[a0] Sqrt[k1)1);

(*Satisfy the other boundary conditionx*)
v[L]
th([L]

(*Matrix Axvec(c)=0%)

A = {{-((a0~2 k)/((-1 + a0~3) mu tau)) (-1 +
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Cos[((-1 + a0~3) L Sqrt[zetal Sqrt[mul)/(Sqrt[a0] Sqrtl[k])1),

((1/Sqrt[zetal) Sqrtl[al0] Sqrt[k]Sqrt[mul] tau )/((-1 + a0~3) mu tau)

Sin[((-1 + a0~3) L Sqrtl[zetal Sqrt[mul)/(Sqrtl[a0] Sqrt[k])]1},

{1/8qrt [mu] a0~ (3/2) Sqrt[k]Sqrt[zetal

Sin[((-1 + a0~3) L Sqrt[zetal Sqrt[mul)/(Sqrt[a0] Sqrt[k])1/(a0 (-1 + a0~3) zeta),
tau (-1 + Cos[((-1 + a0~3) L Sqrt[zetal Sqrt[mul)

/(Sqrt[a0] Sqrtl[k])]1)/(a0 (-1 + a0~3) zeta)l}};

FullSimplify[Det[A]]

(* Critical condition: Det[A]=0%)
Solve[((a0~3 - 1) L Sqrtlzetal] Sqrt[mul)/(Sqrtl[a0] Sqrtl[k]) == 2 n pi, k]
// FullSimplify

(*Solutions *)

thi[z_] = A1l Sin[(n pi z)/L]"2 + Bl Sin[(2 n pi z)/L];
vi[z_] = A2 Sin[(n pi z)/L]1"2 + B2 Sin[(2 n pi z)/L]
/. {B2 -> (L a0 zeta (1 - a0"3) )/(4 tau n pi) A1,
A2 -> (a0 (a0"3 - 1) L zeta)/(n pi tau) Bi};

(*Give values to the parameters to plot the curvesx)

(5 skokskskok ok ok ok ok ok ok 3 ok ok ok ok ok ok K o ok ok K ok ok ok K 3k ok ok K 3 ok ok oK K ok ok ok K ok ok oK ok ok ok K ok ok K K Kok kK ok kK Rk kK Rk ok k)

7.3.2. Mathematica code(Ch3)

For the computations of §3.2 and §3.3, the changes are simple, only the corresponding

lines to the change have to be rewritten.

(3 sk oo ook sk sk o ok ok ok ook ok ok ok ok ok ok sk sk sk sk sk sk sk sk sk sk s s sk sk sk sk sk sk ok ok okokokok ok ok ok ok sk sk sk sk sk sk sk sk sksksksksk sk sk sk sk ok ok k)
(*In the quantities for changing the active tensor*)

bTa = -(1/2) rho mu zeta bPsi;

(xAfter computing the Cauchy tensorx)
(*no shear stress*)
Dot [bT, {0, 0, 1} . {1, 0, 0} //. {z -> L, th[L] -> O}

(*After solving the linear equations with the first boundary condition,
force this new one and compute the new matrix A.*)

(* 3k 3k >k 3k 3k 3k 3k 3k 5k >k 3k 3k 3k 3k >k 5k >k 3k 3k 3k 5k %k 3k >k 3k 3k 5k 5k >k 3k 3k 5k 3k 5k 5k >k 3k 3k 5k 3k >k 5k >k 3k 3k >k 5k >k 3k >k 5k 5k >k 5k >k 3k 3k >k 5k >k 5k >k %k 5k >k 5k %k >k %k %k %k %k 5k *)
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For the relaxations times it is a little longer, we have to write the base for the tensors D
and T. There are two options: the first consists to take the basis of R? taking e; = n.
With this base, build the basis of the symmetric tensors and express the two tensors.
However, T is not symmetric with the scalar product associated with this basis. The
second option is to project the previous basis into the space of symmetric tensors with a

different scalar product which respects the symmetries of T.

(* >k 3k 3k 3k >k >k 3k 3k 5k 5k >k >k 5k 5k 3k >k >k 5k 5k 5k 5k >k %k >k 5k 5k >k >k >k 3k 5k 5k >k >k %k 5k 5k >k >k >k 5k 5k 5k >k >k >k >k 3k >k >k >k %k >k 5k >k >k >k >k >k >k >k >k %k >k > >*k >k %k %k 5% % *k % *)

(*0OPTION 1: x*)

(*Base of R~3%)

el = {Sin[th[z]], 0, -Cos[th[z]]1};
e2 = {0, 1, 0};

(*e3=bnx*)

(*Base of symmetric tensors spacex)

El = 1/Sqrt[2] (tple2, bn] + tp[bn, e2]); E2
1/8qrt[2] ( tplel, bn] + tplbn, ell);

E3 = 1/Sqrt[2] ( tplel, e2] + tple2, el]); E4
1/8qrt[2] (tplel, el]l - tple2, e2]);

E5 = Sqrt[3]/8qrt[2] ( tplbn, bn] - 1/3 bI);

53]
(o))
Il

1/8qrt[3] bI;

bTI = PTT[tP[bPsim, bPsim], tP[bPsi, bPsil];

taubb = taus + taud/(9 a0~3) ((4 a0~6 + a0~3 + 4) Cos[2*w] - Sqrt[2] (a0"3 - 1)~2 Sin[2*w

taub6 = taud/(9 a0~3)((2 a0~6 + 8 a0~3 - 1) Sin[2*w] + 2 Sqrt[2] (a0~3 + 1-2 a0~6) Cos[2*
tau65 = taud/(9 a0~3) ((-a0~6 + 8 a0~3 + 2) Sin[2*w] + 2 Sqrt[2] (a0~6 + a0~3 - 2) Cos[2*
tau66 = taus + taud/(9 a0~3)(Sqrt[2] (a0~3 - 1)~2 Sin[2*w]-(4 a0~6 + a0~3 + 4) Cos[2x*w]);
bTtau = taul tP2[E1l, E1] + taul tP2[E2, E2] + tau2 tP2[E3, E3] + tau2 tP2[E4, E4] +

taub5 tP2[E5, E5] + taub6 tP2[E5, E6] + tau65 tP2[E6, E5] + tau66 tP2[E6, E6];

bDtau= PTT[tP[bPsim, bPsim], bTtaull];
bPsimB = bI + 2/(rho mu) bTa . bPsi - PTM[bDtau, bPsiucd] . bPsi;

(* 3k 3k >k 5k >k 3k 3k 3k 5k >k 3k 3k 3k 3k >k 5k >k 3k 3k 3k 3k >k 5k >k 3k 3k 5k 5k %k 3k >k 3k 3k >k 5k >k 3k >k 5k 5k >k 5k >k 3k >k 5k 5k >k 5k >k 3k 5k >k 5k >k 3k >k 3k 5k >k 5k >k %k 3k >k 5k %k >k %k %k >k %k k *)

(*OPTION2: *)
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L1 = Sqrt[a0] E1; L2 = Sqrtl[a0] E2; L3 = 1/a0 E3; L4 = 1/a0 E4;
L5 = Sqrt[2/3] ( a0~2 tplbn, bn] - 1/(2 a0) (bI - tpl[bn, bnl));
L6 = 1/Sqrt[3] bPsi;

BL = {L1, L2, L3, L4, L5, L6};

bR = tP[bPsim, bPsim];

LtP[A_, B_] := Table[A[[p, qll*Sum[Sum[B[[1, k]1*bR[[1, k11[[i, j11, {1, 1, 331,
{k9 1’ 3}],{P, 19 3}, {q, 1: 3}, {i9 1, 3}9 {j, 19 3}];
LPs[A_, B_] := bTrace[bTranspose[A] . (bPsim . B . bPsim)];

bTtau = Table[0, {i, 6}, {j, 6}];

bTtaul[1, 1]]
bTtaul[4, 4]]
bTtaul[5, 6]1]
bTtaul[6, 6]]

taul; bTtaul[2, 2]1]
tau2; bTtaul[5, 5]]
taud*Sin[2*w]; bTtaul[6, 5]] = taud*Sin[2*w];

taus - taud*Cos[2*w];

taul; bTtaul[[3, 3]] = tau2;

taus + taud*Cos[2*w];

bTt= Table[0, {i, 3}, {j, 3}];

For[i =1, i < 7, i++,
For[j =1, j <7, j++,
bTt = bTt + bTtaulli, jI1I*LtP[BL[[il], BL[[j]111];

bDtau= PTT[tP[bPsim, bPsim], bTt21];
bPsimB = bI + 2/(\[Rho] \[Mu]) bTa . bPsi - PTM[bDtau, bPsiucd] . bPsi;

(*replace bPsimB in the definition of the Cauchy tensor and the molecular field
to get the new equationx)

(* 3k 3k >k 3k >k 3k 3k >k 3k >k 3k 3k 3k 3k 5k 5k >k 3k 3k 3k 3k %k 5k >k 3k 3k 3k 3k >k 3k >k 3k 5k >k 5k >k 3k >k 5k 5k >k 5k >k 3k >k >k 5k >k 5k >k 3k 5k >k 3k >k 3k >k >k 5k >k 5k >k %k >k >k 5k >k >k %k %k >k k k *)

7.3.3. Mathematica code for Lyapunov-Schmidt reduction

First, we want to make dimensionless the equations and then, as we did in §4.3, we want
an expansion of our equations and we choose to order 3.

(* 3k 3k 3k 3k 3k 3k 3k 3k 3k 5k 3k 3k 3k 5k 3k 3k >k 5k 5k 3k 3k 3k 5k >k 3k 3k 5k 3k 3k 3k 5k 3k 3k 3k 5k 5k 3k >k 5k 5k 3k 3k 3k 5k 3k 3k 3k 5k 5k 3k 3k 5k 5k 3k 3k 3k 5k 3k 3k 3k 5k >k >k >k 5k >k >k %k >k >k %k k >k *)
(*Dimensionless*)

Flv_, th_, zeta_] := {L *(4 (a0"3-1) (-2 a0 zeta Cos[2 th] + 2 tau (1 + a0~3
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+ (-1 + a0~3) Cos[2 th]) Sin[2 th] D[v, {z, 1}1) D[th, {z,1}] - tau (-5
+ 2 a0"3 - 5 a0"6 + 4 (a076-1) Cos[2 th]

+ (-1 + a0~3)"2 Cos[4 th]l) D[v, {z, 2}1),

L 2/(K)*(tau (-1 + a0~3)mu (1 - a0~3 + (1 + a0~3) Cos[2 th]) D[v, {z, 1}]
+ 2 a0~2 k D[th, {z, 2}1)} /. {mu-> r k/L~2};

v[z_] = L/tau VI[z/L]; thlz_] = qlz/L];

Flv[z], thlz], zeta (1 + lamb)] //. {z -> L \[Xil} // FullSimplify

(koA KKK KKK KKK KK KKK KoK oK oK o KooK ok oK ok oK ok oK ok oK ok oK ok oK ok oK ok oK ok K ok oK ok Kok K ok ok Kok Kok Kok Kok oK )
(*Expansionx)

equations = {8 (-1 + a0~3) q’[xi] (-a0 zeta (1 + lamb) Cos[2 q[xil]

+ (1 + a0"3 + (-1 + a073) Cos[2 qlxill) Sin[2 q[xil] V’[xi])

+ (6 -2a0"3 +5 a06 -4 (-1 + a0~6) Cos[2 qlxil]

- (-1 + a0°3)"2 Cos[4 q[xill) v’’[xi],

(-1 + a0"3) r (1 - a0"3 + (1 + a0~3) Cos[2 ql[xil]) V’[xi] + 2 a0~2 q’’[xi]};
bF= Normal [Series[equations, {qlxil, 0, 3}11;

(* 3k 3k >k 5k >k 3k 3k 3k 5k >k 3k 3k 3k 3k 5k 5k >k 3k 3k 3k 3k >k 5k >k 3k 3k 5k 5k >k 3k >k 3k 3k 5k 5k >k 3k >k 5k 3k >k 5k >k 3k 5k 5k 5k >k 5k >k 3k 5k >k 5k >k 5k >k 3k 5k >k 5k >k >k 3k >k 5k %k >k %k %k >k %k k *)

Before to perform the Lyapunov-Schmidt reduction, we find the kernels of the linear oper-
ator and its adjoint. We define also the projectors to the orthogonal of the adjoint kernel,
corresponding to equation (4.20), the projector to the adjoint kernel, corresponding to

equation (4.21), and the projector to the kernel of the linear operator.

(o okok skokok ko ook okok o skokok ok skok o skokok o skok o ok skok o skok ok ok sk ok sk o skok ok ok skok o skokok s skok ok skok s okokok s okok kokokok k. ok )
soslin = {zeta -> a/(8 a0 (-1 + a0"3) ), r -> b/(2 (-1 + a0~3)),

a0~2 -> c/2};

sosinv = {a -> zeta (8 a0 (-1 + a0"3) ), b > r (2 (-1 + a0"3)),

c -> 2 a072};

(*Linear equationsx)

Normal [Series[equations, {q[xil, 0, 1}]]1;

eqlin = {-8 a0 (-1 + a0°3) zeta q’[xi] + 8 V’’[xi],

2 (-1 + a073) r V’[xi] + 2 a0"2 q’’[xi]} //. soslin

solin = Flatten[DSolve[{eqlin == {0, 0}, V[0] == 0, q[0] == 0},

{v[xil, qlxil}, xill;

(5 okokakok ko ok koK KKK KKK KKK oK o KK oK ok K kK ok K ok Kok Kok Kk Kok Kok Kok K kKR KRk ok )

(*Bounday conditions at xi = 1%)
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{(q[xi] /. solin /. {xi -> 1}), (V[xi] /. solin /. {xi -> 11}
(¥*Transform the boundary condition into A*vec(c)=0%)
A = {{(2 (-4 Sqrt[bl+4 Sqrt[b] Cos[(Sqrt[al Sqrt[bl)
/(2 Sqrt[2] Sqrtlcl)1))/(a Sqrtlbl),
(2 (Sqrt[2] Sqrtlal SqrtlclSin[(Sqrt[a] Sqrt[bl)
/(2 8qrt[2] Sqrtlc])]))/(a Sqrtlbl)},
{(2 Sqrt[2] Sqrt[b] SqrtlclSin[(Sqrt[a] Sqrt[bl)
/(2 8qrt[2] Sqrtlcl)])/(Sqrt[al b),
(Sgrtlal ¢ - Sqrtlal ¢ Cos[(Sqrtl[a] Sqrt[bl)
/(2 Sqrt[2] Sqrtlcl)])/(Sqrtlal b)}};

(*We want Det[A]=0%)

(* >k 3k 3k 3k 5k >k 3k 3k 5k 5k >k >k 3k 3k 5k >k %k >k 3k 3k >k >k >k >k 5k 5k >k %k >k 3k 5k >k >k %k k 5k >k >k %k >k 5k 5k 5k >k %k >k 3k 3k >k %k >k 5k 5k >k >k %k >k 5k >k >k >k >k %k 3k >k >k %k %k %k > >k % % *)

(*Solutions*)

TrigReduce[solin /.Flatten[

Solve[{(Sqrt[al Sqrtl[bl)/(4 Sqrt[2] Sqrtlcl) == pi}, {a}]] //FullSimplify] /. sosinv
Flatten[Solve[{(Sqrt[a]l Sqrt[bl)/(4 Sqrt[2] Sqrtlcl) == pi}

/. {a -> zeta (8 a0 (-1 + a0"3) ), b ->r (2 (-1 + a073)), c -> 2 a0~2}, {zetal}]]

(3 skkkokoksk sk ok ok o o sk o o o ok o ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk ok sk sk s o o ok ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sksk sk sk sk k ok ok k)
(*For the adjuent only change the equations and after applying

the boundary condition, change Ax*)

eqadj = {8 V’’[xi] - 2 (-1 + a073) r q’[xi],
8 a0 (-1 + a073) zeta V’[xi] + 2 a0~2 g’’[xil} /. soslin
(3 oA K KK KKK K KKK K KoK oK oK o oK ok oK ok oK ok oK ok oK ok oK ok oK ok oK ok oK ok oK ok oK ok Kok Kok Kok Kok oK )

(*Vectors of the Kernels of L and its adjoint*)

ulv[xi_] = (1 - Cos[2 pi xi]); u2v[xi_] = Sin[2 pi xi];
ulgqlxi_] = ((-1 + a0"3) r )/(2 pi (a0~2) )Sin[2 pi xi];
u2q[xi_] = ((-1 + a0"3) r )/(2 pi (a072))( Cos[2 pi xi] - 1);

ul = {ulvlxil, ulqlxil}; u2 = {u2vlxil, u2qlxil};

uadjl = {(8 pi (1 - Cos[2 pi xi]1))/((-1 + a0~3) r), Sin[2 pi xil} // FullSimplify;
{(8 pi 8in[2 pi xi])/((-1 + a0~3) r),(Cos[2 pi xi] - 1)} // FullSimplify;

uadj2

(*Norm of the adjoint vectorsx)
norl = Simplify[Sqrt[Integrate[Dot[uadjl, uadjll, {xi, 0, 1}111;
nor2 = Simplify[Sqrt[Integrate[Dot[uadj2, uwadj2], {xi, 0, 1}11];
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(¥Projector to the orthgonal of the adjoint kernel x*)

Qadj[{a_, b_}] := Simplify[{Integrate[{a, b} . uadjl/norl, {xi, 0, 13}],
Integrate[{a, b} . uadj2/nor2, {xi, 0, 1}11}1;

ImQadj[{a_, b_}] := Simplify[{a, b} -

1/norl Integrate[{a, b} . uvadjl/morl, {xi, O, 1}] uadjl -

1/nor2 Integrate[{a, b} . uwadj2/mor2, {xi, 0, 1}] uwadj2];

(¥Projector to the linear kernelx)
Projlin({a_, b_}] := {Simplify[Integrate[{a, b} . ul/morul, {xi, 0, 1}11,

Simplify[Integrate[{a, b} . u2/noru2, {xi, 0, 1}11};

(*Transform the equations with respect to the critical value of zetax)
bF=bF./{zeta-> (4 a0 pi~2)/((-1 + a0~3)"2 r)}//FullSimplify;

(xExpansion of the solution for LS reduction*)

Vixi_]
qlxi_]

al ulv[xi] + bet u2v[xi] + wvl[xil;

al ulqlxi] + bet u2qlxil] + wqlxil;

sosper = {al -> eps al, bet -> eps bet, wv -> Function[{xi}, eps~2 wv[xil],
wq -> Function[{xil}, eps~2 wqlxil], lamb -> eps lamb};

(*Assume that w is order two at least in alpha and beta,

we keep only term of order 3x%)

eqw = Collect[ Normal[Series[bF /. sosper, {eps, 0, 3}]] /. eps -> 1,

{al, bet, lamb}, FullSimplify]

(* >k 3k 3k 5k >k >k 3k 3k 3k 5k >k >k 3k 3k 3k >k %k >k 3k 3k 5k >k %k 5k 5k 5k >k >k >k 5k 5k >k >k >k 5k 3k 3k >k %k >k >k 3k 5k >k >k >k 5k 5k >k >k >k %k >k >k >k >k %k >k >k >k >k >k %k 3k > %k >k %k % 5% % Xk % *)

From now, we will not write the equations even if they were in the code because they
are too long and it is irrelevant. If the reader wants to check, he is invited to go on the
Github link where he will find the complete code.

From the previous code, we get two equations but we have to perform a supplement dom-
inant balance argument because the program is not able to compare A\w with the power
of a and 3. So, we put these terms to zero by hand.

Our first approach is to solve directly the equations thanks to the program. And then
ask for the supplement boundary condition and the orthogonality with the linear kernel.
This allows us to see the form of the solution but also to have a result for the bifurcation
diagram (see equations (4.22a) and (4.22b)) which can be confirmed by the Lyapunov-

Schmidt reduction. An interesting remark, the bifurcation equation is get when applying


https://github.com/Marzorati98/Lyapunov_Schmidt_Reduction.git
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the second boundary condition while forcing the orthogonality allows us to get the unicity

of the solution by fixing the constants of integration.

(5 skokokokokokok ook ok ok okok ok ook ok ok ok ok oK Kok ok ok o ok ok ok ok ok ok ok sk ok ok ok ok KoK ok ok o koK ok ok ok o KoK ok ok kK Kok ok KRR KKk R kK )
(*Solve equations*)

sol = Flatten[DSolve[{equwl == {0, 0}, wq[0] == 0, wv[0] == 0},

{wqlxil, wv[xil}, xi]l //TrigReducel;

(*Impose orthogonalityx*)
ccsos = Flatten[Solve[Projlin[{wv[xi] /. sol, wqlxil /. sol}] == 0, {c1, c2}]1];
(¥See the form of the solution)

Collect[sol, {xi, Sin[a_], Cos[a_l}, FullSimplify]

(*Impose the second boundary conditionx*)
wv[xi] /. sol /. ccsos /. {xi -> 1} // FullSimplify;
wqlxi] /. sol /. ccsos /. {xi -> 1} // FullSimplify;

(*Here we get the bifurcation equationx*)

(* >k 3k 3k 3k 5k >k 3k 3k 3k 5k >k >k 3k 3k 3k >k >k 5k 5k 3k 3k >k %k 5k 5k 3k >k >k >k 3k 5k 3k >k >k 5k 3k 3k >k >k >k 3k 5k 5k >k %k >k 5k 5k 5k >k >k >k >k 3k >k >k >k >k >k >k >k >k %k 3k > >* >k %k %k % % Xk % *)

Thereby, we can make an ansatz on the form of w. We impose on the ansatz to be
orthogonal to the kernel of the linear operator and to satisfy the boundary conditions.
These constraints allow us to impose some equations between the constants of the ansatz.
Then, we apply the two operators. First the projector to the orthogonal of the adjoint
kernel to get equation (4.20). All the constants of the ansatz are fixed, we substitute
the solution in the general equation and we perform the second projection to the adjoint
kernel to obtain the bifurcation equation (4.21).

(5 sk kot stk sk ok sk sk sk sk sk ok sk sk sk sk ok sk sk sk sk o ok sk sk sk sk sk ok skesk sk o ok sk sk sk ok sk ok sk sksk sk sk ok skesksk sk ok sk skskosk sk ok skskok sk kok k)
wov[xi_] = K1 ulv[xi] + K2 u2v([xi];

woq[xi_] = K1 ulqlxi] + K2 u2q[xil;

wv[xi_] = wov[xi] + xi (FO + F1 Cos[2 pi xi] + F2 Sin[2 pi xi]) +

Sum[Ak (1 - Cos[2 k pi xi]), {k, 1, 3}] + Sum[Bk Sin[2 k pi xi], {k, 1, 3}];
wqlxi_] = woqlxil] + xi (G, 0] + G1 Cos[2 pi xi] + G2 Sin[2 pi xi]) +

Sum[Ck (1 - Cos[2 k pi xil), {k, 1, 3}] + Sum[Dk Sin[2 k pi xil, {k, 1, 3}];

coefficients =
Join[Table[Ak, {k, 1, 3}], Table[Bk, {k, 1, 3}], Table[Ck, {k, 1, 3}],
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Table[Dk, {k, 1, 3}], Table[Fk, {k, 0, 2}], Tablel[Gk, {k, 0, 2}], {K1, K2}];

(¥*Boundary conditionsx)
sosc = Flatten[Solve[{wv[1], wq[1]l} == {0, 0}]1]1;

(*Orthogonality with the kernelx)

ort = Flatten[Solve[Projlin[{wv[xi] /. sosc, wqlxi] /. sosc}] ==
{0, 0},coefficients]] //Simplify;

sosc = Join[sosc /. ort, ort]

(k- ko sskok sk ok sk ook ok ok ook o oK sk ok Kok ok K KoK 3K Kok KoK oK KoK K ok ok Kok oK Kok KoK ok K KoK KKk KK R OK KRRk K )
(*¥First projection to the orthogonal of the kernelx)

outeq = Collect[ImQadj[(eqw/.sosc)], {Sinla_], Cos[a_]}, Simplify]

flist = Join[{xi Cos[2 pi xi], xi Sin[2 pi xil}, Table[Cos[2 k pi xil], {k, 1, 3}],
Table[Sin[2 k pi xil], {k, 1, 3}]]1;

eqcoeff = Flatten[Map[Coefficient[outeq, #] &, flist] // FullSimplify];
soscl = Flatten[Solve[eqcoeff == 0, coefficients]];

sosc = Join[sosc /. soscl, soscl];

(¥Second projectionx)

Qeq = Collect[Qadjleqw /. soscl, {Sin[a_], Cos[a_l}, Simplify];
flist = Join[Table[Cos[2 k pi xi], {k, 1, 1}],

Table[Sin[2 k pi xil, {k, 1, 1}]];

proj2 = Flatten[Map[Coefficient[Qeq, #] &, flist] // FullSimplify]
Solve[proj2 == 0, {al, bet}] /. {b -> 1, a0 -> 2}

(*Here we get the bifurcation equations*)

(* >k 3k 3k 5k >k >k 3k 3k 3k 5k %k >k 3k 3k 5k 5k %k >k 3k 3k 5k >k %k >k 5k 5k >k %k >k 3k 5k >k >k >k k 3k >k >k %k >k 3k 5k >k >k >k >k 5k 5k >k %k >k 5k 5k >k >k >k >k >k >k >k %k >k %k >k >k >k %k %k %k >k >k % % *)
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