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Abstract 

Seismocardiography (SCG) records the precordial micro-vibration produced at every 

heartbeat by the cardiac contraction, valve opening and closing and by blood ejection 

into the vascular tree. Novel wearable technologies incorporating both ECG and SCG 

sensors could allow Holter real-time acquisitions, thus opening new possibilities to 

study the circadianity of cardiac electro-mechanical activity.  

The aim of this study was to determine feasibility of such approach and to propose a 

novel method for beat-by-beat detection of cardiac mechanical events and relevant 

circadian rhythms, to determine normality ranges for future comparisons.   

24-hour synchronized ECG and SCG signals were acquired from 22 healthy volunteers 

using the Movisens EcgMove4 device. SCG heartbeats were identified and, using the 

ECG as a reference, several fiducial points were detected: mitral valve closure (MC), 

isovolumetric contraction (IVC), aortic valve opening (AO), rapid ejection of blood in 

the vascular tree (RE) and aortic valve closure (AC). For each beat, new temporal and 

morphological biomarkers were then computed.  

For each parameter, day-night differences were verified (Wilcoxon Signed Rank test, 

p < 0.05), and the Cosinor analysis was applied to test for circadianity.  

Results showed good feasibility for using SCG signal for beat-detection, with 82.5 % 

of usable beats at night and 51.8 % during the day. All the computed electro-

mechanical parameters showed a significant difference between day and night and 

presence of circadianity. The acrophases for the total of the morphological parameters 

occurred between 15:00 and 16:00, while for almost all temporal parameters occurred 

between 05:00 and 06:00.  

The study suggests that new electro-mechanical biomarkers and their circadianity can 

be derived from long-term SCG and ECG registrations, which normality curves could 

be used in the context of comparing results from pathological subjects to better 

understand the effects of disease-related changes.  
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Abstract in lingua italiana 

La sismocardiografia (SCG) registra la microvibrazione prodotta, ad ogni battito 

cardiaco, dalla contrazione cardiaca, dall’apertura e chiusura delle valvole e 

dall’eiezione di sangue nell’albero vascolare. L’impiego di nuovi dispositivi 

indossabili che incorporino sia sensori ECG che SCG potrebbero consentire 

acquisizioni in tempo reale tramite Holter, aprendo così nuove frontiere per lo studio 

della circadianità dell’attività elettromeccanica del cuore. Lo scopo di questo studio è 

determinare la fattibilità di tale approccio e sviluppare un nuovo metodo per la 

rilevazione battito-battito di eventi meccanici cardiaci e ritmi circadiani rilevanti, al 

fine di individuare intervalli di normalità per confronti futuri. 

Nello studio sono stati arruolati 22 volontari non patologici e, tramite l’utilizzo del 

dispositivo Movisens EcgMove4, sono stati acquisiti segnali ECG e SCG sincronizzati 

nell’arco di 24 ore. Sono stati identificati i battiti cardiaci nel segnale SCG e, utilizzando 

l'ECG come riferimento, sono stati identificati diversi punti fiduciali: chiusura della 

valvola mitrale (MC), contrazione isovolumetrica (IVC), apertura della valvola aortica 

(AO), rapida eiezione di sangue nell'albero vascolare (RE) e chiusura della valvola 

aortica (AC). Per ogni battito sono stati quindi calcolati nuovi biomarcatori temporali 

e morfologici. Per ciascun parametro sono state indagate le differenze tra giorno e 

notte (Wilcoxon Signed Rank test, p <0,05), ed è stata applicata l'analisi Cosinor per 

analizzare la circadianità. 

I risultati hanno mostrato una buona fattibilità per l'utilizzo del segnale SCG per il 

rilevamento dei battiti, ottenendo valori dell'82.5% di notte e del 51.8% durante il 

giorno. Tutti i parametri elettromeccanici calcolati hanno mostrato una differenza 

significativa tra giorno e notte e presenza di circadianità. Le acrofasi per il totale dei 

parametri morfologici si sono verificate tra le 15:00 e le 16:00, mentre per la quasi 

totalità dei parametri temporali si sono verificate tra le 05:00 e le 06:00. 

Lo studio suggerisce che nuovi biomarcatori elettromeccanici e la loro circadianità 

possano essere derivati da registrazioni SCG ed ECG di lunga durata, le cui curve di 

normalità potrebbero essere utilizzate nella comparazione dei risultati di soggetti 

patologici per comprendere meglio gli effetti dei cambiamenti correlati alla malattia. 

Parole chiave: Elettrocardiogramma, Holter, Parametri elettro-meccanici cardiaci, 

Ritmo Circadiano, Seismocardiogramma
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Acronyms and Abbreviations  

AC    Closure of the aortic valve 

AO    Opening of the aortic valve 

AOiAOi+1   Time delay between two consecutive AO peaks 

AV    Atrioventricular 

CV    Cardiovascular  

ECG    Electrocardiogram 

HF    High frequency 

HR    Heart rate 

HRV    Heart rate variability 

IVC    Isovolumetric contraction 

LF    Low frequency 

LVET    Left ventricular ejection time 

MC     Closure of the mitral valve 

MO     Opening of the mitral valve 

QS2    Electromechanical systole 

QT    Time delay between Q and T 

QTc     QT interval corrected (Bazett’s correction) 

PEP    Pre-ejection period 

PT    Pan Tompkins  

RE     Rapid ejection of blood  

RiRi+1    Time delay between two consecutive R peaks 

SA    Sinoatrial  

SC    Systolic complex 

SCG    Seismocardiogram 

SLOPE(IVC-AO)  Slope between IVC and AO 

SLOPE(minAC-AC) Slope between the minimum point before AC and AC 

SLOPE(minAORE-RE) Slope between the minimum point between AO and RE and 

RE 

ΔA(AO-AC)   Amplitude difference between AO and AC 
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ΔA(AO-minAORE)  Amplitude difference between AO and the minimum point 

between AO and RE 

ΔA(AO-RE)   Amplitude difference between AO and RE 

ΔA(AC-minAC)  Amplitude difference between AC and the minimum point 

before AC 

ΔA(IVC-AO)   Amplitude difference between IVC and AO 

ΔA(IVC-MC)   Amplitude difference between IVC and MC 

ΔA(RE-minAORE)  Amplitude difference between RE and the minimum point 

between AO and RE 

ΔT(AO-AC)   Time delay between AO and AC 

ΔT(AO-minAORE)  Time delay between AO and the minimum point between 

AO and RE 

ΔT(AO-RE)   Time delay between AO and RE 

ΔT(IVC-AO)   Time delay between IVC and AO 

ΔT(AC-minAC)  Time delay between AC and the minimum point before AC 

ΔT(IVC-MC)   Time delay between IVC and MC 

ΔT(R-AO)   Time delay between R and AO 

ΔT(R-AC)   Time delay between R and AC 

ΔT(R-MC)   Time delay between R and MC 
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1. Introduction 

1.1 Cardiovascular System 

The CV system consists of the heart, blood vessels and blood. It is a hydraulic system 

composed by a pump (heart) and conductors (blood vessels) with the purpose of 

circulating the blood reaching every portion of the body and allowing the blood to 

carry out its transport functions [1]. 

The circulatory system is further divided into two major circuits: the pulmonary 

circulatory system and the systematic circulatory system (Figure 1.1). 

The pulmonary circulation is the portion of the CV system in which oxygen-depleted 

blood is pumped away by the right heart, via the pulmonary artery, to the lungs and 

returned, oxygenated, to the left heart via the pulmonary vein.  

Systemic circulation is the portion of the CV system that transports oxygenated blood 

away from the heart through the aorta from the left ventricle, where the blood has been 

previously flown from pulmonary circulation to the rest of the body and returns 

oxygen-depleted blood back to the right heart. Its primary function is to transport 

nutrients and oxygen-rich blood to organs, tissues, and cells [2].   

The human circulatory system is closed, i.e. the blood is contained within the vascular 

network and venous and arterial blood never come into contact.  
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Figure 1.1: Cardiovascular system, systemic circulation, and pulmonary circulation [3] 

The blood is pumped around the body through a network of blood vessels (Figure 1.2) 

[4]: 

• Arteries: deliver oxygen-rich blood from the heart to the tissues of the body. 

The largest artery is the aorta; 

• Arterioles: small-diameter blood vessels which form part of the 

microcirculation that extends from an artery and leads to capillaries. Arterioles 

have muscular walls and are the primary site of vascular resistance, which 

reduces the pressure and velocity of flow for gas and nutrient exchange within 

the capillaries;  

• Capillaries: connect arterioles and venules and enable the exchange of water, 

oxygen, carbon dioxide, and many other nutrients and waste substances 

between blood and surrounding tissues. The thin wall of the capillary allows 

for gas and lipophilic molecules to pass through without the need for special 

transport mechanisms and allows bidirectional diffusion;  

• Venules: small blood vessel in the microcirculation that allows deoxygenated 

blood to return from capillary bed to veins. Venules are formed when capillaries 

come together; 
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• Veins: formed when many venules come together. The main difference between 

veins and arteries is the direction of blood flow (out of the heart through 

arteries, returning to the heart through veins). Veins carry blood lacking in 

oxygen back forward the heart and, as they get nearer it, they get bigger.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The heart is the primary organ of the circulatory system. It is a four-chambered 

muscular organ containing an involuntary conduction system that initiates rhythmic 

contractions to pump blood throughout the body (about 5 liters per minute at rest) [6]. 

The heart is located in the thoracic cavity between the lungs in the middle of the chest, 

behind and slightly to the left of the breastbone and protected by the rib cage (Figure 

1.3(a)). The outer layer of the pericardium surrounds the roots of the heart’s major 

blood vessels and is attached by ligaments mainly to the spinal cord and diaphragm. 

The inner layer of the pericardium is attached to the heart muscle. A coating of fluid 

separates the two layers of membrane, letting the heart move as it beats.  

The wall of the heart is composed of three layers of tissues (Figure 1.3(b)): 

• Epicardium 

• Myocardium 

• Endocardium  

Figure 1.2: Blood vessels – arteries, arterioles, capillaries, venules, and veins [5] 
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(a) Location of the heart     (b) Layers of cardiac tissues 

The right heart deals with pulmonary circulation: it receives blood (i.e. venous blood) 

that is low in oxygen, it pumps this to the lungs, where it picks up a new supply of 

oxygen. The blood then returns to the left side of the heart. Instead, the left heart deals 

with systematic circulation: the blood returns to the left side of the heart (i.e. atrial 

blood), ready to be pumped back out to the brain and rest of the body. The left and 

right side of the heart are separated by a wall, called septum (Figure 1.4). 

Figure 1.3: (a) Location of the heart in the thoracic cavity between the lungs, behind the 

sternum and protected by the ribcage; (b) The wall of the heart is composed of three cardiac 

layers of tissues: endocardium, myocardium and epicardium [7,8] 

Figure 1.4: Pulmonary and systematic circulation in the heart [9] 
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The heart consists of four chambers separated into two sides, each side contains an 

atrium and a ventricle. The two small upper chambers are the atria, while the two 

larger lower chambers are the ventricles (Figure 1.5(a) ). The atrium receives blood into 

the heart and flows into a ventricle, which pumps the blood out of the heart. The atria 

and the ventricle on each side are linked together by valves that prevent backflow of 

blood.  

The four valves are (Figure 1.5(b)): 

1. Tricuspid valve: separates the right atrium from the right ventricle and prevents 

the backflow of blood from the right ventricle to the right atrium; 

2. Pulmonary valve: separates the right ventricle from the pulmonary artery and 

prevents the back flow of blood from the pulmonary artery to the ventricle.  It 

opens to allow blood to be pumped from the right ventricle to the lungs 

(through the pulmonary artery) where it receives oxygen; 

3. Mitral valve: separates the left atrium from the left ventricle and prevents the 

backflow of blood from the left ventricle to the left atrium;  

4. Aortic valve: separates the left ventricle from the aorta and prevents the 

backflow of blood from the aorta to the left ventricle. It opens to allow blood to 

leave the heart from the left ventricle through the aorta.  

(a) Anatomy of the heart         (b) Heart valves 

Figure 1.5: (a)  Anatomy of the heart: two atria and two ventricle separated by valves and interventricular 

septum (b) Tricuspid and pulmonary valves allow blood to flow from superior vena cava to pulmonary 

arteries, while mitral and aortic valves allow blood to flow from left atrium to aorta. [10,11] 
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1.2  Electrical activity of the heart 

For the heart to work efficiently, the atria and the ventricles must be activated rapidly 

and sequentially. Atria are activated first to fill the ventricles before ventricular 

contraction begins. To coordinate these processes, the heart has an electrical 

conduction system composed of specialized myocardial cells [12].  

The myocardium is a layer of involuntary striated muscle tissue surrounded by 

collagen. It acts as cardiac muscle and is made up of two different types of cells:  

• Muscle/Conduction cells: the 90% of the heart muscle mass is composed by 

muscle cells. These cells have virtually no contractile function and form the fiber 

networks that spread the action potential rapidly and sequentially to contractile 

myocardium in the atria and ventricles.   

• Pacemaker/Contractive myocardial cells: the remaining 10% of the heart muscle 

mass is composed by pacemaker cells. They are responsible for the actual 

contraction and for auto-rhythmicity, the ability to initiate a cardiac action 

potential at a fixed rate.  

1.2.1 Cardiac Action Potential  

The cardiac muscle (i.e. conduction cells) doesn’t activate through a stimulus coming 

from a motoneuron, but it activates due to a stimulus coming from adjacent cells or 

from cells of the conductive system. The latter one propagates the stimulus from a 

specific area of the myocardium, a cluster of contractive myocardial cells, which 

activates regularly.  

The action potential travels towards conduction cells and depolarizes (i.e. activation 

phase) or repolarizes (i.e. recovery phase) them. The action potential of the common 

ventricular myocardium ranges between 250 and 350 ms [13].  During each cardiac 

cycle, specific ions (Na+, Ca2+ and K+ ions) - which are charged particles - move back 

and forth across the cardiomyocyte cell membrane, thereby changing the membrane 

potential. The cardiac potential is subdivided into phases, each one reflecting the major 

ionic movements that take place (Figure 1.6): 

1. Phase 4 : Resting membrane potential and diastolic depolarization: 

The resting potential of a cardiac cell is -90 mV due to a constant outward 

of flow of K+. Na+ and Ca2+ channels are closed at resting transmembrane 

potential. 
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2. Phase 0 : Rapid depolarization:  

As a depolarizing stimulus arrives at the portion of membrane, a few Na+ 

channels open, letting Na+ ions to enter the neuron. The increase in 

positive ions inside the cell depolarizes the membrane potential and 

brings it closer to the threshold (-90 mv) at which an action potential is 

generated. If the depolarization reaches the threshold potential, 

additional voltage-gated sodium channels opens and the voltage across 

the membrane reaches 0 mV and slightly above 0 mV for a transient 

period of time called overshoot. Then, Fast Na+ channels close and Slow 

Ca2+ channels open. 

 

3. Phase 1 : Early rapid repolarization: 

At the peak of the action potential, many voltage-gated sodium channels 

begin to close. Simultaneously, many K+ channels open, allowing 

positive ions to leave the cell. These processes cause the membrane 

potential to decrease; 

 

4. Phase 2 : Plateau: 

Many K+ channels open, allowing positive ions to leave the cell. 

Simultaneously, Ca2+ channels are still open and there is a constant 

inward of positive Ca2+ ions inside the cell. These two countercurrents 

are electrically balanced, and the transmembrane potential is maintained 

at a plateau just below 0 mV throughout phase 2; 

 

5. Phase 3 : Final rapid repolarization: 

Ca2+ channels are gradually inactivated and continuous outflow of K+ 

brings the transmembrane potential back towards resting potential of -

90 mV to prepare the cell for a new cycle of depolarization.  
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Figure 1.6: Cardiac action potential from phase 0 to phase 4. Relationship between cardiac 

phase and opening and closure of Na+, Ca2+ and K+ channels [14] 

1.2.2 Cardiac cycle: electrical activity  

The components of the cardiac conduction system include the sinoatrial (SA) node, the 

atrioventricular (AV) node, the atrioventricular bundle, the atrioventricular bundle 

branches, and the Purkinje cells [15].  

The electrical activity of the heart is divided in 5 steps (Figure 1.7): 

1. An electrical impulse is generated by the SA node, a specialized group of 

myocardial conducting cells located in the right atria of the heart, in the 

proximity of the orifice of the superior vena cava. The SA node is known as the 

pacemaker of the heart and initiates the sinus rhythm (it generates an electrical 

stimulus regularly, 60 to 100 times per minute under normal conditions [16]) 

followed by the contraction of the heart. The ability of the sinoatrial node to 

depolarize spontaneously (discharging an action potential without being 

stimulated) is referred to as automaticity [17]. The rate of spontaneous 

depolarization is modified by the automatic nervous system: sympathetic 



Introduction 11 

 

 

stimulation increases the rate whereas parasympathetic stimulation lowers the 

rate. 

2. The electrical impulse spreads from the sinoatrial node to the atria, which are 

activated by the impulse. The propagation of the impulse through the atria is 

facilitated by the internodal pathway. Then, the atrial impulse reaches the AV 

node, the only connection between the atria and ventricles. The AV node 

receives the atrial impulse and delays it before conducting it to the ventricles. 

The delay is due to the slow conduction through the AV node. The purpose of 

the slow conduction is to give the atria adequate time to fill the ventricles with 

blood before ventricular contraction begins.  

3. Following the delay, the impulse travels through the atrioventricular bundle 

(bundle of His), which splits into the right and left bundle branches to stimulate 

the right and left ventricles. Through the Purkinje fibers – originating from 

bundle branches – the impulse reaches the papillary muscle. The impulse 

transmission in the Purkinje fibers is very fast (4 m/s), allowing all ventricular 

myocardium to be activated almost simultaneously.  

4. The impulse spreads to the contractile fibers of the ventricles. 

5. Ventricular contraction begins. Each contraction of the ventricles represents one 

heartbeat. 

Figure 1.7: Phases of the electrical activity of the heart from the depolarization of SA to 

ventricular contraction. Purple shading in figure represents depolarization [18] 
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1.3 Mechanical activity of the heart  

The spread of an electrical impulse is directly coupled to a mechanical event. The 

mechanical activity of the heart consists of a cycling succession of contraction (systole) 

and relaxation (diastole) called cardiac cycle [19].  

Every single heartbeat involves three major mechanical stages: cardiac diastole 

(ventricular and atrial) when chambers are relaxed and filling passively; atrial systole 

when the atria contract leading to ventricular filling; ventricular systole when blood is 

ejected into both the pulmonary artery and aorta (Figure 1.8). 

• Ventricular systole can subdivided in three phases: 

o Isovolumetric contraction: following the electrical stimulation, during 

which the ventricles contract with no corresponding volume change. 

This causes ventricular pressures to rise above atrial pressures, which 

close tricuspid and mitral valves. The ventricular pressure is still less 

than the one of the arteries, thus aortic and pulmonary valves remain 

closed.  This phase marks the beginning of systole, and usually lasts 

about 13% of the cardiac cycle [20]. 

o Ventricular rapid ejection: the pressure inside the ventricles rises above 

pulmonary artery and aorta pressures, thus opening the respective 

valves. Tricuspid and mitral valves remain closed to prevent the 

backflow of blood from ventricles to atria. Ventricles pump blood into 

the lungs through the pulmonary artery and into the brain and the rest 

of the body through the aorta and all the arteries.  

o Reduced ejection: this phase marks the beginning of ventricular 

repolarization, a rapid decline in ventricular pressures and hence 

reduced rate of ejection. This phase usually lasts about 15% of the cardiac 

cycle [20].  

 

• Ventricular diastole, subdivided in two phases:  

o Isovolumetric relaxation: after the contraction, when the ventricular 

pressures drop below the diastolic aortic and pulmonary pressures (80 

mmHg and 10 mmHg respectively [21,22,23]), the aortic and pulmonary 

valves close. The ventricles generate negative pressure without changing 

their volume so that the ventricular pressure becomes lower than the 

atrial pressure. Then, tricuspid and mitral valves open. This phase marks 

the beginning of the diastole. 

o Inflow (ventricular filling): as tricuspid and mitral valves open, 

ventricular filling start, and the heart expands while receiving blood 

returning from the circulatory system. The ventricular pressure 
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gradually increases until it equals the atrial pressure and the tricuspid 

and mitral valves close. 

This phase usually lasts about 44% of the cardiac cycle [20].  

 

• Atrial systole:  

Late in the ventricular filling period (end of ventricular diastole) the atria begin 

to contract (related to the P wave in the ECG) and each atrium pumps blood in 

the ventricle through tricuspid and mitral valves, respectively for right and left 

heart, while aortic and pulmonary valves are closed to prevent the backflow of 

blood from the pulmonary artery and aorta into the ventricles. 

This phase usually lasts about 14% of the cardiac cycle [20].  

 

Figure 1.8: Correlation of electrical and mechanical events of the cardiac cycle [24] 
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1.4 Techniques for cardiac activity monitoring  

There are several techniques for non-invasive monitoring of the cardiac activity [25].  

Phonocardiography (PCG) detects sounds produced by the heart and the blood flow, 

produced by the vibrations created by the closure of the heart valves: the first sound 

is produced by the closure of the tricuspid and mitral valves at the beginning of the 

systole, while the second sound is produced by the closure of the aortic and pulmonary 

valves at the end of the systole [26]. Sounds are recorded with the help of a specific 

device called phonocardiograph.  

Another non-invasive motoring technique is electrocardiography (ECG). 

Electrocardiography studies the electrical functioning of the heart and is recorded 

through electrodes placed on the skin of the patient. ECG produces an 

electrocardiogram, which is a graph of voltage vs time as a consequence of cardiac 

muscle depolarization followed by repolarization during each cardiac cycle 

(heartbeat) [27]. 

Next, Impedance cardiography (ICG) was proposed to measure the changes in thoracic 

impedance induced due to changes in the fluid content of the chest. The continuous 

change in thoracic impedance over time, allows estimating important cardiac 

functional parameters such as stroke volume, cardiac output, ventricular ejection time 

and pre-ejection period [28].  

Additionally, echocardiography (ECHO) is a cardiac imaging method based on 

ultrasound to see how blood moves through the heart (by Doppler effect) and how the 

structure of the heart appears (by B-mode, size and shape of the heart location and 

extent of any tissue damage, assessment of valves, etc.). ECHO looks for irregularities 

in the heart’s structure [29]. 

At every heartbeat, the blood travelling along the vascular tree produces changes in 

the body center of mass and body movements are produced by the recoil forces to 

maintain the overall momentum [30]. These micro-movements (displacement, 

velocity, acceleration) can be recorded by inertial sensors (accelerometers, 

gyroscopes), generating the so called ballistocardiogram (BCG). While BCG measures 

the overall body displacements at each cardiac beat, seismocardiography (SCG) 

focuses on the precordial vibrations generated by heart, thus measuring only the local 

vibrations of the chest wall in response to the heartbeat. As such, it contains 

information related to the mechanical activity of the heart [31], very similar to those 

that can be obtained using PCG, but using a different physical principle.   

In 2016, gyrocardiography (GCG), a non invasive technique based on SCG was 

proposed [32]. It assesses the cardiac motion (precordial micro vibrations) using a 

microelectromechanical gyroscope sensor - a sensor that measures the angular motion 

– attached to the skin anterior to the sternum.  
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For the purposes of this project, the ECG and SCG signals are described more in detail 

in the following sections. 

1.4.1 Electrocardiogram – ECG  

 

The electrocardiogram is a graph of voltage vs time which displays the electrical 

activity of the heart using electrodes placed on the skin [33]. These electrodes detect 

the small electrical changes that are a consequence of cardiac muscle depolarization 

and repolarization during each cardiac cycle.  

Thus, cells depolarization and repolarization generate electrical currents which are 

conducted all the way to the skin, because tissues and fluids surrounding the heart act 

as electrical conductors. By placing electrodes (conductive pads) on the skin it is 

possible to detect these electrical currents.  

 

The standard 12 leads-ECG is obtained using 10 electrodes attached to the body surface 

(Figure 1.9(a)).  Any pair of electrodes can measure the potential difference between 

two corresponding locations of attachment, the exploring (i.e. positive) electrode and 

the reference (i.e. negative) electrode. The ECG is constructed such that if an electrical 

current is travelling towards the exploring electrode, it yields to a positive deflection, 

while if it is moving towards the reference electrode a negative deflection appears. 

Twelve leads are created by analysing the electrical potential differences between ten 

electrodes, resulting in a graphical description of the electrical activity of the heart. At 

any instant during the cardiac cycle, all ECG leads sense the same electrical events but 

from different angles.  

These 12 leads (i.e. derivations) consist of two sets of ECG leads: chest and limbs. 

Depending on the position of the reference electrode in each derivation, the electrical 

activity of the heart can be observed from the horizontal plane or the frontal plane.  

The limb leads, of which there are six (I, II, III, aVF, aVR and aVL) detects the electrical 

activity in the frontal plane, while chest (i.e. precordial) leads (V1, V2, V3, V4, V5 and 

V6) detects the electrical activity happening in the horizontal plane (Figure 1.9(b)).  
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(a) Electrodes positioning     (b) ECG derivation 

 

The axis of the ECG is the major direction of the overall electrical activity of the heart 

(heart electrical axis). The electrical axis reflects the average direction of ventricular 

depolarization during ventricular contraction (QRS axis) and in the normal adult 

ranges between -30° and +90°, which is directed downward and to the left on the 

frontal plane.  

Lead II is angled 60° in the frontal plane, which means that the atrial vector in the 

frontal plane in always directed towards lead II. This derivation displays wider 

electrocardiographic waves because, by convention, has the same direction of the heart 

electrical axis (60°). 

 

 

 

 

 

 

 

 

Figure 1.9: (a) Positioning of 10 electrodes in 12 leads-ECG. Six electrodes are placed on 

the chest (V1,V2,V3,V4,V5,V6), while four electrodes are placed on arms and legs (RA: 

right arm; LA: left arm; RL: right leg; LL: left leg); (b) 12 derivations obtained measuring 

the potential difference between 10 electrodes. Red vectors represent chest derivations 

happening in the horizontal plane, while blue vectors represent limb derivations happening 

in the frontal plane [34,35]. 
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Figure 1.10  shows the classical ECG waveforms:  

• P wave:  

The first deflection is the P-wave which represents activation (depolarization) 

of atria. Atria depolarization spreads from SA node towards the AV node and 

from the right atrium to the left atrium.  

The P wave is a small, positive (always positive in lead II because the vector is 

directed downwards and to the left in the frontal plane) and smooth wave.  

P wave duration in healthy subject is around 80 ms; if the wave is of unusually 

long duration, it may represent atrial enlargement.  

The repolarization of atria is usually non-visible because it occurs at the same 

time as the depolarization of ventricles, which generates larger electrical 

potentials. 

 

• QRS complex:  

Ventricular depolarization is visible through the QRS complex. The ventricles 

have a large muscle mass compared to the atria, so the QRS complex usually 

has a much larger amplitude than the P wave. Since the electrical vector 

generated by the left ventricle is many times larger than the vector generated 

by the right ventricle, the QRS complex reflects left ventricular depolarization. 

o Q wave: represents the depolarization of the ventricular septum; 

o R wave: represents the descent depolarization along the walls of the 

ventricles up their apex; 

o S wave: represents the depolarization of the external areas of ventricles. 

QRS complex duration in healthy subject ranges from 120 to 200 ms; if the QRS 

complex is wider it suggests disruption of the heart’s conduction system.  

 

• T wave: 

T-wave represents the repolarization of ventricles. T wave duration in healthy 

subject is around 160 ms.  The normal T wave is slightly asymmetric, with a 

steeper downward slope.  

 

• U wave: 

U wave is a positive wave occurring after the T wave. It has a low amplitude or 

is not always present and it is hypothesized to be caused by the repolarization 

of the intraventricular septum. It is most frequently seen in leads V2-V4. 
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Several clinical parameters are derived from ECG waveform. Three of the most 

important ones are heart rate (HR), RiRi+1 interval and ventricular repolarization 

interval (QT).  

QT is the time delay between the start of the Q wave and the end of the T wave and 

represents the time taken for ventricular depolarization and repolarization. It 

measures the period of ventricular systole from ventricular isovolumetric contraction 

to isovolumetric relaxation. The QT is inversely proportional to HR and is an 

important clinical parameter to access pathologies [37]. Thus, an abnormally 

prolonged QT is associated with an increased risk of ventricular arrhythmias [38]. A 

corrected measure of QT is often used instead of QT. The corrected QT interval (QTc) 

estimates the QT interval at a standard HR of 60 bpm and this allows comparison of 

QT values over time at different HRs. 

 

Figure 1.10: Cardiac conduction propagation pattern from the depolarization of SA node to 

the repolarization of ventricular myocardium. Correlation between signal propagation and the 

ECG wave [36]. 
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There are multiple formulas used to estimate QTc: 

• Bazett formula:  𝑄𝑇𝑐
𝐵𝑎𝑧 =

𝑄𝑇

√𝑅𝑅
      (1.1) 

• Fridericia formula:   𝑄𝑇𝑐
𝐹𝑟𝑖 =

𝑄𝑇

√𝑅𝑅
1/3      (1.2) 

• Framingham formula:  𝑄𝑇𝑐
𝐹𝑟𝑎 = 𝑄𝑇 + 0.154(1 − 𝑅𝑅)   (1.3) 

• Hodges formula:  𝑄𝑇𝑐
𝐻𝑜𝑑𝑄𝑇 + 1.75(ℎ𝑒𝑎𝑟𝑡 𝑟𝑎𝑡𝑒 − 60)  (1.4) 

Bazett formula (Formula 1.1) is the most commonly used due to its simplicity.  

𝑄𝑇𝑐
𝐵𝑎𝑧 is considered prolonged if is greater than 450 ms in men or greater than 470 ms 

in women and is abnormally short if is lower than 350 ms [39].  

RiRi+1 interval is the time elapsed between two successive R waves of the QRS signal.   

HR is a term used to describe the frequency of the cardiac cycle. Usually, HR is 

calculated as the number of contractions (heartbeats) of the heart in one minute and 

expressed as beat per minute (bpm), as the reciprocal of RiRi+1 interval. When resting, 

the adult normal HR ranges between 60 and 100 bpm [40]. Bradycardia and 

tachycardia are two forms of irregular rhythm: bradycardia is related to an irregularly 

slow HR (less than 60 bpm), while tachycardia is related to high HR at rest (more than 

100 bpm) [41]. Both are generally caused by an electrical conduction problem within 

the heart tissue [42].   
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1.4.2 Seismocardiogram – SCG  

Seismocardiography (SCG) is a non-invasive technique that measures the mechanical 

activity of the heart. It records the precordial vibration produced at every heartbeat by 

the cardiac contraction and relaxation, relevant valvular opening and closing, and by 

the blood ejection from the ventricles into the vascular tree.  

SCG applies similar principles of BCG, which measures the whole body motion due to 

ejection of blood. BSG was first observed in 1877 by Gordon with the finding that, as a 

subject would stand on a weighing scale, the needle would vibrate synchronously to 

the subject’s heartbeat [43]. Sixty years later, in 1940, Starr and colleagues [44] created 

an instrument to measure the BSG in a repeatable scientific manner but, as the 

equipment was very complex, it was not possible to use it in everyday life. The SCG 

was first measured by Bozhenko in 1961 [45] and was first applied in clinical studies 

30 years later by Salerno and Zanetti [46]. Then, because of the advent of 

echocardiography and more advanced monitoring system techniques, BCG and SCG 

were abandoned by the medical community [47]. Nowadays, technologies 

advancements and miniaturization of sensors (e.g., micro-electro mechanical systems, 

MEMS) simplify the measurement and assessment of these signals, thus enabling BSG 

and SCG measurements in everyday life, outside of clinical settings [48].  

In particular, SCG can be recorded by positioning inertial sensors in contact with the 

chest. If a tri-axial accelerometers is used, SCG components are acquired in the three 

orthogonal axes (i.e., head-to-foot, dorso-ventral, left-right), each displaying a specific 

pattern. Each SCG component has its own pattern with a magnitude in the order of 

few milli-g (where g is the gravity acceleration on Earth, corresponding to 9.8 m/s2). 

Most of the time studies on SCG focuses on the dorso-ventral component (i.e. z axis), 

which is proven to contain more information relevant to heartbeat occurrence [49].  

Chest vibrations show two components: at low frequency related to the flow of the 

blood into the aorta and vascular tree, and at high frequency related to the opening 

and closure of heart valves [50]. In addition, the modulation due to the respiratory 

activity is also present.  

A typical SCG-beat waveform is characterized by peaks and valleys that have been 

correlated to specific events in the cardiac cycle. Specifically, considering the dorso-

ventral component, some of these peaks and valleys are associated to physiological 

events [51]:  

• Mitral valve closure (MC) 

• Isovolumetric contraction (IVC) 

• Aortic valve opening (AO) 
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• Rapid ejection of blood (RE) 

• Aortic valve closure (AC) 

• Mitral valve opening (MO) 

• Rapid filling (RF) 

The correspondence between SCG fiducial points and the cardiac events was verified 

by Crow and colleagues [52], comparing points extracted from SCG with their 

corresponding systolic and diastolic points extracted from echocardiography.  

 

Figure 1.11: Comparison between ECG and SCG. Correspondence between electrical activity 

peak in ECG and mechanical activity fiducial points in SCG [51] 

 

 

 

 

 

 

 

 

 

IVC 

Figure 1.12: Cardiac time intervals computed from fiducial points extracted from SCG [54] 
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Based on the combined analysis of the fiducial points delineated from the ECG and 

from the SCG, several temporal parameters with a clinical relevance can be computed.  

At the beginning of the systolic phase, the heart begins to contract but no blood is 

ejected in the vascular tree. This phase is called pre-ejection period (PEP) and is 

defined as Q-AO delay. PEP is considered as a measure of the contractility of the heart, 

the lower PEP the higher the contractility of cardiac muscles is [55].  

The rest of the systolic phase is defined as the left ventricular ejection time (LVET) and 

measures the time interval where the aortic valve is opened and the blood is ejected 

into the vascular tree (AO-AC time delay) [52]. LVET is influenced by preload, 

afterload, left ventricular geometry and contractility, thus there is a direct relationship 

between LVET and stroke volume [56] 

Electromechanical systole (QS2) is defined as the summation of PEP and LVET [54]. It 

includes the time interval from the start of the electrical stimulation of the ventricle 

(corresponding to the onset of ECG Q wave) to the end of the mechanical ventricular 

contraction. QS2 is an important clinical parameter: it has been suggested that 

abnormal values of the ratio between QT interval in the ECG and QS2 could be a 

marker of myocardial failure, so as an excessive lengthening of QS2 with respect to the 

ventricle relaxation time (RR-QS2) was suggested to be a marker for ventricular 

dysfunction [56,57].  

Furthermore, a relationship in normal individuals between HR and the duration of the 

phases of left ventricular systole has been proposed [58], where the duration of QS2, 

LVET and PEP are inversely and linearly related to HR [59].        

{  
𝑄𝑆2𝑚𝑎𝑙𝑒       =  −0.0021 ∗ 𝐻𝑅 + 0.546
𝑄𝑆2𝑓𝑒𝑚𝑎𝑙𝑒   =  −0.0020 ∗ 𝐻𝑅 + 0.549

                (1.5)                                          

 

Other important time parameters extracted from SCG are the isovolumic contraction 

time (IVCT), defined as the time delay between the closure of the mitral valve and the 

opening of the aortic valve (MC-AO time delay) [60], and the isovolumic relaxation 

time (IVRT), defined as the time delay between the closure of the aortic valve and the 

opening of the mitral valve (AC-MO time delay) [61], that has been proposed as a 

parameter sensitive to diastolic dysfunction [62].  
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1.5 Circadian rhythm  

A circadian rhythm is an oscillation of a physiological process over a 24-hour period.  

In the CV system, most physiological parameters (including HR, HR variability, 

electrocardiogram waveforms, and blood pressure) and pathological events 

demonstrate a robust circadian rhythm [63]. Also, many cardiovascular diseases vary 

in prevalence by time of day, including myocardial infarction, 

supraventricular/ventricular arrhythmias, and sudden cardiac death (SCD) [64].   

Dealing with HR, it has been shown that there is a sudden rise around awakening with 

a peak value between 10 and 12 AM [65]. After that, HR gradually begins to decrease 

and maintains a lower value during the whole night. The circadian change of HR 

ensures that the heart adapts to the needs of different activity levels during the day 

and night by increasing or decreasing cardiac output [65].  

ECG parameters also display circadian rhythm: P wave duration and its area, P-R 

interval, QRS duration and QT interval have been found to show diurnal changes 

[66,67]. During the daytime, when sympathetic output is enhanced and HR increased, 

all these indices have been found to decrease, reaching lowest values between 10 AM 

and 2 PM [66,67]. On the contrary, during night-time, following parasympathetic 

dominance, there parameters begin to increase, reaching their peaks values between 

12 AM and 6 AM [66,67].   Also, QTc interval shows diurnal changes [68]. Duration of 

PR intervals and QRS complexes additionally exhibit higher values during night, 

indicating slower conductions of atrioventricular node and His-Purkinje system.  

Heart rate variability (HRV) refers to the variation in time between successive heart 

beats and represents a non-invasive index of the autonomic nervous system. Because 

the autonomic nervous system regulates HR during sinus rhythm, HRV summarises 

complex non-linear cardiovascular accommodative responses, which are dictated by 

the parasympathetic (high frequency component: HF) and sympathetic (low frequency 

component: LF) nervous systems, to dynamic physiological variations. Also, HRV 

shows a diurnal rhythm correlated to circadian variations in autonomic nervous 

system activity. In general, all HRV indices (except for the ratio between LF and HF) 

increases during the daytime and decreases during the night-time [69,70,71]. In some 

pathological conditions, such as ischemic cardiac disease and stroke, which impair 

autonomic nervous function, the amplitude of the circadian rhythm of HRV can be 

altered or nearly absent [72,73]. 

Furthermore, some physiological parameters correlated to the mechanical activity of 

the heart, as stroke volume and cardiac force show a circadian rhythm and decrease 

while sleeping [74]. Upon awakening, these parameters increase rapidly in association 

with autonomic nervous system fluctuations (sympathetic and autonomic tone) [75]. 
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1.6 Previous studies on SCG  

During the last years many studies focused on evaluating the potential of using SCG 

signals for monitoring cardiac activity [76,77]. 

To do so, there is the need to extract reference points from the SCG signal. Due to the 

high levels of noise, this can be difficult, and so algorithms that use the synchronously 

acquired ECG signal as a reference were proposed. [78,79,80]. Tadi et al. [80] used the 

Q- and R-peaks of the ECG signal as reference points to automatically annotate the AO 

and MC peaks in the SCG signal. In [78, 80], the authors used the ECG to segment the 

SCG for each cardiac cycle. Especially the Aortic Valve Opening (AO) point has been 

investigated extensively and results are consistent among most studies [81,82]. 

Accurate determination of events, including AO, could make SCG a diagnostic tool for 

cardiac disease, comparable with the ECG. Other new methods based on ML algorithm 

were applied only on SCG data to predict the position of R peaks [83].  

All these methods however have in common the fact that they were applied and 

evaluated on short recordings, from a few seconds to a few minutes, acquired in 

laboratory conditions. With much longer recordings, it is considerably harder to 

mitigate the difficulties arising from the variability and noise in the SCG signal.   

After the identification of fiducial points, several salient parameters of potential 

clinical interest can be computed. In [84], a novel method was proposed for measuring 

PEP and LVET based on the combined analysis of ECG, ICG and SCG in head-to-foot 

direction; in another study Ramos-Castro et al [85] proved the feasibility of applying 

short-term HRV analysis on beat-to-beat series obtained from 5 minutes of SCG 

signals. For ECG-derived HRV analysis, the interest in using very short recordings (<5 

minutes, even up to 10 sec) is emerging in the recent years, leading to the extraction of 

ultrashort variability (USV) indices in the time domain, able to characterize the 

sympatho-vagal balance in different circumstances, especially when acquisition time 

is limited [86]. Furthermore, the HRV analysis is an effective measure to access mental 

stress detection and the potential of using HRV for stress evaluation has been 

demonstrated [87]. 

Furthermore, in [88] smartphone-acquired SCG signals (one minute duration) was 

evaluated for monitoring cardiac deconditioning after prolonged bed rest, showing 

the potential of using these signals in a portable and non-invasive way.   
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1.7 Aim of the thesis 

The availability of novel technologies incorporating both ECG and SCG sensors and 

allowing for extended time acquisition (24 hours and more) opens the possibility of 

noninvasively studying both electrical and mechanical activity of the heart, also 

evaluating the circadianity of the derived parameters. Accordingly, the main aim of 

this study was thus to investigate the feasibility of extracting parameters of cardiac 

electro-mechanical activity from long-duration recordings, to define normal ranges for 

such parameters, and to study their circadianity.  

To do so, 24-hour long acquisitions of both electrical heart activity (ECG) and 

mechanical heart activity (SCG) were used, and a specific signal processing pipeline 

was developed to extract the needed fiducial points from which to derive temporal, 

slope and amplitude beat-by-beat parameters of possible clinical interest from which 

circadianity was evaluated, together with normal ranges of values.  
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2. Methods and Materials 

Section 2.1 presents the data used for this study and how they were collected. Section 

2.2 shows in the first part the pre-processing of the signals and the algorithm to extract 

fiducial points, and compute temporal and morphological parameters (Section 2.2.1, 

Section 2.2.2, Section 2.2.3, Section 2.2.4 and Section 2.2.5). In Section 2.2.6 and Section 

2.2.7 the description of methods used to perform the circadian analysis of the 

previously extracted parameters and statistical analysis will be presented. 

2.1 Materials 

2.1.1 Protocol and Acquisitions   

A total of 22 volunteers (15 females and 7 males) were recruited to participate to the 

following experimental protocol, in agreement with the ethics principles defined in the 

Helsinki Declaration of 1975, as revised in 2000, and approved by the Ethical 

Committee of Politecnico of Milano. Each subject provided voluntary written 

informed consent to participate in the experimental protocol. 

The study involved the acquisition of electrocardiogram (ECG) and seismocardiogram 

(SCG) signals for 24 hours, during which the subject carried out the normal activities 

of his/her every-day life.  

Each volunteer provided, in addition to the cardiac signal acquisitions, other personal 

data regarding: sex, age, weight, height and information on the activities performed 

during the 24 hours (sleep period and sleep duration, sport activity, work, etc. ).  
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2.1.2 Movisens device  

The physical activity sensor EcgMove 4 from Movisens Gmbh was used to 

simultaneously acquire the ECG and SCG signals during the study.  

The sensor acquires a single channel ECG signal (1024 Hz) and can be used with a dry 

electrode chest belt or with disposable electrodes (Figure 2.1). In addition, the sensor 

records the acceleration in three dimensions (64 Hz), the angular rate (gyroscope) (64 

Hz) and atmospheric air pressure. Moreover the ambient temperature is also acquired 

[89]. 

  

 

(a) Electrode chest belt     (b) Disposable electrodes 

The axes of the integrated inertial sensor (accelerator and gyroscope) are defined as:  

• X axis: longitudinal axis (foot-head); 

• Y axis: transverse axis (left-right); 

• Z axis: sagittal axis (dorso-ventral). 

Age (y) Weight (Kg) Height (cm) 

30 65 168  

( 25 – 55 ) ( 61 – 75 ) ( 164 – 177 ) 

Table 2.1: Anthropometric characteristics of the population in terms of age, weight and 

height, expressed as median (first row) and 25th and 75th percentiles (second row) 

Figure 2.1: Usage possibilities with (a) dry electrode chest belt or (b) disposable electrodes 

[89] 
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For this study, the sensor was used with disposable electrodes – the electrodes were 

attached directly to the sensor and positioned between the 5th and 6th ribs, close to the 

cardiac apex. As seen in Section 1.4.2, the acquired signal reflects the SCG because the 

sensor is measuring the body vibrations due to the ejection of blood at the level of the 

chest.  

 

 

 

 

 

 

 

 

 

 

(a) EcgMove4 positioning    (b) Axis of the sensor   

At the end of the 24h duration, the acquisition was stopped and the acquired raw data 

can be exported either in the unisens format (open data format for multi sensor data) 

or as .csv file.   

 

 

 

 

 

 

 

 

Z 

X 

Y 

Figure 2.2: (a) The EcgMove4 is positioned through disposable electrodes on the chest, 

between the 5th and 6th ribcage. (b) The x-axis is the longitudinal axis; the y-axis is the 

transverse axis;  the z-axis is the sagittal axis [89] 
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2.2 Methods 

 

The entire processing workflow to analyze the acquired 24h ECG and SCG signals is 

schematized in Figure 2.3 and described in the next sections. All software was 

developed using the software Matlab (The MathWorks, USA).  

 

Figure 2.3: Workflow from signal acquisition to circadian and statistical analysis 
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2.2.1 ECG pre-processing 

Several sources of noise can affect the ECG: baseline wander, electromyographic 

(EMG) noise due to muscle contractions, electrode contact noise and motion artifacts 

[90] 

To try to remove them, ECG was preprocessed with 4° order, zero phase, band-pass 

Butterworth filter (high- pass filtering followed by low-pass filtering). A high pass-

filter with cut-frequency equal to 0.5 Hz was used to reduce baseline wander. Then, 

the low pass-filtering of ECG was performed with a cut-off frequency equal to 30 Hz 

to reduce noise [91].  

 

 

 

 

 

 

Figure 2.4: Comparison between ECG signal before filtering (blue signal) and ECG after 

filtering process (red signal) 
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2.2.2 SCG pre-processing 

The SCG signal most of the time is adulterated by motion artifacts, environmental 

vibrations, and sensor mechano-electronics noise [92]. 

SCG components were band-pass filtered with 4th order Butterworth filter. Cut-off 

frequency of 5 and 25 Hz were used for Z (sagittal axis) and X axis (longitudinal axis), 

while 1 and 30 Hz for Y (frontal axis) axis (Figure 2.5) [93]. 

This step allows to remove out-of-band noise and breathing related motion artifacts.  

The SCG signal includes 6 channels, 3 accelerations acquired with an accelerometer 

and 3 angular velocities acquired with a tri-axial gyroscope. However, of these 6, in 

the following analysis the focus was posed only on the dorso-ventral component of 

the acceleration (z axis), which has been proven to contain more information relevant 

to heartbeat occurrence [93]. 

 

Figure 2.5: Comparison between SCG acceleration components before and after signal 

filtering along the 24 hours. In filtered SCG, the difference between the sleeping phase (in 

this example from hours 6 to 15) and the awake phase can be noticed: during sleeping, the 

signal appears clean and mostly free of artefacts, whereas with more noise elsewhere 
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2.2.3 Identification of reference points  

The morphology of the SCG signal is not similar to the ECG signal. However, the SCG 

is capable of yielding similar HRV indices as compared to those extracted from the 

ECG with high correlation [94]. 

AO peaks, which temporally occur after the R-peak in an ECG signals, are used as 

fiduciary points to measure heart activity with the underlying assumption that the 

AOiAOi+1 intervals in the SCG signals correspond to the RiRi+1 intervals in an ECG 

signal [95]. 

2.2.3.a Identification of R peaks - ECG 

The Pan-Tompkins (PT) algorithm is commonly used to detect QRS complexes (in 

particular R peak) in ECG signals [96]. It applies a series of filters (low pass filtering, 

high pass filtering and derivative filtering) to highlight the frequency content of the 

rapid depolarization of the heart and remove the background noise. Then, it squares 

the signal to enhance the QRS complex and reduces the possibility of erroneously 

recognizing a T wave as an R peak. Then, it applies adaptive thresholding to detect the 

peaks of the filtered signal (Figure 2.6). 

Once the QRS complex is successfully recognized, the HR is computed as a function of 

the distance in seconds between two consecutive R peaks [97]:  

𝐻𝑅(𝑏𝑝𝑚) =  
60

𝑅𝑅(𝑠)
     (2.1) 

Figure 2.6: PT steps applied to the raw signal to obtain R peaks [96] 
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The 24 h ECG signal was divided into 30 s segments and PT algorithm was applied for 

each segment.  

 

Each step of PT algorithm introduces a delay [96]: the band pass filtering introduces a 

delay of 22 samples, the signal differentiation introduces a delay of 2 samples, the 

squaring and integration introduces a delay of 150 ms, while the moving average filter 

introduces an initial learning phase delay of 2 seconds. Thus, it is possible to expect 

the detection of a QRS complex with a minimum delay - given a sampling frequency 

of 1024 Hz, of 0.02 sec, computed as (Formula 2.2): 

 

𝐷𝑃�̌� =  
22+2

𝑓𝑠
         (2.2) 

To prevent an erroneous identification of the QRS complex due to the delays 

introduced by PT algorithm, the exact Q peak was sought in a neighborhood of the Q 

peak identified by PT. We identified the exact Q peak as the maximum point inside 

the searching window, ranging between 0.02 sec before the Q peak (PT) and 0.02 sec 

after the Q peak (PT). 

 

Another previous step that could introduce a constant delay is based on the FIR filters 

[98]. FIR filters were applied both on ECG and SCG signals but, due to the low 

sampling frequencies (fs) and the order of the filters (N), no significant delays were 

introduced (Formula 2.4). 

 

𝐷𝐹𝐼𝑅 =
𝑁

𝑓𝑠
        (2.4) 

 

 

To detect possible outliers in the 24 hours resulting from the erroneous detection of R 

peak by the PT algorithm, RiRi+1 intervals were computed as the temporal distance 

between two consecutive R peaks. An ECG segment was labelled as outlier if RRi was 

longer than 30% of the average between the previous (RRi-1) and next interval (RRi+1) 

[99,100]. Then, RRi outliers and Ri peaks were removed (i.e. set to NaN) from further 

analysis to avoid erroneous results (Figure 2.7).   
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Then, the mean value of the RiRi+1 intervals for each 30 seconds windows was 

computed. This parameter is crucial to identify the reference points in the SCG signal.   

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2.7: Comparison of RR intervals before and after outliers’ removal 
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2.2.3.b Identification of the systolic complex - SCG 

To detect AO, an ECG-free algorithm based on template matching technique was first 

applied [101]. 

A template of 10 s free of artifacts was initially selected by the operator and extracted 

during night-time for each subject.  

The 24 h SCG signal (z axis) was divided into 30 s segments and cross-correlation was 

computed between each segment and the previously identified template. The position 

of maximum values of cross-correlation were used to identify a search window for 

each heartbeat. The search windows were used to precisely locate each systolic 

complex (corresponding to the fiducial point AO) as the wave with the maximum 

absolute amplitude on the z-component of the SCG signal. 

Then, beat-to-beat duration AO-AO series were calculated as the distance between two 

consecutive AOs. The minimum distance allowed between two systolic complexes 

varies according to the HR: if the mean value of the RiRi+1 intervals for that analyzed 30 

sec window was less than or equal to 1 sec, two consecutive SCs must not be less than 

0.4 sec apart. Otherwise, 0.5 sec was the minimum distance allowed between two 

peaks.  
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2.2.4 Extraction of SCG fiducial points: Algorithm 

The heartbeat fiducials point on the SCG signal associated to the sharp cardiac 

vibration’s waves in concomitance to the systolic activity can be detected using a novel 

ECG-dependent processing algorithm developed in this work, to be able to process 

24h duration signals [102]. 

The first and last five minutes of each recording were excluded to avoid analyzing 

motion corrupted signals relevant to the experimental protocol attachment and 

detachment of the wearable device. 
 

 

2.2.4.a Identification of fiducial points  

For each Ri peak of the ECG signal identified in Section 2.2.3.a, a window ranging 

between Ri – 200 ms and Ri+1 - 200 ms was extracted both from the ECG and SCG 

signals. The two windows were compared, and the fiducial points-searching algorithm 

was applied on the SCG signal if three different conditions were met: 

1. Two consecutive RiRi+1 intervals were not outliers – two consecutive R peaks 

were different from NaN; 

2. At least one systolic complex (i.e. AO peak) was identified in that SCG segment; 

3. At least three peaks were present in that SCG segment (peaks corresponding to 

aortic valve opening, the rapid ejection of blood and aortic valve closure) 

These conditions prevent to analyze the SCG signal for beats in which motion artifacts 

were completely covering the cardiac mechanical activity. Otherwise, the fiducial 

points on the SCG corresponding to the AO, IVC, MC and RE were searched using the 

information from the systolic phase of the ECG. Instead, AC was searched differently, 

based mainly on the T wave peak on the ECG. In the next paragraphs, the choices 

implemented for the detection of such fiducial points will be described in detail.  
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2.2.4.a.1 Aortic valve opening - AO 

AO peaks temporally occur after ventricular depolarization, specifically after R peaks.   

For each segment, the three maximum peaks on the SCG occurring after the R peak on 

the ECG were identified, corresponding to the opening of aortic valve (AO), rapid 

ejection of blood into the vascular tree (RE) and closure of aortic valve (AC). The first 

occurring maxima was labelled as AO. Then, given the position of AO, other fiducial 

points were extracted (Figure 2.8).

 

 

 

 

 

 

 

Figure 2.8: Top: ECG signal together with R peak. Bottom: SCG signal along with the 

systolic complex identified in Section 2.2.3.b (pink circle) and the three maximum peaks 

occurring after R (red asterisks). AO was found as the first maximum point after R 
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2.2.4.a.2 Mitral valve closure - MC 

The Mitral valve closes (MC) at the beginning of ventricular systole when ventricular 

pressures rise above atrial pressures (Section 1.3). Then, soon after MC, the action 

potential depolarizes the wall of ventricles up to their apexes and R peak occurs. Next, 

when the pressure inside the left ventricle rises above the pressure in aorta, the aortic 

valve opens (AO) and the left ventricle ejects blood into the body through the aorta 

(RE).  

For each segment, the MC point was identified as the maximum before AO (Figure 2.9). 

The position of MC with respect to R was a crucial condition to decide whether to 

consider or not such fiducial point: if MC was identified outside a maximum allowed 

distance from the R peak, then the SCG window was not further analyzed.  

The maximum limit position for MC was found applying the Trapezium method [91]. 

The trapezium’s area method is based on the calculation of successive areas of a 

rectangular trapezium with three fixed vertexes (xm,ym), (xr,yr), (xr,ym) and one mobile 

vertex (xi,yi). The mobile vertex is shifted from (xm,ym) to (xr,yr) while the total area is 

computed. The formula of the area is: 

𝐴 = 0.5(𝑦𝑚 − 𝑦𝑖)(2𝑥𝑟 − 𝑥𝑖 − 𝑥𝑚)        (2.4) 

where:  

o (xm,ym) are the abscissa and ordinate of a point with the highest absolute 

derivative inside a window ranging from R peak to 100 ms from R peak. 

o (xr,yr) are the abscissa and ordinate of a reference point located approximately 

on the S-T isoelectric segment. The algorithm searches in a window between xm 

and 100 ms from R peak, preferably with a value of the first derivative near to 

zero. The window amplitude was selected empirically.  

o (xi,yi) are the abscissa and the ordinate of a mobile point among the two points 

mentioned before.  

The maximum limit position for MC is defined as the point where the area A of the 

trapezium is maximum. It has been empirically found that this distance never exceeds 

0.04 ms from the R peak. 
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Figure 2.9: Top: ECG signal together with R peak, Xm, Xr (blue asterisks) and the computed 

limit position for MC (pink asterisk).  Bottom: SCG signal along with the systolic complex 

identified in Section 2.2.3.b (pink circle) and AO. The maximum allowed position for MC is 

reflected by the pink vertical line. MC was found as the maximum point before AO and 

before the maximum allowed MC position 
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2.2.4.a.3 Isovolumic contraction – IVC 

For each segment, the IVC point was identified as the minimum peak between the 

closure of mitral valve (MC) and the opening of aortic valve (AO) (Figure 2.10). Again, 

the position of IVC with respect to R was an important condition to decide the 

reliability of the extracted point and whether further analyze the specific SCG window. 

The isovolumetric contraction happens after the descent depolarization along the 

walls of the ventricles up to the apex, thus after R peak. If IVC was identified before R, 

this position was discharged and the first minimum point after R was labelled as IVC.  

 

 

 

 

 

 

Figure 2.10: Top: ECG signal together with R peak. Bottom: SCG signal along with the 

systolic complex identified in Section 2.2.3.b (pink circle), AO and MC. IVC was found as 

the minimum point between MC and AO 
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 2.2.4.a.4 Rapid Ejection – RE  

As seen is Section 1.3, soon after the aortic valve opening the blood is ejected into the 

vascular tree (rapid ejection).  

The RE fiducial point was identified as the peak following the aortic valve opening 

(Figure 2.11). 

In addition, the negative peak between AO and RE was also extracted and used for 

further analysis (Figure 2.11).  

If there were more than one negative values between AO and RE, the minimum peak 

between them was labelled as fiducial point.  

 

 

 

 

 

 

Figure 2.11: Top: ECG signal together with R peak. Bottom: SCG signal along with the 

systolic complex identified in Section 2.2.3.b (pink circle), AO, RE and the minimum point 

between AO and RE. RE was found as the peak after AO. The point with the minimum value 

between AO and RE as min AO-RE 
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2.2.4.a.6 Aortic valve closure – AC 

Towards the end of the T wave on the ECG, the aortic valve closes and the left ventricle 

enters in the isovolumic relaxation phase, which marks the beginning of ventricular 

diastole. To detect AC, several steps were applied: 

• Identification of T peak  

For each segment, the T peak was identified as the maximum peak after R 

(Figure 2.12).  

If more than one peak was identified after the QRS complex (the algorithm may 

have identified U peak or a motion artifact), the two maxima peaks after R were 

identified and the first one in time order was labelled as T peak. 

However, to avoid an erroneous identification, it was necessary for the peak to 

occur in the systolic phase. Given an RiRi+1 interval, the systolic phase has been 

defined as 1/3 RiRi+1 [103].  

Due to noise artifacts superimposed to the ECG signal, the systolic phase was 

enlarged to 40% of RiRi+1. If the T peak was identified outside, then the ECG and 

SCG windows were not further analyzed. 

Another important control condition to be met was related to the interval QTc 

(Bazett’s correction). If QTc – computed using the T and Q peaks was longer 

than physiological QTc values – then the ECG and SCG signals for that beat 

were not further analyzed. Corrected QT interval threshold values were defined 

Figure 2.12: Top: the ECG signal together with R peak and T peak. Bottom: SCG signal 

along with the systolic complex identified in Section 2.2.3.b (pink circle) 
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as 450 ms for adult males and 470 ms for adult females, according to the 

Committee for Proprietary Medical Products. 

 Adult Males Adult Females 

Normal < 430 ms  < 450 ms  

Borderline 431 – 450 ms  451 – 470 ms  

Prolonged      > 450 ms > 470 ms  

Table 2.2: Corrected QT intervals values according to the Committee for Proprietary Medical 

Products [104] 

• Identification of T-wave end point  

The T-wave end location was identified based on the computation of 

trapezium’s areas, an algorithm for T-end location that is least sensitive to the 

presence of broad-band noise or Gaussian white noise [91], also introduced 

before.  

Only monophasic T-waves (positive or negative) were considered.  

The trapezium’s area method is based on the calculation of successive areas of 

a rectangular trapezium with three fixed vertexes (xm,ym), (xr,yr), (xr,ym) and one 

mobile vertex (xi,yi). The mobile vertex is shifted from (xm,ym) to (xr,yr) while the 

total area is computed (Figure 2.13). The formula of the area is: 

𝐴 = 0.5(𝑦𝑚 − 𝑦𝑖)(2𝑥𝑟 − 𝑥𝑖 − 𝑥𝑚)     (2.6)  

where: 

o (xm,ym) are the abscissa and the ordinate of a point with the highest absolute 

derivative inside the T-wave and after the T peak. 

The algorithm searches in a 40 ms window, starting from the T-wave 

peak. The window amplitude was selected empirically.    

o (xr,yr) are the abscissa and the ordinate of a reference point located 

approximately on the T-P isoelectric segment.  

The algorithm searches in a window between 40 ms and 80 ms from the 

peak of the T-wave, preferably with a value of the first derivative near to 

zero. If no point satisfies the condition, the central point is chosen. 

The window amplitude was selected empirically.  

o (xi,yi) are the abscissa and the ordinate of a mobile point among the two points 

mentioned before.  
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The T-end point is defined as the point where the area A of the trapezium is 

maximum (Figure 2.13). 

 

 

 

 

 

 

 

 

 

 

 

 

• Identification of AC 

Given the T-wave end point position, AC was identified as the first peak in time 

after it (Figure 2.15).  

Due to the low sampling frequency of SCG signal, we decided to consider valid 

the position of AC until the point was identified at most 4 ms after T-end peak.  

 

The position of AC with respect to Q was a crucial condition to decide whether 

to consider or not the detected fiducial points for that beat. 

For each ECG segment, Q-peak and the negative peak before Q-peak were 

identified. The negative peak before Q peak was identified as the minimum 

point inside a window ranging from 80 ms before R peak to the R peak. Then, 

Q peak was searched in a window ranging from 80 ms before R peak to the 

previously identified peak (negative peak before Q peak). The 80 ms window 

was chosen to be sure to exclude the P wave from this analysis.  

By computing the first derivative inside that window, the Q peak was selected 

as the point closest to the negative peak before Q peak, that met two conditions: 

the derivative in the previous points was close to zero and the derivative in the 

subsequent points was less than zero (due to the descending slope of the Q 

wave) (Figure 2.14). 

Figure 2.13: Determination of the T-wave end for a monophasic wave by the computation 

of the area of several trapezes formed by three fixed points and one mobile point (xi,yi) [91] 
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Then, the QS2 distance was computed as the time interval from the start of the 

electrical stimulation (i.e. Q wave) to the closure of the aortic valve (i.e AC) 

through Formula 1.5 for male and female subjects.  HR was calculated from the 

relationship 60/average RR intervals, where the average RiRi+1 intervals was 

calculated from the mean value on 30 consecutive beat. 

If AC was identified after the QS2 value previously computed, then the SCG 

was not further analyzed.       

Figure 2.14: ECG signal together with the point before Q peak and Q peak 
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Figure 2.15: Top: the ECG together with R peak and Tpeak. (Xm,Ym) is identified by the 

pink asterisk inside the window ranging between T-peak (green vertical line) and T-peak + 40 

ms (first pink vertical line); (Xr,Yr) is identified by the pink asterisk inside the window 

ranging between T-peak + 40 ms (first pink vertical line) and T-peak + 80 ms (second pink 

vertical line). T-end peak is displayed with a blue asterisk. Bottom: SCG signal along with the 

systolic complex identified in Section 2.2.3.b (pink circle) and AC. The pink line corresponds 

to the maximum allowed QS2 distance 



 47 

 

 

2.2.4.a.7 Minimum before AC 

Given the position of the fiducial point corresponding to the closure of the aortic valve, 

the minimum before AC was extracted as the negative peak prior to AC (Figure 2.16).  

 

 

 

 

 

 

 

 

Figure 2.16: Top: ECG signal together with R peak and T-end peak. Bottom: SCG signal 

along with the systolic complex identified in Section 2.2.3.b (pink circle) and AC. The 

minimum peak before AC is labelled as min before AC 
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2.2.4.b Tags – Beat to Beat Labelling  

To evaluate the feasibility of the proposed SCG analysis, a tag value was associated to 

each window (i.e., beat as defined by two consecutive R peaks on the ECG) based on 

the detected fiducial points. In total 10 different tag values were defined, of which: 

• 6 are associated to windows in which there were "errors" and therefore no 

fiducial points from the SCG could be extracted;  

• 2 are associated to windows in which only the SCG fiducial points relevant to 

early systole were extracted; 

• 1 is associated to "perfect" windows, in which all fiducial points from the SCG 

could be extracted, except RE; 

• 1 is associated to "perfect" windows, in which all fiducial points from the SCG 

could be extracted. 
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Table 2.3 shows the 10 tags with an explanation of the situation encountered and 

whether the window has been analyzed or not: 

Tag Description 

Window 

further 

analysed 

0 
Perfect ECG and SCG window. All fiducial points 

are identified  
Yes 

1 
At least one of two consecutive RiRi+1 intervals are 

outlier   
No 

2  

No correspondence between R peak and systolic 

complex in the specific window (0 systolic complex 

found) 

No 

3 

Not possible to identify at least three peaks in the 

beat window (i.e., typical SCG beat waveform not 

identifiable) 

No 

4                                     Typical ECG beat waveform not identifiable  No 

5 

Wrong identification of T peak: T is found in the 

diastolic phase or QTc is longer than the 

physiological value or T is not visually found 

Only Early 

Systole 

6 Cardiac cycle too short No 

 7 RE coincides with AC, RE not reliable Yes (no RE) 

8 
MC was identified after R peak: data from both 

early and late systole are not reliable 
No 

9 

AC was identified after the maximum distance 

allowed from Q (QS2 max): data from late systolic 

phase are not reliable 

Only Early 

Systole 

 

Table 2.3: Tag values identified during the analysis. Each row represents a specific value: the 

first column displays the name of the tag, the second column describes it, and the third 

column explains the consequence related to that specific tag value (window analyzed, window 

not analyzed, only early systolic phase of the window analyzed) 
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Below an example of the “good” beat - associated to tags 0, 5, 7 and 9 - described above 

(Figure 2.17)  

 

 

 

 

 

 

 

 

 

 

 

Figure 2.17: Examples of “good” heartbeats. Top left: ECG and SCG signals labelled as tag 0 

(all fiducial points identified); Top right: ECG and SCG signals labelled as tag 7 (all fiducial 

points identified but RE non reliable); Bottom left: ECG and SCG signals labelled as tag 5 

(early systolic fiducial points identified); Bottom right: SCG and ECG signals labelled as tag 

9 (early systolic fiducial points identified). SCs identified through the SCG template matching 

algorithm are displayed as black squares 
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An example of “bad” heartbeats – labelled as tags 2, 3, 4,6 and 9 – are displayed in 

Figure 2.18. Beats associated to tag 1 are not shown because it was not possible to define 

and extract ECG and SCG windows associated to this event. 

 

The beat-to-beat labeling and the number of heartbeats corresponding to each tag are 

functional to the subsequent feasibility analysis, whose objective is to understand what 

percentage of the 24h signals can be used to extract SCG parameters to compute 

normality ranges and circadian analysis, and what percentage instead needs to be 

discarded. In addition, the following analysis was carried out separately for daytime 

and nighttime to understand if there is a particular period within the 24 hours of 

recording, in which a greater percentage of the signal can be better analyzed. 

Considering the tag values relevant to the positive extraction of SCG fiducial points 

relevant to the early systolic phase (tags 0,5,7 and 9), it was also important to quantify 

the maximum number of consecutive heartbeats detected as such, to determine 

whether a HRV analysis (ultra short-term or short-term) could also be performed.   

 

 

Figure 2.18: Examples of “bad” heartbeats. Top left: ECG and SCG signals labelled as tag 2 

(no correspondence between R peak and SC); Top centre: ECG and SCG signals labelled as 

tag 3 (typical SCG waveform not identifiable);  Top right: ECG and SCG signals labelled as 

tag 4 (typical ECG waveform not identifiable);  Bottom left: ECG and SCG signals labelled as 

tag 6 (cardiac cycle too short); Bottom right: SCG and ECG signals labelled as tag 8 (MC was 

identified after the R peak). SCs identified through the SCG template matching algorithm are 

displayed as black squares 
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2.2.5 Computation of SCG parameters

For each time window, the detected fiducial points were used to calculate the 

following parameters:   

 

 

 

Table 2.4: Amplitude parameters computed using previously obtained fiducial points. Each 

row represents one amplitude parameter: the first column displays the name of the 

parameter, the second column describes it and the third column shows the formula applied to 

compute the data. The fourth column displays to which cardiac phase the parameter 

corresponds (early or late systole). 

 

Parameters 

[millig] 
Description How is computed 

Cardiac 

phase 

ΔA(IVC-AO) 
Difference in amplitude between 

IVC and AO 
AmpAO – AmpIVC   

Early Systole 

ΔA(IVC-MC) 
Difference in amplitude between 

IVC and MC 
AmpMC – AmpIVC   

Early Systole 

ΔA(AO-RE) 
Difference in amplitude between 

AO and RE 
AmpAO – AmpIVC   

Early Systole 

ΔA(RE-

minAORE) 

Difference in amplitude between 

RE and the minAO-RE 
AmpminAORE – AmpRE   

Early Systole 

ΔA(AO-AC) 
Difference in amplitude between 

AO and AC 
AmpAO – AmpIVC   

Late Systole 

ΔA(AO-

minAORE) 

Difference in amplitude between 

AO and minAO-RE 
AmpminAORE – AmpAO   

Early Systole 

ΔA(AC-

minAC) 

Difference in amplitude between 

AC and min bef AC 
AmpminAC – AmpAC   

Late Systole 
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Parameters 

[millig/ms] 
Description How is computed 

Cardiac 

phase 

SLOPE(IVC-AO) Slope between IVC and AO 
𝐴𝑚𝑝𝐴𝑂 − 𝐴𝑚𝑝𝐼𝑉𝐶

𝑇𝐴𝑂 − 𝑇𝐼𝑉𝐶
 

Early 

Systole 

SLOPE(minAC-

AC) 
Slope between minAC and AC 

𝐴𝑚𝑝𝐴𝐶 − 𝐴𝑚𝑝𝑚𝑖𝑛𝐴𝐶

𝑇𝐴𝐶 − 𝑇𝑚𝑖𝑛𝐴𝐶
 

Late 

Diastole 

SLOPE(minAOR

E-RE) 

Slope between minAORE and 

RE 

𝐴𝑚𝑝𝑅𝐸 − 𝐴𝑚𝑝𝑚𝑖𝑛𝐴𝑂𝑅𝐸

𝑇𝑅𝐸 − 𝑇𝑚𝑖𝑛𝐴𝑂𝑅𝐸
 

Early 

Systole 

Table 2.5: Slope parameters computed using previously obtained fiducial points. Each row 

represents one slope parameter: the first column displays the name of the parameter, the 

second column describes it and the third column shows the formula applied to compute the 

data. The fourth column displays to which cardiac phase the parameter corresponds (early or 

late systole). 
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Parameters 

[ms] 
Description How is computed 

Cardiac 

phase 

ΔT(IVC-AO) Time delay between IVC and AO TAO – TIVC  Early Systole 

ΔT(IVC-MC) Time delay between IVC and MC TIVC – TMC  Early Systole 

ΔT(AO-RE)     Time delay between AO and RE TAO – TRE  Early Systole 

ΔT(AO-AC) Time delay between AO and AC TAC – TAO  Late Systole 

ΔT(AO-

minAORE) 

Time delay between AO and 

minAO-RE 
TminAORE – TAO  

Early Systole 

ΔT(AC-

minAC) 

Time delay between AC and min 

bef AC 
TminAC – TAC   

Late Systole 

LVET Time delay between AO and AC TAC – TAO  Late Systole 

QS2 Time delay between Q and AC TAC – TQ  Late Systole 

QT Time delay between Q and T-end TT-end – TQ  Late Systole 

QTc 

Time delay between Q and T-end  

(corr) 
(TT-end – TQ)/sqrt(RR)   

Late Systole 

PEP Time delay between Q and AO TAO – TQ  Early Systole 

ΔT(R-AO) Time delay between R and AO TAO – TR  Early Systole 

ΔT(R-AC) Time delay between R and AC TAC – TR  Late Systole 

ΔT(R-MC) Time delay between R and MC TMC – TR Early Systole 

RiRi+1 Time delay between Ri and Ri+1 Ri+1 – Ri Early Systole 

AOiAOi+1 

Time delay between AOi and 

AOi+1 

AOi+1 – AOi  
Early Systole 

Table 2.6: Temporal parameters computed using previously obtained fiducial points. Each 

row represents one slope parameter: the first column displays the name of the parameter, the 

second column describes it and the third column shows the formula applied to compute the 

data. The fourth column displays to which cardiac phase the parameter corresponds (early or 

late systole) 
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2.2.6 Circadian Rhythms Analysis 

Cardiac circadian rhythms analysis aims to evaluate whether there is a circadian 

behavior in the considered parameter of cardiac mechanical activity.  

Visual analysis is the first step of circadian analysis (Subsection 2.2.6.a). Visual analysis 

is crucial to understand if indeed it makes sense to carry out a circadian analysis and 

in what parameters a circadian pattern is expected. Only some parameters were 

selected for further steps.  

Then, Cosinor analysis was applied on previously selected parameters (Subsection 

2.2.6.b).   

2.2.6.a Visual Analysis 

The visual analysis uses previously calculated parameters to create approximate 

representation of the distribution of data through histograms. These visual 

representations display the comparisons of parameters between daytime and 

nighttime, to understand if the analyzed parameter is likely to have a circadian 

rhythm. Moreover, for each parameter, day-night differences were verified through 

Wilcoxon Signed Rank test (p < 0.05). 

Accordingly, for each parameter a cumulative representations using data coming from 

all healthy volunteers participating in the study was computed together with median 

value, 25th-75th percentiles and 2.5th and 97.5th percentiles. This allows to determine a 

range of normality for each parameter.  

When needed, parameters were normalized to allow the comparison between different 

subjects. Some amplitude parameters (Δ(IVC-AO), Δ(IVC-MC)) were normalized by 

the absolute value of the amplitude of IVC computed for the current cardiac cycle, 

following the Formula 2.7: 

𝐴𝑚𝑝 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝐴𝑚𝑝 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟

|𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝐼𝑉𝐶|
                                          (2.7)  

The remaining amplitude parameters (Δ(AO-RE),Δ(AO-minAORE), Δ(RE-minAORE), 

Δ(AO-AC) and Δ(AC-minAC)), were normalized by the absolute value of the 

amplitude of AO computed for the current cardiac cycle, following the Formula 2.8: 

𝐴𝑚𝑝 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝐴𝑚𝑝 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟

|𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝐴𝑂|
      (2.8)  

Temporal parameters were normalized by the RiRi+1 interval computed for the current 

cardiac cycle, as described in Formula 2.9: 

𝑇𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  
𝑇𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟

𝑅𝑅 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 
                        (2.9) 
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2.2.6.b Cosinor Analysis 

The traditional method to analyze circadian rhythm is the Cosinor analysis, which 

quantifies the circadian 24 hours cycle by means of examining the degree of fit (using 

the least squares method) between the experimental time series data and a model 

consisting of a superposition of cosine functions [105,106].   

Cosinor analysis allows calculating the following circadian parameters (Figure 2.19) 

[107]. 

• Mesor: midline of the oscillation corresponding to the circadian activity; 

• Amplitude: distance between the peak of the Cosinor curve and the mesor, 

measuring half variation within a night-day cycle ; 

• Acrophase: time corresponding to the peak (positive) of the curve; 

•  p-value: assessed by the Zero-Amplitude Test with the null-hypothesis that the 

amplitude of the series is zero and thus that there is no rhythm in it (p>0.05) 

 

 

 

 

 

 

 

 

 

 

Cosinor analysis was computed both as a separate and cumulative analyses. As 

regards to the separate Cosinor analysis, before applying it, points were translated to 

ensure that all recordings started at 8 AM. This procedure aims to compare results of 

the Cosinor analysis -and in particular the acrophase - between all the participating 

volunteers. Cosinor analysis was not computed using beat-to-beat values but 

considering a moving average window lasting 5 minutes – without overlapping. 

Outliers were removed if the current parameter’s value was bigger than 30% of the 

Figure 2.19: Example of cosinor curve and terms used to describe the circadian rhythm: 

mesor, amplitude and acrophase [107] 
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average between the previous and next parameter’s value. For each volunteer 

participating to the study, mesor, amplitude, acrophase (measured as hours and 

minutes) and the ratio between amplitude and mesor [108] of each clinical parameter 

previously identified, were computed. This analysis allowed to better understand the 

day-night cycle of the parameters describing the mechanical activity of the heart.  

For each subject and each parameter, the results of the statistical analysis were 

evaluated to access circadianity (p < 0.05).  

 

Regarding cumulative Cosinor analysis, points were translated to ensure that all 

recordings started when the subject goes to bed (i.e. approximately beginning of the 

annotated sleeping period). For each parameter, data coming from all healthy 

participating volunteer were merged to create one template. Then, the median 

template for each parameter was computed and outliers were removed. Then, mesor, 

amplitude, acrophase (measured as radians and hours - minutes) and the ratio 

between amplitude and mesor previously identified, were computed. 

The results of the statistical analysis (p < 0.05) were evaluated for each parameter.  

 

 

The coupling between the cardiac electro-mechanical activity was evaluated through 

a statistical test (Wilcoxon Signed Rank, p<0.05) of the acrophases of RiRi+1 and 

AOiAOi+1. 
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3. Results 

The following chapter is subdivided into 5 different sections: Section 3.1 describes 

results about the feasibility analysis while Section 3.2 reports results about the visual 

analysis, specifically the comparison of parameters extracted during day and night, to 

evaluate if there could be a circadian pattern during the 24 hours.  

Section 3.3 and Section 3.4 describe the results of Cosinor and its statistical analysis.  

3.1 Feasibility Analysis 

For each subject, the number of R peaks identified from the ECG and the number of 

systolic complexes identified from the SCG were compared during 24 hours, and 

separately day and night. The analysis was based on the data obtained after the signal 

post processing phases (RR outliers are included in the number of R peaks identified 

and are set to NaN).  

Table A.1 shows the comparison between systolic complexes and R peaks depicted 

during 24 hours in each healthy volunteer participating to the study. Despite the fact 

that the percentage of SCs peaks identified compared to identified R peaks varied 

greatly from subject to subject, the median value was equal to 71.75% (62.09% as 25th 

percentile and 80.91% as 75th percentile). In thirteen subjects the percentage of SCs 

identified was greater than 70%.  

Regarding the comparison of SCs and R peaks identified during daytime and night-

time (Table A.2), the percentage of SCs (with respect to R peaks) identified during 

night-time was always higher than the percentage identified during day-time. Indeed, 

the median percentage value reached during night-time was 95.72% (92.04%; 98.3%), 

while the median percentage value computed during day-time was 64.18% (53.03% ; 

74.16%). 
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To evaluate possible influence of body mass on the feasibility of the analysis due to 

signal quality, given for each participating volunteer the weight [Kg] and the height 

[m], the body mass index [Kg/m2] (BMI) was computed. Then, the correlation between 

BMI and the percentage of identified beats (data reported in Table A.1) was 

investigated by a linear regression model to describe the relationship between the 

response (percentage of identified beats) and predictor (BMI) variables (Figure 3.1). 

Obtained results showed a significant (R2 = 0.278 with p < 0.05) existing inverse 

correlation, resulting in a lower percentage of beats properly identified with higher 

BMI. 

 

 

 

 

 

 

Figure 3.1: Linear regression model representing the relationship between the predictor 

(BMI) and the response (percentage of beats) variables. The x-axis represents the body mass 

index [Kg/m2], while the y-axis represents the percentage of identified beats. Each blue dot 

represents a patient, while the red line displays the estimated model (straight line) and the 

dotted line displays the 95% confidence bounds 
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Another crucial part of the feasibility analysis was to establish for which subjects the 

T wave was visible in most beats (RiRi+1 intervals).  

A visual analysis was carried out on healthy participants and T-waves were visible 

and it was possible to identify T peaks in 15 volunteers only, while they were not 

visible and identifiable in 7 subjects.  

In subjects in which the T wave was not identified (Figure 3.2), fiducial points and 

parameters in the late systolic phase were not sought in the subsequent analysis. 

 

 

 

The second step of feasibility analysis was beat-to-beat labelling. For each subject, each 

beat was associated with one of the previously identified 10 tags. This operation 

allowed to establish what percentage of the acquired signals could be used for 

subsequent circadian analysis (tag 0,5,7 and 9) and what percentage would need to be 

discarded (other tags).  

The analysis was carried out separately for day and night, and among subjects in 

which it was possible to identify the T wave or not. 

We used three different colors to differentiate between “perfect-almost perfect” tags 

for which all parameters could be extracted (tags 0 and 7, in green), “good” tags, from 

which only parameters of the systolic complex could be identified (tags 5 and 9, in 

Figure 3.2: Example of a participating volunteer in which is not possible to identify the T 

peak wave 
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yellow), and “bad” tags, associated to heartbeats to be fully discarded (remaining tags, 

in orange). 

In subjects in which was possible to identify T wave peaks, all 10 tags were included. 

Table A.3 and Table A.4 display respectively day and night beat-to-beat labeling results. 

Tags concerning the late-systolic phase (tags 7 and 9) were equal to N/A (i.e. not 

available) in subjects in which the T wave could not be identified. Table A.6 and Table 

A.5 display respectively day and night beat-to-beat labeling results for subjects in 

which it was not possible to identify T wave peaks. 

 

Table 3.1 shows the distribution of beats (median, 25th and 75th percentile) associated to 

each tag, divided by day and night, considering all the 15 participating volunteers in 

which it was possible to identify the T wave peak.  

 

In general, less perfect beats (tags 0 and 9) were observed during day-time than during 

night-time.  

Regarding tags 5 and 7, during day-time, they show a larger number of heartbeats. 

Heartbeats associated with tag 1 (at least one of two consecutive RiRi+1 intervals are 

outliers) were present only during day-time.  

Tag Distribution – Day Distribution - Night 

Tag 0  14.86 (4.07 ; 21.37) % 19.79 (6.90 ; 47.68) % 

Tag 1  2.93 (1.41 ; 5.48) % 0 (0 ; 0) % 

Tag 2  34.84 (28.08 ; 41.10) % 7.71 (5.75 ; 10.63) % 

Tag 3  0.52 (0.03 ; 0.60) % 0 (0 ; 0.02) % 

Tag 4  0.02 (0 ; 0.13) % 0 (0 ; 0) % 

Tag 5  11.54 (7.05 ; 21.47) % 1.27 (0.81 ; 6.96) % 

Tag 6  0 (0 ; 0.01) % 0 (0 ; 0) % 

Tag 7  0.27 (0.13 ; 0.57) % 0.01 (0.01 ; 0.04) % 

Tag 8  9.49 (6.12 ; 12.06) % 8.96 (1.24 ; 17.70) % 

Tag 9  19.77 (12.28 ; 30.93) % 50.12 (29.98 ; 65.69) % 

Selected Tags 51.82 (43.26 ; 56.98) % 82.51 (69.08 ; 92.14) % 

Table 3.1: Distribution results (median, 25th and 75th percentile) for each tag divided between 

day and night of subjects in which is possible to identify T peaks. For the further analysis we 

consider heartbeats corresponding to tag 0 (perfect heartbeat – early and late systole), tag 5 

(only early systole), tag 7 (early and late systole, except for RE) and tag 9 (only early systole) 
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Beats labelled with tag 2 are the majority during the day, as a result of the non 

identification of the SCs by the SCG template matching algorithm in the considered 

time window.  

Also tag 8 (MC was identified after R peak: data from early and late systolic phases 

were not reliable) was associated with several beats (around 10%) both during day and 

night.  

Table 3.2 shows the distribution results (median, 25th and 75th percentile) associated to 

each tag, divided by day and night, considering all the 7 participating volunteers in 

which it was not possible to identify the T wave peaks.  

 

The previously made considerations also apply in this case. 

Tag Distribution – Day Distribution - Night 

Tag 0  1.26 (0.89 ; 3.85) % 7.92 (1.89 ; 28.62) % 

Tag 1  22.99 (5.16 ; 36.47) % 0 (0 ; 0) % 

Tag 2  40.26 (17.72 ; 48.12) % 10.74 (6,05 ;17.43) % 

Tag 3  2.10 (0.34 ; 3.16) % 0 (0 ; 0.17) % 

Tag 4  0.27 (0.03 ; 1.38) % 0.01 (0 ; 0.05) % 

Tag 5 30.51 (22.39 ; 34.73) % 54.9 (46.57 ; 73.49) % 

Tag 6  0,01 (0 ; 0.1) % 0 (0 ; 0.04) % 

Tag 7 N/A N/A 

Tag 8  5.31 (1.9 ; 11.18) % 13.70 (5.78 ; 27.70) % 

Tag 9 N/A N/A 

Selected Tags 33.23 (26.24 ; 41.92) % 79.48 (56.79 ; 81.41) % 

Table 3.2: Distribution results (median, 25th and 75th percentile) for each tag divided between 

day and night of subjects in which is not possible to identify T peaks. For the further analysis 

we consider heartbeats corresponding to tag 0 (perfect heartbeat – early and late systole), tag 

5 (only early systole), tag 7 (early and late systole, except for RE) and tag 9 (only early 

systole). Information about tags 7 and 9 are not available 
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The tags labelled as 0, 5, 7 and 9 present in subsequent beats were considered for each 

participating volunteer to evaluate the maximum and median duration potentially 

analyzable in terms of beat-to-beat variability. Results are displayed in Table A.7. 

The number of analyzable successive heartbeats was very dependent on the subject, 

but showed in general a very low median value (<= 2) during the day and similar in 

the night (only 4/22 had >20 beats during the night). However, considering the 

maximum strip of good beats, in 18/22 subjects during the day and in 19/22 during the 

night, at least 60 consecutive beats could be identified.  

 

 

 

 

 

 

 

Figure 3.3: Consecutive heartbeats labelled as tag 0, 5, 7 and 9 identified into 24 hours (left 

panel), day-time (central panel) and night-time (right panel). The x-axis represents the 

number of consecutive heartbeats, while the y-axis represents the occurrence (num of times)  
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3.2 Visual Analysis – Day vs Night 

Only beats associated with tags 0,5,7 and 9 were considered, and for each the fiducial 

points and the amplitude, temporal and slope parameters were extracted. For each 

parameter, a visual analysis was conducted by plotting the respective histogram for 

day and night.  

 

Based on such visual analysis, the following parameters (13 out of 26 parameters) were 

selected, excluding those for which the sampling rate of the SCG prevented the 

extraction of meaningful distributions: 

• AOiAOi+1 intervals; 

• ΔA(IVC-AO); 

• ΔA(IVC-MC); 

• ΔA(AO-RE); 

• ΔA(AO-minAORE); 

• ΔA(RE-minAORE); 

• ΔA(AO-AC); 

• ΔA(AC-minAC); 

• LVET; 

• PEP; 

• QT intervals; 

• RiRi+1 intervals; 

• SLOPE(IVC-AO); 

For each parameter, the cumulative histograms among all subjects were computed 

with the respective median, 2,5th, 25th, 75th and 97.5th percentiles, in order to identify a 

normality range, separately for day and night.  

Since the time duration of the period in which the subject was awake (i.e. day) was 

larger than the duration of the sleeping time (i.e. night), the day-time’s histograms 

have y-values (Occurrence) much greater than those of the night.  

 

Amplitude and temporal parameters (except for RiRi+I, AOiAOi+1, QT and QTc) were 

also represented as normalized (as explained in Section 2.2.6.a).  
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The distributions show different values between day and night (significant difference 

between day and night in both parameters) hence with values slightly different from 

those obtained by the gold standard RiRi+1. 

Parameter Day Night 24 hours 

RiRi+1 Not Norm 

(25th – 75th) 

(2.5th – 97.5th) 

751.95  

(657.23; 872.07) 

(523.40 ; 1163.10) 

931.64 * 

(829.10; 1048.80) 

(693.40 ; 1410.20) 

822.27 

(707.03 ; 960.94) 

(542 ; 1309.60) 

AOiAOi+1 Not Norm 

(25th – 75th) 

(2.5th – 97.5th) 

785.16 

(682.62 ; 916.02) 

(524.40 ; 1219.70) 

941.41* 

(839.80 ; 1062.50) 

(698.20 ; 1430.70) 

860.35 

(742.19 ; 994.14) 

(551.80 ; 1345.70) 

Table 3.3: Cumulative results of RiRi+1 and AOiAOi+1 intervals.. Not normalized results 

(median : first row, 25th-75th percentiles: second row; 2.5th – 97.5th percentile: third row) are 

reported for day-time, night-time and 24 hours. The existence of a significant difference 

between day and night distribution is highlighted by an asterisk 

Figure 3.4: Left panel: cumulative distribution of RiRi+1 intervals ; Right panel: cumulative 

distribution of AOiAOi+1 intervals. The x-axis represents the temporal distance [ms] while the 

y-axis represents the occurrence (number of times) the that specific value takes place 
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Table 3.4: Cumulative results of ΔA(IVC-AO). The first row displays not normalized results 

(median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time 

and 24 hours; while the second row displays normalized results (median, 25th-75th percentiles 

and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours. The existence of a 

significant difference between day and night distribution is highlighted by an asterisk  

 

ΔA(IVC-AO) Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

65.31  

(30.67 ; 127.01) 

 (6.13 ; 378.10) 

30.51 * 

 (19.00 ; 45.11) 

(5.67 ; 79.68) 

36.95  

(22.15 ; 63.37) 

(5.88 ; 269.41) 

Normalized by 

IVC amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

2.14  

(1.74 ; 2.69) 

 (0.87 ; 8.90) 

 

2.2 * 

(1.93 ; 2.63)  

(1.03 ; 7.29) 

 

2.17 

 (1.84 ; 2.66) 

 (1.25 ; 5.79) 

Amp IVC [millig] 

(25th – 75th) 

-26.21  

(-51.81 ; -13.21) 

-13.49 

 (-20.07 ; -8.23) 

-18.12  

(-33.96 ; -10.19) 

Amp AO [millig] 

(25th – 75th) 

35.34  

(16.29 ; 71.95) 

15.88  

(10.13 ; 23.9) 

23.32  

(12.91 ; 50) 

Figure 3.5: Cumulative distribution of ΔA(IVC-AO). The left panel displays the non 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of IVC amplitude).  The x-axis represents the amplitude [millig] while 

the y-axis represents the occurrence (number of times) the that specific value takes place 
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As regards the ΔA(IVC-AO), a difference between day and night was visible while not 

normalized, while visually disappeared when normalization was applied. Despite this 

behavior, normalized and not-normalized ΔA(IVC-AO) showed a significant 

difference between day and night.  Considering the absolute values of the respective 

fiducial points, they both reduced in amplitude during the night compared to day.  
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ΔA(IVC-MC) Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

46.19  

(23.75 ; 85.13) 

 (3.42 ; 356.38) 

20.38 * 

(11.82 ; 29.91)  

(2.41 ; 55.81) 

26.51  

(15.30 ; 47.35) 

 (2.84 ; 242.74) 

Normalized by 

IVC amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

1.63 

 (1.37 ; 2.08) 

(0.52 ; 6.30) 

 

1.44 * 

(1.27 ; 1.70)  

 (0.57 ; 3.51) 

 

1.53  

(1.31 ; 1.90) 

(0.55 ; 4.90) 

Amp IVC [millig] 

(25th – 75th) 

-26.21  

(-51.81 ; -13.21) 

-13.49  

(-20.07 ; -8.23) 

-18.12  

(-33.96 ; -10.19) 

Amp MC [millig] 

(25th – 75th) 

15.66  

(7.44 ; 33.42) 

6.36  

(3.5 ; 9.59) 

9.39  

(4.92 ; 20.47) 

Table 3.5: Cumulative results of ΔA(IVC-MC). The first row displays not normalized results 

(median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time 

and 24 hours; while the second row displays normalized results (median, 25th-75th percentiles 

and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours. The existence of a 

significant difference between day and night distribution is highlighted by an asterisk 

Figure 3.6: Cumulative distribution of ΔA(IVC-MC). The left panel displays the non 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of IVC amplitude).  The x-axis represents the amplitude [millig] while 

the y-axis represents the occurrence (number of times) the that specific value takes place 
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As regards the ΔA(IVC-MC), a significant difference between day and night was 

visible while not normalized and normalized (significant difference of the 

distributions between day and night). Considering the absolute values of the 

respective fiducial points, they both reduced in amplitude during the night compared 

to day.  
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Table 3.6: Cumulative results of ΔA(AO-RE). The first row displays not normalized results 

(median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time 

and 24 hours; while the second row displays normalized results (median, 25th-75th percentiles 

and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours. The existence of a 

significant difference between day and night distribution is highlighted by an asterisk 

ΔA(AO-RE) Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

12.90  

(2.24 ; 32.84) 

(-70.2 ; 153.6) 

8.14 * 

(2.65 ; 15.15)  

(-7.04 ; 35.7) 

10.26  

(2.46 ; 23.15) 

(-41.2 ; 117.06) 

Normalized by 

AO amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

0.52  

(0.13 ; 0.75) 

(-2.9 ; 1.28) 

 

0.51  

(0.23 ; 0.74) 

(-1.19 ; 1.25) 

 

0.51  

(0.18 ; 0.75) 

 (-2.32 ; 1.27) 

Amp AO [millig] 

(25th – 75th) 

35.34  

(16.29 ; 71.95) 

15.88  

(10.13 ; 23.9) 

23.32  

(12.91 ; 50) 

Amp RE [millig] 

(25th – 75th) 

15.46  

(6.2 ; 33.73) 

7.76  

(3.84 ; 12.32) 

10.97  

(4.99 ; 22.74) 

Figure 3.7: Cumulative distribution of ΔA(AO-RE). The left panel displays the no 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of AO amplitude). The x-axis represents the amplitude [millig] while 

the y-axis represents the occurrence (number of times) the that specific value takes place 
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As regards the ΔA(AO-RE), a significant difference between day and night was visible 

while not normalized, while disappeared when normalization was applied. 

Considering the absolute values of the respective fiducial points, they both reduced in 

amplitude during the night compared to day. 
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 As regards the ΔA(AO-minAORE), a significant difference between day and night 

was visible while not normalized, while disappeared when normalization was 

applied. Considering the absolute values of the respective fiducial points, they both 

reduced in amplitude during the night compared to day. 

 

 

 

 

 

Table 3.7: Cumulative results of ΔA(AO-minAORE). The first row displays not normalized 

results (median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-

time and 24 hours; while the second row displays normalized results (median, 25th-75th 

percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours. The 

existence of a significant difference between day and night distribution is highlighted by an 

asterisk 
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ΔA(AO-

minAORE) 
Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

46.27  

(24.16 ; 93.52) 

(1.33 ; 296.68) 

28.86 * 

(18.05 ; 41.91)  

(0.95 ; 58,48) 

34.58  

(20.57 ; 62.06) 

 (1.13 ; 205.39) 

Normalized by 

AO amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

1.78  

(1.51 ; 2.10) 

(0.08 ; 6.59) 

 

1,75 

 (1.53 ; 2.02) 

 (0.07 ; 4.05) 

 

1.76  

(1.52 ; 2.06) 

 (0.07 ; 5.31) 

Amp RE [millig] 

(25th – 75th) 

35.34  

(16.29 ; 71.95) 

15.88 

 (10.13 ; 23.9) 

23.32  

(12.91 ; 50) 

Amp min AORE 

[millig] 

(25th – 75th) 

 

-24.37  

(-55.29 ; -10.91) 

 

-12.28  

(-18.53 ; -7.27) 

 

-16.24  

(-33.02 ; -8.69) 

Figure 3.8: Cumulative distribution of ΔA(AO-minAORE). The left panel displays the no 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of AO amplitude).  The x-axis represents the amplitude [millig] while 

the y-axis represents the occurrence (number of times) the that specific value takes place 
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As regards the ΔA(RE-minAORE), a significant difference between day and night was 

visible while not normalized, while disappeared when normalization was applied. 

Considering the absolute values of the respective fiducial points, they both reduced in 

amplitude during the night compared to day. 

 

Figure 3.9: Cumulative distribution of ΔA(RE-minAORE).. The left panel displays the no 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of AO amplitude).  The x-axis represents the amplitude [millig] while 

the y-axis represents the occurrence (number of times) the that specific value takes place 
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ΔA(RE-

minAORE) 
Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

32.12  

(15.46 ; 65.91) 

 (3.89 ; 340.13) 

19.80 * 

(10.83 ; 30.02)  

 (4.11 ; 79,72) 

24.13 

 (12.75 ; 44.20) 

 (3.99 ; 253.2) 

Normalized by 

AO amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

1.24  

(0.78 ; 1.89) 

 (0.52 ; 3.84) 

 

1.23  

(0.83 ; 1.72) 

 (0.74 ; 3.04) 

 

1.23  

(0.81 ; 1.80) 

(0.60 ; 3.44) 

Amp AO [millig] 

(25th – 75th) 

15.46  

(6.2 ; 33.73) 

7.76  

(3.84 ; 12.32) 

10.97  

(4.99 ; 22.74) 

Amp min AORE 

[millig] 

(25th – 75th) 

 

-24.37  

(-55.29 ; -10.91) 

 

-12.28  

(-18.53 ; -7.27) 

 

-16.24 

 (-33.02 ; -8.69) 

Table 3.8: Cumulative results of ΔA(RE-minAORE).. The first row displays not normalized 

results (median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-

time and 24 hours; while the second row displays normalized results (median, 25th-75th 

percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours. The 

existence of a significant difference between day and night distribution is highlighted by an 

asterisk 
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As regards the ΔA(AO-AC), a significant difference between day and night was visible 

while not normalized, while disappeared when normalization was applied. 

Considering the absolute values of the respective fiducial points, they both reduced in 

amplitude during the night compared to day. 

 

Figure 3.10: Cumulative distribution of ΔA(AO-AC). The left panel displays the no 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of AO amplitude).  The x-axis represents the amplitude [millig]] 

while the y-axis represents the occurrence (number of times) the that specific value takes 

place 
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ΔA(AO-AC) Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

15.52  

(4.31 ; 35.80) 

(-34.96 ; 130.1) 

11.14 * 

(4.72 ; 20.92)  

(-7.08 ; 45.54) 

13.42  

(4.52 ; 28.05) 

(19.07 ; 105.5) 

Normalized by 

AO amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

0.61 

(0.26 ; 0.80) 

 (-2.48 ; 1.12) 

 

0.67  

(0.41 ; 0.80) 

 (-1.18 ; 1.07) 

 

0.63  

(0.32 ; 0.83) 

(-1.99 ; 1.10) 

Amp AO [millig] 

(25th – 75th) 

35.34  

(16.29 ; 71.95) 

15.88 

 (10.13 ; 23.9) 

23.32  

(12.91 ; 50) 

Amp AC [millig] 

(25th – 75th) 

8.51  

(4.7 ; 16.66) 

5.18  

(2.86 ; 8.26) 

6.43 

 (3.43 ; 10.67) 

Table 3.9: Cumulative results of ΔA(AO-AC). The first row displays not normalized results 

(median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time 

and 24 hours; while the second row displays normalized results (median, 25th-75th percentiles 

and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours The existence of a 

significant difference between day and night distribution is highlighted by an asterisk 
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As regards the ΔA(AC-minAC), a significant difference between day and night was 

visible while not normalized, while visually disappeared when normalization was 

applied even if it was characterized by a significant difference between day and night. 

Considering the absolute values of the respective fiducial points, they both reduced in 

amplitude during the night compared to day 

 

 

 

 

 

 

 

 

Figure 3.11: Cumulative distribution ΔA(AC-minAC).. The left panel displays the no 

normalized distribution, while the right panel shows the normalized distribution (normalized 

over the absolute value of AO amplitude).  The x-axis represents the amplitude [millig] while 

the y-axis represents the occurrence (number of times) the that specific value takes place 
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ΔA(AC-minAC) Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

17.89  

(9.15 ; 35.27) 

(1.27 ; 239.09) 

8.84 * 

(4.75 ; 14.42)  

(0.75 ; 28.92) 

13.16  

(6.74 ; 24.64) 

(0.98 ; 168.99) 

Normalized by 

AO amplitude 

(25th – 75th) 

(2.5th – 97.5th) 

 

0.64  

(0.34 ; 1.23) 

(0.05 ; 5.45) 

 

0.50 * 

 (0.26 ; 0.88)  

 (0.04 ; 3.04) 

 

0.58  

(0.30 ; 1.08) 

(0.04 ; 4.55) 

Amp AC [millig] 

(25th – 75th) 

8.51  

(4.7 ; 16.66) 

5.18  

(2.86 ; 8.26) 

6.43 

 (3.43 ; 10.67) 

Amp min AC  

[millig] 

(25th – 75th) 

 

-5.68  

(-12.99 ; -2.77) 

 

-3.07  

(-4.94 ; -1.57) 

 

-3.88  

(-7.06 ; -1.94) 

Table 3.10: Cumulative results of ΔA(AC-minAC).  The first row displays not normalized 

results (median, 25th-75th percentiles and 2.5th-97.5th percentiles) reported for day-time, night-

time and 24 hours; while the second row displays normalized results (median, 25th-75th 

percentiles and 2.5th-97.5th percentiles) reported for day-time, night-time and 24 hours. The 

existence of a significant difference between day and night distribution is highlighted by an 

asterisk 
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The distribution of the SLOPE(VC-AO) shows different values between day and night 

(significant difference between day and night in both parameters). 

 

 

 

 

SLOPE(IVC-AO) Day Night 24 hours 

Not Normalized 

(25th – 75th) 

(2.5th – 97.5th) 

1.84 

(0.81 ; 3.81) 

(0.22 ; 9.62) 

0.87 * 

(0.52 ; 1.43) 

(0.18 ; 2.75) 

1.06 

(0.61 ; 1.93) 

(0.2 ; 7.27) 

Table 3.11: Cumulative results of SLOPE(IVC-AO). Not normalized results (median: first 

row; 25th- 75th percentiles: second row; 2.5th – 97.5th percentiles: third row) are reported for 

day-time, night-time and 24 hours. The existence of a significant difference between day and 

night distribution is highlighted by an asterisk 

Figure 3.12: Cumulative distribution of SLOPE(IVC-AO). The x-axis represents the value of 

the slope [millig/ms] while the y-axis represents the occurrence (number of times) the that 

specific value takes place 
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PEP Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

117.30 

(103.63 ; 141.72) 

(96.80 ; 213.01) 

115.35 * 

(103.63 ; 130) 

(93.87 ; 187.62) 

117.31 

(104.61 ; 133.91) 

(94.84 ; 206.17) 

Normalized by 

RiRi+1 

(25th – 75th) 

(2.5th – 97.5th) 

 

0.16 

(0.13 ; 0.19) 

(0.09 ; 0.31) 

 

0.13 * 

(0.11 ; 0.15) 

(0.08 ; 0.28) 

 

0.14 

(0.12 ; 0.17) 

(0.08 ; 0.20) 

Table 3.12: Cumulative results of PEP. The first row displays not normalized results (median, 

25th and 75th percentiles) reported for day-time, night-time and 24 hours; while the second row 

displays normalized results (median, 25th and 75th percentiles) reported for day-time, night-

time and 24 hours. The existence of a significant difference between day and night 

distribution is highlighted by an asterisk 

Figure 3.13: Cumulative distribution of the PEP. The left panel displays the no normalized 

distribution, while the right panel shows the normalized distribution (normalized over 

RiRi+1).  The x-axis represents the temporal distance [mw] while the y-axis represents the 

occurrence (number of times) the that specific value takes place 
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Not-normalized PEP distribution didn’t have a visible difference between day and 

night, even if it resulted as significant. However, when normalization was applied a 

significant difference between day and night distributions appeared.  
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Not-normalized QT distributions showed a visible difference between day and night 

which resulted as significant.  However, when normalization (corrected QT) was 

applied the visible and significant difference between day and night distributions 

disappeared.   

 

QT Day Night 24 hours 

Not Normalized 

(25th – 75th) 

(2.5th – 97.5th) 

358.52 

(338.98 ; 380.98) 

(286.25 ; 436.64) 

394.65 * 

(371.21 ; 417.11) 

(333.13 ; 460.08) 

372.19 

(346.80 ; 399.53) 

304.81 ; 450.31) 

Normalized 

( QTc ) 

(25th – 75th) 

(2.5th – 97.5th) 

 

397.71 

(378.81 ; 414.94) 

(336.66 ; 450.82) 

 

404.02 

(384.13 ; 418.32) 

(341.93 ; 454.16) 

 

372.19 

(381.94 – 417.04) 

339.58 ; 452.53) 

Table 3.13: Cumulative results of QT. Not normalized results (median, 25th and 75th 

percentiles) are reported for day-time, night-time and 24 hours. The existence of a significant 

difference between day and night distribution is highlighted by an asterisk 

Figure 3.14: Cumulative distribution of QT. The x-axis represents the temporal distance [ms] 

while the y-axis represents the occurrence (number of times) the that specific value takes 

place 
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LVET Day Night 24 hours 

Not normalized 

(25th – 75th) 

(2.5th – 97.5th) 

265.63 

(234.38 ; 281.25) 

(125 ; 328.13) 

296.88 * 

(265.63 ; 312.50) 

(203.13 ; 343.75) 

265.63 

(234.75 ; 296.88) 

(156.25 ; 343.75) 

Normalized by 

RiRi+1 

(25th – 75th) 

(2.5th – 97.5th) 

 

0.31 

 (0.27 ; 0.35) 

 (0.18 ; 0.41) 

 

0.31  

(0.27 ; 0.35) 

 (0.21 ; 0.39) 

 

0.31  

(0.27 ; 0.35) 

(0.19 ; 0.40) 

Table 3.14: Cumulative results of the LVET. The first row displays not normalized results 

(median, 25th and 75th percentiles) reported for day-time, night-time and 24 hours; while the 

second row displays normalized results (median, 25th and 75th percentiles) reported for day-

time, night-time and 24 hours. The existence of a significant difference between day and 

night distribution is highlighted by an asterisk 

Figure 3.15: Cumulative distribution of LVET. The left panel displays the no normalized 

distribution, while the right panel shows the normalized distribution (normalized over RiRi+1).  

The x-axis represents the temporal distance [mw] while the y-axis represents the occurrence 

(number of times) the that specific value takes place 
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Not normalized LVET distributions showed a visible difference between day and night 

which resulted as significant.  However, when normalization was applied the visible 

and significant difference between day and night distributions disappeared 
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3.3 Cosinor Analysis 

The subsequent step was to apply the Cosinor analysis to evaluate if there is a circadian 

rhythm. For this step, we considered the slope parameters, not normalized amplitude 

parameters (they displayed a greater difference between day and night) and not 

normalized temporal parameters. 

Two different Cosinor analyses were performed: the first one considering separately 

each participating volunteers, and the second one considering all the subjects together.  

 

3.3.1 Separate analysis 

Before applying Cosinor analysis, points were translated to ensure that all recordings 

start at 8 AM.  This procedure aims to compare results of the Cosinor analysis -and in 

particular the acrophase - between all the participating volunteers. 

For each healthy volunteer, the median template for each parameter was computed, 

considering a moving window lasting 5 minutes – without overlapping.  

Outliers were removed if the current parameter’s value was bigger than 30% of the 

average between the previous and next parameters’ values.  

Then, mesor, amplitude, acrophase (measured as radians and hours - minutes) and the 

ratio between amplitude and mesor were computed for each parameter of the each 

subject. 

Finally, the median (25th and 75th percentile) for the mesor, amplitude, the ratio 

between amplitude and mesor and the acrophase [Hours:Minutes] was computed 

among subjects, and results are reported in Table 3.15. 

 

Parameter Mesor Amplitude 

𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆

𝑴𝒆𝒔𝒐𝒓
  

[a.u.] 

Acrophase  

[Hours:Minutes]  

ΔA(IVC-AO) 

[millig] 

46.33 

(35.41 ; 75.45) 

16.43 

(8.11 ; 31.67) 

0.34 

(0.23 ; 0.49) 

15:20 

(13:32 ; 18:35) 

ΔA(IVC-MC) 

[millig] 
40.49 

(32.05 ; 61.53) 

17.35 

(8.71 ; 29.46) 

0.39 

(0.30 ; 0.52) 

14:52 

(13:46 ; 17:45) 

ΔA(AO-RE) 

[millig] 
10.13 

(6.89 ; 19.82) 

4.33 

(2.63 ; 8.42) 

0.35 

(0.28 ; 0.51) 

15:49 

(12:58 ; 17:22) 

ΔA(AO-AC) 

[millig] 

12.96 

(8.54 ; 26.39) 

4.21 

(3.49 ; 10.73) 

0.41 

(0.25 ; 0.81) 

14:50 

(08:00 ; 19:29) 
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Two similar patterns can be identified among the analysed data. Temporal parameters 

RiRi+1, AOiAOi+1, QT and LVET intervals presented the acrophase early in the morning, 

in particular for RiRi+1, AOiAOi+1, LVET is around 4 AM. The other parameters 

presented the acrophase between 3 PM and 4 PM. 

 

 

ΔA(AO-

minAORE) 

[millig] 

43.28 

(33.47 ; 75.79) 

16.13 

(8.16 ; 30.42) 

0.37 

(0.22 ; 0.47) 

15:06 

(13:51 ; 18:27) 

ΔA(RE-

minAORE) 

[millig] 

31.99 

(25.84 ; 50.47) 

13.31 

(6.98; 21.99) 

0.41 

(0.24 ; 0.56) 

14:17 

(12:32 ; 17:12) 

ΔA(AC-

minAC) 

[millig] 

30.74 

(19.83 ; 55.80) 

20.93 

(8.37 ; 29.80) 

0.62 

(0.38 ; 0.76) 

15:20 

(13:01 ; 17:54) 

LVET [ms] 233 

(199 ; 248) 

310 

(197 ; 383) 

0.12 

(0.08 ; 0.18) 

04:38 

(03:06 ; 07:17) 

QT [ms] 353 

(337 ; 373) 

250 

(144 ; 335) 

0.07 

(0.04 ; 0.10) 

05:28 

(02:54 ; 06:42) 

PEP [ms] 130 

(113 ; 137) 

5.3 

(1.9 ; 9.9) 

0.04 

(0.02 ; 0.07) 

14:33 

(11:56 ; 17:39) 

RiRi+1 [ms] 763.13 

(730.38 ; 881.90) 

115.71 

(53.60 ; 181.36) 

0.15 

(0.07 ; 0.20) 

04:13 

(02:55 ; 06:10) 

AOiAOi+1 

[ms] 

792.17 

(753.21 ; 889.34) 

114.40 

(56.07 ; 177.29) 

0.14 

(0.07 ; 0.18) 

04:34 

(03:17 – 06:30) 

SLOPE(IVC-

AO) 

[millig/ms] 

1138.88 

(898 ;1840.70) 

427.94 

(178.87;803.58) 

0.34 

(0.16 ; 0.45) 

15:20 

(13:16 ; 17:40) 

Table 3.15: Cumulative results of Cosinor analysis: median, 25th and 75th percentiles. For each 

parameter (row), the first column displays the values of the mesor, the second column displays 

the values of the amplitude, the third column shows the ratio between amplitude and mesor 

and the fourth column shows the values of the acrophase expressed in hours-minutes [Hours: 

Minutes] 
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3.3.2 Cumulative analysis  

In this case, points were translated to ensure that all recording started when the subject 

goes to bed. The beginning of the sleep period varies from subject to subject, with a 

median time at 0:45 AM (22 PM ; 2 AM). 

For each parameter, data coming from all participating volunteer were merged to 

create one template. Then, the median template for each parameter was computed, 

considering a moving window lasting 5 minutes – without overlapping.  

Again, outliers for each parameter were removed if the current parameter’s value was 

bigger than 30% of the average between the previous and next parameters’ values.  

Then, mesor, amplitude, acrophase (measured as radians and hours - minutes) and the 

ratio between amplitude and mesor of each clinical parameter previously identified, 

were computed. 

 

Table 3.16 displays the mesor, amplitude, the ratio between amplitude and mesor and 

the acrophase [Hours:Minutes] for each parameter.  

 

Parameter Mesor Amplitude 

𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆

𝑴𝒆𝒔𝒐𝒓
  

[a.u.] 

Acrophase  

[Hours:Minutes]  

ΔA(IVC-AO) 

[millig] 
40.37 12.40 0.31 14:09 

ΔA(IVC-MC) 

[millig] 
30.89 10.81 0.35 13:59 

ΔA(AO-RE) 

[millig] 
10.59 3.82 0.36 13:11 

ΔA(AO-AC) 

[millig] 

12.59 3.66 0.29 12:53 

ΔA(AO-

minAORE) 

[millig] 

38.57 1.09 0.28 14:16 

ΔA(RE-

minAORE) 

[millig] 

27.13 6.84 0.25 14:49 

ΔA(AC-

minAC) [millig] 
15.11 5.61 0.37 14:16 

LVET [ms] 257.60 16.65 0.06 05:48 

QT [ms] 367 15.27 0.04 05:32 

PEP [ms] 120.37 3.58 0.03 13:24 

RiRi+1 [ms] 812.70 88.61 0.11 04:49 
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Nine out of thirteen parameters presented the acrophase around 14 hours after the 

moment in which the subject went to bed (more or less at 3 PM, considering the median 

time value). On the contrary, the acrophase was around 5 hours after the beginning of 

the sleep period for temporal parameters as RiRi+1, AOiAOi+1, QT intervals and LVET 

(around 6 AM, considering the median time value).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

AOiAOi+1 [ms] 838.261 79.18 0.09 05:11 

SLOPE(IVC-

AO) [millig/ms] 
1110.79 3060.47 0.28 14:14 

Table 3.16: Cumulative results of Cosinor analysis: median, 25th and 75th percentiles. For each 

parameter (row), the first column displays the values of the mesor, the second column displays 

the values of the amplitude, the third column shows the ratio between amplitude and mesor 

and the fourth column shows the values of the acrophase expressed in hours-minutes [Hours: 

Minutes] 
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3.4 Statistical Analysis 

The statistical analysis concerns the evaluation of the presence of circadian rhythm in 

the extracted mechanical parameters. 

3.4.1 Circadian Rhythm  

Table 3.17 displays the results of the statistical analysis and in particular the evaluation 

of the presence of circadian rhythm in slope, amplitude and temporal selected 

mechanical parameters. We considered a parameter significant when its p-value was 

lower than 0.05.  

 

As a result of the first Cosinor analysis, given the fact that we computed the analysis 

for each separate participating volunteer, the significance of each parameter is assessed 

for each subject. The systolic parameters, being also calculated for the 7 subjects in 

which is not possible to identify the T wave, can be significant for up to 22 subjects (all 

participating volunteers). Instead, diastolic parameters can be significant for up to 15 

subjects (all participating volunteers except the 7 subjects in which is not possible to 

identify the T wave). 

 

As the second Cosinor analysis evaluates a single template for each parameter -  built 

up by the union of parameters for all participating volunteers. Thus, as a result of the 

analysis, just one p-value was computed. The parameter is significant at the 95% of 

confidence if the p-value is lower than 0.05 (“Yes”), otherwise it is not significant 

(“No”).  
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Regarding the first Cosinor analysis (separate analysis), every parameter reached a 

significance level in >= 80% of the subjects; while 100% significance levels were 

obtained for each studied parameter in the second Cosinor analysis (cumulative 

analysis).

 

Parameter 

Significance 

Separate Subjects 

Significance 

All together Subjects 

[Number 

Subjects] 
[ % ] [Yes/No] 

ΔA(IVC-AO) 19/22 86.36 % Yes 

ΔA(IVC-MC)  19/22 86.36 % Yes 

ΔA(AO-RE)  22/22 100 % Yes 

ΔA(AO-AC)  12/15 80 % Yes 

ΔA(AO-minAORE)  21/22 95.46 % Yes 

ΔA(RE-minAORE)  21/22 95.46 % Yes 

ΔA(AC-minAC)  14/15 93.33 % Yes 

LVET 15/15 100 % Yes 

QT 15/15 100 % Yes 

PEP  18/22 81.82 % Yes 

RiRi+1  22/22 100 % Yes 

AOiAOi+1  22/22 100 % Yes 

SLOPE(IVC-AO)  18/22 81.82 % Yes 

Table 3.17: Significance analysis results of circadian rhythm. For each parameter (row), the 

first column displays the significance [Number of subject - Percentage] resulting from the 

first Cosinor analysis (separate analysis), while the second column displays the significance 

resulting from the second Cosinor analysis (cumulative analysis) [Yes/No] 
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4. Discussion  

In this study, 24-hours long acquisitions of both electrical (ECG) and mechanical heart 

activity (SCG) were analysed through an innovative algorithm that combines signal’s 

information, cardiac properties, and physiological knowledge. As a result, heartbeats 

were identified and labelled with different tags to discern the analysable heartbeats 

from the not-analysable ones. From the former, fiducial points were extracted and 

morphological (amplitude, slope) and temporal parameters were calculated. Also, 

Cosinor analysis was applied to evaluate the circadian rhythm of cardiac mechanical 

activity in the computed parameters in normal-day life. Finally, normality ranges were 

defined to be utilized as possible reference for comparison in future studies. 

The following chapter is subdivided into 2 different sections: Section 4.1 focuses on 

discussing the feasibility of the proposed approach, while Section 4.2 considers the 

obtained results, their interpretation, including limitations, compared to literature.

4.1 Feasibility Analysis 

Through feasibility analysis the possibility to analyze the 24h SCG recordings to 

extract cardiac mechanical activity parameters was evaluated. Results of the 

comparison between the total number of identified R peaks in the ECG signal and the 

total number of SCs identified in the SCG signal, reaching a median percentage value 

of SCs with respect to R peaks of 72 % (maximum value: 94 %), shows that such 

approach is feasible, despite the low sampling frequency of the SCG signal (64 Hz). 

This is important as many wearable devices now include recordings of signals 

acquired with inertial sensors in order to evaluate body posture, but without 

exploiting their possible use in measuring the SCG [109]. This study proves that, for 

the device utilized and the relevant sampling rate, also this additional information 

could be derived in a long-term acquisition.  

Given the long-duration recordings, the percentage of identified SCs with respect to R 

peaks could be addressed as accuracy of the detection.  
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To this aim, different studies proved the ability to detect heartbeat using three-axial 

SCG with much greater values, up to 96% [110]. However, the protocol being used in 

such studies involved measurements relevant to short-duration recordings (from 30 

seconds to 5 minutes), made under idealized laboratory conditions (i.e. rest position 

and breathing control), which tend to minimize all sources of artifacts in the signal. On 

the contrary, in this study 24h measurements were performed in a normal daily-life 

setting, acquiring a much broader and representative range of signals, and requiring 

the implementation of a novel strategy to first understand the “good beats” and then 

extract only from them the relevant fiducial points. Both R peaks and SCs were 

identified using an almost automatic pipeline and algorithm, therefore prone to some 

errors. To this point it is worth to underline again that the aim was not to develop an 

error-free algorithm, but a strategy by which beats recognized as good on the SCG 

signal could be further evaluated by computing time and amplitude parameters, to 

allow understanding their relationship with cardiac electrical activity and derive 

normality ranges during the day and the night periods. 

The percentage of identified peaks was found higher during night-time rather than 

day-time; as possible explanation, it can be assumed that during night-time the subject 

rests still in a horizontal position and consequently the SCG signal is less subject to 

movement’s artifacts. An additional reason that will require further investigation 

could also be due to the methodology applied to initially identify the SCs: the SCG 

template matching algorithm required a template of 10 sec chosen by the operator for 

the first computational step of correlation. As a consequence, to prevent using a 10 sec 

template with artifacts, this was generally chosen during the night period. However, 

as the duration and morphology of the SCG signal vary during the 24 hours [66], 

correlating the day-signals with a template extracted during night could have led to 

erroneously misidentifying SCG peaks, despite precautions introduced. Possibly due 

to a low threshold imposed to the cross-correlation [111]. 

As results varied much among subjects (day-time: min 49.63 % max: 90.93; night-time: 

min we could nevertheless assume that the main source of failure was due to 

movement artifacts affecting the SCG signal, in some subjects more evident than 

others, instead than a systematic bias introduced by the 10-sec manual selection. 

Interestingly, an inverse linear correlation with the BMI of the subject was also found 

[112], which could be related to the larger dumping of the vibrations generated by the 

heart when the body structure is such to increase the distance between the external 

sensor and the source of vibrations, or when fat tissue is present in larger thickness. 

To compensate for this effect, an equivalent alternative placement option for the sensor 

could be at the sternum (breastbone), located closest to heart, which offers a rigid 
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mechanical bone structure that should efficiently transmit the mechanical vibrations, 

independently from BMI or gender-related body differences. 

 

The innovative algorithm for heartbeats classification and extraction of fiducial points 

relied on the synchronously acquired 1-lead ECG signal, used as gold-standard. To 

this point, it was thus important to verify that all parts of the ECG signal were 

analyzable and, in particular the T-wave peak. Through a visual analysis of a large 

number of random heartbeats, there was a chance to identify the T wave peaks in 15 

out of 22 participating volunteers.  

As a matter of fact, the standard 12-lead ECG is the most frequently used as diagnostic 

test in cardiology practice [113], while EcgMove 4 device acquires a single channel 

ECG signal (single lead: V4-V5) and this could be reason why it was more difficult to 

identify the T wave on such signal. In those subjects where the T wave peak could not 

be identified, beat-to-beat labeling and fiducial points extraction was conducted only 

on the first part of the systolic phase, in order not to exclude such subjects from the 

analysis, but avoiding including possible unreliable measures in late systolic 

parameters.  

Beat-to-beat labeling aimed at classifying heartbeats, assigning a label to each of them, 

to identify analyzable ones and to categorize the reasons why this was not possible. 

Labels were defined empirically, based on the various morphologies and scenarios 

observed in multiple patients during the analyses, and constitute a novelty of the 

proposed approach. Also, this step will constitute the basis of future work for the 

development of machine learning algorithms for automated classification of beats on 

the SCG signal, as the provided labels can be used in a supervised learning approach.  

Even if the % of analyzable heartbeats among those identified on the SCG was still 

high, a significant number was excluded. A possible explanation could be due to the 

fact that the  innovative labelling algorithm associated a label to each SCG heartbeat 

based on its morphology, assuming as correct reference morphology the one in which 

AO, RE and AC represented the most prominent peaks [114].Previous work observed 

that the SCG signal presents different morphologies, with three of them as the most 

common (Figure 4.1), despite not giving proper justification for this phenomenon [115]. 

As a result, SCG beats with a morphology different from the assumed reference could 

have been classified with a label implying their elimination from further analysis. 

Additionally, it has been proven that fiducial points are not always corresponding to 

clear peaks (for MC, RE, AO and AC) or valleys (for IVC) but sometimes are defined 

only by an inflection point on the SCG, thus making more difficult to identify them 

(Figure 4.2) [116]. Although the origin of this phenomenon is still unexplored, it might 
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depend on a transient, slight physiological, de-synchronization between left and right 

heart mechanics, coupled with the effects of breathing activity and its impact on 

preload and afterload.  

 

Interestingly, in all subjects the % of beats labelled as analyzable during night-time 

was higher than the one during day-time. 

 

 

 

 

 

 

 

 

 

 

 



Discussion 97 

 

 

 

Figure 4.1: The three most common morphologies for the SCG signal [115] 
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The tags relevant to analyzable consecutive heartbeats were also computed for each 

participant, to evaluate by their maximum and median number the possibility to 

extract from the acquired 24h signal some intervals in which to evaluate heart rate 

variability (HRV) analysis of the extracted parameters, related to dynamic non-linear 

autonomic nervous system (ANS) processes. HRV reflects regulation of autonomic 

balance, blood pressure, gas exchange, gut, heart and vascular tone and an optimal 

level of HRV is associated with health, self-regulatory capacity and adaptability or 

resistance. Unfortunately, we didn’t have a sufficient number of consecutive 

analyzable heartbeats to conduct a systematic HRV analysis during the 24 hours and 

we can assume it is due to the relationship between respiratory phases and SCG. It has 

in fact been proven that there is a relationship between respiratory rate and stroke 

volume [117] and, additionally, the SCG has been proposed in previous studies as a 

methodology to estimate stroke volume and myocardial contractility [118]. However, 

it was still possible to identify and extract - especially during the sleeping period – a 

sufficient number of analyzable consecutive heartbeats (i.e. 20 seconds) to conduct an 

ultra-short HRV (USHRV). USHRV parameters could be very useful to access and 

Figure 4.2: Panel a: Examples of beats in which MC, AO and AC fiducial points are 

characterized by the expected clear-cut peaks; Panel b: other beats in which the fiducial points 

are marked only by an inflection point. Adapted from [116]  
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monitor patients with CV diseases and physiological status, as diabetes mellitus [119], 

diabetic neuropathy [120], myocardial dysfunction [121], and stress conditions [87]. 

  

To extract fiducial points from analysable heartbeats over the 24h signals, an 

innovative algorithm that combines signal’s information (i.e. peaks and valleys), 

cardiac properties, and physiological information (i.e. QS2, QTc intervals, etc) was 

developed. New morphological and temporal biomarkers were then computed as 

amplitude and time differences and slopes between previously identified fiducial 

points.  

Unfortunately, due to the lack of imaging techniques, and the different sampling rate 

between the ECG and the SCG, it was not possible to validate that the position of 

fiducial points perfectly corresponds with a precise physiological event. However, it 

has been demonstrated that physiological events don’t exactly coincide with local 

maxima of the SCG signal [122] but they occur before or after (they take place on the 

slope of the signal) (Figure 4.3)[115]. 

 

 

 

 

 

  

 

 

 

 

 

 

 

Figure 4.3: Top panel: ECG signal; Bottom panel: SCG signal, the circles indicate the mean 

location of physiological events found through ultrasound imaging. The grey areas indicate 

the 95% confidence intervals of the means for the physiological events found in the 

ultrasound images [115] 
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New biomarkers were identified and could be used to study electro-mechanical 

cardiac activity and make intra- and inter-subject comparisons. In previous studies, 

cardiac kinetic energy was proposed to characterize the cardiovascular status 

[123,124,125], representing the useful work of the heart in ejecting blood [126].  Using 

specific algorithms, kinetic energy and its temporal integral were computed from BCG 

and SCG waveforms as scalar parameters, both in a linear and in a rotational 

dimension. For example, the rotational kinetic energy obtained from tri-axial 

gyroscopes could accurately identify the first and second peak of the SCG [124]. 

However, given the intrinsic dependency from kinetic energy, it hasn’t been possible 

to use energy derived parameters as biomarkers. In fact, kinetic energy is related to 

the position and posture of the subject, to the position of the device (even if we place 

the sensor in the same area, it is not possible to place it in the exact previously position) 

and thus is not possible to acquire repeated acquisitions under the same conditions, 

and thus to make comparison between the obtained data.  
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4.2 Circadian rhythm  

All temporal parameters were characterized by a significant difference between day 

and night and the presence of a circadian rhythm was validated through the Cosinor 

analysis (cumulative analysis). All acrophases occurred between 05:00 and 07:00, a 

circadian behavior in accordance with the RiRi+1 [66]. Indeed, it has already been 

proven that some temporal parameters as ΔT(Q-MC), ΔT(R-MC), ΔT(R-AO), ΔT(MC-

AO), ΔT(R-IVC), are correlated with myocardial contractility and stroke volume 

[127,54]. 

Interesting considerations about the coupling between the electrical and mechanical 

activities could be derived from the comparison between AOiAOi+1 and RiRi+1 intervals. 

Given the results of the Cosinor analysis and of the day-night comparison, we can 

deduce that the mechanical temporal variability of AOiAOi+1 (as demonstrated by the 

ratio between the amplitude and the mesor) reflects the electrical temporal variability 

of RiRi+1 , while the maximum value of the AOiAOi+1 (acrophase) occurred after the one 

of RiRi+1, we can thus speculate that the cardiac electrical activity reaches its higher 

value before the cardiac mechanical activity. 

PEP is used as an estimate of the sympathetic nervous system influence on the heart 

and is defined as the sympathetically mediated time interval between the start of the 

electrical systole and the ejection of blood into the aorta [128]. In particular, PEP 

becomes shorter as sympathetic activity increases, which is higher at day-time [129], 

and thus longer PEP values were observed at night between 4:00 and 7:00 [130]. 

However, the acrophase obtained in this study though the Cosinor analysis occurs in 

the afternoon, and it is not in accordance with previous results. We could speculate 

that this difference is possibly related to the method used to derive the parameter of 

interest. In [130] PEP was derived from recordings of ECG (V5) and arterial pressure 

(by means of an ear densitogram utilizing a photoelectric transducer attached to an ear 

ring) and computed through an analog pre-processing methodology [131] while in this 

research only information coming from the EcgMove4 sensors were acquired and 

extracted through the pipeline previously described. An alternative reason could be 

related to the low sampling frequency of SCG (64 Hz) and to the applied normalization 

(normalized by RiRi+1). Indeed, not significant differences between day and night were 

visible in the not-normalized PEP, while appeared after the normalization procedure. 

It is indeed possible that the not-normalized PEP was characterized by a low circadian 

rhythm (not visible due to the low SCG sampling frequency) and, normalizing by RiRi+1 

intervals in which the circadian rhythm is very evident, resulting acrophases of the 

normalized PEP could have been altered.  
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Additionally, the ratio between the amplitude and the mesor was higher in RiRi+1 

intervals (0.11) with respect to PEP (0.03), thus showing a greater temporal variability 

in RiRi+1. 

 

LVET is inversely related to HR and has been used for several decades to assess left 

ventricular function, contractility, and myocardial efficiency [132] being also directly 

correlated with the left ventricular ejection function and stroke volume. A significant 

difference between day and night was depicted in the non-normalized LVET, probably 

due its correlation to RiRi+1 intervals, while no day-night oscillation was displayed in 

the normalized LVET. Non-normalized LVET reached the highest values in the early 

morning, with acrophase at 7:00. Additionally, the ratio between the amplitude and 

the mesor was higher in RiRi+1 intervals (0.11) with respect to LVET (0.03), 

demonstrating a greater temporal variability in the first parameter. 

 

QT interval shortening is induced by the sympathetic nervous system and is associated 

with increased ventricular contractility [133]. Bonneimer et. al [134] proved that QT and 

RiRi+1 intervals revealed a characteristic day-night-pattern: diurnal profiles of QT 

interval variability exhibited a significant increase in the morning hours (6-9 AM) and 

a consecutive decline to baseline levels. Furthermore, the diurnal course of the QT 

interval variability strongly suggested that it is related to cardiac sympathetic activity 

[134]. The acrophase of QT occurred after the acrophase of the RiRi+1 intervals and from 

the comparison between the ratio between amplitude and mesor, we derived that RiRi+1 

had a greater temporal variability with respect to QT.  

Morphological parameters were characterized by a significant difference between day 

and night and the presence of a circadian rhythm was validated through the Cosinor 

analysis (cumulative analysis). All acrophases, following the circadian pattern of 

stroke volume and myocardial contractility as described in literature [135] occurred 

between the 15:00 and 16:00. Indeed, it has already been proven that BSG and SCG 

amplitudes and in particular amplitudes of AO, MC and IVC, SLOPE(IVC-AO) and 

SLOPE(MC-IVC) are correlated to the stroke volume and myocardial contractility.  

All non-normalized pathological parameters displayed a significant difference 

between day and night, while disappeared in normalized parameters Δ(AO-RE), 

Δ(RE-minAORE) and Δ(AO-minAORE) (normalized by the amplitude of AO). 

Since the SCG was calibrated in terms of acceleration and thus, force, amplitude of 

fiducial points and derived morphological parameters could be interpreted as the force 

of the heart's contraction and of the blood ejected into the vascular tree. Instead, the 

SLOPE(IVC-AO) is related to the velocity of the contraction of the heart.  
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In particular, a linear regression model to study the correlation between stroke volume 

and morphological SCG parameters has been developed and it has been proven that 

the amplitude of MC and AO are two crucial terms to estimate the stroke volume 

starting from the SCG signal [136]. 

 

Normality ranges for amplitude, mesor, amplitude/mesor and acrophase were 

computed from all the participating volunteers for intra-inter subject’s comparisons of 

cardiac mechanical parameters.  
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5. Conclusions 

This research was the first attempt to evaluate the circadianity of cardiac electro-

mechanical activity parameters though Holter (24h) acquisitions during the 

participant’s normal daily life and activity.  

An innovative approach that combines signal’s morphology, cardiac properties and 

physiological information was developed to identify analyzable heartbeats over 24h 

signals and to extract cardiac mechanical parameters. Normality ranges were then 

defined from 22 healthy participating volunteers.  

New parameters identified in this study could be used as important biomarkers for 

comparisons when monitoring pathological patients and as a prevention tool in 

healthy subjects in longitudinal studies.  

These results also provide evidence of the possibility to study the electro-mechanical 

activity of the heart and health status outside of the clinical setting through new 

wearable, user-friendly and non-invasive devices. This approach combined with 

machine learning techniques will open the opportunity to evaluate more reliably the 

CV system through SCG acquisitions of different duration. The labelling introduced 

for all the acquired beats indeed will constitute the basis to proceed to train machine 

learning models in order to automatically identify the correct beats and extract 

relevant parameters. Such models could then be used also for the analysis of short-

term SCG signals acquired using embedded smartphone to constitute a new tool for 

self-tracking of cardiac activity. 

 

Furthermore, this study lays the foundation providing normal reference values for 

future research on the coupling of electro-mechanical cardiac activity in different 

scenarios currently under evaluation, such as during underwater immersions and 

during prolonged isolation.  
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A. Appendix A 

A.1 Feasibility Analysis  

 

Subject 
Number of R peaks identified 

– ECG 

Number of SCs identified - 

SCG 

01 85140 79745  93.55 % 

02 126287 72585 57.48 % 

03 104581 64969 62.12 % 

04 118143 73050 61.83 % 

05 86971 60120 69.13 % 

06 82127 77080 93.86 % 

07 84880 71691 84.46 % 

08 92199 75390 81.77 % 

09 113866 82447 72.41 % 

10 115433 85169 73.78 % 

11 180348 93950 52.09 % 

12 117275 84373 71.95 % 

13 108598 76853 70.77 % 

14 115569 75976 65.74 % 

15 113348 70247 61.98 % 

16 115369 82531 71.54 % 

17 108775 87690 80.62 % 

18 107818 65890 61.11 % 

19 99806 82184 82.34 % 
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20 126037 92700 73.55 % 

21 105460 78484 74.42 % 

22 111838 75814 67.79 % 

Table A.1: Comparison between the number of peaks extracted from the ECG and the number 

of systolic complexes extracted from the SCG. Close to the number of SCs, the percentage of 

SCs (from SCG) with respect to R peaks (from ECG) is displayed. All data derived after post 

processing phases. Analysis conducted over 24 hours  
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Subject R peaks -Day 
SCs - Day R peaks – 

Night 

SCs - Night 

01 61754 57065 90.93%                          23386 22680 96.98% 

02 89135 36709 41.18% 37152 35876 96.57% 

03 75818 36620 48.30% 28763 28349 98.56% 

04 89368 45071 50.43% 28775 27979 97.23% 

05 66260 39770 60.02% 20711 20350 98.26% 

06 61218 55953 91.40% 20909 21127 101.04% 

07 64670 52840 81.71% 20210 18851 93.28% 

08 60805 46943 77.20% 31394 28447 90.61% 

09 85478 55600 65.05% 28388 26847 94.57% 

10 92001 61913 67.30% 23432 23256 99.25% 

11 163266 84891 52.00% 17082 9059 53.03% 

12 80960 49051 60.59% 36315 35322 97.27% 

13 78615 47699 60.67% 29983 29154 97.24% 

14 81491 43848 53.81% 34078 32128 94.28% 

15 81544 40473 49.63% 31804 29774 93.62% 

16 83484 53786 64.43% 31885 28745 90.15% 

17 78105 55543 71.11% 30670 32147 104.82% 

18 81017                           42334 52.25% 26801 23556 87.89% 

19 76532 60104 78.54% 23274 22080 94.87% 

20 84341 54129 64.18% 41696 38571 92.51% 

21 66763 45721 68.48% 38697 32763 84.67% 

22 81082 44953 55.44% 30756 30861 100.34% 

Table A.2: Comparison between the number of peaks extracted from the ECG and the number 

of systolic complexes extracted from the SCG.  Close to the number of SCs, the percentage of 

SCs from SCG with respect to R peaks from ECG is displayed. All data derived after post 

processing phases. Analysis conducted over 24 hours separating day and night 
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Subject 

Tag 

0  

[%]  

Tag 

1 

[%] 

Tag 

2 

[%] 

Tag 

3 

[%] 

Tag 

4 

[%] 

Tag 

5 

[%] 

Tag 

6 

[%] 

Tag 

7 

[%] 

Tag 

8 

[%]  

Tag  

9 

[%] 

01 56.53 1.17 11.02 0.03 0 1.18 0 0.16 7.18 22.72 

02 4.90 3.53 49.78 1.85 0.13 11.97 0.01 0.57 9.49 11.78 

03 4.07 17.05 34.84 0.52 0.30 8.96 0.04 0.50 13.95 19.77 

04 37.31 1.11 12.04 0.01 0 3.83 0 0.04 12.06 33.59 

05 21.37 1.94 28.08 0.02 0.01 13.32 0 0.12 15.05 20.08 

06 15.68 1.92 36.46 0.56 0 29.96 0.01 0.14 4.06 11.20 

07 26.46 5.48 32.57 0.26 0.05 11.54 0.01 0.47 9.88 13.27 

08 14.86 3.02 41.10 0.58 0.06 11.23 0.01 0.27 10.41 18.46 

09 10.97 2.93 47.32 0.38 0.05 11.75 0 0.84 7.36 18.39 

10 11.71 1.41 37.02 0.36 0.02 1.94 0 0.44 9.36 37.73 

11 17.47 1.91 33.17 0.02 0.02 10.74 0 0.13 10.67 25.86 

12 2.98 1.40 24.35 1.47 0.01 35.41 0.05 0.26 3.12 30.93 

13 18.35 4.28 35.22 0.62 0.17 21.47 0.02 0.97 6.12 12.28 

14 2.63 9.44 33.47 0.57 0.22 7.05 0 1.11 13.05 32.47 

15 2.50 6.72 44.38 0.60 0 35.65 0 0.13 2.51 7.51 

Table A.3: Day beat-to-beat labelling results for subjects in which is possible to identify T 

peaks. For each participant (row) we tabulate the percentage of beats associated to a particular 

tag (column). For the further analysis we consider heartbeats corresponding to tag 0 (perfect 

heartbeat – early and late systole), tag 5 (only early systole), tag 7 (early and late systole, 

except for RE) and tag 9 (only early systole) 
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Subject 

Tag 

0 

[%]  

Tag 

1 

[%] 

Tag 

2 

[%] 

Tag 

3 

[%] 

Tag 

4 

[%] 

Tag 

5 

[%] 

Tag 

6 

[%] 

Tag 

7 

[%] 

Tag 

8 

[%] 

Tag  

9 

[%] 

01 59.12 0 4.70 0 0 0 0 0.01 1.24 34.93 

02 5.36 0 5.72 0 0 1.27 0 0 1.01 86.63 

03 3.00 0 9.48 0 0 0.90 0 0.01 30.43 56.17 

04 12.01 0 6.07 0 0 4.08 0 0.02 12.14 65.69 

05 22.81 0 13.19 0.02 0.02 21.42 0 0.03 17.70 24.82 

06 58.37 0 5.55 0 0 0.83 0 0 0.56 34.69 

07 51.10 0 6.65 0 0 1.08 0 0.01 11.18 29.98 

08 23.84 0 12.21 0 0 0.60 0 0.01 32.55 30.79 

09 15.19 0 8.50 0.02 0 4.04 0 0.09 8.96 63.19 

10 14.03 0 10.03 0.04 0 0.81 0 0.04 5.66 69.37 

11 38.30 0 5.75 0 0 0.68 0 0.03 5.12 50.12 

12 1.24 0 7.36 0 0 6.96 0 0 0.51 83.94 

13 47.68 0 7.71 0 0.01 8.11 0 0.12 6.85 29.51 

14 6.90 0 17.08 0.10 0.30 8.28 0 0.12 10.46 56.75 

15 19.79 0 10.63 0.21 0 2.27 0 0.01 20.63 19.79 

Table A.4: Night beat-to-beat labelling result for subjects in which is possible to identify T 

peaks. For each participant (row) we tabulate the percentage of beats associated to a particular 

tag (column). For the further analysis we consider heartbeats corresponding to tag 0 (perfect 

heartbeat – early and late systole), tag 5 (only early systole), tag 7 (early and late systole, 

except for RE) and tag 9 (only early systole) 
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Table A.5: Night beat-to-beat labelling results for subjects in which is not possible to identify 

T peaks. For each participant (row) we tabulate the percentage of beats associated to a 

particular tag (column). For the further analysis we consider heartbeats corresponding to tag 

0 (perfect heartbeat – early and late systole), tag 5 (only early systole), tag 7 (early and late 

systole, except for RE) and tag 9 (only early systole). Information about tags 7 and 9 are not 

available 

 

Table A.6: Day beat-to-beat labelling results for subjects in which is not possible to identify T 

peaks. For each participant (row) we tabulate the percentage of beats associated to a particular 

tag (column). For the further analysis we consider heartbeats corresponding to tag 0 (perfect 

heartbeat – early and late systole), tag 5 (only early systole), tag 7 (early and late systole, 

except for RE) and tag 9 (only early systole). Information about tags 7 and 9 are not available 

Subject 

Tag 

0 

[%]  

Tag 

1 

[%] 

Tag 

2 

[%] 

Tag 

3 

[%] 

Tag 

4 

[%] 

Tag 

5 

[%] 

Tag 

6 

[%] 

Tag 

7 

[%] 

Tag 

8 

[%] 

Tag 

9 

[%] 

01 6.14 0 12.89 0.03 0 51.46 0 N/A 29.49 N/A 

02 28.62 0 5.83 0 0.01 59.76 0 N/A 5.78 N/A 

03 1.57 0 6.11 0 0.01 77.91 0 N/A 14.40 N/A 

04 1.89 0 29.36 5.42 5.05 54.90 0.35 N/A 3.03 N/A 

05 44.94 0 6.05 0 0 35.30 0 N/A 13.70 N/A 

06 7.92 0 10.74 0.17 0.03 73.49 0.04 N/A 7.72 N/A 

07 8.24 0 17.43 0 0.05 46.57 0 N/A 27.70 N/A 

Subject 

Tag 

0  

[%]  

Tag 

1 

[%] 

Tag 

2 

[%] 

Tag 

3 

[%] 

Tag 

4 

[%] 

Tag 

5 

[%] 

Tag 

6 

[%] 

Tag 

7 

[%] 

Tag 

8 

[%]  

Tag 

9 

[%] 

01 0.89 5.16 57.02 2.10 0.27 32.34 0.01 N/A 2.20 N/A 

02 3.85 36.47 30.36 3.54 1.38 22.39 0.10 N/A 1.90 N/A 

03 1.04 22.99 17.72 0.06 0.03 51.63 0.01 N/A 6.53 N/A 

04 0.44 62.55 15.82 3.16 1.65 14.97 0.12 N/A 1.30 N/A 

05 11.41 1.06 42.80 1.01 0.02 30.51 0 N/A 13.19 N/A 

06 2.16 24.78 40.26 2.32 0.77 24.35 0.06 N/A 5.31 N/A 

07 1.26 5.54 48.12 0.34 0.09 34.73 0 N/A 11.18 N/A 
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Subject 24 hours Day Night 

01 
Median:          4 

Maximum:    94 

Median:          3 

Maximum:   94 

Median:         20 

Maximum:     83 

02 
Median:           1 

Maximum:  116 

Median:          1 

Maximum:   22 

Median:           2 

Maximum:  116 

03 
Median:           2 

Maximum:  228 

Median:          1 

Maximum: 113 

Median:          5 

Maximum:  228 

04 
Median:           1 

Maximum:  161 

Median:          1 

Maximum:   78 

Median:        22 

Maximum:  161 

05 
Median:           2 

Maximum:    70 

Median:          1 

Maximum:   58 

Median:          2 

Maximum:  70 

06 
Median:           3 

Maximum:    73 

Median:           3 

Maximum:    71 

Median:           4 

Maximum:    73 

07 
Median:           2 

Maximum:    88 

Median:           2 

Maximum:    75 

Median:           3 

Maximum:    88 

08 
Median:           2 

Maximum:  111 

Median:           2 

Maximum:    48 

Median:           3 

Maximum:  111 

09 
Median:           2 

Maximum:  246 

Median:           2 

Maximum:  112 

Median:         27 

Maximum:  246 

10 
Median:           2 

Maximum:  161 

Median:           2 

Maximum:  161 

Median:           4 

Maximum:    95 

11 
Median:           1 

Maximum:  121 

Median:           1 

Maximum:  121 

Median:           1 

Maximum:    54 

12 
Median:           2 

Maximum:    82 

Median:           1 

Maximum:    82 

Median:           2 

Maximum:    54 

13 
Median:           2 

Maximum:    79 

Median:           1 

Maximum:    79 

Median:           3 

Maximum:    70 

14 
Median:           2 

Maximum:    97 

Median:           1 

Maximum:    50 

Median:           4 

Maximum:    97 

15 
Median:           1 

Maximum:  181 

Median:           1 

Maximum:    92 

Median:           1 

Maximum:  181 

16 
Median:           2 

Maximum:  147 

Median:           2 

Maximum:  118 

Median:           4 

Maximum:  147 

17 
Median:           2 

Maximum:  218 

Median:           1 

Maximum:  116 

Median:           5 

Maximum:  218 

18 
Median:           1 

Maximum:    67 

Median:          1 

Maximum:   67 

Median:           2 

Maximum:    36 

19 
Median:           2 

Maximum:  168 

Median:          2 

Maximum: 145 

Median:          22 

Maximum:   168 
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Table A.7: Results of the maximum and median window duration analysable. For each 

volunteer (each row), median and maximum number of successive heartbeats labelled as tag 

0,5,7 or 9 are computed and displayed for the 24 hours recording (second column), daytime 

(third column) and night-time (fourth column) 

 

 

20 
Median:           2 

Maximum:   118 

Median:          2 

Maximum:   74 

Median:           4 

Maximum:   118 

21 
Median:           2 

Maximum:    94 

Median:          1 

Maximum:   68 

Median:           2 

Maximum:    94 

22 
Median:           2 

Maximum:    88 

Median:          2 

Maximum:   88 

Median:           2 

Maximum:    72 
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A.2 Visual Analysis 

Below are the examples obtained from one participating subject (subject 01). 

Since the duration of the awakening period was greater than the duration of the sleep 

period, the day-time’s histograms have y-values (Occurrence) much greater than those 

of the night.  

 

Figure A.1: Histograms of temporal parameters and comparison of values obtained during 

day (blue) and night (red). The x-axis represents the temporal distance [ms] while the y-axis 

represents the occurrence (number of times) the that specific value takes place 

In Figure A.1 the left panel represents the day and night distribution of RiRi+1 intervals. 

while the right panel display the day and night distribution of the AOiAOi+1 intervals. 

Both parameters show the same distribution across daytime and night-time, with an 

increase in the length of the cardiac cycle overnight, so that the existence of a circadian 

pattern is clearly visible by such representation. 
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Figure A.2: Histograms of amplitude parameters and comparison of values obtained during 

day (blue) and night (red). The x-axis represents the amplitude [millig] while the y-axis 

represents the occurrence (number of times) the that specific value takes place 

 

Figure A.3: Histograms of amplitude parameters and comparison of values obtained during 

day (blue) and night (red). The x-axis represents the amplitude [milig] while the y-axis 

represents the occurrence (number of times) the that specific value takes place 
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Figure A.4: Histograms of amplitude parameters and comparison of values obtained during 

day (blue) and night (red). The x-axis represents the amplitude [millig] while the y-axis 

represents the occurrence (number of times) the that specific value takes place 

In 

Figure A.2. Figure A.3 and Figure A.4 amplitude parameters histograms are shown. 

Among them, five parameters – ΔA(IVC-AO), ΔA(IVC-MC), ΔA(AO-minAORE). 

ΔA(RE-minAORE) and the ΔA(AC-minAC) – show a similar pattern: the day 

distribution shows higher values (expressed in millig) as compared to the night 

distribution. Moreover, all distributions have values greater than zero because AO has 

always the highest values and IVC has always the lowest values in terms of amplitude 
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[millig]. The distributions of ΔA(AO-RE) and ΔA(AO-AC) show also negative values 

as sometimes AC and RE reach higher values than AO in terms of amplitude [millig].  

 

In Figure A.5 we can appreciate the histograms relevant to slope parameters with a day 

distribution with higher values (expressed in millig/ms) with respect to the night 

distribution.  

 

 

 

 

 

 

 

 

 

 

Figure A.5: Histograms of slope parameters and comparison of values obtained during day 

(blue) and night (red). The x-axis represents the value of the slope while the y-axis represents 

the occurrence (number of times) the that specific value takes place 
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As regards the temporal parameters, due to the low SCG sampling frequency (64 Hz). 

only PEP, LVET, QT and QTc intervals show a meaningful distribution, with lower 

values during the awakening period (Figure A.6). As regards the QT interval and its 

corrected QT form (Bazett’s correction), corrected QT shows a clear difference in 

distribution between day-time and night-time, less evident in the QTc histogram, as 

expected.  

 

 

 

 

 

 

 

 

 

Figure A.6: Histograms of temporal parameters and comparison of values obtained during 

day (blue) and night (red). The x-axis represents the temporal distance [ms] while the y-axis 

represents the occurrence (number of times) the that specific value takes place 
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