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Abstract

Quantum computing is expected to break the traditional public-key cryptog-
raphy solutions in the upcoming decades, making it paramount to design
new security solutions that can also resist attacks carried out by quantum
computers. Post-quantum cryptography aims to design cryptoschemes that
can be deployed on traditional computers and resist both traditional and
quantum attacks. The deployed post-quantum cryptography solutions will
have to satisfy not only security requirements but also performance ones.
Providing effective hardware support for such cryptosystems is indeed one
of the requirements set by NIST within its ongoing post-quantum cryptogra-
phy standardization process, and it is particularly crucial to ensuring a wide
adoption of post-quantum security solutions across embedded devices at the
edge.

This thesis delivers a configurable FPGA-based hardware architecture
to support BIKE, a post-quantum QC-MDPC code-based cryptoscheme. In
particular, BIKE implements a key encapsulation mechanism, i.e., a cryp-
toscheme that generates and shares a symmetric key between two parties
by employing a public-private key pair. The proposed architecture aims to
improve performance over the existing state-of-the-art software and hard-
ware solutions, and it is configurable through a set of architectural and code
parameters, which make it efficient, providing good performance while
using the resources available on FPGAs effectively, flexible, allowing to
support different large QC-MDPC codes defined from the designers of the
cryptosystem, and scalable, targeting the whole Xilinx Artix-7 FPGA family.
The hardware components implementing QC-MDPC bit-flipping decoding,
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binary polynomial inversion, and binary polynomial multiplication, i.e., the
three most complex operations employed within the BIKE cryptoscheme,
are indeed specifically designed in a parametric way to exploit parallelism as
desired according to the performance requirements and the area constraints
given by the target platform.

Two separate modules target the cryptographic functionality of the client
and server nodes of the quantum-resistant key exchange, respectively. This
thesis delivers a preliminary definition of a methodology to identify the best
parameterization of the configurable hardware components implemented
within the proposed architecture’s BIKE client and server cores. The method-
ology uses a complexity-based heuristic that leverages the knowledge of
the time and space complexity of such parametric components to steer the
design space exploration.

The proposed architecture’s performance was evaluated against state-of-
the-art software and hardware implementations. The proposed architecture’s
client- and server-side instances outperform the state-of-the-art reference
software, exploiting the Intel AVX2 extension and running on a desktop-
class CPU, by up to 1.91 and 1.83 times, respectively. Moreover, compared
to the fastest reference state-of-the-art FPGA-based architecture, which
targets the same Xilinx Artix-7 FPGA family, the architecture described in
this thesis provides a performance speedup of up to six times. In particular,
the proposed architecture executes the whole BIKE key encapsulation mech-
anism in a time ranging from 5.74ms to 0.61ms for AES-128-equivalent
security and from 19.35ms to 1.77ms for AES-192-equivalent security, with
the lowest performance obtained on the smallest FPGAs and the highest
performance when targeting the largest Artix-7 200 chips.
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Sommario

Si prevede che i computer quantistici romperanno le tradizionali soluzioni
di crittografia a chiave pubblica nei prossimi decenni, rendendo fondamen-
tale la progettazione di nuove soluzioni di sicurezza in grado di resistere
anche agli attacchi effettuati dai computer quantistici. La crittografia post-
quantistica ha l’obiettivo di progettare schemi crittografici che possano
essere implementati sui computer tradizionali e che siano in grado di re-
sistere sia agli attacchi tradizionali che a quelli quantistici. Le soluzioni di
crittografia post-quantistica implementate dovranno soddisfare non solo i
requisiti di sicurezza ma anche quelli prestazionali. Fornire un supporto
hardware efficace per tali sistemi crittografici è infatti uno dei requisiti fissati
dal NIST nell’ambito del processo di standardizzazione della crittografia
post-quantistica attualmente in corso, ed è particolarmente cruciale per
garantire un’ampia adozione di soluzioni di sicurezza post-quantistica su
dispositivi embedded all’edge.

Questa tesi fornisce un’architettura hardware configurabile basata su
FPGA per supportare BIKE, un sistema crittografico post-quantistico basato
su codici QC-MDPC. In particolare, BIKE implementa un meccanismo di
incapsulamento della chiave, ovvero uno schema crittografico che genera
e condivide una chiave simmetrica tra due parti impiegando una coppia
di chiavi pubblica e privata. L’architettura proposta punta a migliorare le
prestazioni rispetto alle soluzioni software e hardware esistenti ed è config-
urabile attraverso una serie di parametri architetturali e del codice, che la ren-
dono efficiente, fornendo buone prestazioni e allo stesso tempo utilizzando
efficacemente le risorse disponibili sugli FPGA, flessibile, consentendo di
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supportare diversi codici QC-MDPC di grandi dimensioni definiti dai pro-
gettisti del crittosistema, e scalabile, essendo rivolta all’intera famiglia di
FPGA Xilinx Artix-7. I componenti hardware che implementano la decod-
ifica bit-flipping di codici QC-MDPC, l’inversione di polinomi binari e la
moltiplicazione di polinomi binari, ossia le tre operazioni più complesse
impiegate all’interno dello schema crittografico BIKE, sono infatti apposita-
mente progettati in modo parametrico per sfruttare il parallelismo desiderato
in base ai requisiti prestazionali e i vincoli di area dati dalla piattaforma di
destinazione.

Due componenti distinti realizzano rispettivamente la funzionalità crit-
tografica dei nodi client e server dello scambio di chiave resistente ad
attacchi quantistici. Questa tesi fornisce una definizione preliminare di una
metodologia per identificare la migliore parametrizzazione dei componenti
hardware configurabili implementati all’interno dei core client e server BIKE
dell’architettura proposta. La metodologia utilizza un’euristica basata sulla
complessità che sfrutta la conoscenza della complessità temporale e spaziale
di tali componenti parametrici per guidare l’esplorazione dello spazio di
progettazione.

Le prestazioni dell’architettura proposta sono state valutate rispetto alle
implementazioni hardware e software dallo stato dell’arte. Le istanze lato
client e lato server dell’architettura proposta superano le prestazioni del
software di riferimento, eseguito su una CPU di classe desktop sfruttando
l’estensione Intel AVX2, rispettivamente fino a 1.91 e 1.83 volte. Inoltre,
rispetto all’architettura per FPGA di riferimento più performante, che ha
come target la stessa famiglia di FPGA Xilinx Artix-7, l’architettura descritta
in questa tesi fornisce un miglioramento delle prestazioni fino a sei volte. In
particolare, l’architettura proposta esegue l’intero crittosistema BIKE in un
tempo che va da 5.74ms a 0.61ms per una sicurezza equivalente ad AES-128
e da 19.35ms a 1.77ms per una sicurezza equivalente ad AES-192, con le
prestazioni inferiori ottenute sugli FPGA con meno risorse e le prestazioni
più elevate quando ha come target i chip di fascia più alta Artix-7 200.
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CHAPTER1
Introduction

The last few decades have seen significant technological improvements in
the field of quantum computing. Since the first attempts in the early 1980s
to devise abstract models of computers based on the principles of quantum
physics [39], a vast amount of research has been carried out in the field of
quantum computing to develop novel algorithms and design actual quantum
computers.

The 1990s saw the introduction of the Shor’s [94] and Grover’s [47]
quantum algorithms for integer factoring and database search algorithms,
respectively, which highlighted the first notable examples of algorithms able
to solve in polynomial time problems that would instead be hard, i.e., require
exponential time for solving, on traditional computers. The first pioneering
works also emerged in the academic environment for what concerns the
realization of actual quantum computers, with the first 2-qubit quantum
computer based on nuclear magnetic resonance (NMR) being presented in
1998 [28] and the number of qubits later increased to 7 and 12 in 2000 [65]
and 2006 [79], respectively.

While NMR was discarded due to difficulty in scaling to a larger number
of qubits, a variety of new solutions arose in the following decade from
research on both the academic and industry sides. The rising commercial
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Figure 1.1: Temporal evolution of the qubits per quantum computer by manufacturer. Data
points marked with * are forecasts.

interest for quantum computing saw indeed many of the largest tech com-
panies heavily investing in research in such field. Most current solutions
can be classified as either superconducting, photonics-based, or trapped ion
quantum computers, depending on the underlying technology.

On the superconducting side, IBM presented in 2016 its IBM Quantum
Experience, providing users from general public access to a five-qubit quan-
tum processor through a graphical interface over the cloud [57]. Further
research led IBM to introducing 27-, 65-, and 127-qubit superconducting
quantum computers through 2020 and 2021 [57], with the expectation of
presenting 433- and 1121-qubit models by the end of 2022 and 2023, re-
spectively [58]. Other large companies involved in quantum computing
research include Intel and Google, with the former introducing its Tangle
Lake 49-qubit superconducting chip in 2018 [52] and the latter claiming
for the first time the experimental demonstration of quantum supremacy in
2019 [8]. Photonics-based solutions were more recently introduced from
Canada-based Xanadu, with its 8-qubit X8 [7] and 216-qubit Borealis [71]
quantum processors presented in 2020 and 2022, respectively. On the aca-
demic side, Chinese USTC developed the Jiuzhang [108] and Zuchongzhi
2.1 [109] photonics-based quantum processors. Ion trapped quantum com-
puting solutions include those by IonQ, which presented a 32-qubit model
in 2020.

Although not yet widely available and powerful enough to be used in
real applications, it is widely expected that quantum computers will achieve
in the next decades a computing power that surpasses traditional ones in
certain applications [82]. While actual applications will indeed require a
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number of qubits in the order of millions and an error rate lower than 0.1%,
Figure 1.1 highlights the exponential trend in the growth of the number of
qubits per quantum computer.

The architecture of quantum computers, intrinsically different from the
traditional one, allows them to efficiently solve operations research problems
and drastically speed up the computations in applications ranging from
machine learning to molecular docking. All these problems are instead
computationally complex on traditional computers, thus quantum computing
enables novel applications in a variety of fields, including finance, logistics,
and chemistry. However, the use of quantum computers also opens up the
implementation of mathematical algorithms that more efficiently solve the
problems underlying traditional cryptography, decreasing its security.

Particularly critical is the impact of Shor’s algorithm [94], which solves
the factorization of an integer in polynomial rather than exponential time,
and in a similar way can operate on the sum of two elliptic curves or compute
a discrete logarithm. The availability of quantum computers would therefore
make obsolete the currently used public key cryptosystems, whose security
relies on the difficulty in solving such mathematical problems.

On the contrary, Grover’s database search algorithm [47] highlights a
security reduction by 2× for AES and symmetric cryptoschemes and a 3×
security reduction for cryptographic hash functions such as SHA-2 and SHA-
3. To obtain the same security as nowadays, where the only threat is given
by traditional attacks, it will be sufficient to employ 2x larger symmetric
keys and 3x larger hash digests, respectively.

Traditional public-key cryptosystems, including RSA [90], ECDSA [16],
and Diffie-Hellman [31], underpin cryptographically secure key exchange
mechanisms and digital signature schemes. The secure exchange of a shared
secret is a fundamental component of secure communication protocols
such as TLS [99] and SSH [105], which employ this secret to generate
session keys, known to both parties of the communication, to be used within
symmetric ciphers, which are more performing than public-key ones. The
digital signature schemes also make it possible to guarantee the authenticity
and integrity of a message, i.e., that the message was actually produced by
its author and that it has not been modified by third parties.

Transport Layer Security (TLS) is a cryptographic protocol for secure
communication between two nodes on a TCP/IP network that operates
at the presentation layer. It is the basis of the HTTPS protocol, which
uses TLS to obtain an encrypted connection using public key cryptography.
TLS guarantees the confidentiality, authentication and integrity of the data
transmitted between sender and recipient [87]. The TLS protocol involves
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Figure 1.2: Key exchange using a KEM.

first the exchange of keys through a public key cryptosystem, such as RSA
and Diffie-Hellman, and then a secure communication using symmetric
encryption, such as AES, using the previously exchanged keys.

The threat posed by quantum computers to public key cryptosystems
requires the definition and design of alternative cryptosystems that perform
the same functions, maintaining security against traditional computer attacks
but above all ensuring security against quantum computer attacks. Post-
quantum cryptography (PQC) aims to develop new cryptosystems that are
resistant to both traditional attacks and new quantum attack models, which
can be implemented on traditional architecture computers and on existing
devices, and that can be integrated into the networks and communication
protocols currently in use [17]. Indeed, it is important to distinguish be-
tween post-quantum cryptography and quantum cryptography. The latter
in fact specifically makes use of properties of quantum mechanics to en-
sure data security. For example, quantum key distribution (QKD) allows
exchanging a secret key, preventing an attacker from intercepting it without
this attack being detected by the two sides of the communication. To do
this, QKD systems require a dedicated infrastructure for the transmission
and detection of single photons. By making use of advanced, expensive,
and not commonly available technologies on devices currently in use, such
quantum cryptography techniques are therefore complex to deploy, unlike
post-quantum cryptography.

The National Institute of Standards and Technology (NIST), a USA gov-
ernment agency that has among its aims the definition of cryptographic
standards, is conducting a process for the standardization of PQC cryp-
tosystems, in particular key encapsulation mechanisms (KEM) and digital
signature schemes [76]. At the same time, the USA’s National Security
Agency (NSA) expects to complete the transition to quantum-resistant algo-
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Table 1.1: Status of the NIST PQC standardization process after the third round [77].
Legend: L lattice-based, C code-based, I isogeny-based cryptoscheme.

Status KEMs Digital signatures

Selected for standardization CRYSTALS-Kyber L
CRYSTALS-Dilithium L

Falcon L

SPHINCS+ L

Advancing to the fourth round

BIKE C

Classic McEliece C

HQC C

SIKE I

rithms for national security systems (NSS) to be complete by 2035. Such
transition foresees the effective deprecation of the current public-key systems
currently employed in NSS, i.e., RSA, DH, ECDH, and ECDSA, and their
substitution with the post-quantum KEMs and digital signature schemes
defined in the NIST PQC standardization process [78].

A KEM allows to securely transmit, through a public key algorithm,
a shared secret, which can then be expanded to generate keys to be used
in a symmetric cryptosystem, more efficient for the transmission of long
messages than a public key cryptosystem [96]. After generating a ran-
dom element of the finite group that underlies the implemented public key
cryptosystem, such element is exchanged between the two parties of the
communication, which can finally derive the shared secret by applying a
hash function to the element of the finite group. A KEM consists of three
main primitives, namely the generation of a pair of public and private keys,
the encapsulation of the shared secret and its decapsulation. A key exchange
performed through a KEM is depicted in Figure 1.2.

After the third round of the PQC standardization process, NIST selected
the CRYSTALS-Kyber KEM for standardization, while appointing a fourth
round of evaluation to further analyze BIKE, Classic McEliece, HQC, and
SIKE, as shown in Table 1.1 [77]. Of particular importance for the eval-
uation of cryptosystems are not only the guaranteed security with respect
to traditional and quantum attacks as well as the performance of software
execution, but also the performance of the hardware implementations of
such cryptosystems. In particular, NIST takes Intel Haswell processors and
Xilinx Artix-7 FPGAs as references for software and hardware implemen-
tations, respectively. The latter FPGAs are specifically targeted by NIST
for the hardware ones in order to provide a fair comparison environment for
all proposals by avoiding differences due to the usage of different FPGA
technologies or technology nodes of ASIC implementations.
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Post-quantum KEMs can be mainly divided into lattice-based, code-
based, and isogeny-based cryptography schemes.

The family of lattice-based cryptosystems [73, 80], that are characterized
by a combination of good performance and small public key size, includes
the upcoming NIST PQC standard CRYSTALS-Kyber [20]. From the
mathematical point of view, a lattice L in is a discrete subgroup of Rn that
generates the real vector space Rn. That is, each lattice L in Rn is generated
from a base of Rn by means of linear combinations with integer coefficients.
The main computational problem based on lattices is the shortest vector
problem (SVP), which requires to search for the non-zero vector of a lattice
having minimum norm. This problem is considered hard for both traditional
and quantum computers [83].

Code-based cryptography dates back to the McEliece cryptosystem, in-
troduced in 1978, which is based on the difficulty of decoding a generic
linear code [72]. This problem is in fact recognized as NP-hard. The original
scheme proposed by Robert McEliece makes use of binary Goppa codes,
which allow a particularly efficient decoding [15]. More generally, the pri-
vate key is an error correction code for which an efficient decoding algorithm
is available and which is capable of correcting the desired number of errors.
BIKE [5], Classic McEliece [2], and HQC [1] are post-quantum code-based
cryptosystems in the fourth round of the NIST PQC standardization process.

Finally, isogeny-based cryptography builds its security on the problem of
identifying an isogeny between two isogenous elliptic curves [38]. Isogeny-
based cryptosystems are characterized by the smallest keys and cipher-
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texts among the PQC solutions, although the complexity of the underly-
ing problem severely hinders their performance. SIKE is a post-quantum
isogeny-based cryptosystems currently in the fourth round of the NIST PQC
standardization process [61].

While NIST already selected a lattice-based post-quantum KEM, there
is a crucial need to differentiate on multiple cryptoscheme families that are
based on different computational problems, due to the uncertainty behind the
actual security of these problems against quantum attacks. BIKE or HQC
may represent the most attractive option for general-purpose applications
among the fourth round candidates. SIKE might be a better solution for
applications that need a very small ciphertext, but an attack was recently
demonstrated to break it in one hour on a single-core CPU [24]. For what
concerns Classic McEliece, it is not clear that there are any use cases that
justify its usage of massively large public keys, with a length in the order of
megabits [77].

In particular, BIKE is a KEM based on quasi-cyclic moderate-density
parity-check (QC-MDPC) codes [5]. These codes are used in a scheme
similar to that originally proposed by Niederreiter, which exploits the same
problem as the McEliece cryptosystem [81]. Compared to Classic McEliece,
that implements the traditional Niederreiter cryptosystem with binary Goppa
codes, BIKE has a particularly small public key size, thanks to the quasi-
cyclic nature and the reduced density of the QC-MDPC codes, which allow a
more compact representation [10]. The performances are however markedly
lower than those of Classic McEliece, which using binary Goppa codes has
a much more efficient decoding. BIKE distinguishes itself for two aspects
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related to ciphertext and key lengths and performance. On the one hand,
compared to the other two code-based cryptosystems left in the NIST PQC
standardization process, as shown in Figure 1.3, BIKE has both public key
and ciphertext representations that are more compact than HQC, and a larger
ciphertext but also a dramatically smaller public key than Classic McEliece.
The key size of Classic McEliece is indeed a particularly critical aspect
that hinders the applicability of the cryptosystem in real-world scenarios.
On the other hand, BIKE has the most competitive performance among the
non-lattice-based KEMs [77], as depicted in Figure 1.4, which compares
BIKE to other candidate KEMs in NIST PQC Round 4, when considering
the impact of the transmission cost deriving from sending the public key and
ciphertext between the two nodes of the key exchange.

1.1 Contributions

Post-quantum security will be a crucial aspect across the whole contin-
uum of computing, ranging from the Internet of things to high-performance
computing, and the deployed PQC solutions will have to satisfy not only
security requirements, but also performance ones. Providing an effective
hardware support for post-quantum cryptosystems is indeed one of the
requirements set by NIST within its standardization process, and it is par-
ticularly paramount to ensuring a wide adoption of post-quantum security
solutions across embedded devices at the edge.

This thesis delivers a configurable FPGA-based hardware architecture
that implements the BIKE post-quantum QC-MDPC code-based cryptosys-
tem, with the aim of improving performance over the existing state-of-the-art
software and hardware solutions. The proposed architecture consists of two
client and server modules that support the BIKE KEM execution on the
respective nodes of the quantum-resistant key exchange. This research
provides three main contributions.

First, although there already exists a multitude of hardware solutions to
support QC-MDPC codes, those solutions are often tailored to codes with
dimensions in the order of hundreds of bits. Therefore, they cannot scale
effectively to tens of thousands of bits as required by PQC applications,
where there is a direct relationship between security of a cryptosystem
and the size of the underlying code. This thesis provides the design of
an architecture to effectively support QC-MDPC codes suitable to post-
quantum cryptography applications.

Second, the proposed architecture is not a hard-coded one that is custom-
tailored to a particular QC-MDPC code and to a specific FPGA target.

8
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Instead, the result of this research is a parametric architecture that is efficient,
providing good performance while using effectively the resources available
on FPGAs, flexible, allowing to support different large QC-MDPC codes
defined from the designers of the cryptosystem, and scalable, targeting the
whole Xilinx Artix-7 FPGA family, i.e., the hardware platform identified by
NIST for the proposals in its PQC standardization process.

Finally, this work provides a preliminary definition of a methodology to
identify the best parameterization of the configurable hardware components.
A complexity-based heuristic leverages the knowledge of the time and space
complexity of such parametric components to steer the design space explo-
ration and efficiently identify the combination of parameters that delivers
the best hardware support.

The rest of the thesis is organized as follows. Chapter 2 discusses the the-
oretical background for QC-MDPC code-based post-quantum cryptography
and BIKE. Chapter 3 overviews the state-of-the-art literature concerning
implementations of QC-MDPC code-based cryptography and in particular
of BIKE. Chapter 4 presents a top-down overview of the architecture that
implements the BIKE cryptosystem, starting from the KEM primitives and
then detailing the most complex operations, with a focus on the configura-
bility of the various components by means of parameters that allow tuning
their degree of parallelism. Chapter 5 discusses the experimental results
of the main components and of the whole architecture, comparing them to
reference state-of-the-art software and hardware implementations. Finally,
Chapter 6 presents the conclusions and future works.

9





CHAPTER2
Background

This chapter overviews the theoretical background that underlies the BIKE
post-quantum QC-MDPC code-based key encapsulation mechanism. Un-
derstanding such theoretical aspects provides the reader with knowledge
about how BIKE works, what makes it secure against both traditional and
quantum model attacks, and how it can be implemented in software and
hardware and optimized according to the desired figures of merit. The rest
of this chapter details the structure of a generic key encapsulation mecha-
nism, overviews the BIKE cryptoscheme and the three main primitives that
compose it, and outlines the theory and algorithms underlying the principal
operations associated with binary polynomials and QC-MDPC codes that
are employed in BIKE.

Parts of this chapter are derived from previously published works co-
authored by the author of this thesis. In particular, Section 2.1, Section 2.2,
and Section 2.3 derive from [41], parts of Section 2.4 come from [111]
and [43], and Section 2.5 originated from the work in [110]. More details
about the referenced publications are provided in Appendix A.

11



Chapter 2. Background

2.1 BIKE key encapsulation mechanism

A key encapsulation mechanism (KEM) is a public-key cryptoscheme that
performs the secure transmission between two communicating nodes of a
shared secret, which can then be expanded to generate keys to be used in
a symmetric cryptosystem, since the latter is in general more efficient for
the transmission of long messages than a public key cryptosystem [96]. As
previously shown in Figure 1.2, three main steps compose the key exchange
between client and server nodes performed by means of a KEM. Such
key exchange is the core task within the handshake phase between TLS
clients and servers. First, the client performs the key generation primitive,
producing a private-public key pair and sending the public key to the server.
The server node then generates a shared secret and encrypts it with the
public key of the client. Finally, the client retrieves the shared secret by
decapsulating with its own private key the ciphertext received by the server
node. As a result, the client and server endpoints obtained the same shared
secret.

Secure communication protocols such as TLS 1.3 mandate the usage
of ephemeral keys to enforce the perfect forward secrecy (PFS) property,
thus the design of a computationally efficient key generation primitive is
as important as for the encapsulation and decapsulation ones. It should
be noted that the use of static keys would instead make it possible for a
malicious attacker, once the private key has been compromised, to obtain all
the session keys generated from it. The attacker would therefore be able to
decrypt all the messages exchanged between the two secure communication
nodes. Employing ephemeral keys avoids this vulnerability, since each
session key is generated from a new public-private key pair.

2.2 BIKE

BIKE [6] is a QC-MDPC code-based KEM, based on the Niederreiter
cryptosystem, that leverages quasi-cyclic matrices with coefficients over
Z2. The employed quasi-cyclic (QC) matrices are composed of n0 circulant
blocks with size p × p, that can be equivalently represented by n0 binary
polynomials in Z2[x]/(x

p + 1), with coefficients equal to the first row of the
corresponding circulant blocks.

The arithmetic of p × p circulant matrices over Z2 is thus equivalent
to the arithmetic of binary polynomials in Z2[x]/(x

p + 1). The addition
of two binary polynomials in Z2[x]/(x

p + 1) corresponds to their bit-wise
XOR, while their multiplication consists in their carry-less multiplication

12



2.3. BIKE primitives

Table 2.1: Parameters of QC-MDPC codes for BIKE [6].

Code NIST security level Equivalent security p t v iter
B1 Level 1 AES-128 12323 134 71 5
B3 Level 3 AES-192 24659 199 103 5
B5 Level 5 AES-256 40973 264 137 5

followed by a modular reduction with respect to the xp + 1 irreducible
polynomial. Moderate-density parity-check (MDPC) codes feature sparse
parity-check H matrices, i.e., only a small percentage of values are set to 1,
allowing for a sparse representation by enumerating the positions of bits set
to 1. QC-MDPC codes possess both the quasi-cyclic and moderate-density
properties.

We describe BIKE by using the following notation:

• e = [e0|e1] is a random n-bit error vector with t ≈
√
n bits set to 1,

where n = n0 · p = 2p and each ei is a p-bit vector;

• H = [h0|h1] is the private key, composed of n0 = 2 circulant blocks hi

of size p× p, with v ≈
√
n bits set to 1 for each row of each block hi;

• h is the public key, which is a circulant block of size p× p;

• s is the p-bit syndrome;

• m, m′, m′′, and σ are 256-bit messages;

• c is the (p+ 256)-bit ciphertext;

• K is the 256-bit shared secret.

BIKE provides implementations for NIST security levels 1, 3, and 5,
each of them characterized by a different underlying QC-MDPC code. The
security levels 1, 3, and 5 correspond to AES-128-, AES-192-, and AES-256-
equivalent security, respectively. The employed QC-MDPC codes have a
2p-bit code word length and a p-bit information word length. For simplicity,
we denote each BIKE code as Bj, where j corresponds to the security level.
Table 2.1 reports the QC-MDPC code parameters for each security level of
BIKE.

2.3 BIKE primitives

The BIKE key encapsulation mechanism can be split into three primitives,
which are the key generation, the encapsulation, and the decapsulation. Their
corresponding algorithms are detailed in the rest of this section.

13
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Algorithm 1 BIKE key generation primitive.

1: function [H,σ, h] KEYGEN ( )
2: seed = TRNG ();
3: H = PRNG(SHAKE256(seed));
4: h−1

0 = INVERT(h0);
5: h = h1 ⊙ h−1

0 ;
6: σ = TRNG ();
7: return {H,σ, h};
8: end function

Algorithm 2 BIKE encapsulation primitive.

1: function [K, c] ENCAPS (h)
2: m = TRNG ();
3: e = PRNG(SHAKE256(m));
4: s = e0 ⊕ (e1 ⊙ h);
5: m′ = m⊕ TRUNC256(SHA3-384(e));
6: c = {s,m′};
7: K = TRUNC256(SHA3-384({m, c}));
8: return {K, c};
9: end function

2.3.1 Key generation

First, a 32-bit random seed must be produced by a true random number
generator (TRNG) (line 2 of Algorithm 1). Such random seed is then em-
ployed within the pseudorandom number generation (PRNG) of the private
key H = [h0|h1] (line 3), which is composed of two polynomials each with
Hamming weight equal to v, making use of the SHAKE256 extendable
output function [35]. seed is thus expanded into two uniform random se-
quences of v integer values comprised between 0 and p− 1, corresponding
to the positions of bits set to 1 within the h0 and h1 binary polynomials. A
binary polynomial inversion allows to compute h−1

0 starting from h0 (line
4). The public key h is computed from the binary polynomial multiplication
between h1 and h−1

0 , where h1 is sparse, with Hamming weight equal to
v, while h−1

0 is dense, i.e., it has a Hamming weight ≈ p/2 (line 5). In
addition, a 256-bit message σ is also obtained by a TRNG (line 6). The key
generation primitive outputs the private key H , the corresponding public
key h, and the 256-bit message σ (line 7).

14
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Algorithm 3 BIKE decapsulation primitive.

1: function [K] DECAPS (H , σ, c)
2: s′ = h0 ⊙ s;
3: e′ = DECODE (s′, H);
4: m′′ = m′⊕ TRUNC256(SHA3-384(e′));
5: a = (e′ == PRNG(SHAKE256(m′′))) ? m′′ : σ;
6: K = TRUNC256(SHA3-384({a, c}));
7: return K;
8: end function

2.3.2 Encapsulation

Algorithm 2 details the encapsulation primitive, which takes as its only input
the public key h received from the client node after the key generation. A
256-bit random message m is first obtained by a TRNG (line 2 of Algo-
rithm 2). Such random seed is then expanded through the SHAKE256-based
PRNG into the n-bit error vector e = [e0|e1], which has Hamming weight
equal to t (line 3). The syndrome s is subsequently obtained by XORing
e0 and the product of the binary polynomial multiplication between e1 and
h, where e1 is a sparse polynomial with Hamming weight up to t (line 4).
m′ is the result of the XOR between m and the 384-bit SHA-3 [35] hash
digest of the error vector e′, after truncating the digest to 256 bits (line 5).
The concatenation of the syndrome s and the message m′ corresponds to the
ciphertext c (line 6). The shared secret K is instead obtained by truncating
to 256 bits the SHA-3 digest of the concatenation of m and c (line 7). The
encapsulation primitive outputs the shared secret K and the ciphertext c (line
8).

2.3.3 Decapsulation

Algorithm 3 details the decapsulation KEM primitive, which takes as its
inputs the public key H and the message σ stored on the client side as well
as the ciphertext c = {s,m′} received from the server node after the latter
executed the encapsulation. A binary polynomial multiplication between h0

and s, where the h0 operand is sparse with Hamming weight equal to v, first
produces s′ (line 2 of Algorithm 3), QC-MDPC bit-flipping decoding allows
retrieving the error vector e′, starting from the syndrome s′ and the private
key H (line 3). In particular, BIKE makes us of the Black-Grey-Flip (BGF)
variant of QC-MDPC bit-flipping decoding [34]. m′ is then XORed with
the 384-bit SHA-3 hash digest of the retrieved n-bit error vector e′, after
truncating the digest to 256 bits (line 4). Subsequently, e′ is compared to the
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output of seeding the SHAKE384-based PRNG with m′′. If the two n-bit
vectors coincide, then a is assigned m′′, otherwise it is assigned σ (line 5).
Finally, the shared secret K is computed as the SHA3-384 hash digest of
the concatenation of a and c, that is then truncated to 256 bits (line 6). Such
256-bit shared secret K is the output of the decapsulation primitive (line 7).

2.4 Binary polynomial arithmetic

A finite field, also called Galois field, is a set that contains a finite number
of elements on which the addition, subtraction, multiplication and division
operations are defined. Z2, or GF (2), is the Galois field of two elements,
i.e., the smallest Galois field. The two elements of Z2 are usually referred
to as 0 and 1, and they are respectively the additive and the multiplicative
identities. The field’s addition operation corresponds to the logical XOR
operation, while the multiplication operation corresponds to the logical AND
operation.

Polynomials with coefficients in Z2, i.e., 0 and 1, form a Galois field,
which is commonly referred to as Z2[x] or GF (2)[x]. The Galois field of
binary polynomials with degree m − 1 also referred to as GF (2m). The
addition of two elements of such field corresponds to a bitwise XOR. The
multiplication, instead, consists in the multiplication of the two binary poly-
nomials, followed by a reduction with respect to an irreducible polynomial,
which is taken from the construction of the field. For example, Z2[x]/(x

p+1)
is the Galois field of polynomials with coefficients in Z2 for which the irre-
ducible polynomial is xp + 1, thus polynomials which belong to such field
have degree at most equal to p− 1.

2.4.1 Binary polynomial inversion

In Z2[x]/(x
p + 1), a multiplicative inverse for a polynomial a(x), denoted

by a(x)−1, is a polynomial that when multiplied by a(x) yields the multi-
plicative identity 1, i.e., a(x) · a(x)−1 = 1.

Inversion algorithms can be split in two families, deriving from Euclid’s
algorithm and from Fermat’s little theorem, respectively. Euclid’s algorithm
allows to compute the greatest common divisor between two polynomials,
and polynomial-time algorithms based on it are proposed by [18, 23, 66].
Algorithms based on Fermat’s little theorem date back to the Itoh-Tsujii
algorithm (ITA) introduced by [60] and are employed in the software im-
plementations of BIKE [33] and LEDAcrypt [14] and in the hardware
implementation of BIKE [89].
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2.4. Binary polynomial arithmetic

Algorithm 4 Inversion procedure from [14]. a(x) is a binary polynomial in Z2[x]/(x
p +1)

with a multiplicative inverse, where p is a prime such that ord2(p) = p − 1. d(x) is the
multiplicative inverse of a(x), i.e., d(x) = a(x)−1.

1: function [d(x)] INVERSION(a(x))
2: b(x) = a(x);
3: c(x) = a(x);
4: for i ∈ 1 : (⌈log2 (p− 2)⌉ − 1) do
5: d(x) = c(x)2

2i−1

;
6: c(x) = d(x) · c(x);
7: if (p− 2)2[i] == 12 then
8: d(x) = b(x)2

2i

;
9: b(x) = d(x) · c(x);

10: end if
11: end for
12: d(x) = b(x)2;
13: return d(x);
14: end function

The inversion algorithm employed by the software implementation of
the LEDAcrypt-KEM-CPA cryptoscheme [14] is detailed in Algorithm 4. It
takes a Z2[x]/(x

p + 1) binary polynomial a(x) as input and executes a fixed
number of iterations to output its multiplicative inverse d(x) = a(x)−1. Each
iteration (lines 4-11 in Algorithm 4) consists of two exponentiations (lines
5 and 8) and two multiplications (lines 6 and 9). However, lines 8 and 9 of
iteration i are executed only when the condition at line 7 is verified, i.e., if
the i-th bit of p− 2 is equal to 1. Finally, a squaring operation produces the
inverse polynomial (line 12). Algorithm 4 requires (log2(p− 2) + hw(p−
2) − 1) multiplications and (log2(p − 2) + hw(p − 2)) exponentiations,
where hw(y) represents the Hamming weight, i.e., the number of bits set
to 1, of y. The amount of required operations depends thus not on the input
a(x), but exclusively on the polynomial length p, that is a fixed parameter
of the QC-MDPC code.

2.4.2 Binary polynomial multiplication

Multiplication in Z2[x] conceptually works like long multiplication between
integer numbers, except for the fact that the carry is always discarded instead
of added to the more significant position. This property derives from the fact
that the addition in Z2 corresponds to the logical XOR. For this reason, the
multiplication operation in Z2[x] is also commonly referred to as carry-less
multiplication.
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Figure 2.1: Two multiplication methods implementing the long multiplication algorithm on
digital systems. The number of partial products and additions grows up quadratically
for both schoolbook and Comba algorithms. Comba offers a more efficient scheduling
of partial products, thus optimizing the memory write access pattern.

Considering the quasi-cyclic codes employed in many proposals for
post-quantum code-based cryptosystems, the arithmetic of p× p circulant
matrices over Z2 can be substituted with the arithmetic of polynomials
in Z2[x]/(x

p + 1). In code-based cryptosystems, matrix multiplication is
the most computationally intensive operation of the encryption primitives.
Since matrix multiplication corresponds to polynomial multiplication when
considering quasi-cyclic codes, it is crucial for the performance of these
post-quantum cryptosystems to implement the latter operation in an effective
way.

The rest of this section overviews a few state-of-the-art algorithms to
perform polynomial multiplication, i.e., the ones used in the proposed im-
plementation. It is important to note that the multiplication algorithms have
been selected to provide top-notch performance at reasonable complexity
cost, according to the range of sizes employed in quantum-resistant code-
based cryptography. The use of more complex algorithms provides no extra
performance but a non-negligible resource overhead, since they are expected
to perform better when the operand sizes are orders of magnitude higher
than what is needed to support code-based cryptography.
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Schoolbook multiplication

The schoolbook multiplication method implements the long multiplication
for the execution on a digital system. Starting from the binary representation
of the Z2[x] polynomials, each factor is split into digits according to the
actual operand size of the digital system, e.g., 32 or 64 bits on current general-
purpose computers. The long multiplication algorithm is then implemented
considering the digits as elementary units in the multiplication algorithm.

Figure 2.1a depicts the schoolbook multiplication between two polynomi-
als A and B. Each polynomial has been split in three digits Ai and Bi, where
their size is not explicitly reported since the method works for any possible
digit size and consequently number of digits. Remarkably, a larger digit size
corresponds to a smaller number of digits for each polynomial and therefore
a smaller number of corresponding partial products to be computed, thus
resulting in a faster computation. In particular, the number of AiBj partial
products and the number of additions increase quadratically with the number
of digits.

Comba multiplication

The Comba multiplication method [30] minimizes the number of memory
writes by optimizing the order of computation of the partial products (see
Figure 2.1b). In particular, the Comba algorithm requires exactly the same
number of partial products and corresponding additions as the schoolbook
approach, but it minimizes the number of bits required to store in memory
the sum of the partial products.

For example, the final value for the R0 digit is written in memory when
the A0B0 partial product is ready. Thereafter, the Comba method operates a
right shift of digit size to trash the lower part of the A0B0 partial product,
since it is not necessary anymore. In a similar manner, the final value for the
R1 digit is written in memory when the subsequent A0B1 and A1B0 partial
products have been computed and added to the upper part of A0B0. Once
again, the lower part of the intermediate result is trashed out since it is no
longer useful.

To this extent, the Comba method ensures a maximum of 2× size(digit)
bits for the intermediate result, while the schoolbook algorithm requires
at least N × size(digit) bits, where N is the number of digits of each
operand. In general, even though the number of required multiplications
and additions remains the same, the optimized memory access pattern of the
Comba solution provides better performance than the schoolbook approach.
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Figure 2.2: Multiplication of two-digit polynomials considering schoolbook and Karatsuba
algorithms. Karatsuba optimizes the computation by leveraging the intuition for which
multiplications are more computationally expensive than additions in Z2[x]. In partic-
ular, schoolbook requires four multiplications and three additions, while Karatsuba
performs the same computation using three multiplications and six additions.

Karatsuba multiplication

The Karatsuba algorithm [64] optimizes the performance of the polynomial
multiplication by reducing the number of partial products to be computes.
This method leverages the intuition for which the multiplication is far more
computationally expensive than the addition in Z2[x]. Figure 2.2 depicts
the multiplication of two operands, each of them split in two digits, using
either the schoolbook (see Figure 2.2a) or the Karatsuba (see Figure 2.2b)
approaches. The schoolbook solution requires four multiplications and
three additions to perform the polynomial multiplication. In contrast, the
Karatsuba approach requires three multiplications and six additions.

The recursive application of the Karatsuba multiplication formula, i.e.,
computing the partial products through Karatsuba multiplications with
smaller operands, allows further reducing the time complexity compared to
schoolbook and Comba algorithms.

2.4.3 Binary polynomial exponentiation

Exponentiation in Z2[x]/(x
p + 1) is the operation that computes g(x) =

f(x)k, where the base f(x) and the result g(x) are polynomials in Z2[x]/(x
p+

1) while the exponent k is a number. If k is a positive integer, then the ex-
ponentiation corresponds to iterating k times the multiplication of the base
f(x). Squaring, i.e., g(x) = f(x)2, is a basic case of exponentiation, where
k is equal to 2. Notably, in Z2[x]/(x

p+1) it is computed by interleaving the
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Algorithm 5 Exponentiation procedure. f(x) is a binary polynomial in Z2[x]/(x
p + 1),

where p is a prime such that ord2(p) = p− 1. k is a non-zero positive integer, i.e., k > 0.
g(x) = f(x)k.

1: function [g(x)] EXPONENTIATION(f(x), k)
2: g(x) = 0;
3: for i ∈ 0 : (p− 1) do
4: g(x)[(i · k) mod p] = f(x)[i]⊕ g(x)[(i · k) mod p];
5: end for
6: return g(x);
7: end function

bits of the input polynomial f(x) with bits set to 0. Extending the squaring
case to the more general exponentiation in Z2[x]/(x

p + 1), the computation
of g(x) = f(x)k revolves around the idea that two consecutive elements in
f(x) will be separated by k − 1 other elements in g(x). Coefficients of g(x)
are initialized to 0. Bits in the f(x) polynomial are read one by one starting
from bit 0 up to bit (p− 1), and they are added (XORed, since coefficients
are in Z2) to the g(x) polynomial starting from bit 0 and incrementing each
time by k, with the increment operation being performed modulo p, until all
the p bits have been written.

For generic m and k, where m is the binary polynomial length, there
may be cancellations, i.e., there could be two 1s of the input polynomial
that contribute to the same bit of the result polynomial, thus canceling each
other because of the XOR operation. However, it is guaranteed that there
are no cancellations if m and k are coprime, i.e., their greatest common
divisor (GCD) is 1. In the considered application of QC-MDPC codes
to cryptography, i.e., the BIKE and LEDAcrypt cryptosystems, m values
are always prime numbers p, while k values are powers of 2, therefore
the coprimality condition is always verified and it is guaranteed that there
are no cancellations. The exponentiations can therefore be considered
equivalent to permutations. The g(x) = f(x)2

s exponentiation, where f(x)
and g(x) are polynomials in Z2[x]/(x

p + 1), p is a prime number, and s
holds a positive integer value, can be equivalently expressed as the Pi → Pj ,
j = (i · ((2s) mod p)) mod p permutation, where Pi and Pj indicate the
positions of coefficients in f(x) and g(x), respectively.

Restricting the exponentiations to the ones with power k equal to 2s, with
s holding a positive integer value, the computation can also be performed by
iterating s times the squaring of the f(x) polynomial.

Algorithm 5 details the procedure to compute the exponentiation of a
binary polynomial in Z2[x]/(x

p + 1). It takes as inputs the f(x) polynomial
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Figure 2.3: Example of exponentiation.

and the k non-zero positive integer value, which constitute the base and the
exponent, respectively, and it produces the corresponding g(x) polynomial,
where g(x) = f(x)k. The exponentiation procedure starts by setting the
g(x) polynomial to 0, i.e., its corresponding binary representation is initially
constituted by all p bits set to 0 (see line 2 in Algorithm 5). Then, for each
i ranging from 0 to (p− 1), the algorithm computes the value of the bit in
position i ·k mod p of the g(x) polynomial, i.e., g(x)[i ·k mod p], as the bit-
wise exclusive OR between the values of g(x)[i ·k mod p] and the i-th bit of
the f(x) polynomial, i.e., f(x)[i] (see lines 3-5 in Algorithm 5). Notably, if
k and p are coprime, each bit of g(x) is assigned exactly once inside the for
loop in Algorithm 5, hence each bit of g(x) can be computed independently
from the other bits of the same polynomial. Line 2 of Algorithm 5 thus
becomes g(x)[(i·k) mod p] = f(x)[i]. The coprimality condition is verified
in the considered application of QC-MDPC codes to cryptography, i.e., the
BIKE and LEDAcrypt cryptosystems.

Figure 2.3 shows an example of the iterative exponentiation procedure
in Algorithm 5 to compute g(x) as the 4-th power of f(x). f(x) and g(x)
are polynomials in Z2[x]/(x

p + 1) represented as p-bit binary values, where
k is equal to 4 and p is equal to 11. The procedure takes 12 timesteps. At
timestep 0, all bits in g(x) are cleared, i.e., set to 0. One bit of the f(x)
polynomial is then processed at each of the subsequent 11 timesteps, with
the i-th bit in the f(x) polynomial contributing to generate the bit in position
i · k mod p in the g(x) polynomial (see line 4 in Algorithm 5), where i
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ranges from 0 to 10. For each timestep, the processed and generated bits in
f(x) and g(x) polynomials are highlighted in red. At the final timestep, the
value of g(x) is the result of the exponentiation, i.e., g(x) = f(x)4.

2.5 Quasi-cyclic moderate-density parity check codes

Quasi-cyclic low-density parity check (QC-LDPC) and quasi-cyclic moderate-
density parity check (QC-MDPC) codes emerged as viable solutions to
design post quantum cryptosystems due to two main advantages enabled
by their internal structure, i.e., their quasi-cyclicness and their sparse na-
ture. On the one hand, such structure allows a significant decrease of the
computational complexity of both the software and hardware implementa-
tions of KEMs that make use of such codes. On the other hand, the size of
the private-public keypair and the ciphertext is also significantly reduced,
resulting in a tighter memory footprint.

The rest of this section provides an overview of the basics of QC-LDPC
and QC-MDPC codes with a focus on their decoding algorithms.

2.5.1 Moderate-density parity-check codes

Low-density parity-check (LDPC) codes are linear error correction codes
that were first introduced by Gallager [44] and that allow transmitting mes-
sages over noisy channels. Their parity-check matrices are characterized by
a low Hamming weight, i.e., a low number of bits set to 1, which enables
a sparse representation. Moderate-density parity-check (MDPC) codes are
defined by parity-check matrices with a higher density than LDPC ones, but
they can still be represented effectively in a sparse way.

Without loss of generality, we are focusing on binary MDPC codes since
they were the most widely adopted in code-based post-quantum cryptogra-
phy. Starting from the definition of the Galois field of order 2, i.e., GF2, we
denote as GF k

2 the k-dimensional vector space defined over GF2. To this
end, a binary linear code denoted as C(n, k) is defined as a mapping which
univocally associates each binary k-tuple, i.e., the information vector, to a
binary n-tuple, i.e., the codeword (see Equation (2.1)).

C : GF k
2 → GF n

2 (2.1)

In general, an MDPC code C(n, k) is defined by its parity-check ma-
trix H that has r rows and n columns, where r = n− k [10]. Such matrix
can be graphically represented by the associated Tanner graph, that is a
bipartite graph made of n variable nodes and r check nodes. A codeword bit
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Figure 2.4: Tanner graph of an MDPC code with n = 7 and r = 3. The steps of the
bit-flipping algorithm used to correct the bit of the codeword associated to the V6

variable node are marked from T0 to T4.

is associated to each variable node, while each parity-check bit is associated
to a check node. In particular, the set of all the parity-check bits defines
the so-called syndrome vector s. Each hi,j element of the H matrix set to
1 indicates that the j-th bit in the codeword participates in the i-th parity
check equation. The i-th syndrome bit is therefore computed as the bitwise
XOR of all the codeword bits involved in the i-th parity-check equation. For
example, the Tanner graph of a binary MDPC code with n = 7 and r = 3 is
depicted in Figure 2.4, while Equation (2.2) defines the corresponding H
matrix. For each parity-check node, the number of incoming edges is equal
to the number of ones in the corresponding row of the H matrix, while the
number of incoming edges to each variable node is equal to the ones in the
corresponding column of the H matrix.

H =

1 0 1 0 0 1 0

0 1 0 1 0 0 1

0 0 1 0 1 0 1

 (2.2)

Once a codeword is received, the decoding procedure analyzes the parity-
check equations by generating the syndrome s of the codeword c through
H , according to Equation (2.3).

s = c ·HT (2.3)

The received codeword is considered to be error-free when the syndrome is
a null vector. In case the received codeword contains errors, the error correc-
tion algorithm iteratively recovers such errors in the codeword until either all
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2.5. Quasi-cyclic moderate-density parity check codes

the parity check equations are satisfied, i.e., the syndrome is the null vector,
or the codeword is declared unrecoverable and, thus, it has to be retransmit-
ted by the sender. We note that, regardless of the use of soft-decision, e.g.,
Logarithmic-Likelihood-Ratio Sum-Product Algorithm (LLR-SPA) [10], or
hard-decision, e.g., bit-flipping (BF), error correction algorithms, all the
available codeword decoding algorithms implement an iterative procedure.
Soft-decision decoders represent the most employed decoding solutions in
telecommunication applications due to their superior performance coming
from the exploitation of the available channel information [10]. In contrast,
the bit-flipping algorithm represents the most employed decoding solution
when no medium information is available, the floating point support is not
available, and an efficient decoder design is required [10]. Considering its
vast applicability and the possibility of delivering efficient decoders, the bit-
flipping decoding algorithm is the sole solution adopted by the code-based
cryptosystems participating to the NIST post-quantum competition.

Figure 2.4 depicts an example of the iterative bit-flipping decoding pro-
cedure, made of one iteration and five time-steps, i.e., T1-T5, to correct a
received codeword by means of the bit-flipping algorithm. At time T0 the
sender transmits the codeword c = 0100101, that is received with an error
by the receiver at time T1 as c = 0110101. In this example, the received
codeword contains an error in the bit associated to V2, i.e., its value is 1
instead of 0. The bit-flipping decoding algorithm associates each bit of the
received codeword to the corresponding variable node, and the syndrome is
computed at time T2 according to Equation (2.3). We note that the syndrome
is made of three bits, i.e., one bit for each parity-check node. In particular,
the parity-check equations corresponding to the parity-check nodes C0 and
C2 are not satisfied and, thus, the error-recovery strategy of the bit-flipping
algorithm takes place. For each iteration, the bit-flipping algorithm can flip
one or more bits in the received codeword according to the information
contained in the unsatisfied parity-checks (UPC) vector. For each variable
node, the corresponding UPC value corresponds to the number of failed
parity-check equations, i.e, the number of connected parity-check nodes
whose associated syndrome bit has a value equal to 1. The UPC vector is
defined by Equation (2.4) and it is computed at time T3 (see Figure 2.4).

UPC = s ·H (2.4)

Starting from the UPC vector, the bit-flipping algorithm flips each bit in
the codeword for which the corresponding UPC value is above a certain
threshold. We note that the threshold selection is a parameter of the bit-
flipping algorithm and it strongly depends on the specific MDPC code.
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The threshold is selected to minimize the trade-off between the decoding
failure rate (DFR), i.e., the number of times the algorithm fails decoding the
received codeword, and the number of decoding iterations. At time T4, the
codeword is updated by flipping the bits corresponding to UPC values greater
or equal to the threshold (which, as an example, can be set to the maximum
of the values assumed by the UPC vector). In our case, the codeword
bit corresponding to the variable node V2 is flipped from 1 to 0, since its
UPC value is equal to 2 (the maximum value assumed by the UPC vector).
Finally, at time T5, the syndrome bits associated to the flipped codeword
bits are also flipped, which is a faster way to update the syndrome vector
than recomputing the vector-matrix multiplication in Equation (2.3). In the
example in Figure 2.4, the syndrome bits corresponding to parity-check
nodes C0 and C2 are both flipped from 1 to 0. Being the syndrome after T5

equal to the null vector, the decoding procedure can be interrupted since the
codeword has been certainly recovered correctly, i.e., all the transmission
errors have been corrected. Otherwise, if the syndrome vector were not a
null vector, the iterative procedure would have been continued by repeating
the steps executed at the time-steps from T3 to T5.

2.5.2 Circulant matrices

A circulant matrix is defined as a square matrix where each row is obtained
by shift-rotating the preceding row to the right by one position. By construc-
tion, a circulant matrix is therefore regular, i.e., both columns and rows have
constant weight. A p× p circulant matrix A, where each element is denoted
as ai with i ∈ [0, ..., p− 1], is shown in Equation (2.5).

A =


a0 a1 a2 ... ap−1

ap−1 a0 a1 ... ap−2

ap−2 ap−1 a0 ... ap−3

... ... ... ... ...

a1 a2 a3 ... a0

 (2.5)

We note that the arithmetic of circulant matrices of size p is isomorphic to
the arithmetic of the polynomials modulo xp − 1 over the same field as the
coefficients of the circulant matrices. The circulant matrix A is therefore
isomorphic to a polynomial a(x) with coefficients given by the elements of
the first row of the matrix, as shown in Equation (2.6).

a(x) = a0 + a1 · x+ a2 · x2 + ...+ ap−1 · xp−1 (2.6)
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Considering the case of binary linear block codes, the arithmetic of p× p cir-
culant matrices over Z2 can be substituted by the arithmetic of polynomials
in Z2[x]/(x

p + 1), which provides a reduction in the storage requirements
and a faster execution of the arithmetic operations.

2.5.3 QC-MDPC codes

Quasi-cyclic (QC) codes are linear block codes C(n, k) whose parity-check
matrices H are composed of r0 × n0 circulant blocks, each of size p × p,
where n = n0 · p, k = k0 · p and r0 = n0 − k0. Considering post-quantum
code-based cryptosystems, we focus on the r0 = 1 case, for which the
corresponding family of QC codes has a rate of (n0 − 1)/n0. In this case,
the parity check matrix is defined by Equation (2.7), where each block Hi

with i ∈ [0, . . . , n0 − 1] is a circulant matrix of size p× p.

H =
[
H0 H1 ... Hn0−1

]
(2.7)

The structure of quasi-cyclic codes enables efficient encoding implemen-
tations by means of fast binary polynomial multipliers. However, the lack of
an efficient decoding support, due to the inherent structure of the H matrix,
prevented their widespread use for a long time. QC-LDPC and QC-MDPC
codes have been explored as particular classes of quasi-cyclic codes that
are characterized by parity-check matrices which are well-suited for LDPC
and MDPC decoding algorithms, where the matrix is sparse and it avoids
the presence of short length cycles in the associated Tanner graph [10]. In
particular, QC-LDPC and QC-MDPC codes combine the efficient decoding
and the low decoding failure rate (DFR) of LDPC and MDPC codes with
the efficient encoding and the small memory footprint of QC codes.

2.5.4 QC-MDPC bit-flipping decoding

This part overviews the baseline bit-flipping decoding algorithm for QC-
MDPC codes and its Black-Gray-Flip (BGF) variant, which is employed
within the BIKE cryptoscheme, highlighting their general structure as well
as the optimizations introduced by the BGF algorithm.

Baseline bit-flipping decoding

Algorithm 6 describes the baseline QC-MDPC bit-flipping decoding proce-
dure. The main bit-flipping decoder function, i.e., BFDecoding, executes
a predefined number of iterations (see lines 3-10 in Algorithm 6) to produce
the error vector (e) and the decoding failure boolean flag (fail) as outputs.
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Algorithm 6 Bit-flipping decoding procedure for MDPC codes [12]. H is a p× n parity
check matrix, where n = p · n0. s is a p-bit syndrome vector. e is an n-bit error vector.
fail is a 1-bit flag that is set in case of decoding failure.

1: function [e, fail] BFDECODING(H, s)
2: e = 0; fail = 0;
3: for i ∈ 1 : itermax do
4: thr = THRESHOLD(s);
5: upc = s ·H;
6: ebf = (upc ≥ thr) ? 1 : 0;
7: e = e⊕ ebf ;
8: sbf = ebf ⊙HT ;
9: s = s⊕ sbf ;

10: end for
11: fail = (s == 0) ? 0 : 1;
12: return e, fail;
13: end function

Each decoding iteration consists of a sequence of six operations. First, a
threshold is computed as a function of the syndrome vector (line 4). Then,
the vector of unsatisfied parity checks (UPC) is computed as the product
of the syndrome vector s and the parity-check matrix H , treating both s
and H as integer numbers rather than values in Z2 (line 5). The obtained
integer UPC values are compared to the threshold value, producing an error
bit-flips vector (ebf ) with bits set to 1 in positions corresponding to UPC
values greater than or equal to the threshold and set to 0 otherwise (line 6).
The error vector is then updated by XORing the error bit-flips vector (line
7), and the syndrome bit-flips vector sbf is computed through the carry-less
multiplication between ebf and H (line 8). Finally, the syndrome vector is
updated by XORing sbf (line 9). Once all the decoding iterations have been
executed, the fail flag is set to 1 to signal a decoding failure if the syndrome
has Hamming weight not equal to 0, while it is set to 0 otherwise.

From the computational complexity viewpoint, the UPC computation (see
line 5 in Algorithm 6) and the syndrome bit-flips computation (see line 8
in Algorithm 6) represent the two most critical operations. In fact, both
the UPC and the syndrome bit-flips computations impose a vector-matrix
multiplication, i.e., the former between the syndrome and the H matrix
and the latter between the error bit-flips vector and H . In particular, the
UPC computation is performed in the integer domain, while the syndrome
bit-flips computation is instead performed in the binary domain. Concerning
the remaining operations, the threshold computation procedure is usually
customized to minimize both the decoding failure rate (DFR) of the under-
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Algorithm 7 BGF decoding procedure [34, 89]. H is a p× n parity check matrix, where
n = 2p. s is a p-bit syndrome vector. e is an n-bit error vector. black and gray are n-bit
vectors. fail is a 1-bit flag that is set in case of decoding failure.

1: function [e, fail] BGFDECODING(H, s)
2: e = 0; fail = 0;
3: for i ∈ 1 : itermax do
4: thr = THRESHOLD(s+ e ·HT );
5: e, black, gray = BITFLIPITER(s+ e ·HT , e, T,H);
6: if i = 1 then
7: e = BITFLIPMASKEDITER(s+ e ·HT , e, black,H);
8: e = BITFLIPMASKEDITER(s+ e ·HT , e, gray,H);
9: end if

10: end for
11: fail = (s == 0) ? 0 : 1;
12: return e, fail;
13: end function

14: function [e, black, gray] BITFLIPITER(s, e, thr,H)
15: black = 0; gray = 0;
16: for j ∈ 0 : n− 1 do
17: if upc(H, s, j) ≥ thr then
18: ej = ej ⊕ 1;
19: blackj = 1; grayj = 0;
20: else if upc(H, s, j) ≥ thr − 3 then
21: blackj = 0; grayj = 1;
22: end if
23: end for
24: return e, black, gray;
25: end function

26: function [e] BITFLIPMASKEDITER(s, e,mask,H)
27: for j ∈ 0 : n− 1 do
28: if upc(H, s, j) ≥ (((v + 1)/2) + 1) then
29: ej = ej ⊕maskj ;
30: end if
31: end for
32: return e;
33: end function

lying QC-MDPC code and the number of iterations required to decode a
codeword, and it is negligible from the computational viewpoint, similarly to
the other three operations, i.e., the error bit-flips computation and the update
of both the error and syndrome vectors, which consist of vector operations
with a linear complexity.
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Black-Gray-Flip decoding

The BIKE cryptoscheme makes use of the Black-Gray-Flip (BGF) variant
of the QC-MDPC bit-flipping decoding algorithm. The BGF decoding algo-
rithm, which was introduced in [34], is listed in Algorithm 7. Similarly to
the previously detailed BFDecoding function, the BGFDecoding func-
tion, which implements the BGF decoding procedure, executes a predefined
number of iterations (see lines 3-10 in Algorithm 7) to produce the error
vector (e) and the decoding failure boolean flag (fail) as outputs.

The BGF decoding procedure differs from the baseline one only during
the first decoding iteration. In such case, two black and gray n-bit vectors
are generated, setting their bits to 1 if the UPCs in the corresponding posi-
tions are larger than thr (lines 17-19) and thr−3 (lines 20-21), respectively,
where thr is a threshold computed as a function of the syndrome, as in the
general bit-flipping algorithm. The black and gray vectors are thereafter
XORed, in two separate iterations (lines 7 and 8), with the error vector bits
corresponding to UPC values larger than (((v + 1)/2) + 1) (lines 32-33),
where v is the Hamming weight of a row of a Hi block of the parity-check
matrix.

Notably, the additional black and gray iterations introduced by the BGF
algorithm do not increase the complexity of the generic bit-flipping decoding
procedure, since they require simple comparison and XOR operations, over
n-bit vectors, which are thus characterized by linear complexity.
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CHAPTER3
State of the art

This chapter provides an overview of the state-of-the-art literature concern-
ing the implementation of QC-MDPC code-based cryptosystems. Such
implementations comprise both hardware and software ones and range from
low-end embedded platforms up to higher-end desktop-class systems.

The state of the art is discussed by analyzing first the implementations
of standalone binary polynomial arithmetic and QC-MDPC decoding oper-
ations, and then the complete implementations of QC-MDPC code-based
cryptosystems with a particular focus on BIKE.

Parts of this chapter are derived from previously published works co-
authored by the author of this thesis. In particular, the multiplication state-of-
the-art discussion in Section 3.1 was adapted from [111], the exponentiation
and inversion literature analysis in Section 3.2 and Section 3.3 resulted
from [43], the decoding state-of-the-art discussion in Section 3.4 came
from [110], and parts of Section 3.5 overviewing complete cryptoscheme
implementations were taken from [41]. More details about the referenced
publications are provided in Appendix A.
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3.1 Binary polynomial multiplication

The state-of-the-art contains several proposals that implement multiplication
for the Galois field of binary polynomials, both in the form of software
libraries, custom extensions to the instruction set architecture (ISA), and
hardware accelerators.

On the software side, the gf2x [22] software library is the de-facto refer-
ence for fast multiplication of polynomials over Z2, implementing several
multiplication algorithms to optimize the computation for different operand
sizes. In contrast, the NTL [95] library either implements only the Karatsuba
multiplication algorithm, or it can act as an overlay to the gf2x library, while
the MPFQ [45] library is specifically tailored to deliver high performance for
finite fields of moderate size, when the modulus size is known in advance.

From the ISA point of view, Intel introduced the PCLMULQDQ in-
struction and the corresponding hardware support in its Westmere archi-
tecture for the purpose of accelerating the computation of the AES Galois
Counter Mode (AES-GCM) authenticated encryption algorithm [48]. The
PCLMULQDQ instruction performs the carry-less multiplication of two
64-bit operands. The work in [32] leverages the VPCLMULQDQ instruc-
tion, which is intended to further accelerate AES-GCM and which is the
vectorized extension of PCLMULQDQ, to compute multiplications between
large-degree binary polynomials, i.e.. polynomials with degree greater than
511. In particular, results considering polynomials of degree up to 216 predict
a 2× speed-up compared to the previous computing platforms. Similarly, the
ARMv8-A architecture provides the VMULL.P64 instruction, which takes
as inputs two 64-bit NEON registers and outputs their product, computing
according to binary polynomial multiplication, on a 128-bit NEON register.

On the hardware side, the state-of-the-art contains several architectures
implementing ad-hoc hardware accelerators for the Galois field of binary
polynomials, either in the form of bit-serial, digit-serial, or bit-parallel
multipliers.

The bit-serial architectures have a low hardware complexity, thus they
are well-suited for low-power and resource-constrained implementations.
In particular, such hardware accelerators output the M -bit result after M
clock cycles, thus their latency strictly depends on the size of the input. [46]
presents a low-power bit-serial multiplier architecture for binary polynomi-
als for which an M -bit multiplier implementation requires 28 ×M gates.
The limited performance and flexibility in trading performance and area
utilization of bit-serial architectures, prevents their use to design multipliers
with operands of size in the order of tens of thousands of bits.
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In contrast, bit-parallel architectures are intended for performance-oriented
implementations, since they perform the M -bit multiplication in one clock
cycle. However, they are characterized by a high critical path delay and a
high area consumption, which grows up more than linearly with the size of
the operands [36]. To this end, the bit-parallel multipliers in the state-of-the-
art are limited to relatively small operand sizes, i.e., one or two thousands of
bits at the most. [29] details the realization of the optimal bit-parallel design
given the structure of the target binary polynomial Galois field, i.e., the size
of the polynomials of the field and its associated irreducible polynomial.

We note that all bit-parallel solutions leverage the size of the operands
to deliver efficient ad-hoc architectures. To this end, each architecture is
customized for a specific Galois field and it is therefore not reusable. The
limited flexibility and the hardware complexity that grows with the size of
the operands make the bit-parallel architectures unsuitable to design large
binary multipliers intended to be implemented on a large variety of FPGA
devices, regardless of the size of the operands.

Differently from bit-parallel solutions, digit-serial polynomial basis mul-
tipliers offer a superior design flexibility. In particular, the operands are
organized in digits, i.e., chunks with a fixed number of bits, and the multipli-
cation proceeds on a digit-by-digit basis. The possibility to configure the
size of the digit allows to trade the performance with the resource utiliza-
tion. [84] presents a low-area and scalable digit-serial architecture to perform
polynomial basis multiplications over Z2[x]. Two digit-serial architectures
for multiplication over Galois fields employing the normal basis represen-
tation are presented in [9, 85]. By rewriting the multiplication equations
in a normal basis form, the design in [85] can reduce both the hardware
complexity and the combinational critical path. In contrast, the digit-serial
multiplier presented in [9] aims to speedup the exponentiation and the point
multiplication, in any case a double multiplication is required and traditional
schemes are performance-limited due to data dependences.

We note that the scalability offered by digit-serial solutions is limited to
the possibility of configuring the size of the digit, i.e., the number of bits that
are processed in parallel. Normally, state-of-the-art solutions are validated
on limited operand sizes, less than few thousands of bits, thus the scalability
issues of such solutions have not been fully highlighted. Differently, the
implementation of large binary multipliers requires to extend the flexibil-
ity of current digit-serial architectures with the use of fast multiplication
algorithms to aggressively reduce the number of computed partial products,
without increasing the design complexity.

In particular, several works in the state-of-the-art demonstrate the pos-
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sibility of implementing the Karatsuba algorithm into the multiplier to
minimize the number of computed partial product and, thus, to improve the
overall multiplication performance. [101] proposes a hardware multiplier
employing an ad-hoc implementation of the Karatsuba algorithm for 240-bit
polynomials. The design takes 30 clock cycles to perform a single multi-
plication, but the ad-hoc combinational logic structure severely thwarts the
scalability of the multiplier. [40] presents a hardware multiplier relying on a
Karatsuba-like approach. Depending on the operand size, the solution opti-
mizes the performance by allowing to split the operands either into 4, 5, 6 or
7 blocks. However, the fixed architecture limits the scalability of the solution
in the exploitation of the resources available in large FPGAs. Moreover,
the design has been validated against polynomials of degree up to 99. [13]
compares two implementations of binary polynomial multipliers targeting
the encryption function of LEDAcrypt. Depending on the actual Hamming
weight of one of the two polynomials, i.e., the number of its coefficients
set to 1, the authors discuss the possibility of using dense-sparse binary
polynomial multipliers rather than traditional Karatsuba-like dense-dense
architectures. In particular, the dense-dense multiplier implements a single
iteration of the Karatsuba algorithm and either one serial or three parallel
Comba multipliers to compute the three partial products. Such multiplier
works at 100 MHz and the parallel and serial versions are provided as two
separate implementations.

Few hardware implementations of multipliers specifically targeting the
BIKE cryptosystem are also available in the state-of-the-art literature. [56]
considered the FPGA-based design of two polynomial multipliers for BIKE,
one implementing the multiplication between two dense operands and one
implementing the multiplications between a dense and a sparse operand. The
FPGA-based implementation by the authors of BIKE in [89] employed a
multiplication module that minimized the BRAM usage by parallelizing the
computation of a simpler schoolbook multiplication algorithm rather than
applying a more complex one such as Karatsuba’s. Such area-optimized
approach comes at the expense of performance, with the execution time
having a quadratic relation to the p/b ratio, i.e., O(⌈p/b⌉2), where p is the
polynomial length and b is the bandwidth of the multiplication module.
The latter is the only configurable parameter in the proposed multiplication
architecture. Finally, the later FPGA-based implementation of BIKE in [88]
only implements a dense-sparse multiplication module, which exploits the
sparse representation of one of the two operands in the binary polynomial
multiplication.
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3.2 Binary polynomial exponentiation

Few implementations of the exponentiation algorithm have been proposed
in the last decade to efficiently support the key generation algorithm in
post-quantum QC-MDPC code-based cryptosystems and more in general
the computation of binary polynomial inversion.

[33] proposed two main optimizations for the software computation of
GF (2m) exponentiations. First, the permutation corresponding to a f(x)2

k

exponentiation is fully precomputed by storing in a lookup table the positions
of bits in the inverse polynomial and indexing them by the original positions
in the input polynomial f(x). Lookup tables can be precomputed for all
values held by k during the inversion algorithm, which depend exclusively
on p. Second, f(x)2k exponentiations are executed faster as a chain of k
squarings, when k is smaller than a threshold value, which depends on the
underlying computing architecture. The authors exploited the Intel AVX2
and AVX512 extensions to further improve the performance of the software
computation.

However, the proposed lookup tables required p · (⌈log2(p− 2)⌉ − 1) ·
⌈log2 p⌉ bits of memory, and may thus not be suitable to constrained devices
such as microcontrollers. [14] optimized the memory requirements by using
a smaller lookup table, that holds only the (⌈log2(p − 2)⌉ − 1) values
obtained as 2i mod p, with i ∈ {1, 2, ..., ⌈log2(p − 2)⌉}. The position of
the j-th coefficient, where 0 ≤ j ≤ p − 1, of a(x)2i is instead computed
at run-time as (j · (2i mod p)) mod p, i.e., through a multiplication and a
modulus operation.

[89] proposed three different strategies for the computation of the f(x)2k

exponentiation with arbitrary k. The first one iterates k squaring operations,
i.e., f(x)2, processed by a squaring module. The second one implements
two modules, one computing f(x)2 and the other computing f(x)2

4 . The
latter is used as long as the remaining exponent of the squaring chain is
≥ 4, otherwise the iterative computation is done by the former. The third
strategy combines a fixed squaring module computing f(x)2 and a module
that directly computes f(x)2

k exponentiations with arbitrary k. f(x)2
k

exponentiations are executed by the latter module when k ≥ BW , where
BW is the width of the architecture datapath, otherwise they are computed
by iterative squaring. The third strategy was shown to provide the best
performance, while occupying slightly more resources than the first one.
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3.3 Binary polynomial inversion

Several algorithms to compute the multiplicative inverses in GF (2m) and
their hardware implementations have been proposed since the 1980s. In
general, the state-of-the-art proposals can be split into two main families,
deriving respectively from Fermat’s little theorem and Euclid’s algorithm.

Fermat’s little theorem states that, if p is a prime number, then for any
integer a the number ap− a is an integer multiple of p, and it was at the core
of the first state-of-the-art proposals, such as [103] and ITA [60], and other
Fermat-based software and hardware implementations were later introduced
by [37, 55, 70, 86, 91, 92, 97].

Euclid’s algorithm computes the the greatest common divisor of two
natural, i.e., positive integer numbers, and it can be generalized to binary
polynomials. It was first adapted to compute multiplicative inverses in
GF (2m) by [23], which introduced the inversion procedure known as Brun-
ner’s algorithm. Subsequent proposals based on Euclid’s and Brunner’s
algorithms were [18, 49, 66].

The following paragraph details the earlier literature proposals for binary
polynomial inversion algorithms and their hardware and software imple-
mentations. [103] first proposed in 1985 an algorithm that required (m− 2)
multiplications and (m − 1) cyclic shifts, where m is the length of the
binary polynomials, and targeted a VLSI implementation. [60] proposed
the Itoh-Tsujii algorithm (ITA), requiring at most (m− 1) cyclic shifts and
2(log2(m−1)) multiplications, with a significant reduction from [103]. [37]
introduced an algorithm with O(m log2m) time complexity, that employs
serial-in-parallel-out multiplication and is suited for VLSI implementation.
While the previous proposals derived from Fermat’s little theorem, [23]
presented a design based on the Euclid’s algorithm. It computes the inverse
by repeated shifts and subtractions, enabling an efficient hardware imple-
mentation with O(m) complexity for both area and time. [49] proposed
a variant of the algorithm in [23] that made it more suitable to a systolic
architecture. The two proposed architectures are parallel-in parallel-out and
serial-in serial-out systolic arrays, with throughput 1 and 1/m, respectively,
and both with (8m− 1) cycles latency. [97] proposed a Fermat-based algo-
rithm that reduced the number of required multiplications by decomposing
m − 1 into several factors and a small remainder. Such decomposition is
applied recursively until finding the minimum required number of multi-
plications [91] proposed an efficient architecture based on ITA that makes
use of addition chains and targets FPGA devices. It is tailored to a special
class of irreducible trinomials, and results are shown for GF (2193). [92]
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further improved the performance on the same Galois field by deriving a
parallel formulation of the ITA. [86] modified the ITA algorithm to bet-
ter use the available FPGA resources and require shorter addition chains,
and showed the proposed method to be scalable for polynomial degrees
comprised between 100 and 300. [66] proposed an algorithm that targeted
modern CPUs with hardware support for fast carry-less multiplication. The
operations in several contiguous iterations of the extended Euclid’s algo-
rithm are represented as a matrix nd can then be performed at once by means
of a single carry-less multiplication instruction, resulting in fewer multipli-
cation and XOR instructions. [55] improved and parallelized ITA, targeting
FPGAs and polynomials with length in the order of hundreds. [70] modified
ITA to reduce latency by enabling the parallel computation between some
multiplications and squarings. It was implemented on FPGA and targeted
polynomials with degree in the order of few hundreds for elliptic curve
cryptography. [18] introduced a divide-et-impera strategy for computing
greatest common divisors and inverses for generic GF (pm) rings in constant
time.

Remarkably, all the previously listed state-of-the-art proposals targeted
binary polynomials with degree in the order of few hundreds at most, due to
the lesser requirements of traditional PKC and error control coding schemes.

Only few and more recent proposals target instead polynomials with de-
grees in the order of tens of thousands, that are thus suitable to post-quantum
QC-MDPC cryptography. They are software and hardware implementa-
tions of the BIKE and LEDAcrypt cryptosystems. The software ones target
modern x86_64 CPUs that support custom instructions for carry-less multi-
plication, while the hardware one targets Artix-7 FPGAs.

[33] introduced a constant-time algorithm for polynomial inversion,
targeting the software implementation of BIKE and based on Fermat’s little
theorem. The authors optimized the exponentiation operation and further
improved performance by means of a source code targeting the latest Intel
Ice Lake CPUs, that support the AVX512 and VPCLMULQDQ instructions.

[14] presented a Fermat-based algorithm, not dissimilar from the one
introduced in [33], that is employed in the software implementation of
LEDAcrypt and was previously detailed in Section 2.4.1.

[89] presented the FPGA-based implementation of BIKE that employs
an inversion algorithm based on [55]. The employed algorithm differs
from the one used in [33], requiring the same number of exponentiations,
but slightly less operations if the exponentiations are computed by means
of iterated squarings. Notably, the inversion algorithms employed in the
[14, 33, 89] implementations of BIKE and LEDAcrypt require the same
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number of exponentiations and multiplications.
The authors of [89] later applied instead the extended Euclidean algorithm

first proposed by [18], rather than a Fermat-based one, to another FPGA-
based implementation of BIKE [88].

3.4 QC-MDPC bit-flipping decoding

LDPC and QC-LDPC codes have traditionally been used in telecommuni-
cation applications ranging from wired, e.g., 10GBase-T Ethernet [106],
to wireless ones, e.g. WiMax (IEEE 802.16e) and WiFi (802.11n) [50],
due to their superior error-correction capabilities [10]. However, the recent
advances in quantum computing highlighted the possibility of employing
the class of QC-LDPC and QC-MDPC codes as the codes underlying code-
based quantum-resistant cryptosystems [93]. QC-LDPC codes were indeed
employed by the LEDAcrypt cryptoscheme, which was admitted to the third
round of the NIST PQC standardization process [11], while BIKE, currently
a candidate for standardization in the fourth round, akes use of QC-MDPC
codes [5].

From the decoding point of view, the state of the art contains several
proposals addressing the optimized design of decoders to support QC-
LDPC codes. In the following we classified them in two main groups:
i) soft-decision decoders, e.g., Belief Propagation (BP), Sum-Product Algo-
rithm (SPA), and their variations, that employ a message-passing structure,
and ii) hard-decision decoders, i.e., bit-flipping algorithms, designed to offer
a simple decoder implementation. Traditionally, soft-decision decoders offer
superior decoding performance than hard-decision ones, i.e., bit-flipping so-
lutions, thanks to the use of the channel information. In contrast, bit-flipping
decoders have a favorable less complex design. The rest of this section
discusses the state-of-the-art proposals on decoding, targeting QC-LDPC
codes. We note that the review aims to highlight the main limitations and
constraints that prevent the use of current state-of-the-art solutions in the
design of QC-LDPC decoders for post-quantum cryptography.

Among the soft-decision decoders, [62] proposed a FPGA-based QC-
LDPC decoder for the Chinese Digital Television Terrestrial Broadcast-
ing (DTTB) standard, which is based on the soft-decision min-sum algo-
rithm. [104] describes a parallel GPU implementation of the soft-decision
min-sum decoder for QC-LDPC codes, targeting both the WiMax and WiFi
standards. Despite the interesting performance of the proposed parallel GPU
decoder, the underlying QC-LDPC C(n, k) codes for WiFi and WiMax have
the (n, k) pair of parameters equal to (1944, 972) and (2304, 1152) for WiFi
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and WiMax, respectively, thus tens of times smaller than the ones employed
in post-quantum QC-LDPC cryptosystems. An additional hardware imple-
mentation of a soft-decision decoder for the 802.11n WiFi standard, thus
targeting small codes, is proposed in [98]. In contrast, [107] presents a 90nm
CMOS implementation of a soft-decision decoder for QC-LDPC codes with
n values up to 96000 bits. Despite the code size is aligned with the one
employed in current QC-LDPC-based cryptosystems, the decoder in [107] is
tailored to a specific code structure that is intended for telecommunications.
To this end, the underlying code cannot offer the security margin required
by post-quantum code-based cryptosystems.

Considering telecommunication applications, the use of soft-decision
decoders represents the optimal choice due to the possibility of implement-
ing a system approaching the channel capacity limit [10]. However, such
superior performance is achieved by leveraging the channel information
in the decoding procedure. To this end, QC-LDPC and QC-MDPC codes
meant for post-quantum cryptosystems can not employ soft-decision algo-
rithms, since the cryptosystem is expected to operate even when the channel
information is not available, e.g., encryption and decryption of digitally
stored data. Moreover, the complexity of soft-decision decoders limits their
scalability in supporting large QC-LDPC and QC-MDPC codes [59]. The
state-of-the-art contains several families of proposals, i.e., Weighted Bit
Flipping (WBF) [68], Modified WBF (MWBF) [63], and Gradient Descent
Bit Flipping (GDBF) [102], aiming at optimizing the performance of the
baseline bit-flipping algorithm, i.e., hard-decision decoders. However, for
each of them, the performance improvement is obtained by leveraging some
sort of channel information, thus preventing their use in the design of de-
coders for post-quantum cryptosystems [59]. In summary, the baseline
bit-flipping algorithm represents the most important candidate to deliver
hardware accelerated decoders for quantum-resistant QC-LDPC and QC-
MDPC cryptosystems. We note that such design choice is also supported by
the fact that all the QC-LDPC and QC-MDPC code-based cryptosystems
participating in the third round of the NIST PQC standardization process
made use of the bit-flipping decoding procedure in its baseline version or in
a variant with slight modifications.

Among the hard-decision decoders, [53] presents a hardware implemen-
tation of the LEDAcrypt KEM submitted to the first round of the NIST
competition. Such version of the cryptosystem proposes a variant of the
bit-flipping decoder, i.e., the Q-decoder, that has been dismissed due to a set
of security vulnerabilities in the theoretical decoding scheme [4]. In fact, the
current LEDAcrypt submission to the third round of the NIST competition

39



Chapter 3. State of the art

employs a baseline bit-flipping decoder, thus making the work in [53] obso-
lete. [100] proposes a lightweight implementation of a bit-flipping decoder
for QC-LDPC codes. Despite the fact that the solution in [100] does not offer
a configurable area-performance trade-off, it suffers two other limitations.
On the one hand, the decoding execution time is in the order of tens of
milliseconds. Onthe other hand, the design is limited to small QC-LDPC
codes that offer an 80-bit security level, while post-quantum cryptography
mandates larger codes to achieve a security level comprised between 128
and 256 bits. The BIKE round 3 specification document [5] discusses the
decoder implementation of the BIKE QC-MDPC code-based cryptosystem,
that leverages a light variant of the bit-flipping algorithm. In particular, the
baseline bit-flipping algorithm has been slightly modified in its first iteration
to conditionally perform an additional error correction task. We also note
that a software implementation of the BIKE bit-flipping decoder employing
the Intel AVX512 extension is discussed in [34]. In a similar manner, both
the reference C11 and the optimized Intel AVX2 software implementations of
the bit-flipping decoder employed in the current version of the LEDAcrypt
cryptosystem, are discussed in its third round specification document [11].

All the previously listed solutions however either are software-implemented
ones, with a few of them specifically designed for post-quantum QC-LDPC
or QC-MDPC code-based cryptosystems, or hardware-implemented ones
that only target telecommunications QC-LDPC codes.

To this end, it is of paramount importance to provide efficient and scalable
hardware decoders to support the emerging QC-MDPC cryptosystems, since
the available software solutions reveal the impossibility to cope with the
required performance, more so when considering the steep increase of the
key length expected in the near future. Few recent works proposed hardware
bit-flipping decoders specifically designed to be suitable for post-quantum
QC-MDPC cryptography applications.

[67] proposed a bit-flipping decoder for QC-MDPC codes, that is, how-
ever, only configurable in the bandwidth of its datapath, with the goal of
supporting the LEDAcrypt PQC cryptosystem. [89] provided the first FPGA-
based implementation of the BGF decoder employed by BIKE. The proposed
decoding architecture is composed of three modules, respectively devoted
to computing the threshold function, computing the Hamming weight of
the updated syndrome vector, and updating the error vector in both the
traditional bit-flipping and black and gray iterations. The architecture is
configurable in the bandwidth parameter, which allows delivering different
decoding instances depending on the desired area and performance. For
instance, such parameter corresponds to the number of UPCs computed in
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parallel and to the number of error vector bits concurrently evaluated in the
bit-flipping phase. A later FPGA-based implementation of BIKE by the
same authors [88] also uses the same decoding architecture as [89].

3.5 KEM primitives

While several works focused on the optimal design of single key operations
to support QC-MDPC code-based cryptosystems, the literature also contains
few proposals that provide complete hardware or software implementations
of QC-MDPC code-based post-quantum cryptosystems.

[51, 100] proposed the implementation of the McEliece cryptosystem
with QC-MDPC codes on FPGAs. In particular, [51] targeted a performance-
oriented design while [100] focused on a resource-optimized one. [54] dis-
cussed a fast implementation of QC-MDPC Niederreiter encryption for
FPGAs, outperforming the work in [51] thanks to using a hardware module
to estimate the Hamming weight of large vectors and proposing a hardware
implementation tailored to low-area devices for encryption and decryp-
tion used in QC-MDPC code-based cryptosystems. The authors of BIKE
presented a VHDL FPGA-based implementation, targeting Xilinx Artix-7
FPGAs and providing support for the key generation, encryption, and de-
cryption KEM primitives on a unique design [89]. However, the proposed
architecture was custom-tailored to smaller FPGA targets, up to Artix-7 100,
and it employed the AES and SHA-2 cryptographic functions as random
oracles, thus supporting a now obsolete specification of BIKE. Finally, [88]
proposed an updated FPGA-based implementation that employed a Keccak
core rather than AES and SHA-2, as specified in the latest version of the
BIKE cryptoscheme [6]. The proposed architecture targets Artix-7 FPGAs
and the authors listed three instances implementing the whole KEM provid-
ing a range of area-performance trade-offs. The smallest one requires less
resources than the lightweight one from [89] and provides a more than 3×
speedup, while the largest one takes 3.7ms compared to the 4.8ms of the
high-speed one from [89] while also occupying a smaller area.

On the software side, implementations of QC-MDPC code-based cryp-
tosystems participating in the NIST PQC competition are open-source and
publicly available. Two separate software versions of LEDAcrypt, a refer-
ence one written in plain C11 and an optimized one that exploits the AVX2
extension for recent Intel Core CPUs, are available at [11]. [5] provides
instead two software implementations of BIKE, a reference one written in
plain C11 and an optimized one that exploits the Intel AVX512 extension.
Other works from literature provide software implementations for ISAs
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other than the Intel x86 one, with [26] targeting ARM Cortex-M4 micro-
controllers and [27] introducing support for RISC-V computing platforms.
Further additional implementations of BIKE, including a fully portable
one, versions optimized for AVX2 and AVX512 instruction set extensions,
and implementations optimized for CPUs that support PCLMULQDQ and
VPCLMULQDQ instructions, are also publicly available on Github [3].

Finally, [74] proposed a mixed hardware-software (HW/SW) approach
that made use of three HLS-generated accelerators, each implementing
one of the BIKE primitives. The HW/SW approach allowed mixing the
usage of hardware acceleration for the most computationally expensive
primitives with the software execution of the least complex ones. The
proposed solution resulted in three different combinations of hardware-
implemented and software-executed KEM primitives on three chips from
the Xilinx Zynq-7000 family of heterogeneous SoCs, which feature ARM
CPUs coupled with programmable FPGA logic equivalent to the Artix-7
one.
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CHAPTER4
Methodology

This chapter details the proposed hardware architecture by following a
top-down approach.

First, it provides an overview of the architecture of client and server top
modules implementing the three BIKE KEM primitives [41] and discusses
the performance profile of software across different computing platforms,
allowing to identify the operations on which to focus RTL design effort.
Then, it details the architecture of modules implementing such most com-
plex operations, namely bit-flipping decoding [110] and binary polynomial
inversion [43], multiplication [111], and exponentiation [43], as well as pseu-
dorandom number generation and SHA-3. Finally, it discusses a heuristic for
design space exploration that leverages the time- and space-complexity anal-
ysis of the employed configurable components to steer the fast identification
of the architectural parameters that deliver the best hardware support [41].

Parts of this chapter are derived from previously published works co-
authored by the author of this thesis. The description of the KEM primitives
architecture in Section 4.1 and of the complexity-based DSE heuristic in
Section 4.8 were derived from [41]. The architectural description of the
decoding component in Section 4.2 was updated from the one introduced
in [110]. The descriptions of the inversion and exponentiation components’

43



Chapter 4. Methodology

architectures in Section 4.3 and Section 4.5, respectively, originated from
[43]. Finally, the discussion of the dense-dense multiplication architecture
in Section 4.6 was derived from [111]. More details about the referenced
publications are provided in Appendix A.

4.1 KEM primitives architecture and software profiling

The proposed hardware architecture foresees separating the components that
implement the operations being carried out on the KEM client and server
nodes. The client node is tasked with performing the key generation and
decapsulation primitives, while the server one is limited to executing the
encapsulation, as previously discussed in Section 2.1, The two client and
server architectures are detailed separately in the following.

4.1.1 Client architecture

The client architecture implements the cryptographic core to support the
client-side execution of BIKE. The client architecture consists of two main
modules, key generation (KeyGen) and decapsulation (Decaps), which are
depicted in Figure 4.1a and Figure 4.1b, respectively. In order to minimize
duplicate hardware resources, the pseudorandom generator (PRNG) and the
multiplier (Mul) are shared between the KeyGen and Decaps modules
and are depicted as dashed blocks in Figure 4.1a and Figure 4.1b.

Key generation

The KeyGen module, depicted in Figure 4.1a, implements Algorithm 1.
It features a BW -bit input (trng_i) to receive a 256-bit random value
from the external true random number generator (TRNG), and outputs
the public (h) and private (H) keys using the pub_o and prv_o outputs,
respectively. Notably, the random output value σ that is part of the key
generation procedure (see Algorithm 1), is produced by the external TRNG
during the key generation procedure and output via the sig_o port.

The implementation of the key generation algorithm of BIKE requires
performing three subsequent hardware operations, namely pseudorandom
generation (PRNG), binary polynomial inversion (Inv), and binary poly-
nomial multiplication (Mul), each computed by a dedicated component.
The PRNG component is tasked with generating the private key H , that
is composed of the h0 and h1 binary polynomials. The h0 polynomial is
produced in both the sparse and dense forms, while h1 is stored only in its
sparse form. The dense-represented h0 polynomial is then inverted by the
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Figure 4.1: Top-view architecture of the key generation and decapsulation modules. The
blocks with dashed lines are shared by the two modules.
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Inv component, and the result of the binary polynomial inversion is finally
multiplied by the sparse h1 polynomial within the Mul component, that
performs binary polynomial multiplication between a dense polynomial and
a sparse one. The output of the Mul component, i.e., the result of the binary
polynomial multiplication, corresponds to the public key h, that is output
through the pub_o BW -bit port, while the previously obtained private
key H is output through the prv_o BW -bit port.

Decapsulation

The Decaps module, shown in Figure 4.1b, implements Algorithm 3.
It features three BW -bit inputs to receive the private key H (prv_i),
σ (sig_i), and the shared secret encrypted by the server c (ctx_i), and it
outputs the shared secret K through ss_o.

The implementation of the decapsulation primitive of BIKE requires per-
forming a sequence of four hardware operations, namely binary polynomial
multiplication (Mul), QC-MDPC bit-flipping decoding (Dec), computation
of SHA-3 hash digest (SHA-3), and pseudorandom generation (PRNG),
each computed by a dedicated component. The dense syndrome s, which
is part of the ciphertext c, is first multiplied by the sparse polynomial h0

within the dense-sparse binary polynomial multiplier Mul. The resulting
product corresponds to the s′ vector, which is then fed to the bit-flipping
decoding component Dec together with the private key H to decode it and
obtain the e′ n-bit error vector. The latter is subsequently hashed by the
SHA-3 module and the resulting digest is XORed with m′, obtaining m′′.
Thereafter, if the result of the pseudorandom generation seeded by m′′ is
equal to e′, then the SHA-3 module computes the digest of {m′′, c}, i.e.,
m′′ concatenated to the ciphertext c, otherwise it hashes {σ, c} to avoid
information leakage while also raising a decapsulation error flag. In case
of a successful decoding, the resulting digest is the shared secret, which is
output by the ss_o BW -bit port.

4.1.2 Server architecture

The server architecture implements the cryptographic core to support the
server-side execution of BIKE. The architecture of the server consists of the
encapsulation module (Encaps). Although the software execution of the
encapsulation is significantly faster than the more complex key generation
and decapsulation, the web server scenario foresees a multitude of concur-
rently active connections, thus mandating for efficient hardware support also
for encapsulation.
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Figure 4.2: Top-view architecture of the encapsulation module.
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Encapsulation

The Encaps module, which is depicted in Figure 4.2, implements Algo-
rithm 2. It takes as inputs a 256-bit random message m and the public
key h through the BW -bit trng_i and pub_i ports, respectively, and
outputs the shared secret K, through ss_i, and the ciphertext c, i.e., the
shared secret encrypted with the public key received from the client, through
ctx_o.

The implementation of the encapsulation primitive of BIKE requires
performing a sequence of three hardware operations, namely pseudorandom
generation (PRNG), binary polynomial multiplication (Mul), and computa-
tion of the SHA-3 hash function (SHA-3), each computed by a dedicated
component. m is first expanded by the PRNG component to generate the
random error vector e = [e0|e1] with Hamming weight t, and the dense-
represented h is then multiplied by the sparse-represented e1 in the dense-
sparse binary polynomial multiplier Mul. The resulting product is then
XORed with e0, obtaining the syndrome s. m′ is computed by XORing
the message m with the SHA-3 hash digest of the error vector e, and the
concatenation of s and m′ corresponds to the ciphertext c. Finally, the
shared secret K is produced as the SHA-3 hash digest of the message m
concatenated to the ciphertext c. c is output through the ctx_o BW -bit
port, while the ss_o BW -bit port outputs the shared secret K.

4.1.3 Profiling of software performance

In order to understand on which parts of the BIKE cryptoscheme to focus the
design effort, we first evaluate how it performs when executed in software
on a range of different computing platforms. Such an analysis considers 32-
and 64-bit architectures, ARM and x86 ISAs, embedded- and desktop-class
processors, plain-C99 and AVX2-optimized software, and NIST security
level 1 and 3 instances of BIKE.

Table 4.1 details the performance profile of the software execution of
BIKE on the different computing platforms, highlighting the ratio of ex-
ecution time taken by the main operations on the client and server nodes
of the key exchange. The BIKE cryptoscheme was executed 100 times for
each considered combination of CPU, software implementation, and security
level, collecting the execution times and computing their average.

The performance profile data was collected on a 32-bit ARM Cortex-A9
CPU, on a 64-bit ARM Cortex-A53 CPU, and on a Intel Core i5-10310U
CPU. ARM Cortex-A9 is an embedded-class 32-bit processor implementing
the ARMv7-A instruction set architecture (ISA), ARM Cortex-A53 is an
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Table 4.1: Breakdown of the percentage execution times of BIKE for different security levels,
architectures, and software implementations. Legend: C client, S server node, Kg key
generation, En encapsulation, De decapsulation primitive, PRNG and H pseudorandom
generation, Inv. inversion, Mult. multiplication, Dec. decoding, Other other operations
executed in the KEM primitives, K and L SHA-3 hash function.

Target CPU, software version and NIST security level
ARM32 ARM64 Intel Intel

KEM KEM C99 [5] C99 [3] C99 [3] AVX2 [3]
node prim. Op. SL1 SL3 SL1 SL3 SL1 SL3 SL1 SL3
C Kg PRNG 0.1% 0.1% 0.8% 0.7% 0.5% 0.4% 1.0% 0.6%

Inv. 40.0% 41.9% 35.7% 36.5% 44.7% 45.7% 17.8% 16.9%
Mult. 1.6% 1.7% 1.8% 1.8% 2.2% 2.3% 0.8% 0.7%
Other 0.0% 0.0% 0.1% 0.0% 0.1% 0.0% 0.4% 0.1%

De Dec. 58.1% 56.2% 58.3% 58.1% 50.4% 49.8% 73.8% 77.3%
L func. 0.1% 0.1% 0.1% 0.1% 0.2% 0.1% 1.3% 0.9%
H func. 0.1% 0.1% 1.4% 1.3% 0.8% 0.7% 1.4% 1.0%
K func. 0.0% 0.0% 0.1% 0.0% 0.1% 0.1% 0.7% 0.4%
Other 0.0% 0.0% 1.6% 1.4% 1.1% 0.9% 3.0% 1.9%

S En H func. 5.8% 3.0% 39.7% 40.0% 25.1% 23.3% 32.5% 33.0%
Mult. 85.4% 90.9% 50.3% 54.5% 65.9% 71.2% 15.8% 22.7%
L func. 4.3% 2.7% 3.9% 2.6% 4.7% 3.1% 26.1% 26.1%
K func. 1.2% 0.8% 2.2% 1.4% 2.6% 1.6% 17.1% 13.6%
Other 3.3% 2.6% 3.8% 1.5% 1.7% 0.7% 8.5% 4.5%

embedded-class 64-bit processor implementing the ARMv8-A ISA, and
Intel Core i5-10310U is a desktop-class 64-bit processor implementing the
x86-64 ISA and providing support for the Intel AVX2 extension.

On the ARMv7-A platform, the execution of the reference implementa-
tion from the official BIKE NIST submission [5] resulted in a performance
profile characterized by binary polynomial inversion and BGF decoding
occupying up to 42% and 58% of the execution time on the KEM client
side, with binary polynomial multiplication taking instead up to 91% of the
execution time on the server side.

The execution of the portable additional implementation of BIKE, com-
patible with 64-bit ARM architectures and written in C99 [3], on the ARMv8-
A CPU highlighted binary polynomial inversion and BGF decoding taking
up to 37% and 58% of the execution time on the client side, with uniform
random number generation and binary polynomial multiplication taking
instead up to 40% and 55% of the execution time on the server side.

Executing the same C99 software [3] on the Intel x86-64 processor saw
client-side execution time being almost equally distributed between inversion
and decoding, taking up to 46% and 50%, respectively, while the server-side
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execution is more unbalanced with multiplication taking up to 71% and
PRNG taking up to 25%. Overall, the results are quite similar to ARMv8-A
software execution, due to not using any Intel-specific optimization.

On the contrary, the execution of the AVX2-optimized software [3] on
the same Intel CPU produced quite different results. On the client side,
the decoding procedure takes a larger portion of the execution time, up
to 77%, while inversion only takes up to 18%. On the server side, the
execution time is distributed between SHA3-384 computation, PRNG, and
multiplication, taking up to 43%, 33%, and 23%, respectively. Notably,
AVX2 instructions provide the higher speedup to the operations in binary
polynomial arithmetic, namely multiplications and inversions, where the
latter is computed as iterated multiplications and exponentiations. Binary
polynomial multiplications and inversions end up therefore taking smaller
shares of the KEM execution time.

Overall, the obtained results support the decision to focus the design effort
for the proposed FPGA-based hardware architecture on the optimization
of the QC-MDPC bit-flipping decoding, binary polynomial inversion, and
binary polynomial multiplication operations. The architecture of each of
these components is described in detail in the following sections.

4.2 QC-MDPC bit-flipping decoding architecture

The decoding architecture implements the QC-MDPC bit-flipping algorithm
detailed in Algorithm 6. This section overviews the decoding component
introduced in [110] discussing its parametric architecture and outlining the
time and space complexity as functions of both the architecture and code
parameters.

Figure 4.3 shows the architectural top level view of the proposed de-
coder (BF-decoder). The BF-decoder takes the syndrome (s) and the
parity-check matrix (H) in input, and it outputs the error vector (e) and the
boolean flag (fail) to signal any failure in the decoding procedure.

From the computational viewpoint, the BF-decoder is made of two stages
to calculate the UPCs (calcUpc) and the syndrome bit-flips (calcBf).
We note that the decoding architecture is optimized by leveraging the sparse-
ness and quasi-cyclic properties of QC-MDPC codes. Indeed, only the
positions of the v ones of the first row of each Hi block are stored, since
each Hi block is both a sparse and a circulant matrix.

The calcUpc stage takes the syndrome and the blocks of the H matrix
in input and it outputs the UPCs and the weight of the syndrome. At the
beginning of a new decoding, i.e., when the isNewDec signal of MUX1
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Figure 4.3: Top-level view of the proposed bit-flipping decoding architecture.
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is equal to 1, the initial syndrome is received from the primary inputs.
In contrast, for each subsequent iteration of the decoding algorithm, the
syndrome is updated with the syndrome bit-flip vector generated by the
calcBf stage. At the start of each iteration, the weight of the syndrome is
computed by the sWeight module, and its value is used by the upc2bf
module. The calcUpcmodule sequentially computes the UPCs for each Hi

block of the H matrix. Once the UPCs from the Hi block, i.e., UPCi, have
been computed, they are passed to the upc2bf module with a bandwidth
equal to BW times the size in bits of the maximum UPC value (which is v).
The upc2bf module filters the incoming UPCs by comparing them with
the UPC threshold to produce, as a result, the error bit-flip vector (eBfi).
We note that the eBfi vector is fed to the calcBf stage to i) compute the
syndrome bit-flips, and to ii) update the error vector.

Within each iteration of the bit-flipping algorithm, the calcBf stage
updates both the syndrome bit-flips and the error vector starting from any
incoming error bit-flip vector (eBfi). In particular, the chain made of the
calcUpc and the upc2bf modules produces a set of n0 eBfi vectors,
where each of them corresponds to a specific Hi block of the parity-check
matrix. To this end, the calcBf stage receives n0 eBfi vectors, i.e., one
for each Hi block in the H matrix, to compute the fully updated syndrome
bit-flip vector (sBf ), as well as the update of the error vector.

We note that the error vector e is made by n0 blocks of size 1× p, thus
each error bit-flip vector (eBfi) updates a portion of the error vector (see the
e = e⊕ [0, ...,0, eBfi,0, ...,0] update equation in Figure 4.3). In contrast,
sBf is a 1× p row-vector obtained by performing the bitwise XOR of all
the received eBfi row-vectors (see sBf = ⊕i(eBfi ·H∗, iT ) equation in
Figure 4.3). At the end of each iteration of the decoding procedure, i.e.,
lines 4− 8 in Algorithm 6, the bitwise XOR between the current syndrome
and the syndrome bit-flip vector is performed in the next iteration (see line
9). From the architectural viewpoint, the syndrome update is performed by
the calcBf module (see the s = s⊕ sBf equation in Figure 4.3).

4.2.1 Dual-memory computing architecture

Apart from the configurable bandwidth (BW ) that is used to trade the
performance with the resource utilization, the proposed decoder implements
a dual-memory architecture to perform the efficient and scalable computation
of the two most time-consuming operations in the bit-flipping decoding
procedure, i.e., the UPC computation (UPCi = s ·Hi) and the generation
of the syndrome bit-flip vector (sBfi = eBfi ·HT

i ).
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Figure 4.4: Detailed view of the proposed dual-memory architecture.
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This section discusses the proposed dual-memory architecture that is
meant to perform the efficient vector-matrix multiplication between a vector
v and a sparse circulant matrix A. We demonstrate that the use of such an
architecture allows to adopt an efficient divide-and-conquer approach in the
computation, thus delivering an additional knob to trade the performance
with the resource utilization.

Figure 4.4 shows the dualMem dual-memory architecture as made of
three stages, i.e., vOp, calc, and acc. The operand (vOp) and accumula-
tor (acc) stages implement two memory elements to store the vector v and
the partial result vector, respectively. In contrast, the compute stage (calc)
performs the actual vector-matrix computation starting from the inputs from
both the accumulator and the operand stages. The dual-memory architecture
receives two inputs, i.e., the vector v and the position of the ones in the A ma-
trix, and outputs the vector resulting from the vector-matrix multiplication.
The v vector is actually a primary input of the dual-memory module and it
is stored in the memory of the operand stage (Mv). In contrast, the circulant
matrix A is never stored nor received as input in its dense representation.

We note that the computational efficiency of the proposed dual-memory
architecture sits on the possibility of substituting the time-consuming vector-
matrix multiplication with a set of fast shift-rotate additions due to the fact
that the A matrix, i.e., the Hi blocks of the H matrix in QC-MDPC codes, is
both circulant and sparse. In particular, it is sufficient to store the positions
of the ones in the first column of A.

To this end, each T value in input to the dual-memory module represents
the position of a one in the first column of the A matrix. For each T
value, the dual-memory module performs a shift-rotate of the v vector by
T positions before adding the result to the accumulator by means of the
compute stage (calc). We note that the generic ◦ operation performed by the
compute stage calc, can be specialized depending on the actually required
operation.

For example, Equation 4.1 shows the vector-matrix multiplication be-
tween a 4-bit row-vector (b) and a 4× 4, binary, circulant matrix (C).

r = b · C =

=
[
b0 b1 b2 b3

]
·


0 1 1 0

0 0 1 1

1 0 0 1

1 1 0 0

 =

=
[
b2 + b3 b0 + b3 b0 + b1 b1 + b2

]
(4.1)
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In particular, the sparse representation of the C matrix, i.e., Csp, that
is made of the positions of the 1s in its leftmost column, is defined in
Equation 4.2.

Csp =
[
2 3

]
(4.2)

To this end, the vector-matrix multiplication between b and Csp can be
computed as the sum of the dense vector shift-rotated to the left by amounts
equal to the elements of Csp. This is shown in Equation 4.3, where b is
the dense vector and the sparse-represented positions of the 1s in C are
identified as Csp

i . The x <<< y notation specifies a left shift-rotate of
vector x by y positions.

r = b · C =
v−1∑
i=0

(b <<< Csp
i ) =

= (b <<< 2) + (b <<< 3) =

=
[
b2 b3 b0 b1

]
+
[
b3 b0 b1 b2

]
=

=
[
b2 + b3 b3 + b0 b0 + b1 b1 + b2

]
(4.3)

From the computational viewpoint, the dual-memory module updates
the accumulator’s memory with a sequence of five steps for each T value
in input. At time T1 a new T position is received by the vOp module that
performs the readout from the Mv memory. We note that the T position
can be misaligned with respect to the BW -bit size of each line in the Mv

memory, thus the AlignBuf in the vOp module is used to store the trail
of the first readout line at time T2, e.g., AAA in Figure 4.4. After the first
clock cycle used to align the reads from the Mv memory, the vOp module
produces BW bits of data for the successive sets of clock cycles required to
completely readout the v vector. Each line produced by the vOp module is
obtained by concatenating the content of the AlignBuf with the initial part
of the next readout line from Mv. In particular, each readout line from Mv

has the first part used to compose the BW-bit output, while the remaining
part is stored in the AlignBuf buffer to be concatenated in the next clock
cycle. Considering the scenario depicted in Figure 4.4, the vOp module
outputs the first BW bits, i.e., AAABBBBB, at time T3. At the same time,
the Mres memory is completely read starting from line 0. In particular, the
content of each line q of Mres is combined with the output from the vOp
module at time T4, before being stored at the same q-th line of Mres at time
T5.
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Figure 4.5: Detailed view of the proposed parallel dual-memory architecture.

Divide-and-conquer approach

Figure 4.5 shows the parallel architecture (parDualMem) as composed of
a parametric number of dual-memory modules that are combined to perform
the vector-matrix multiplication efficiently. The parDualMem module
takes the vector v and the sparse representation of the binary circulant
matrix A (Asp) in input and produces the vector-matrix product in output.
Depending on the actual operator implemented in place of the generic ◦ one,
the size of each element of the output can vary. To this end, the bandwidth
of the parDualMem module allows to output BW elements of the result at
once, while |Elem| identifies the size of the generic element of the result
vector.

Starting from the sparse representation of the binary circulant matrix
A, each dual-memory module receives a subset of positions and, for each
of them, it accumulates the shift-rotate of the v vector. The final result is
obtained by combining the outputs from all the implemented dual-memory
modules operated by the op computing block (see Figure 4.5). We note
that the parDualMem architecture allows a design-time configurable par-
allelism ranging from 1 to the number of ones in the first column of the A
matrix.

Parallel architecture

Within the proposed decoder, the parDualMem architecture is employed
to efficiently perform the UPC computation in the calcUpc module (see
UPCi = s ·Hi in Figure 4.3) and the generation of the syndrome bit-flip
vectors in the calcBf module (see sBfi = eBfi · HT

i in Figure 4.3).
In particular, the UPC computation, i.e., upci = s · Hi, corresponds to a
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4.2. QC-MDPC bit-flipping decoding architecture

vector-matrix multiplication in the integer domain. Thus, the configurable
calc stage in the dualMem module is customized to perform the integer
addition. Differently, the syndrome bit-flip computation, i.e., sbfi = ebfi ⊙HT

i ,
corresponds to a vector-matrix multiplication computed in the binary domain,
or equivalently, since circulant matrices are isomorphic to polynomials
modulo xp − 1, to a binary polynomial (or carry-less) multiplication. To this
end, the configurable calc stage in the dualMem module is customized to
implement the bitwise XOR operator.

Notably, each instance of the parDualMem module allows to indepen-
dently configure the level of parallelism between 1 and v, i.e., the number
of ones in each column of the parity-check matrix, thus providing a flexible
decoding architecture that can exploit different performance-area trade-offs.

4.2.2 Complexity analysis

This section discusses the complexity analysis of the proposed bit-flipping
decoding architecture in terms of both time and space. The goal is to
highlight the architectural optimizations that allow to implement a family
of decoders for large QC-MDPC codes across a wide range of resource-
performance trade-offs.

Time complexity

Equation (4.4) is a 6-parameter equation that defines the time required
to perform a complete decoding procedure (Tdec), expressed in terms of
number of clock cycles. The parameter itermax represents the maximum
number of decoding iterations, p is the number of syndrome bits, n0 is the
number of circulant blocks that compose the parity-check matrix H, v is
the weight of each column of the H matrix, BW is the bandwidth of the
decoder datapath in bits, and ParDec is the parallelism in the UPC and
syndrome bit-flips computation. Note that we do not have control over the
itermax, n0, p and v parameters, since they are parameters of the QC-MDPC
code. In contrast, the purpose of the proposed architecture is to provide an
efficient and scalable hardware decoder to support the implementation of
any QC-MDPC code-based cryptosystem.

Tdec = itermax · (n0 + 1) ·
⌈ p

BW

⌉
·
⌈

v

ParDec

⌉
(4.4)

More in detail, itermax is a parameter of the decoding algorithm, p, n0, and
v are parameters of the considered QC-MDPC code, while BW and par are
configurable parameters of the proposed decoding architecture that can be

57



Chapter 4. Methodology

Table 4.2: Temporal evolution of the pipelined execution of one iteration of the decoding
procedure, when the parity-check matrix H is composed of three blocks (n0 = 3).

Time epoch 1 2 3 4
H0 calcUpc calcBf
H1 calcUpc calcBf
H2 calcUpc calcBf

tuned to explore different resource-performance trade-offs.
Equation (4.4) is the product of four terms. Once the parameters of the code,
i.e., p, no, and v, are set, the first term, i.e., itermax, defines the maximum
number of iterations in the bit-flipping decoding procedure to achieve the
required Decoding Failure Rate (DFR). The second term, i.e., (n0 + 1),
accounts for the calcUpc and calcBf operations across the entire set of
blocks in the H matrix. In particular, the decoding architecture is optimized
to perform such processing in a pipelined fashion by leveraging two compu-
tational aspects. First, the computation on each block of H is independent
from all the others. Second, for each block of H, the computations within the
calcUpc and calcBf can be performed independently. Table 4.2 shows
the pipelined execution of the decoder to perform a single iteration when the
underlying code features a parity-check matrix H made of three circulant
blocks, i.e., the n0 code parameter is equal to 3. Time is expressed in time
epochs, i.e., 1, 2, 3 and 4, where the duration of each epoch depends on the
computational time required by the slowest of the calcUpc and calcBf
stages. The pipelined execution allows to reduce the computational time
from 2 ·n0, if the calcUpc and calcBf stages were completely serialized,
to (n0 + 1).

To optimize the performance of the pipelined architecture, the ParDec

and BW parameters are set to the same values for both stages. The stages
are thus balanced, i.e, they have the same execution time. The third term, i.e.,
⌈ p
BW

⌉, represents the number of memory lines to be read and written for each
1 position in the H matrix. As shown by Equation (4.4), the computational
time decreases when the bandwidth BW increases. Last, the fourth term,
i.e., ⌈ v

ParDec
⌉, accounts for the parallel computation of the ones of the H

matrix. Indeed, for each block in the H matrix, our decoding architecture
allows to configure how many 1 positions of H are processed in parallel in
the calcUpc and calcBf stages.
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Space complexity

Equation (4.5) defines the memory requirement (Mdec) of the proposed
bit-flipping decoding architecture, expressed as the cumulative memory
required by the calcUpc and calcBf stages, i.e., McalcUpc and McalcBf ,
respectively. The memory requirement is provided in terms of number of
BRAM memories, that are the de-facto storage memory in the FPGA. We
note that the flip-flops, that represent the other type of memory resource
in FPGAs, are not accounted for in the rest of the analysis for two reasons.
First, their storage capacity is only a tiny fraction of the capacity offered
by BRAM memories. Second, flip-flops are usually employed to store
partial, i.e., temporary, results within a computational stage, thus minimally
affecting the memory space requirements.

Mdec = McalcUpc +McalcBf =

=
(
MH + ParDec · (Ms +Mupc)

)
+

+
(
MH + ParDec · (M bf

e +M bf
s ) +Me

)
(4.5)

According to Equation (4.5), the calcUpc stage requires to store the H
matrix (MH) the syndrome (Ms), and the computed UPCs (Mupc). We note
that the term (Ms + Mupc) defines the memory requirement of a single
dual-memory component within the calcUpc stage. In particular, the
architectural parameter ParDec is the multiplier to the cumulative memory
requirement, that accounts for the possibility of implementing a parallel set
of dual-memory blocks to compute the UPCs in the calcUpc stage.

In a similar manner, the calcBf stage requires to store the H matrix
(MH), the error bit-flips (M bf

e ), the syndrome bit-flips (M bf
s ) and the error

vector (Me). In particular, the term (M bf
e + M bf

s ) defines the memory
requirement of a single dual-memory component within the calcBf stage.
As for the calcUpc stage, the architectural parameter ParDec represents
the multiplier to the cumulative memory requirement, that accounts for the
possibility of implementing a parallel set of dual-memory blocks to compute
the bit-flips in the calcBf stage.

Given the bandwidth (BWBRAM ) and the size in bits (SBRAM ) of a single
FPGA BRAM memory, Equations (4.6)- (4.9) define the detailed memory
requirements to store each of these matrices and vectors. In particular,
Equation (4.6) defines the number of BRAM memories required to store the
syndrome (Ms), error bit-flips (M bf

e ) and syndrome bit-flips (M bf
s ) vectors.
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We note that all of them share the same size of p bits.

Ms = M bf
e = M bf

s =

⌈
p

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.6)

In a similar manner, Equation (4.7) defines the number of BRAM memories
necessary to store the error vector (Me).

Me = n0 ·
⌈

p

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.7)

Last, the number of BRAMs required to store the UPCs (Mupc) and the
positions of the ones in the H matrix (MH) are defined by Equation (4.8)
and Equation (4.9), respectively.

Mupc =

⌈
p · log(v)
SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.8)

MH = n0 ·
⌈
v · log(p)
SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.9)

We note that the term ⌈ BW
BWBRAM

⌉ is common to Equations (4.6)- (4.9),
and it defines the integer number of BRAM memories as a function of
the bandwidth parameter (BW ). In particular, a BW value exceeding the
available BRAM bandwidth imposes an integer increase in the number of
BRAMs, regardless of the actual occupation in bits of the stored element.
Given the code parameters, the space complexity highlights that the actual
memory requirement to implement the decoder is a function of the two
configurable architectural parameters, i.e., ParDec and BW , that allow to
regulate the resource-performance trade-off.

Considering Equation (4.6) and Equation (4.7), the term ⌈ p
BRAMsize

⌉
defines the number of BRAM elements as a function of the size of p with
respect to the storage capacity of a single BRAM, i.e., BRAMsize. The
additional n0 multiplier in Equation (4.7) highlights that the size of the error
vector is n0 times bigger than the syndrome. Considering Equation (4.8),
the term p · log(v) accounts for the need to store p UPCs, each of which
is the sum of v syndrome bits. In a similar manner, the term v · log(p) in
Equation (4.9) accounts for the need to store the v positions of the ones for
a block of the H matrix, where each of the v positions requires log(p) bits.

4.2.3 Modifications to implement Black-Gray-Flip decoding

The QC-MDPC bit-flipping decoding architecture detailed in the previous
parts was the subject of few minor modifications in order to implement
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the Black-Gray-Flip (BGF) decoding algorithm, which is employed in the
BIKE cryptoscheme. The adoption of BGF decoding makes therefore our
decoding hardware implementation fully compliant with the latest official
NIST-submitted specification of BIKE [6].

As detailed in the theoretical background discussion in Section 2.5.4, few
changes must be applied to the generic QC-MDPC bit-flipping decoding
architecture. The logic for the bit-flipping iterations remains the same as
in the baseline algorithm, except for simple comparisons between the UPC
values and two threshold values in the first decoding iteration, which allow
obtaining the black and gray bitmasks. Such comparison components are
already part of the original baseline architecture. The main addition to the
updated BGF-compliant architecture consists in two n-bit BRAM memories
to store the black and gray bitmasks, which are then used in two separate
decoding iterations, i.e., the second and the third ones, by XORing them
with the error bits corresponding to UPC values greater than or equal to a
fixed threshold, which is equal to half the Hamming weight of a circulant
block of the H matrix.

Overall, the aforementioned architectural changes do not significantly
modify the previously detailed time and space complexity analysis. The
execution time can be computed according to the same formula, accounting
for the addition of the two black and gray decoding iterations within the
itermax parameter, while the memory occupation must account only for
additional memories storing the black and gray bitmasks, which correspond
to a total of four p-bit memories.

4.3 Inversion architecture

The binary polynomial inversion architecture implements the inversion pro-
cedure, based on Fermat’s inversion algorithm, detailed in Algorithm 4.
Such procedure consists of the iterated computation of binary polynomial
multiplications and exponentiations, which are performed by dedicated com-
ponents whose architecture is detailed later in Section 4.4 and Section 4.5,
respectively.

This section overviews the binary polynomial inversion component in-
troduced in [43] discussing its architectural and algorithmic aspects and the
optimized scheduling of the hardware operations that enables an efficient use
of the multiplication and exponentiation subcomponents. Finally, it outlines
the time and space complexity of the proposed inversion architecture as
functions of both the architecture and code parameters.
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Figure 4.6: Top-view architecture of the inversion module, composed of the computational
datapath and of the finite state machine that drives the control signals according to the
execution of the inversion algorithm (Algorithm 4).
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4.3.1 Architectural view

The architecture of the proposed inversion module (Inv) is shown in Fig-
ure 4.6a. The module takes as inputs the binary polynomial a(x) to invert
and the control signal doInv that starts the computation, and outputs the
binary polynomial d(x) that is the multiplicative inverse of a(x). The pro-
posed architecture, and in particular its FSM logic, is built upon the inversion
algorithm described in Algorithm 4, as shown in Figure 4.6b.

The Invmodule consists of four submodules, i.e., Compute, DataMem,
Iter, and FSM. The computational unit (Compute) implements the opti-
mized architectures to perform the binary polynomial exponentiation (Exp)
and multiplication (Mul). The memory module (DataMem) is meant to
efficiently store the input polynomial as well as the intermediate results of
the computation. The iteration module (Iter) produces the values of the
iterator i according to the implemented inversion algorithm (see Figure 4.6b).
Finally, the finite state machine controller (FSM) generates the control sig-
nals that drive the multiplexers of the datapath and the write enable signals
of the registers and memories, depending on the values of the iterator i, the
code parameter p, and the doInv input.

4.3.2 Algorithmic view

The proposed architecture is built upon the inversion procedure described in
Algorithm 4.6b.

The input phase starts when the doInv input signal is set to 1, storing
the binary polynomial a(x) received as an input to the Inv module in the
two memories of the DataMem submodule, i.e., Mb(x) and Mc(x). Such
hardware phase corresponds to the execution of the lines 2-3 in Figure 4.6b.

At the end of the input phase, the Inv module starts computing the
polynomial inverse by iteratively executing the hardware operations corre-
sponding to the instructions at lines 4-11 in Figure 4.6b. The FSM selectively
asserts the selectors of the multiplexers and the write-enable, i.e., we, con-
trol signals to ensure the correct execution of the inversion procedure. By
observing that the value of p is a fixed parameter of the cryptosystem, we
note that the FSM only requires the value of the i counter at each iteration
to correctly generate the values of the control signals, thus mimicking the
execution of the control instructions, i.e., the for loop and the if conditional
statement at lines 4 and 7 of the inversion algorithm. Figure 4.6b highlights
the values of the control signals within the proposed architecture during
the hardware execution of the inversion algorithm, where the "−" symbol
identifies don’t care values.
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Figure 4.7: Temporal evolution of the sequential and optimized executions of the inversion
algorithm for (p− 2) = 45910 = 1110010112. Ix(,y) represents the x-th instruction of
the inversion algorithm at the y-th iteration, where x ∈ {1 . . . 14} and y ∈ {1 . . . 4}.

Once all the iterations have been executed, the FSM forces the final
squaring of the c(x) polynomial (see line 12) and subsequently outputs the
obtained result d(x) = a(x)−1 (see line 13).

4.3.3 Optimized hardware scheduling

The proposed inversion architecture is designed to schedule the exponentia-
tions and multiplications to always use the Exp and Mul modules concur-
rently whenever possible, thus maximizing performance without duplicating
the instances of the computational resources. Starting from the analysis of
the inversion algorithm in Figure 4.6b, we identified two pairs of instructions
for which the computation can be optimized by means of a concurrent execu-
tion, since each pair of instructions shows no data dependence. Considering
the i-th iteration of the inversion algorithm (see lines 4-11 Figure 4.6b), the
multiplication and the exponentiation instructions at line 6 and 8, respec-
tively, can be concurrently executed on two separate functional units. In a
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similar manner, the instructions at line 9 of the i-th iteration and at line 5 of
the (i+ 1)-th iteration can also be computed at the same time. We note that
the concurrent execution of the two pairs of instructions is constrained to the
validity of the condition at line 7 of the inversion procedure in Figure 4.6b,
i.e., (p− 2)2[i] == 1.

To demonstrate the effectiveness of the implemented hardware schedul-
ing, Figure 4.7 shows an example of the execution of the first four iterations
of the inversion algorithm, i.e., i ∈ {1, 2, 3, 4}, considering (p − 2) =
45910 = 1110010112. To better highlight the execution speedup due to the
proposed optimized hardware scheduling, Figure 4.7 unrolls the considered
for loop iterations. In particular, Ix(,y) identifies the instruction at line x
of the inversion procedure that is executed during the y-th iteration of the
for loop. The execution of the inversion algorithm takes advantage of the
optimized hardware scheduling for each i-th iteration of the for loop such
that (p− 2)[i] is equal to 1, since the validity of the condition at line 7 (see
Figure 4.6b) allows the concurrent execution of the two identified pairs
of multiplication-exponentiation instructions. Considering the example in
Figure 4.7, the optimized hardware scheduling and the non-optimized se-
quential scheduling execute the four considered iterations in 10 and 14 time
units, respectively.

The performance speedup of the proposed hardware scheduling is due
to the concurrent executions at iterations 1, i.e., I6,1-I8,1 and I9,1-I5,2, and
3, i.e., I6,3-I8,3 and I9,3-I5,4, respectively (see timesteps 4, 5, 8, and 9 in
Figure 4.7).

It is important to note that the actual performance speedup due to the
optimized hardware scheduling is a function of the number of ones in the
binary encoding of (p−2) (see line 7 in Figure 4.6b), where p is a parameter
of the cryptosystem. However, the selection of the value of p is subject
to a set of contrasting requirements to balance the decode failure rate, the
performance, and the security of the cryptosystem, thus preventing a choice
of its value that only favors the performance of inversion as also highlighted
in [6, 12].

4.3.4 Complexity analysis

This section discusses the time and space complexity of the proposed inver-
sion architecture, highlighting the design choices that allow its implementa-
tion across a wide range of resource-performance trade-offs.
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Time complexity

The time complexity of the inversion procedure (Tinv) can be expressed
as a function of only the polynomial length p and the execution times of
the exponentiation (Texp) and multiplication (Tmul). Without considering
the proposed scheduling optimization, the inversion procedure requires one
exponentiation and one multiplication at each iteration of the for loop, and,
in addition, one more exponentiation and one more multiplication at each
i-th iteration corresponding to an i-th bit of (p− 2) that is equal to 1. The
number of executed iterations is equal to ⌈log2(p− 2)− 1⌉. In addition, one
final exponentiation at the power of 2 is performed.

The proposed scheduling optimization reduces the number of operations
that are required in the i-th iterations for which (p− 2)2[i] is equal to 1. In
such case, an iteration requires two times the execution time of the operation
taking the longest between exponentiation and multiplication, instead of
the execution time of two exponentiation and two multiplications. The
resulting time complexity can therefore be expressed in clock cycles as in
Equation 4.10.

Tinv = ((2 · (hw(p− 2)− 1))− 1) ·max{Texp, Tmul}
+ (zeros(p− 2) + 1) · (Texp + Tmul)

+ Texp

(4.10)

Notably, hw(p − 2) corresponds to the number of bits of (p − 2) set to
1, while zeros(p − 2) corresponds to the number of zeros of the binary
representation of (p− 2), that is equal to (⌈log2(p− 2)⌉ − hw(p− 2)).

Space complexity

The area occupied by the binary polynomial inversion architecture can be
expressed as the sum of the resources employed by the Mul and Exp com-
ponents, plus two memories storing the p-bit binary polynomials b(x) and
c(x) that are employed throughout the inversion procedure. Equation (4.11)
defines the number of BRAMs of the inversion module (Minv).

Minv = Mexp +Mmul + 2 ·
⌈

p

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.11)

It has four parameters. Other than p and BW , SBRAM represents the size
of a BRAM, that may be either 16Kb or 32Kb in Artix-7 FPGAs, while
BWBRAM represents the data bandwidth of a BRAM, that may be either 32
bits for 16Kb memories or 64 bits for 32Kb memories.
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Figure 4.8: Top view of the dense-dense binary polynomial multiplication achitecture.

Equation (4.11) is the sum of three terms. Mexp and Mmul refer to the
space complexity of the exponentiation and multiplication modules, while
the third term corresponds to the two p-bit memories that store temporary
variables employed by the inversion algorithm.

The first factor of the latter, i.e., 2, represents the number of p-bit mem-
ories. The second factor ⌈ p

SBRAM
⌉ accounts for the number of BRAM

memories required to store a p-bit polynomial. The third factor ⌈ BW
BWBRAM

⌉
accounts for the number of BRAM memories necessary to provide the
required BW data bandwidth.

The complexity of the exponentiation and multiplication components are
instead discussed in detail in the following of this chapter, respectively in
Section 4.5.3 and Section 4.4.3.

4.4 Dense-dense multiplication architecture

The binary polynomial multiplication architecture introduced in [111] com-
bines, in a recursive fashion, the usage of the Karatsuba, Comba, and
schoolbook multiplication algorithms discussed in Section 2.4.2. Figure 4.8
depicts the architectural top view of the proposed MultiplierTop multi-
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plier component, which receives as inputs two binary polynomial operands
A and B and outputs their product R. Both the operands and the result
of their multiplication are represented in a dense way, i.e., as p-bit strings
corresponding to GF (2m) polynomials, thus the multiplication operation is
also referred to as dense-dense multiplication.

To ease the integration of the proposed component in real designs, the
input and output interfaces offer a configurable bandwidth, BWext, as well
as input and output memory layers to store the inputs and the produced
output, respectively. Such design completely decouples the bandwidth of
the internal multiplier datapath (BW ) from the available external bandwidth
(BWext). In particular, the former has no externally imposed constraints,
while the latter can be constrained by the pin count or the data channel width
of the system-on-chip that integrates the multiplier. The input and output
memory layers are crucial components to operate on large polynomials,
since no physical interface can accommodate a datapath width of dozens of
thousands of bits.

The architecture of the MultiplierTopmodule allows to implement a
configurable number of iterations of the Karatsuba algorithm, as depicted by
the nested MultIter blocks in Figure 4.8, thus aggressively reducing the
number of required partial products. At the end of the recursive application
of the Karatsuba algorithm, the Comba multiplication algorithm performs
the actual computation of the partial products (see Comba in Figure 4.8).
We note that the use of the Comba multiplication algorithm at the end of
the Karatsuba iterations allows to optimally schedule the computation of
each partial product, also considering that the size of the operands after the
recursive application of the Karatsuba iterations is still too large to fit into
the combinational BW × BW multiplier, which performs the carry-less
multiplication between two BW-bit digits.

The rest of this section is organized in three parts. Section 4.4.1 details
the architecture that allows recursively applying the Karatsuba algorithm for
a predefined number of times. Such a structure is meant to minimize the
number of required partial products and maximize the parallelism level to
compute the remaining partial products. Section 4.4.2 discusses the archi-
tecture to actually compute the partial products. Depending on the required
performance-resources trade-off, such configurable computing architecture
can implement either a single Comba multiplier, which computes the partial
products in a serial way, i.e., one at a time, or a set of parallel Comba mul-
tipliers, which compute multiple partial products simultaneously. Finally,
Section 4.4.3 discusses the time and space complexity of the multiplication
component as functions of both the architecture and code parameters.
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Figure 4.9: Architecture of the proposed Karatsuba multiplier, implementing a config-
urable number of nested Karatsuba algorithm iterations. Ai, Bi and Pjk are BW -bit
bandwidth memories.
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4.4.1 Karatsuba multiplier architecture

The proposed architecture is based on a hybrid approach which leverages the
recursive application of the Karatsuba algorithm, to minimize the number
of partial products, and of the Comba algorithm, used as the leaf node of
the recursion, to optimally schedule the operations to compute each partial
product. Such design approach allows to separately optimize the modules
implementing the Karatsuba and Comba algorithms.

Figure 4.9 depicts the architecture of two nested Karatsuba iterations, ith

and (i+1)th, which is at the core of the iterative application of the Karatsuba
algorithm. In particular, the inner Karatsuba iteration can implement either
the serial (see Figure 4.9a) or parallel (see Figure 4.9b) computation of the
three partial products, thus allowing an additional level of flexibility to trade
the performance with the resource utilization. In the serial case, the three
partial products are computed by the same component in a sequential way.
On the contrary, in the parallel case, each partial product is assigned to a
dedicated multiplication component.

Regardless of its serial or parallel implementation, each Karatsuba it-
eration (MultIter) receives two polynomials in input and it outputs the
result of their carry-less multiplication. The input interface splits each one
of the two polynomials in two halves, according to the Karatsuba algorithm.
Each half of each polynomial, i.e., A1, A0, B1 and B0, is stored in a separate
memory element. In a similar manner, the output interface delivers the final
multiplication result by composing the computed partial products according
to the Karatsuba algorithm. We note that the proposed multiplier is paramet-
ric with respect to the implemented channel width, i.e., BW , that is used
as an additional configuration option to trade performance with resource
utilization.

The compute stage receives the operands from the input interface and
delivers the computed partial products to the output interface. The compute
stage implements the logic to perform the computation of the three partial
products required by the current Karatsuba iteration. We note that, instead
of directly computing the three partial products by means of either one
(serial) or three (parallel) Comba multipliers (see Comba in Figure 4.9a
and Figure 4.9b), a nested application of the Karatsuba algorithm can be
performed. In this scenario, the MultIter block represents the key el-
ement to implement the recursive application of the Karatsuba algorithm.
In contrast, the Comba module represents the leaf node at the end of the
recursive application of the Karatsuba algorithm.

From the architectural viewpoint, the use of either a parallel or serial
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Figure 4.10: Architecture of the proposed Comba multiplier. A and B are memories with a
BW -bit bandwidth, reg1 and reg0 are BW -bit registers.

implementation of the compute stage represents a configuration parameter
of the proposed dense-dense multiplier. The parallel implementation of the
compute stage only requires a proper connection of the input and the output
signals to the nested MultIter/Comba modules (see Figure 4.9b). The
serial implementation of the compute stage must orchestrate the computation
of the three partial products by leveraging the single, i.e., shared, computing
block (MultIter/Comba) (see Figure 4.9a). To this purpose, a simple
finite-state-machine drives the multiplexing infrastructures to forward the
correct part of the operands from the storage elements of the ith MultIter
module to the single compute unit, i.e., (i+ 1)th MultIter/Comba.

In summary, the proposed dense-dense multiplier architecture allows to
flexibly configure i) the number of Karatsuba iterations to be implemented,
ii) either the parallel or the serial computation for each of them, and iii)
the internal channel width BW. The MultIter module implements an
iteration of the Karatsuba algorithm, also offering the possibility to iterate
the procedure by nesting parallel or serial instances of the same module.

71



Chapter 4. Methodology

Algorithm 8 Bit-level combinational multiplication. A and B are BW -bit digits, R is
(2BW − 1)-bit long. A[i], B[i] and R[i] indicate single bits.

1: function [R] COMBINATIONALMUL(A,B)
2: for i ∈ 0 : BW − 1 do
3: for j ∈ 0 : BW − 1 do
4: R[i+ j] = R[i+ j]⊕ (A[i] ·B[j]);
5: end for
6: end for
7: end function

4.4.2 Comba multiplier architecture

The Comba multiplier (see Comba in Figure 4.9a and Figure 4.9b) is tasked
with the computation of each partial product in the innermost Karatsuba
multiplication modules. To this end, the Comba Multiplier module repre-
sents the terminal block, i.e., the leaf node, of the recursive application of
the Karatsuba algorithm.

Figure 4.10 depicts the architecture of the Comba module, which per-
forms the multiplication of the input operands according to the schedule
of the Comba algorithm [30]. We note that the iterative application of the
Karatsuba algorithm minimizes the number of required partial products,
while also halving the size of the operands at each iteration. However, the
size of the operands in input to the Comba multiplier module is still in
the order of thousands of bits, thus far too large to perform a single com-
binational multiplication. In contrast, the Comba multiplier assumes that
each operand is made of a set of BW -bit digits and performs the multipli-
cation, according to the Comba algorithm, in a digit-by-digit processing
fashion. At the core of the Comba module, the Combinational BW
x BW Multiplier performs the multiplication between two digits (see
Figure 4.10). In particular, Algorithm 8 details the steps to perform the
bit-level combinational multiplication of the two BW -bit digits according
to the schoolbook multiplication algorithm.

The Comba multiplier schedules the BW ×BW multiplications accord-
ing to the strategy proposed by Comba, i.e., producing a single BW -bit digit
of the result at a time, by computing all the partial products contributing
to it. This approach minimizes the number of bits required to maintain in
memory the sum of the partial products. To implement this strategy, two
BW -bit registers, reg1 and reg0, are employed to store the sum of all the
contributions to the said portion of the result. reg1 and reg0 store respec-
tively the BW most and least significant bits of the XOR of partial products
computed by the combinational multiplier. When the computation of the
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sum is completed, the least significant BW bits, i.e., the BW bits stored in
reg0, are committed to the output of the Comba Multiplier, while the most
significant ones, i.e., the BW bits stored in reg1, are copied over in reg0.

4.4.3 Complexity analysis

This section discusses the time and space complexity of the proposed dense-
dense multiplication architecture, highlighting the design choices that allow
its implementation across a wide range of resource-performance trade-offs.
For the sake of simplicity, the complexity discussion only considers the
case in which each Karatsuba multiplier module computes its three partial
products by means of either three Karatsuba or Comba multipliers in a
parallel fashion, as depicted in Figure 4.9b.

Time complexity

Let ParDDMul be the parallelism parameter that expresses how many times
the Karatsuba recursion formula is applied, and BW be the bandwidth of
the multiplier datapath, then its time complexity can be expressed as in
Equation 4.12.

Tmul =

(
ParDDMul∑

i=0

2

2i

)
·
⌈ p

BW

⌉
+

⌈⌈
p

2ParDDMul

⌉
BW

⌉2

(4.12)

The first term refers to the data movement between the different layers of
Karatsuba recursion, while the second term refers to the execution time
required by the 2ParDDMul innermost Comba multipliers, each concurrently
computing one partial product of the Karatsuba formula.

Space complexity

The area occupied by the dense-dense binary polynomial multiplication
architecture can be expressed as shown in Equation (4.13), which defines
the number of BRAMs occupied by the multiplication module (Mmul).

Mmul =
(
3ParDDMul · 6− 4

)
·
⌈

p

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.13)

It has five parameters. Other than ParDDMul, p, and BW , SBRAM represents
the size of a BRAM, that may be either 16Kb or 32Kb in Artix-7 FPGAs,
while BWBRAM represents the data bandwidth of a BRAM, that may be
either 32 bits for 16Kb memories or 64 bits for 32Kb memories.
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Figure 4.11: Example of parallelized exponentiation.

Equation (4.13) is the product of three factors. The first one, i.e.,
(3ParDDMul · 6 − 4), represents the number of p-bit memories. The sec-
ond factor ⌈ p

SBRAM
⌉ accounts for the number of BRAM memories required

to store a p-bit polynomial. The third factor ⌈ BW
BWBRAM

⌉ accounts for the
number of BRAM memories necessary to provide the required BW data
bandwidth. Most notably, the ParDDMul parallelism parameter has an
exponential impact on the occupied memory resources.

4.5 Exponentiation architecture

The binary polynomial exponentiation is a critical operation within the
inversion algorithm. The implementation of the exponentiation component
must therefore be carefully designed to optimize the area-performance
trade-off in order to enable the efficient computation of binary polynomial
inversion.

Starting from the the exponentiation procedure detailed in Algorithm 5,
the exponentiation architecture proposed in [43] leverages the possibility to
independently compute each bit of the result polynomial g(x) to deliver a
parallel architecture that allows the concurrent computation of ParExp bits
of g(x). The parallel architecture is achieved by employing ParExp separate
hardware memories. In particular, each memory manages the writing of
one of the ParExp bits of g(x). Once all p bits of f(x) have been processed
and written to the corresponding ParExp memories, their bit-wise XOR
produces the final g(x) polynomial.

To demonstrate the performance speedup due to the use of the proposed
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parallel exponentiation architecture, Figure 4.11 details the computation
of the g(x) polynomial as the 4-th power of the f(x) polynomial using a
parallelism of 2, i.e., ParExp = 2. Notably, aside from the parallel com-
putation, the example in Figure 4.11 performs the computation previously
discussed in Section 2.4.3 (see Figure 2.3). At timestep 0, f(x) holds the
input polynomial, while the ParExp gi(x) polynomials, g0(x) and g1(x),
are set at 0. At each subsequent timestep, ParExp adjacent bits are read
from the f(x) polynomial, and each of them is written to the corresponding
gi(x) polynomial. Blue and red colors to highlight the bits processed at each
timestep as well as their positions in the gi(x) polynomials, where i ∈ {0, 1}.
Once all p bits of the f(x) polynomial have been read and written in the
correct position of the ParExp gi(x) polynomials, the gi(x) polynomials are
bit-wise XORed to produce the g(x) result polynomial, which is the 4-th
power of f(x).

The rest of this section first overviews the binary polynomial exponentia-
tion component introduced in [43] from the architectural and algorithmic
point of views and then outlines the time and space complexity of the pro-
posed exponentiation architecture as functions of both the architecture and
code parameters.

4.5.1 Architectural view

The Exp module in Figure 4.12 represents our architecture for polynomial
exponentiation. It has a BW-bit input f and an input t, corresponding to
the base polynomial f(x) and to the exponent 22t , respectively, and a BW-
bit output g that corresponds to the resulting polynomial g(x) = f(x)2

2t .
BW is a design-time parameter that defines the datapath bandwidth of the
exponentiation module.

The Exp module is designed as a two-stage architecture, composed of
the Stage1 and Stage2 modules. They contain a memory, composed
of FPGA BRAMs, that can hold p bits and has a BW-bit read/write data
bandwidth, and they respectively store the f(x) and gi(x) polynomials. The
PARE design-time parameter defines the degree of parallelism within the
exponentiation module, i.e., the number of Stage2 replicas that are instan-
tiated to parallelize the computation. To further improve the efficiency of
the proposed architecture, two lookup tables AddrIncr and AddrStart
are populated at compile time to provide the address increment and start
values for gi(x) memories. AddrIncr contains log2(p−2) entries, indexed
from 0 to (log2(p− 2)− 1), each containing the (ParExp · 22

t
) mod p value,

where t is the index of the entry. AddrStart contains log2(p− 2) sets of
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entries, indexed from 0 to (log2(p − 2) − 1). Each set of entries contains
ParExp values equal to (s · 22t) mod p value, where s holds all integer val-
ues comprised between 0 and (ParExp − 1), referring to the corresponding
gi(x) memory, and t is the index of the set of ParExp entries.

4.5.2 Algorithmic view

The execution of the exponentiation can be seen as organized in three
phases, i.e., the Input, Computation, and Output ones. During the Input
phase, the Exp module stores the p-bit f(x) polynomial into the memory
component of the Stage1 module, passing BW bits per clock cycle through
the f input, while the Stage2 memory is reset to contain all 0 bits. At
the same time, the t value fed through the t input is used to index the
AddrIncr and the ParExp AddrStart values within the two respective
lookup tables. The Stage2 modules share the same AddrIncr value,
while the AddrStart values are correctly dispatched to the instances of
the Stage2 module. Thereafter, the Computation phase takes place. At
each clock cycle, ParExp bits are read and output from the memory of the
Stage1 module, from the least to the most significant bits of the p-bit f(x)
polynomial. These ParExp bits are split and each of them is fed as a single-
bit signal to one of the replicas of the Stage2 module. Each single-bit
input to a Stage2 module is written, one per clock cycle, into the Stage2
memory at a position that starts from the AddrStart value and that is
incremented (modulo p) at each clock cycle by the AddrIncr value. The
Computation phase ends when all p bits read from the Stage1 memory
have been written to their corresponding positions in the ParExp Stage2
memories. Finally, during the Output phase, the content of the Stage2
memories is output, BW bits per clock cycle, and the ParExp BW-bit outputs
are XORed. We note that p and 22

t are coprime, i.e., their GCD is 1, thus, it
is guaranteed that there can not be any bits set to 1 in two or more different
Stage2 memories, i.e., we cannot have any cancellations due to the XOR
operation. The result of the XOR operation corresponds to the actual g(x)
polynomial, which is output BW bits per clock cycle through the g port.

4.5.3 Complexity analysis

This section discusses the time and space complexity of the proposed ex-
ponentiation architecture, highlighting the design choices that allow its
implementation across a wide range of resource-performance trade-offs.
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Time complexity

Equation (4.14) defines the time required to execute an exponentiation (Texp),
expressed in terms of clock cycles.

Texp =
⌈ p

BW

⌉
·
⌈

BW

ParExp

⌉
(4.14)

It has three parameters. p corresponds to the polynomial length. It is
a parameter of the QC-MDPC code and, thus, it can not be controlled
by the hardware designer. BW is the bandwidth of the exponentiation
datapath expressed in bits and ParExp is the parallelism implemented in the
exponentiation module. Both are configurable parameters of the proposed
architecture and can be tuned to explore different area-performance trade-
offs.

Equation (4.14) is the product of two terms. The first term ⌈ p
BW

⌉ repre-
sents the number of memory lines to be read from the input polynomial and
written into the output polynomial. The second term ⌈ BW

ParExp
⌉ accounts for

the parallel writing on separate BRAMs for the output polynomial. Equa-
tion (4.14) is fully independent from the input polynomial and depends
instead exclusively on the p code parameter and on the BW and ParExp

architectural parameters. Since the execution time of the multiplication
module is also independent from its input values, and the same holds for
the top inversion module, then our implementation guarantees constant-time
execution of binary polynomial inversion.

Space complexity

Experimental results showed empirically that LUT and BRAM relative
utilization of the available FPGA resources are similar to each other across
all hardware instances on the whole Artix-7 family and for all polynomial
lengths, with the LUT utilization being slightly larger than the BRAM one
on average. At the same time, flip-flops are mostly unused in the proposed
architecture. The number of BRAMs is therefore deemed a good metric for
the space complexity of the exponentiation module.

Our architecture requires one p-bit memory for the Stage1 module
and one p-bit memory for the Stage2 module. Due to the parameterized
replication of Stage2 modules, the overall exponentiation module requires
(ParExp+1) p-bit memories. Equation (4.15) defines the number of BRAMs
of the exponentiation module (Mexp).

Mexp = (ParExp + 1) ·
⌈

p

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉
(4.15)
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It has five parameters. Other than p, BW , and ParExp, SBRAM represents
the size of a BRAM, that may be either 16Kb or 32Kb in Artix-7 FPGAs,
while BWBRAM represents the data bandwidth of a BRAM, that may be
either 32 bits for 16Kb memories or 64 bits for 32Kb memories.

Equation (4.15) is the product of three terms. The first term (ParExp +
1) represents the number of p-bit memories. The second term ⌈ p

SBRAM
⌉

accounts for the number of BRAM memories required to store a p-bit
polynomial. The third term ⌈ BW

BWBRAM
⌉ accounts for the number of BRAM

memories necessary to provide the required BW data bandwidth.

4.6 Dense-sparse multiplication architecture

The dense-sparse multiplication architecture introduced in [13] implements
a similar structure to the parDualMem parallel architecture employed in
the calcBf stage of the QC-MDPC bit-flipping decoder described previously
in Section 4.2.1. In particular, the underlying operations are performed in
the binary polynomial arithmetic. As in the case of the decoder architecture,
the configurable parallelism allows replicating the dualMem component to
speed up the computation.

The proposed dense-sparse multiplication architecture is designed to
outperform the dense-dense multiplication architecture in cases when one of
the two operands has a low Hamming weight, and can thus be represented in
a sparse form. Examples of such binary polynomials in the BIKE KEM are
the n-bit error vector, with Hamming weight t ≈

√
n, and the p-bit binary

polynomials corresponding to the two Hi blocks of the parity-check matrix,
each with Hamming weight v ≈

√
n. Instances of multiplications involving

sparse polynomials appear in all three BIKE KEM primitives.

4.6.1 Complexity analysis

This section discusses the time and space complexity of the proposed dense-
sparse multiplication architecture as functions of both the architecture and
code parameters, highlighting the design choices that allow its implementa-
tion across a wide range of resource-performance trade-offs.

Time complexity

Equation (4.14) defines the time required to execute a multiplication (Tdsmul),
expressed in terms of clock cycles.

Tdec =
⌈ p

BW

⌉
·
⌈

HW

ParDSMul

⌉
(4.16)
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It has three parameters, namely the p polynomial length paramater of the
QC-MDPC code, the HW Hamming weight of the sparse operand, the BW
bandwidth of the dense-sparse multiplication datapath, and the ParDSMul

parallelism implemented in the dense-sparse multiplication module. The
latter two are configurable parameters of the proposed architecture and can
be tuned to explore different area-performance trade-offs.

Equation (4.16) is fully independent from the actual values of the input
polynomials, thus our implementation of the dense-sparse multiplication
provides constant-time execution of binary polynomial inversion.

Space complexity

The dense-sparse multiplication architecture occupies a number of BRAM
memories (Mdsmul) as defined in Equation (4.17).

Mdsmul =

(⌈
HW · log(p)

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉)
+

+ 2 · ParDSMul ·
(⌈

p

SBRAM

⌉
·
⌈

BW

BWBRAM

⌉)
(4.17)

Equation (4.17) is the sum of two terms. The first one corresponds to the
memory required to store the sparse binary polynomial operand, which has
Hamming weight HW , while the second term of the addition refers to the
two memories of each of the ParDSMul parallel dualMem components.

4.7 Other components

The execution of the BIKE KEM primitives requires performing two more
main operations, namely, SHA-3 cryptographic hash and pseudorandom
number generation based on SHAKE. Notably, SHA-3 and SHAKE belong
to the same family of cryptographic functions.

The two operations are computed by dedicated accelerators that are
however not parametric and configurable. Their architecture makes use of on
already publicly available accelerators for the Keccak sponge function, that
is the core building block of both SHA-3 and SHAKE, applying the proper
modifications to satisfy the SHA-3 NIST standard [35] and to implement
the PRNG logic surrounding the SHAKE component. The implemented
hardware components are designed to provide effective support for the two
operations, even though they are not a critical target for optimization within
the shope of this PhD thesis.
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Figure 4.13: Architecture of SHAKE-based PRNG.

The rest of this section briefly discusses the architectures of the SHA-
3 component and of the SHAKE-based uniform pseudorandom number
generation one.

4.7.1 SHA-3 architecture

The SHA-3 module implements the SHA3-384 cryptographic hash func-
tion [35]. It computes the 384-bit digest of the SHA3-384 cryptographic
function of the input message according to an architecture similar to the
high-speed core detailed in [19], which was modified to support the standard
SHA-3 cryptographic hash functions in place of the original, pre-standard
Keccak functions. The SHA-3 module takes as input the input message msg
padded according to the 01||10*1 SHA-3 padding scheme, and outputs the
384-bit hash digest dig, that is computed by executing one Keccak-f round
function per each clock cycle. The I/O operations are carried out through
the BW -bit data input and output ports of the module.

4.7.2 Uniform pseudorandom number generation architecture

The PRNGmodule, which is depicted in Figure 4.13, performs the generation
of a pseudorandom sequence of bits with fixed Hamming weight by making
use of an internal SHAKE256 component (SHAKE), which implements an
architecture that is similar to the one employed by the SHA-3 module dis-
cussed in Section 4.7.1, albeit producing a variable-length output according
to the needs of the surrounding pseudorandom generation logic. SHAKE256
is indeed an extendable output function, i.e., a function that outputs a digest
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of any desired length, that is part of the SHA-3 family [35]. The digest out-
put by the SHAKE256 component is broken up in (log2 p)-bit chunks, each
possibly representing the position of a bit set to 1 within a p-bit vector. The
extracted values are evaluated to discard the values which have already been
previously extracted, thus avoiding cancellations and therefore enabling the
generation of a vector with the desired Hamming weight. Moreover, values
larger than or equal to p are also discarded, providing a uniform distribution
of bits set to 1 within the random-generated bitvector. Indeed, operating
on values larger than or equal to p to make them modulo-p values, e.g.,
through the modulo operator, would provide a biased distribution instead of
a uniform one.

The PRNG is constant-time with respect to the generated bitvector, mean-
ing that the execution time does not depend on the generated positions of 1s
within the bitvector, but on the number of values rejected due to repetition
or due to being greater than or equal to p. Such information would not be
exploitable by an attacker to retrieve the generated bitvector, i.e., the private
key and the error vector within the BIKE key generation and encapsulation
primitives [89].

4.8 Design space exploration

In order to provide the best hardware support, the proposed client and server
architectures leverage a set of state-of-the-art configurable accelerators
for the most complex operations employed within the KEM primitives.
However, such flexibility comes at the cost of a broad design space, which
imposes the use of an efficient search strategy to minimize the exploration
time.

Therefore, a four-step complexity-oriented heuristic proposed in [41]
drives the design space exploration according to the time and space com-
plexity of the most computationally intensive operations in the three KEM
primitives. Notably, the overall computation time on the client side can
be considered as the sum of the execution times of the key generation
and decapsulation KEM primitives [6], while encapsulation represents the
sole server-side functionality. Moreover, the configurable components em-
ployed to implement multiplication [13], inversion [43], and decoding [110]
highlight block RAM (BRAM) as the scarcest resource thus their space com-
plexity can be approximated as the sum of BRAMs used for key generation
and decapsulation, on the client side, and encapsulation, on the server side.

Remarkably, the application of the heuristic to the proposed BIKE archi-
tecture makes use of the time- and space-complexity formulas expressed for
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the configurable components, i.e., bit-flipping decoding, binary polynomial
inversion, dense-dense binary polynomial multiplication, binary polyno-
mial exponentiation, and dense-sparse binary polynomial multiplication.
Such complexity formulas were previously discussed in Section 4.2.2, Sec-
tion 4.3.4, Section 4.4.3, Section 4.5.3, and Section 4.6.1, respectively. Other
possible quantitative or qualitative metrics, e.g., estimating energy or power
consumption or providing a measure of information leakage against side-
channel attacks, are not instead considered in the design space exploration.

The complexity-oriented heuristic is composed of the following steps.

Step 1 - Starting from the computational time of the AVX2 implementation
of BIKE, the heuristic computes the fraction of time spent executing each
primitive in the server and the client. Intel AVX2 data in Table 4.1 shows
that the fraction of time for key generation and decapsulation is around 20%
and 80%, respectively, on the client side, while the encapsulation represents
the entire server time. Such ratios are used to assign the amount of resources
devoted to each KEM primitive module in the client and server architectures.

Step 2 - For each KEM primitive module, the heuristic identifies the opera-
tions executed by parametric components that require the largest fraction of
execution time. In particular, the heuristic considers the set of parametric
operations for which the execution time is at least 90% of the total exe-
cution time of the primitive or the entire set of configurable components
otherwise. For example, Table 4.1 shows that multiplication, which is the
sole parametric operation in our hardware implementation of encapsulation,
accounts for up to 23% of its execution time on Intel AVX2 platforms. In
contrast, decoding, which is also computed in hardware by a configurable
component, accounts for more than 90% of the execution time in the AVX2
implementation of decapsulation.

Step 3 - For each component or group of components, the heuristic explores
time- and space-complexity formulas to identify the combination of pa-
rameters that allows maximizing performance within the assigned resource
budget. The exhaustive search in the parameter space to find out the best
parameter configurations for each module is very fast since it leverages
the configurable components’ time- and space-complexity formulas with-
out involving any time-consuming hardware synthesis and place-and-route
tasks.

Step 4 - The heuristic implements the client and server designs employing
the configurations obtained at Step 3. Notably, our algorithm is robust and
conservative to account for i) the non-predictability of the synthesis and
implementation of EDA tools, and ii) the fact that a small change in the
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parameters can severely affect the performance and resource utilization.
Therefore, the heuristic could land to an unfeasible configuration or to a
configuration for which not all the available resources can be used since
small increments in the parameters would make it unfeasible within the
resource budget. In the former case, the heuristic iteratively re-implements
the failed design by lowering the values of the parameters for which the
time-complexity formulas show the smallest performance degradation, and
this process keeps on until the design becomes feasible. In the latter case,
the heuristic iteratively re-implements the non-optimal design by increasing
the values of the parameters for which the space-complexity formulas high-
light the smallest resource utilization increase, until either the performance
improvement is lower than a certain threshold or the design saturates the
available hardware resources.
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CHAPTER5
Experimental results

This chapter discusses the experimental evaluation of the proposed architec-
ture implementing the BIKE cryptoscheme. First, it details the performance
of existing state-of-the-art software and hardware implementations of BIKE,
which act as a benchmark for the performance of the proposed design. Then,
it discusses the experimental results for the components implementing the
most complex operations of BIKE, comparing their area and performance
to state-of-the-art ones and evaluating how they scale by varying the con-
figurable architectural and code parameters. Finally, it compares the area
and performance of the proposed implementation of the whole BIKE cryp-
toscheme against software and hardware ones from literature.

Parts of this chapter are derived from previously published works co-
authored by the author of this thesis. The experimental results for QC-
MDPC bit-flipping decoding discussed in Section 5.4 were obtained from
[110], while those for the dense-dense binary polynomial multiplication in
Section 5.5 and the binary polynomial inversion in Section 5.7 were derived
from [111] and [43], respectively. Finally, the experimental analysis of the
area and performance of the whole KEM client and server nodes provided
in Section 5.9 were adapted from the work in [41]. More details about the
referenced publications are provided in Appendix A.

85



Chapter 5. Experimental results

Table 5.1: Breakdown of the execution times of BIKE, expressed in milliseconds, for
different security levels, architectures, and software implementations. Legend: Kg key
generation, En encapsulation, De decapsulation primitive, PRNG and H pseudorandom
generation, Inv. inversion, Mult. multiplication, Dec. decoding, Other other operations
executed in the KEM primitives, K and L SHA-3 hash function.

Target CPU, software version and NIST security level
ARM32 ARM64 Intel Intel

KEM C99 [5] C99 [3] C99 [3] AVX2 [3]
prim. Op. SL1 SL3 SL1 SL3 SL1 SL3 SL1 SL3
Kg PRNG 0.88 1.24 0.44 1.20 0.04 0.10 0.01 0.02

Inv. 319.08 883.05 19.66 62.66 3.46 11.24 0.18 0.53
Mult. 12.77 36.64 1.00 3.05 0.17 0.56 0.01 0.02
Other 0.01 0.02 0.05 0.06 0.01 0.01 0.00 0.00

332.74 920.95 21.15 66.97 3.68 11.91 0.20 0.57
En H func. 0.86 1.24 0.79 2.24 0.07 0.18 0.02 0.03

Mult. 12.66 37.21 1.00 3.05 0.18 0.55 0.01 0.02
L func. 0.63 1.11 0.08 0.15 0.01 0.02 0.01 0.02
K func. 0.17 0.33 0.04 0.08 0.01 0.01 0.01 0.01
Other 0.50 1.05 0.08 0.08 0.00 0.01 0.00 0.00

14.83 40.94 1.99 5.60 0.27 0.77 0.05 0.09
De Dec. 463.15 1185.65 32.12 99.80 3.90 12.24 0.75 2.41

L func. 0.63 1.12 0.08 0.15 0.01 0.02 0.01 0.03
H func. 0.86 1.16 0.79 2.24 0.06 0.18 0.01 0.03
K func. 0.17 0.34 0.05 0.08 0.01 0.01 0.01 0.01
Other 0.00 0.00 0.89 2.39 0.08 0.21 0.03 0.06

464.82 1188.27 33.93 104.65 4.07 12.67 0.81 2.55
Total 812.38 2150.16 57.06 177.23 8.02 25.35 1.06 3.21

5.1 Benchmark software performance

Software performance of BIKE, collected on a range of computing platforms,
provides a benchmark for the quality of the proposed FPGA-based hardware
architecture. We consider computing platforms ranging from low-end ARM-
based embedded systems to desktop-class Intel CPUs. Moreover, different
computing platforms can exploit different versions of BIKE software im-
plementations. Our software performance analysis includes 32- and 64-bit
architectures, ARM and x86 ISAs, embedded- and desktop-class processors,
and plain-C99 and AVX2-optimized software.

The results of this analysis are detailed in Table 5.1. For each CPU
and software implementation, we executed BIKE 100 times and average
the collected execution times. Performance data for software execution
was collected on a 32-bit ARM Cortex-A9 CPU, on a 64-bit ARM Cortex-
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A53 CPU, and on a Intel Core i5-10310U CPU, which represent different
platform types across the computing spectrum.

ARM Cortex-A9 is an embedded-class 32-bit processor implementing the
ARMv7-A ISA. We execute BIKE on a ARM Cortex-A9 dual-core processor
featured on a Xilinx Zynq-7000 heterogeneous SoC, which couples the
ARM processor with programmable FPGA logic. The ARM CPU part has a
clock frequency up to 667MHz, and the external memory mounted on the
employed Digilent Zedboard development board, which houses the Zynq-
7000 chip, is a 512MB DDR3. The BIKE software [5] is executed on top of
the Xilinx Petalinux operating system.

ARM Cortex-A53 is an embedded-class 64-bit processor implementing
the ARMv8-A ISA. In particular, we consider the RP3A0 system-in-package
mounted on a Raspberry Pi Zero 2 W, that features a quad-core 64-bit
ARM Cortex-A53 processor clocked up to 1GHz and 512MB of SDRAM.
We executed the 64-bit portable C99 implementation of BIKE [5] on the
Raspberry Pi running the 64-bit Raspberry Pi OS Lite operating system, that
is based on Debian 11, and setting a fixed 1GHz clock frequency through
Linux cpupower tools.

Intel Core i5-10310U is a desktop-class 64-bit processor implementing
the x86-64 ISA and providing support for the Intel AVX2 extension. The PC
mounting the Intel CPU ran the Ubuntu 20.04.3 LTS operating system. We
executed the 64-bit portable C99 implementation and the AVX2-optimized
version [5]. The non-AVX2 executed at a 4.2GHz average clock frequency,
while the AVX2 one ran at 4GHz.

The range of computing platforms considered in the software benchmark-
ing phase resulted in significant differences in terms of absolute performance
when executing the BIKE software, as shown by data provided in Table 5.1.

On the lower end, the ARM Cortex-A9 platform, a 32-bit CPU running
at 667MHz, provided execution times of 812ms and 2150ms, i.e., in the
order of seconds, for BIKE instances with NIST security levels 1 and 3,
respectively.

Moving to a more efficient code that made use of 64-bit instructions, as
well as to a more modern and 64-bit ARMv8-A architecture, provided a
speedup of more than 10×. The performance on the ARM Cortex-A53 64-
bit CPU, also running at a higher 1GHz clock frequency, measured at 57ms
and 177ms for AES-128 and -192 security instances of BIKE, respectively.

Executing the same software implementation of BIKE on the Intel CPU
resulted in a further speedup of around 7×. The different architecture and
the higher clock frequency, in the order of 4GHz, allowed executing BIKE
instances with security levels 1 and 3 in 8ms and 25ms, respectively.
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Table 5.2: Breakdown of the execution times of AES-128 security instances of BIKE,
expressed in milliseconds, for different state-of-the-art FPGA-based implementations.
Legend: LW lightweight, TO trade-off, HS high-speed, HLS high-level synthesis.

KEM Reference implementation
primitive LW [89] HS [89] LW [88] TO [88] HS [88] HLS [74]
Key generation 21.90 2.69 3.79 1.87 1.67 137.84
Encapsulation 1.25 0.13 0.44 0.28 0.13 6.33
Decapsulation 13.35 1.97 6.90 4.21 1.89 135.48
Total 36.50 4.79 11.14 6.36 3.70 279.65

Finally, we evaluated the execution, on the same Intel CPU, of a software
implementation that made use of instructions from the Intel AVX2 extension.
The execution times of 1.1ms and 3.2ms are around 8× smaller than those
obtained by the plain-C99 software, which highlights the effectiveness
of those dedicated instructions in a software making wide use of binary
polynomial arithmetic.

5.2 Benchmark hardware performance

We evaluate the performance of state-of-the-art hardware implementations
of BIKE as a further benchmark for the quality of the proposed FPGA-
based hardware architecture. We consider both human-designed and HLS-
generated ones, all of them targeting FPGA architectures. The results of this
analysis are detailed in Table 5.2.

All the hardware state-of-the-art implementations target either Xilinx
Artix-7 FPGAs or Xilinx Zynq-7000 heterogeneous SoCs, which pair a
ARM CPU with programmable FPGA logic equivalent to the Artix-7 one.
Moreover, the Xilinx Artix-7 platform is the target for hardware implemen-
tations within the NIST PQC standardization process.

The lightweight instance of [89] is faster than 64-bit ARM software
execution, while the high-speed instance takes less than the Intel CPU
executing plain-C99 software, taking less than 5ms compared to just above
8ms.

The lightweight, trade-off, and high-speed FPGA-based implementations
of [88] range from 11.14ms to 3.70ms, further improving performance but
still slower than the AVX2 software executed on a Intel CPU with 4GHz
average clock frequency, which takes instead 1.06ms. The high-speed
instance is anyway more than two times faster than plain-C99 software
execution on the same Intel CPU.

Finally, the HLS-designed hardware implementation of BIKE [74] pro-

88



5.3. Experimental setup

vides a speedup up to 2.9× over the software execution on a ARM 32-bit
CPU, however requiring more FPGA resources than those available on the
target Zynq-7020 chip. A HW/SW approach executing encapsulation on
the CPU rather than implementing it on the FPGA still provides a 2.78×
speedup while satisfying the resources constraints.

The orders of magnitude of difference in the performance between human-
designed hardware implementations and HLS-generated ones highlight the
difficulty of HLS tools to make an efficient use of FPGA resources, in
particular for applications as complex as the BIKE cryptosystem.

5.3 Experimental setup

This section details the experimental setup for the overall architectures
implementing the client and server functionalities of the BIKE KEM. Further
details about the validation and evaluation of the single components that are
part of the whole KEM architecture are provided later in their corresponding
sections. Remarkably, the adoption of the LEDAcrypt PKC and KEM as
use cases for the evaluation of some components produces results that are
fully comparable to those that would be obtained by targeting the BIKE
cryptosystems. The LEDAcrypt and BIKE schemes are indeed QC-MDPC
code-based cryptoschemes, employ therefore the same underlying arithmetic,
and the code parameters are in the same orders of magnitude. The specific
code parameters are explicitly detailed whenever not targeting the BIKE
cryptoscheme.

5.3.1 BIKE code parameters

The proposed client and server architectures target the security levels 1
and 3 of the BIKE KEM, which correspond to AES-128- and AES-192-
equivalent security and each with a different underlying QC-MDPC code.
Such two security levels are also targeted by the reference software [5] and
hardware [25] implementations. The employed QC-MDPC codes have a
2p-bit code word length and a p-bit information word length. For each BIKE
code Bj, where j corresponds to the security level, Table 2.1 reports the size
p of hi blocks of H , the Hamming weight v of the rows of hi blocks, the
Hamming weight t of e, and the number of decoding iterations iter.

5.3.2 LEDAcrypt code parameters

As previously mentioned, part of the experimental evaluation of the para-
metric components employed within the proposed BIKE client and server
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cores targeted cryptoschemes from the LEDAcrypt cryptography suite. The
LEDAcrypt suite consists of QC-MDPC code-based post-quantum KEM
and PKC schemes, similar to the BIKE scheme. In particular, the proposed
architectures for QC-MDPC bit-flipping decoding, dense-dense binary poly-
nomial multiplication, and binary polynomial exponentiation were evaluated
considering the QC-MDPC codes employed by the KEM and PKC schemes
from the LEDAcrypt suite. Experimental results for the inversion module
target instead both LEDAcrypt and BIKE codes. This section discusses, for
each component evaluated targeting LEDAcrypt schemes, how the corre-
sponding code parameters relate to the BIKE ones.

The evaluation of the QC-MDPC bit-flipping decoder was carried out
considering QC-MDPC code parameters for the LEDAcrypt-KEM-CPA
scheme, which are reported later in Table 5.4. In particular, the C1 and
C4 codes are the most similar to those employed within AES-128- and
AES-192-equivalent security BIKE instances, i.e., B1 and B3 in Table 2.1.
Those codes share the same number n0 of blocks in the parity-check matrix
H , equal to 2, while the Hamming weight v of a row of the H matrix
of the C1 and C4 codes also corresponds to the v value of the B1 and
B3 codes, respectively. The p code parameters are in the same order of
magnitude, with LEDAcrypt-KEM-CPA codes having values of 10883 and
21011 compared to the 12323 and 24659 polynomial lengths of the BIKE
ones. Finally, the number of decoding iterations is also comparable, with
LEDAcrypt-KEM-CPA and BIKE schemes only differing by one iteration,
i.e., 6 and 5, respectively. Moreover, LEDAcrypt and BIKE schemes employ
similar bit-flipping decoding algorithms, with the only difference of the
additional black and gray iterations employed in the BGF decoding variant
implemented by the latter.

The dense-dense binary polynomial multiplier was evaluated consid-
ering the polynomial lengths employed by the nine configurations of the
LEDAcrypt PKC scheme. The range of values held by the polynomial
degree p across the different configurations of the LEDAcrypt PKC scheme
is similar to the values of p employed in BIKE. As listed later in Table 5.6,
the nine values of p considered for the experimental evaluation range from
8467 (P1) to 37619 (P9), whereas the BIKE B1 and B3 codes have values
of p equal to 12323 and 24659, respectively. In particular, the P2 and P3
codes, with polynomial lengths p of 9643 and 14717, respectively, can be
considered lower and upper bounds for BIKE’s B1 code, which has a p
value of 12323. Similarly, the P7 and P8 codes, with polynomial lengths p
of 24533 and 28477, respectively, can be considered lower and upper bounds
for BIKE’s B3 code, which has a p value of 24659.
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Finally, the binary polynomial exponentiation results are reported for
polynomials with length specified as in the C1, C4, and C7 LEDAcrypt-
KEM-CPA codes used for the QC-MDPC bit-flipping decoding experimental
evaluation, while binary polynomial inversion was evaluated against both the
nine LEDAcrypt-KEM-CPA polynomial lengths reported in Table 5.4 and
the BIKE B1 and B3 codes listed in Table 2.1 and targeted by the proposed
BIKE client and server architectures.

5.3.3 Software setup

The software implementation of BIKE considered as the software refer-
ence is the open source version freely available online [5]. It provides
both a baseline C99 portable software implementation and an optimized
code that employs the Intel AVX2 extension, thus providing higher perfor-
mance. The two software versions were executed on an Intel Core i5-10310U
desktop-class CPU, forcing a fixed operating frequency of 4.4 GHz to avoid
performance variability due to power management. For each BIKE code
configuration, the execution times of key generation, encapsulation, and
decapsulation for the C99 and AVX2 software have been obtained as the
average of 30 executions.

5.3.4 Hardware setup

The architectures discussed in Section 4.1 have been described in SystemVer-
ilog and implemented in Xilinx Vivado 2020.2, targeting Artix-7 FPGAs
and a clock frequency of 91 MHz.

The Xilinx Artix-7 FPGA family was selected as the target for the exper-
imental evaluation of the proposed architectures for multiple reasons. On
the one hand, the Xilinx Artix-7 family is the de-facto standard in academic
research, including the cryptography field, due to its wide availability and to
having the best price-performance ratio among FPGAs. On the other hand,
NIST targets specifically Artix-7 FPGAs for the hardware implementations
of cryptoschemes in its post-quantum standardization process, in order to
provide a fair comparison environment for all proposals by avoiding differ-
ences due to the usage of different FPGA technologies or technology nodes
of ASIC implementations.

All the identified instances of the proposed architectures satisfy the area
constraints given by the available resources on the target Xilinx Artix-7
FPGAs, which are listed in Table 5.3, and the timing requirements, i.e., a
91 MHz clock frequency. For each considered FPGA and code configura-
tion, in the following only the best hardware implementations, i.e., those
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Table 5.3: Available resources on FPGAs from the Xilinx Artix-7 family, expressed in terms
of look-up tables (LUT), flip-flops (FF), and block RAM (BRAM).

FPGA LUT FF BRAM
Artix-7 12 8000 16000 20
Artix-7 15 10400 20800 25
Artix-7 25 14600 29200 45
Artix-7 35 20800 41600 50
Artix-7 50 32600 65200 75
Artix-7 75 47200 94400 105
Artix-7 100 63400 126800 135
Artix-7 200 134600 269200 365

with the smallest execution time and which satisfy the area and timing
constraints, are reported. Such instances have been identified after a de-
sign space exploration that employed the four-step, complexity-oriented
heuristic described in Section 4.8 considering the configurable parameters
of the architecture, which are the parallelism of the dense-sparse multi-
plier (ParDSMul), of the bit-flipping decoder (ParDec), and of the dense-
dense multiplication (ParDDMul) and exponentiation components (ParExp)
within the inversion module. For simplicity, we fixed the bandwidths of
the dense-sparse multiplier (BWDSMul), bit-flipping decoder (BWDec), and
inversion module (BWInv) to the same value as the bandwidth of the client
and server top modules (BW ).

The performance of the proposed architectures was collected by averag-
ing the execution times of 10000 operations of each analyzed component,
i.e., the client and server cores and the decoding and arithmetic modules,
while their area consumption was obtained as the FPGA resource utilization
after their implementation, i.e., place and route, in Xilinx Vivado 2020.2.

5.3.5 Functional validation

The proposed client and server architectures, as well as the components
implementing decoding and arithmetic operations, have been functionally
validated through both post-implementation timing simulation and board
prototype execution, checking the correctness of the obtained results against
the reference software implementation of BIKE [5].

Post-implementation simulation targeted the Artix-7 35 (xc7a35tcpg236-
1), Artix-7 50 (xc7a50tcpg236-1), and Artix-7 200 (xc7a200tsbg484-1)
Xilinx FPGAs, while board prototype execution targeted the Digilent Nexys
4 DDR board, that features an Artix-7 100 (xc7a100tcsg324-1) FPGA. In
both cases, we implemented instances of the proposed architectures for
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Functional Validation Architecture
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Figure 5.1: Hardware setup for the functional validation.

each code configuration and for each target FPGA. Each hardware instance
executed 10000 operations, depending on the specific design under test,
and their results were compared with the corresponding outputs of software
execution to check their correctness.

Figure 5.1 describes the functional validation architecture used for both
post-implementation simulation and prototype execution. The functional
validation architecture is made of three parts. The FPGA controller (Ctrl)
communicates with the host computer to collect the input and return the
output, the UART module creates a communication channel between the
FPGA controller and the host computer, and the DUT block represents an
instance of the design under test. The DUT block corresponds indeed to ei-
ther a BIKE client or server core or to a QC-MDPC bit-flipping decoding or
binary polynomial inversion, multiplication, or exponentiation component.
To perform a DUT computation, the Ctrl module drives the cmdM2S and
weM2S signals to collect the inputs from the UART module. The FPGA
controller waits until the UART has sent the required data before closing the
communication, which implements a blocking protocol. Once the input has
been collected, the dutCmd signal is used to load the inputs into DUT and to
start the computation. BW bits per clock cycle of the input data are passed
to the DUT module through the dutDataIn signal. The DUT module sig-
nals the end of the computation through the dutDone control signal while
BW bits of c(x) per clock cycle are loaded into Ctrl through the c sig-
nal. The DUT and Ctrl modules exchange data through an acknowledged
protocol (see cmdDut and dutAck signals). Finally, the Ctrl module
sends the result back to the UART module through the dataM2S signal.
The Ctrl and UART modules also exchange data through an acknowledged
protocol (see cmdM2S and ackS2M signals).
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Table 5.4: Code parameters of the LEDAcrypt-KEM-CPA configurations [11].

Security LEDAcrypt-KEM-CPA Code parameters
level configuration n0 p v iter
AES-128 C1 2 10883 71 6

C2 3 8237 79 5
C3 4 7187 83 4

AES-192 C4 2 21011 103 6
C5 3 15373 117 5
C6 4 13109 123 4

AES-256 C7 2 35339 137 4
C8 3 25603 155 4
C9 4 21611 163 4

5.4 QC-MDPC bit-flipping decoding

The QC-MDPC bit-flipping decoding architecture discussed in Section 4.2
was evaluated with respect to its resource utilization on Xilinx Artix-7
FPGAs and to its performance compared to a reference software execution.

The proposed decoding architecture was instantiated for each of the
nine Ci LEDAcrypt-KEM-CPA code configurations listed in Table 5.4 and
compared to the corresponding software execution of two reference software
implementations of QC-MDPC bit-flipping decoding extracted from the
official implementation of the LEDAcrypt-KEM-CPA cryptoscheme [11].
The baseline C11 and AVX2-optimized software implementations of the
bit-flipping decoder were adapted to always execute iter iterations, i.e., early
termination when obtaining a syndrome with a null Hamming weight was
disabled to obtain a constant number of decoding iterations. The software-
implemented decoding was executed on an Intel Core i7-6700HQ processor,
which supports the Intel AVX2 extension and runs at a clock frequency up
to 3.5GHz.

The architecture for QC-MDPC bit-flipping decoding was implemented
on the Artix-7 12 (xc7a12tcsg325-1) and Artix-7 200 (xc7a200tsbg484-1)
FPGAs, respectively the lowest and highest end of the Xilinx Artix-7 family,
targeting a 100 MHz operating frequency, i.e., a 10 ns clock period.

The experimental results detailed in the rest of this section are reported
for only the best combination of parameters of each code configuration,
i.e., the set of parameters that produces the feasible decoder instance which
provides the best performance in terms of decoding execution time. Such
configurations have been identified after an extensive design space explo-
ration that explored four bandwidths (BWDec), i.e., 32, 64, 128 and 256
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Table 5.5: Configuration parameters for the decoder instances on Artix-7 FPGAs.

LEDAcrypt-KEM-CPA Artix-7 12 Artix-7 200
Configuration BWDec ParDec BWDec ParDec

C1 32 4 128 24
C2 32 4 128 32
C3 32 4 128 32
C4 32 2 128 24
C5 32 4 128 24
C6 32 4 128 24
C7 32 1 128 24
C8 32 2 128 24
C9 32 1 128 24

bits, and a set of values comprised between 1 and 32, i.e., 1, 2, 4, 8, 16, 24
and 32 bits, for the parallelism degree (ParDec) in the UPC and syndrome
update computation. The hardware decoding instances and their identified
architectural parameters are listed in Table 5.5.

5.4.1 Area results

The proposed decoder makes use of the BRAMs of the FPGA as the primary
means of storage for the inputs, the intermediate values and the result,
allowing the decoder to fit on tiny FPGAs even for codes with a large block
size p. In such a way, the maximum allowed dimension of the dense vectors
that store the syndrome, the error and the UPCs is not a function of the
available amount of flip-flops, that easily become the scarcest resources on
small FPGAs, but it is instead a function of the available BRAM storage
capacity. We note that a single BRAM can store up to 36kb and the smallest
considered FPGA features 20 BRAMs.

For each configuration of the LEDAcrypt cryptosystem, considering the
Xilinx Artix-7 12 and Artix-7 200 FPGAs, Figure 5.2 reports the normalized
resource utilization of the look-up table (LUT), flip-flops (FF), and block
RAM (BRAM) elements, as a percentage on the total available.

As expected, the use of BRAM resources dominates each design on both
the Xilinx Artix-7 12 and Artix-7 200 thus minimizing the use of flip-flops,
which are therefore never the scarcest resource. We note that even if the
flip-flop utilization is low, the unused flip-flop resources can not be exploited
to further improve the design. For example, on average the FF utilization on
the Xilinx Artix-7 12 is below 15%, while the BRAM utilization is above
95% (see Figure 5.2a). However, the entire Xilinx Artix-7 12 features 16,000
FFs, thus their contribution is lower that the storage capacity of a single
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(a) Xilinx Artix-7 12

(b) Xilinx Artix-7 200

Figure 5.2: Resource utilization of the proposed QC-MDPC bit-flipping decoder imple-
mented on the Xilinx Artix-7 12 and Artix-7 200 FPGAs. The utilization for LUT, FF,
and BRAM resources is expressed as a percentage of the available resources on the
target FPGA.

BRAM. In a similar manner, the FF utilization on the Xilinx Artix-7 200 is
lower than 15% for each LEDAcrypt configuration. Even in such scenario,
it is impossible to improve the design by leveraging on the FF resources.
Instead, the average BRAM resource utilization is 82%, thus the storage
capacity is never the bottleneck of the implemented designs. In contrast, the
limiting factor to a better resource utilization is the timing, which becomes
the bottleneck on the decoder implementations on the Xilinx Artix-7 200,
due to the massive parallelism that is achieved thanks to the vast amount of
available resources. However, a complete performance discussion is left to
the performance evaluation part in the following of this section.

Considering the LUT resources, we note an average utilization of 55%
and 50% on the Xilinx Artix-7 12 and Xilinx Artix-7 200, respectively.
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Although such resource type never becomes the scarcest one across the entire
set of considered decoder implementations, its utilization varies depending
on the actual level of parallelism of each implemented decoder, since LUTs
are used to implement the combinational logic of the decoder. Table 5.5
reports the level of parallelism for the two design-time knobs of our decoding
architecture for each combination of FPGA and LEDAcrypt configuration.
The 32-bit bandwidth (BWDec) is found to be the optimal value to implement
each LEDAcrypt configuration on the Xilinx Artix-7 12 FPGA, while the
optimal level of parallelism ParDec to maximize the computation of the two
vector-matrix multiplications in the bit-flipping procedure, i.e., UPC = H ·s
and s = H · e, ranges between 1 and 4, thus determining a variability in
the used LUTs depending on the implemented LEDAcrypt configurations.
For example, LUT utilization is around 60% for configurations in the range
C1−C6, while it drops down to 30% for C7 and C9 and it peaks to almost
90% for C8 (see Figure 5.2a). We note that ParDec is equal to 4 for C1−C6
configurations, thus determining a higher use of LUTs with respect to C7
and C9 configurations, while the latter decoder instances targeting larger
QC-MDPC codes are implemented with a ParDec value of 1. Similarly,
the large use of LUTs for C8 is motivated by both the larger QC-MDPC
code compared to the one of C1−C6 and the possibility of using a ParDec

parallelism of 2 without exceeding the available hardware resources of the
FPGA. Considering the implemented decoders on the Xilinx Artix-7 200,
the average LUT utilization is 50% with small variations between different
configurations (see Figure 5.2b). The 128-bit bandwidth has been found
optimal for the entire set of LEDAcrypt configurations, while a ParDec

value of 24 is employed for all the configurations but C2 and C3, for which
32 is used instead (see Table 5.5). Such increase in the parallelism for C2
and C3 impacts the used LUTs, for which a value slightly below 60% is
reported (see LUT for C2 and C3 in Figure 5.2b). We note one more
time that the impossibility of resorting to either a more aggressive level
of parallelism or a larger bandwidth for the decoders implemented on the
Artix-7 200 FPGA, is due to the imposed timing constraints equal to 10ns
and not to the available resources on the board. However, as explained in
the following, such decoder implementations still allow overcoming the
performance of optimized software-implemented decoders employing the
Intel AVX2 extension by 5 times, on average.

97



Chapter 5. Experimental results

Figure 5.3: Execution time (in milliseconds) of QC-MDPC bit-flipping decoding. Results
are shown for software decoding on the Intel i7 processor and for hardware decoding
on the Artix-7 12 and Artix-7 200 FPGAs.

5.4.2 Performance results

Figure 5.3 reports the performance results expressed as the execution time
to complete the bit-flipping decoding procedure for all the LEDAcrypt con-
figurations. The results are reported for each configuration considering the
two software implementations, i.e., C11 and AVX2, and the two hardware
implementations, which targets the Xilinx Artix-7 12 and Artix-7 200 FP-
GAs, respectively. As expected, the execution time increases with the size
and the weight of the QC-MDPC code for all the implementations. For
example, C11 takes 32 ms and 229 ms to complete the decoding of C1 and
C9, respectively (see Figure 5.3).

In order to highlight the actual performance speedup across the dif-
ferent implementations of the decoding procedure, Figure 5.4 reports the
performance speedup of the AVX2 software and of the two hardware im-
plementations, normalized with respect to the C11 software version. The
decoders targeting the low-end Xilinx Artix-7 12 FPGA show an execution
time comprised between 1 and 25 milliseconds, with a corresponding per-
formance improvement between 9 and 36 times (23 times on average) with
respect to the C11 software implementation.

We note that the optimized software implementation employing the Intel
AVX2 extension (AVX2) shows an average performance speedup of 108×
compared to the C11 reference software version. However, our decoders
targeting the Xilinx Artix-7 200 FPGA show a further average 5× speedup
against the performance-optimized software employing the Intel AVX2 ex-
tension (see Figure 5.4). Such results demonstrate the superior performance

98



5.5. Dense-dense binary polynomial multiplication

Figure 5.4: Performance improvement with respect to C11 software decoding executed on
the Intel i7 processor. Results are shown for AVX2 software decoding on the Intel i7
processor and for hardware decoding on the Artix-7 12 and Artix-7 200 FPGAs.

and scalability of our decoding architecture against optimized software so-
lutions exploiting custom and hardware-accelerated instructions offered by
recent high-end Intel processors.

5.5 Dense-dense binary polynomial multiplication

The dense-dense binary polynomial architecture discussed in Section 4.4 was
evaluated with respect to its resource utilization on Xilinx Artix-7 FPGAs
and to its performance compared to a reference software execution.

The proposed architecture was instantiated for each of the nine Pi
LEDAcrypt PKC configurations listed in Table 5.6 and compared to the
corresponding software execution of the binary polynomial multiplication
by exploiting the gf2x C library [21], in particular the 1.3.0 version. The gf2x
C library implements the Karatsuba, Toom-Cook and FFT multiplication al-
gorithms and represents the state-of-the-art for software-implemented large
binary polynomial multiplications. The software-implemented multiplica-
tion was executed on an Intel Core i7-6700HQ processor, which supports
the Intel AVX2 extension and runs at a clock frequency up to 3.5GHz.

The architecture for dense-dense binary polynomial multiplication was
implemented on the Artix-7 12 (xc7a12tcsg325-1) and 200 (xc7a200tsbg484-
1) FPGAs, respectively the lowest and highest end of the Xilinx Artix-7
family, targeting a 143 MHz operating frequency, i.e., a 7 ns clock period.
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Table 5.6: Code parameters of the LEDAcrypt-PKC configurations [11].

Security LEDAcrypt PKC Code parameters
level configuration n0 p
AES-128 P4 2 15013

P2 3 9643
P1 4 8467

AES-192 P7 2 24533
P5 3 17827
P3 4 14717

AES-256 P9 2 37619
P8 3 28477
P6 4 22853

5.5.1 Area results

The proposed dense-dense multiplier exploits a massive BRAM utilization to
store partial products and the final result with two positive side-effects. First,
the multiplier can be implemented on tiny FPGAs even for the multiplication
of large operands. In particular, the maximum allowed dimension of the
operand in bits is not function of the available amount of flip-flops, that
easily become the scarcest resources on small FPGAs, but it is function of
the available BRAM storage capacity. We note that a single BRAM can store
up to 36kbit and that the smallest considered FPGA features 20 BRAMs.
Second, the use of a nested structure to implement the multiplier where
storage elements surround the compute stage, optimizes the critical path by
construction. In particular, the critical path, which remains independent from
the number of implemented Karatsuba iterations, depends on the width (BW)
of the combinational multiplier. This, in turn, determines the critical path of
the proposed multiplier, that, however, cannot be improved by a reduction
of the value of BW. In fact, any reduction of the value of BW aiming to
optimize the critical path of the combinational multiplier generates a much
more severe overall performance degradation due to the underutilization of
the BRAM data-transfer bandwidth.

Figure 5.5 reports the normalized resource utilization for each polynomial
size of the LEDAcrypt cryptosystem considering the Xilinx Artix-7 12
and the Xilinx Artix-7 200 FPGAs. In particular, for each polynomial
size, the percentage utilization of LUT, flip-flops and BRAM elements is
reported. We note that the massive use of BRAM resources minimizes the
use of flip-flops, which are therefore never the scarcest resource, while LUT
and BRAM utilization are almost aligned even if the reported utilization
greatly differs between the two considered FPGAs. For each of the 9
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(a) Xilinx Artix-7 12

(b) Xilinx Artix-7 200

Figure 5.5: Resource utilization of the dense-dense multiplier implemented on Xilinx Artix-
7 12 and Artix-7 200 FPGAs. Relative utilization of LUT, FF, and BRAM resources is
expressed as the percentage of the available resources on the target FPGA.

LEDAcrypt configurations, both the Artix-7 12 and 200 FPGAs have the
internal bandwidth of the multiplier set to 64 bits, which corresponds to the
bandwidth of the BRAM memories available on the Artix-7 family, making
it an optimal choice. For Xilinx Artix-7 12, all the 9 considered polynomials
have their optimal hardware configuration with 1 Karatsuba recursion and
3 Comba multipliers, i.e., 3 partial products are computed in parallel. All
configurations almost saturate the FPGA resources in terms of LUT and
BRAM, while the low FF utilization, i.e., 8% on average, is due to the
massive use of BRAM to store intermediate values. We note that the unused
flip-flops cannot be efficiently employed, since even all together they cannot
contain the information stored in a single BRAM.
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Figure 5.6: Performance speedup with respect to the hardware multiplication performed
with 1 parallel Karatsuba iteration. Results are shown for hardware multipliers with a
number of parallel Karatsuba iterations varying between 2 and 5.

For Xilinx Artix-7 200, all the 9 considered polynomials have their
optimal hardware configuration with 3 Karatsuba recursion and 27 Comba
multipliers. However, the resource utilization for both the LUT and the
BRAM is limited to 50%. To better understand this supposedly low resource
utilization, we need to analyze the Karatsuba algorithm. In particular, such
algorithm allows to substitute a partial product computation with a few
binary additions in Z2[x] . Considering the proposed architecture, a new
set of BRAM is used at each iteration of the Karatsuba and additional
LUTs are used to perform the additional operations and to compose the
intermediate results into the final partial product. Moreover, the use of too
many nested Karatsuba iterations can negatively affect the performance
since the time spent to split the operands becomes bigger than the time
spent to actually perform the Comba multiplication, i.e., Comba operands
are too small. To this extent, only the use of a parallel Karatsuba iteration
offers a significant performance speedup with, however, a non-negligible
cost in terms of resource utilization. For each LEDAcrypt configuration, the
performance speedup due to the nested implementation of parallel Karatsuba
iteration is reported in Figure 5.6. The performance speedup is defined as
the ratio between the execution times on a hardware multiplier with only
1 parallel Karatsuba iteration and on hardware multipliers with a number
of parallel Karatsuba iterations comprised between 2 and 5. We note that
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Figure 5.7: Execution time (in microseconds) of a multiplication. Results are shown
for software multiplication on the Intel i7 core and hardware multiplication on the
Artix-7 12 and Artix-7 200 FPGAs.

its value is always significantly positive, while the number of required
BRAMs and LUTs grows 3× for each parallel Karatsuba iteration. To this
extent, the resource utilization on the Xilinx Artix-7 200 is motivated by the
impossibility to add another Karatsuba iteration due to resource limitation,
while by using a larger FPGA, such as those of the Xilinx Virtex-7 family,
the proposed multiplier can further improve its offered performance.

5.5.2 Performance results

Figure 5.7 reports the performance, i.e., the execution time, for all the 9 con-
sidered polynomial degrees, thus covering all the LEDAcrypt cryptoscheme
configurations. For each polynomial degree, results are reported for the
hardware implementations targeting the Artix-7 12 and 200 FPGAs and
for the software reference. Considering the LEDAcrypt PKC use case, a
multiplication executed with the gf2x library takes between 124 and 1510
microseconds, while our hardware multipliers implemented on the Artix-
7 12 and 200 FPGAs take respectively between 27 and 597 and between 4
and 50 microseconds.

We define the performance improvement metric as the ratio between
the execution times of a single multiplication on the software reference
implementation and on our hardware multipliers.

The Artix-7 200 implementation of the proposed multiplier, as shown

103



Chapter 5. Experimental results

Figure 5.8: Performance improvement with respect to C11 software multiplication executed
on the Intel i7 processor. Results are shown for hardware multiplication on the Artix-
7 12 and Artix-7 200 FPGAs.

in Figure 5.8, offers a performance speedup between 28.3 and 41.5 times
(33.3 times faster on average) compared to the software implementation.
Similarly, the Artix-7 12 implementation of the proposed multiplier offers a
performance speedup between 2.5 and 6.4 times (3.6 times faster on average)
compared to the software implementation. It is worth noticing that, despite
the ad-hoc hardware microarchitecture, the FPGA implementation works at
143 MHz while the software multiplication executed on an Intel i7 processor
clocked at 3.5 GHz.

5.6 Binary polynomial exponentiation

This section briefly discusses the resource utilization and performance of
the exponentiation architecture described in Section 4.5. Table 5.7 lists the
area and performance metrics for instances of the exponentiation module
targeting polynomials with length p values of 10883, 21011, 35339, as in the
L1.2, L3.2, and L5.2 LEDAcrypt KEM-CPA instances, respectively (see
C1, C4, C7 in Table 5.4). The experimental results are provided for differ-
ent values of the configurable parameters BW and ParExp to highlight how
their variations impact the area and performance metrics. The listed hard-
ware instances are synthesized and implemented on Xilinx Artix-7 FPGAs
targeting a 133MHz clock frequency, i.e., a 7.5ns clock period.

Results in Table 5.7 highlight a mostly linear impact of both the BW
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Table 5.7: Resource utilization and performance of the proposed exponentiation architec-
ture for different configurations of code and architectural parameters.

p BW ParExp LUT FF BRAM Latency [us]
10883 32 1 312 163 1 84.4

2 599 309 1.5 43.5
4 981 567 2.5 23.0
8 1891 1065 4.5 12.8
16 3501 2006 8.5 7.7
32 6451 3425 16.5 5.1

64 1 420 191 2 83.4
32 9743 4937 33 3.8
64 19291 8838 65 2.6

21011 32 1 341 177 2 162.6
32 8574 3732 33 9.9

64 1 426 203 2 160.4
32 9940 5337 33 7.4
64 17783 9331 65 4.9

35339 32 1 433 187 3 273.5
32 7982 4009 49.5 16.6

64 1 489 215 4 269.6
32 12410 5381 66 12.4
64 23812 9840 130 8.3

and ParExp configurable architectural parameters on the FPGA resource
utilization and on the execution time. Moreover, the p code parameter, i.e.,
the polynomial length, also shows a linear impact on both the area and
performance metrics. The specific inputs to the exponentiation, i.e., the
base polynomial and the integer exponent, do not impact instead in any way
the execution time of an exponentiation operation, which is computed in a
constant time for a given set of p, BW , and ParExp parameters.

Notably, the smallest instances for each polynomial length, i.e., instances
with BW and ParExp parameters set to 1 and 32, respectively, fit widely
even on the smallest chip from the Artix-7 family. The smallest instance for
polynomials with length 35339 occupies indeed 433 LUT, 187 FF, and 3
BRAM resources.

5.7 Binary polynomial inversion

This section discusses the area and the performance of the binary polynomial
inversion architecture described in Section 4.3 to demonstrate its efficiency
and scalability across the entire Xilinx Artix-7 family of mid-range FPGAs.

We adopted the LEDAcrypt-KEM-CPA [11] and BIKE [5] key encapsu-
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Table 5.8: Architectural parameters for hardware instances of the proposed inversion
architecture on Artix-7 12 and 200 FPGAs.

Artix-7 12 Artix-7 200
Code p BW ParExp ParDDMul BW ParExp ParDDMul

L1.4 7187 64 1 1 64 32 3
L1.3 8237 64 1 1 64 64 3
L1.2 10883 64 1 1 64 64 3
B1 12323 64 1 1 64 64 3
L3.4 13109 64 1 1 64 32 3
L3.3 15373 32 16 1 64 64 3
L3.2 21011 64 1 1 64 64 3
B3 24659 64 1 1 64 64 3
L5.4 21611 64 1 1 64 32 3
L5.3 25603 64 1 1 64 64 3
L5.2 35339 32 1 1 64 32 3
B5 40973 32 1 1 64 32 3

lation mechanisms as representative use cases to demonstrate the validity of
the proposed architecture, implementing the inversion module on all FPGAs
of the mid-range Xilinx Artix-7 family. Table 5.8 reports all the p code
parameters for BIKE and LEDAcrypt-KEM-CPA, ranging from 7187 to
40973.

The proposed architecture’s performance was compared against two
state-of-the-art software implementations running on an Intel Core i7 pro-
cessor [69] and against a state-of-the-art hardware implementation targeting
the Artix-7 FPGA family [25].

Each design instance of the proposed inversion architecture was imple-
mented at a 133MHz operating frequency,i.e., a 7.5ns clock period. For each
considered FPGA and code configuration, Table 5.8 lists the architectural
paramters of the best hardware implementation, i.e., the feasible one provid-
ing the shortest execution time for a binary polynomial inversion inversion.
Such instances were identified after exploring two bandwidths BW , 32 and
64 bits, three levels of multiplication parallelism ParDDMul, with 1, 2, and
3 Karatsuba recursions computed in parallel, and a large set of levels of
exponentiation parallelism ParExp, with values equal to the powers of 2
between 1 and BW .

The proposed architecture was compared to the reference inversion mod-
ule extracted from the hardware implementation of BIKE, that targets FP-
GAs and is freely available online [25]. The state-of-the-art reference was
implemented and simulated targeting Artix-7 FPGAs and using the same
synthesis and implementation directives used for the proposed inversion
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Table 5.9: Resource utilization, timing, and performance of the reference inversion hard-
ware instances [25].

Code BW LUT FF BRAM Freq. [MHz] Latency [ms]
B1 32 1776 342 3 100 25.20

64 4162 427 3 80 8.88
128 11721 733 6 74 3.36

B3 32 1585 311 3 100 110.02
64 4366 493 3 83 35.26

128 12025 660 6 74 12.04

architecture. We considered only the reference instances implementing the
third exponentiation strategy (see Section 3.2), since they show a lower or
equal area and higher or equal performance than the other two [89]. The
hardware reference implementation of BIKE is available in three bandwidths,
i.e., 32, 64, and 128 bits, for the security levels 1 and 3 of BIKE, while no
hardware support is available for security level 5. The proposed architecture
is hence compared to the 32-, 64-, and 128-bit bandwidth configurations
with exponentiation strategy 3 of the BIKE hardware implementation. The
instances with 32- and 64-bit bandwidth can be instantiated on an Artix-7 12
FPGA, i.e., the smallest Artix-7 chip, while the 128-bit instances must target
an Artix-7 25 or larger FPGA due to the required LUT resources. Resource
utilization, maximum clock frequency, and execution time for the reference
hardware instances of BIKE are detailed in Table 5.9.

On the software side, we compared the performance against two refer-
ence software versions of binary polynomial inversion extracted from the
implementation of LEDAcrypt-KEM-CPA. The C11 version was used as
the baseline reference design for performance evaluation, while the opti-
mized software implementation employing the Intel AVX2 extension was
considered as the top-notch reference from the point of view of performance.
Both are freely available online [69], and they were executed on an Intel
Core i7-6700HQ desktop-class CPU running at 3.5GHz.

5.7.1 Area results

The proposed architecture makes use of the BRAMs of the FPGA as the
primary means of storage, allowing the inversion module to fit on tiny
FPGAs even for codes with a large block size p. In such a way, the maximum
allowed dimension of the dense vectors that store the input, intermediate,
and output polynomials is not a function of the available amount of flip-
flops, that easily become the scarcest resources on small FPGAs, but it is
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(a) Xilinx Artix-7 12

(b) Xilinx Artix-7 200

Figure 5.9: Resource utilization of the proposed inversion architecture implemented on the
Xilinx Artix-7 12 and 200 FPGAs. The utilization for each resource type is expressed as
a percentage of the available resources on the target FPGA.

instead a function of the available BRAM storage capacity. We note that a
single BRAM can store up to 36kb and the smallest Artix-7 FPGA features
20 BRAMs and 16000 flip-flops, while the considered polynomial lengths
range from 7187 to 40973 bits.

Figure 5.9 reports the utilization of the LUT, flip-flop, and BRAM re-
sources as a percentage of the total available resources on the Artix-7 12
and 200 FPGAs, for polynomial lengths that suit the nine LEDAcrypt-KEM-
CPA cryptosystem configurations. Look-up tables are the most used FPGA
resource in smaller designs fitting on Artix-7 12 FPGAs. Indeed, most
best-performing designs that are still suitable for the smallest Artix-7 FPGA
require up to 99% of available LUT resources, while used BRAMs are
around 90-95%. Similarly, the majority of Artix-7 200 instances show a
slightly higher utilization of LUTs than BRAMs. Regardless of the dif-
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5.7. Binary polynomial inversion

ferences in used FPGA resources, all designs targeting the whole range of
Artix-7 FPGAs are characterized by a wide usage of BRAMs, thus signif-
icantly minimizing the use of flip-flops. Even if the flip-flop utilization is
low, it must be noted that the unused FF resources can not be exploited to
further improve the design. For example, on average the FF utilization on
the Artix-7 12 is below 15%, while the BRAM utilization is above 90% (see
Figure 5.9a). However, an Artix-7 12 chip features 16000 FFs, thus its
storage capacity is lower than a single BRAM and insufficient to store p-bit
polynomials. In a similar manner, the FF utilization on Artix-7 200 is lower
than 10% for each LEDAcrypt configuration. Even in such scenario, it is
impossible to improve the design by leveraging the FF resources.

In contrast, we identified two main limiting factors to a higher grade of
parallelism. On the dense-dense multiplier side, increasing the ParDDMul

parallelism, i.e., implementing parallel computation of 4 or more Karatsuba
recursions, demands a number of LUTs and BRAMs that is not available on
any FPGA from the Artix-7 family. On the exponentiation side, a high level
of ParExp parallelism, which is nonetheless bounded by the BW bandwidth
parameter, may cause timing closure at implementation time to fail, thus
requiring to resort to instances with lower ParExp that work at the target
133 MHz clock frequency. As shown in Table 5.8, configurations such
as L5.4 have a ParExp value equal to 32, while other ones such as L5.3
have a ParExp value equal to 64, which is the maximum allowed value. A
lower exponentiation parallelism results in around 4% and 8% lower LUT
and BRAM utilization, respectively, on Artix-7 200 implementations with
ParExp 32 instead of 64. Notably, ParExp values comprised between 33
and 63, when coupled with a 64-bit BW bandwidth, would still require the
same exact amount of clock cycles as required by a ParExp value equal to
32, hence providing no actual advantage.

5.7.2 Performance results

The performance assessment is achieved by comparing the execution time
of the proposed inversion procedure to those of the software implementation
of LEDAcrypt and the hardware implementation of BIKE.

In particular, Table 5.10 reports the performance results for all LEDAcrypt-
KEM-CPA configurations, considering the two software references, i.e., C11
and AVX2, and the two hardware instances of the proposed architecture that
target the Artix-7 12 and 200 FPGAs. For example, C11 takes between
1.80 ms and 49.95 ms to complete the inversion, with the two extremes
corresponding to the L1.4 and L5.2 code configurations, respectively.
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Table 5.10: Execution times, expressed in milliseconds, of C11 and AVX2 software in-
version [69] run on a i7-6700HQ CPU and of hardware instances of the proposed
architecture on Artix-7 FPGAs.

Software [69] Proposed architecture
Code C11 AVX2 Artix-7 12 Artix-7 200
L1.4 1.80 0.20 1.18 0.10
L1.3 2.53 0.24 1.49 0.11
L1.2 4.46 0.35 2.10 0.16
L3.4 6.25 0.50 2.71 0.24
L3.3 8.11 0.78 8.56 0.28
L3.2 16.79 0.95 5.73 0.44
L5.4 19.58 1.24 6.09 0.51
L5.3 22.69 1.06 7.85 0.57
L5.2 49.95 2.43 47.61 1.11

Figure 5.10 reports the performance speedup of the AVX2 software
and the two hardware implementations, normalized with respect to the
C11 software, highlighting the actual performance improvement across
the different implementations of the inversion procedure. The performance
speedup of the x implementation is defined as the ratio between the execution
time of the C11 software (TC11) and the execution time of x (Tx), where x ∈
{AVX2, Artix-7 12, Artix-7 200}, as shown in Equation 5.1.

speedupx =
TC11

Tx

(5.1)

The inversion modules targeting the low-end Artix-7 12 FPGA show
an execution time comprised between 1.18 and 47.61 milliseconds, with a
performance speedup between 0.95 and 3.22 (2.08 on average). Notably,
the only LEDAcrypt-KEM-CPA configuration for which Artix-7 12 per-
formance is worse than C11 performance is L3.3, because of the reduced
bandwidth BW due to area constraints (specifically, LUTs). The optimized
AVX2 software implementation shows a performance speedup ranging be-
tween 8.9 and 21.4 (14.5 on average), while our inversion modules targeting
the Artix-7 200 FPGA show a performance speedup ranging between 18.3
and 45.2 (31.7 on average), compared to the C11 reference. Moreover,
our solution overcomes the AVX2 software implementation by 2.2 times
on average, thus demonstrating the superior capability compared to opti-
mized software solutions that exploit custom instructions offered by recent
high-end Intel processors.

Figure 5.11 shows the breakdown of execution times for the macro-
operations scheduled within the inversion procedure, highlighting the time
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Figure 5.10: Performance speedup with respect to C11 software inversion. Software
inversion is executed on the i7-6700HQ CPU, while hardware inversion is implemented
on the Artix-7 12 and 200 FPGAs.
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Figure 5.11: Breakdown of the execution times of the inversion macro-operations, for
instances of the proposed architecture targeting the Artix-7 12 and 200 FPGAs.

spent computing exponentiations, multiplications, and concurrent exponen-
tiations and multiplications. For each configuration of the LEDAcrypt code,
the left and right columns specify the breakdown of the execution times for
instances of the inversion targeting the Artix-7 12 and 200 FPGAs, respec-
tively. We note that, for each reported result, the corresponding architectural
parameters and performance results are reported in Table 5.8 and Table 5.10,
respectively. Figure 5.11 highlights a large fraction of the execution time
spent in performing the concurrent execution of the multiplication and the
exponentiation. Such value is comprised between 20% and 57% (35% on
average) on Artix-7 12 and between 27% and 60% (41% on average) on
Artix-7 200 instances. Considering the performance benefit due to the op-
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Figure 5.12: Execution time of inversion. Results are shown for the reference hardware
implementation and for instances of our inversion architecture on all Artix-7 FPGAs.

timized hardware scheduling as well as its theoretical analysis detailed in
Section 4.3.4, we note that the fraction of the execution time spent perform-
ing concurrent exponentiations and multiplications grows higher according
to two factors, i.e., the Hamming weight of the binary encoding of the
(p− 2) value and the difference in execution time between exponentiations
and multiplications, which depends on the level of parallelism for each
module.

The performance achieved by the proposed architecture is also compared
to the BIKE reference hardware. Figure 5.12 reports the execution time
to complete the inversion procedure of BIKE for polynomial lengths re-
quired to implement AES-128 and AES-192 security, i.e., B1 and B3 in
Table 2.1. We note that the reference hardware does not support the BIKE
configuration with AES-256 security, thus we could not compare our ar-
chitecture performance with respect to the B5 polynomial length. Results
are reported for state-of-the-art hardware accelerators with 32-, 64-, and
128-bit bandwidth, and for instances of the proposed architecture targeting
each FPGA of the Artix-7 family. We remark that the reference hardware
instances of BIKE with 128-bit bandwidth only fit the Artix-7 25 and larger
FPGAs. In contrast, each of our inversion instances was chosen to provide
the best possible performance while satisfying the resource availability of
all the target FPGAs using a 133 MHz operating frequency. Compared
to the BIKE reference hardware, our solution provides a speedup ranging
from 1.4 to 18.1 for B1 and between 1.6 and 21.5 for B3. The minimum
and maximum speedup are achieved on the Artix-7 12 and 200 FPGAs,
respectively, while the other instances of our scalable architecture provide a
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Table 5.11: Architectural parameters, resources, and performance of inversion instances
that target the B3 code.

Artix-7 BW ParExp ParDDMul LUT FF BRAM Latency [ms]
12 64 1 1 7954 1782 18 7.44
15 64 8 1 10180 2952 25 5.50
25 64 16 1 12568 4274 33 5.36
35 64 32 1 17291 6899 49 5.29
50 64 16 2 26787 7310 69 1.61
75 64 32 2 31547 9935 85 1.54
100 64 64 2 39319 14945 117 1.50
200 64 64 3 81928 24626 225 0.56

range of intermediate speedup values.
To further investigate the performance improvements, Table 5.11 reports

the architectural parameters, resource utilization, and performance of the
inversion instances on the Artix-7 FPGAs, considering the B3 polynomial
length (see Table 2.1). The experimental results confirm that the higher
time complexity of the multiplication with respect to the exponentiation (see
Section 4.4.3 and Section 4.5.3) may suggest favoring the optimization of
the former over the latter. For example, the execution time decreases from
1.50ms to 0.56ms by increasing the multiplication parallelism ParDDMul

from 2 to 3 (see lines Artix-7 100 and 200 in Table 5.11). However, results
in Table 5.11 also highlight the critical contribution to the overall perfor-
mance of inversion given by optimizing the exponentiation component. For
instance, the execution time drops from 7.44ms to 5.29ms by increasing the
exponentiation parallelism ParExp from 1 to 32 (see lines Artix-7 12 and
35 in Table 5.11).

5.8 Dense-sparse binary polynomial multiplication

This section briefly discusses the resource utilization and performance of the
dense-sparse multiplication architecture described in Section 4.6. Table 5.12
lists the area and performance metrics for instances of the dense-sparse
multiplication module targeting polynomials with length p values of 12323
and 24659, as in the SL1 and SL3 instances of BIKE, respectively (see B1
and B3 in Table 2.1). In addition, the SL1 case considers two different
Hamming weights HW of the sparse operand, which correspond to the v
and t parameters of the BIKE code. The experimental results are provided
for different values of the configurable architectural parameters BW and
ParDSMul to highlight how their variations impact the area and performance
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Table 5.12: Resource utilization and performance of the proposed dense-sparse multiplica-
tion architecture for different configurations of code and architectural parameters.

Code parameters Arch. parameters
p HW BW ParDSMul LUT FF BRAM Latency [us]
12323 71 32 1 435 237 1.5 278.34

4 1442 782 5.0 70.58
16 5274 2976 19.5 19.62

64 1 643 294 2.5 141.31
16 8604 3935 35.5 9.97
64 34235 15608 140.5 4.00

128 64 73480 27998 268.5 2.08
134 32 16 5274 2976 19.5 35.30

64 16 8604 3935 35.5 17.93
64 34235 15608 140.5 5.99

128 64 73480 27998 268.5 3.11
24659 103 32 16 6378 2865 35.5 54.41

64 16 8550 4306 35.5 27.46
64 35044 17098 141.5 7.86

128 64 72346 25376 269.5 4.00

metrics. The listed hardware instances are synthesized and implemented on
Artix-7 FPGAs targeting a 100MHz clock frequency, i.e., a 10ns period.

Results in Table 5.12 highlight the impact of the BW and ParDSMul

architectural parameters on the resource utilization and latency, with the
former increasing and the latter reducing, respectively, in a linear way as the
two parameters grow larger. Moreover, an increase in the Hamming weight
HW of the sparse operand is shown to result in a linearly proportional
increase in the multiplication latency, whereas the area occupation is un-
modified. Finally, the p code parameter also demonstrates a linear increase
impact on the execution time of the operation. Notably, the specific inputs
to the dense-sparse multiplication, i.e., both the dense and sparse operands,
do not impact instead in any way the execution time of a multiplication,
which is computed in a constant time for a given set of p, HW , BW , and
ParDSMul parameters.

5.9 KEM primitives

The complexity-oriented heuristic detailed in Section 4.8 drove the design
space exploration and led to the identification of the configurable parameters
for the various client and server core instances. The parameters identified
from the design space exploration are listed in Table 5.13. They refer to
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Table 5.13: Architectural parameters for the client and server instances of the proposed ar-
chitecture identified through the complexity-based heuristic. − denotes non-instantiated
components. Refer to Table 2.1 for the related BIKE code parameters.

Target Architectural parameters
Core Artix-7 Code BW ParDec ParDSMul ParDDMul ParExp

Client 50 B1 64 2 2 1 4
B3 64 2 2 1 2

200 B1 64 24 12 3 32
B3 64 20 12 3 32

Server 35 B1 64 − 12 − −
B3 64 − 10 − −

200 B1 64 − 136 − −
B3 64 − 104 − −

both client and server cores implementing NIST security level 1 and 3 BIKE
instances on the smallest feasible and largest Artix-7 FPGAs.

The rest of this section discusses the area and performance of such eight
proposed implementations while also comparing them to the state-of-the-art
reference ones.

5.9.1 Area results

The proposed architecture makes extensive use of the FPGA BRAM for
storage purposes, allowing the cryptographic core to fit on smaller FPGAs
even for codes with a large block size p. Flip-flops would otherwise quickly
become the scarcest resources on small FPGAs, due to the need to store
multiple p-bit vectors, where p ranges between 12323 and 24659. Indeed,
the smallest considered FPGA, i.e., Artix-7 35, features just 41600 flip-flops
while, instead, packing 50 36kb BRAM memories, that can store overall up
to 1843200 bits.

However, we identified a few factors that concurred to limit the maximum
degree of parallelism. For the multiplier component Mul, the ParDSMul

parallelism is bounded by the values of v and t. Concerning the inversion
component Inv, increasing the ParDDMul parallelism over 3, i.e., imple-
menting parallel computation of 4 or more Karatsuba recursions within the
multiplier functional unit, requires a number of LUTs and BRAMs that is
not available on any FPGA from the Artix-7 family. The ParExp parallelism
is instead bounded by the value of the bandwidth BW . Finally, the degree
of parallelism ParExp of the decoding component Dec is limited by the
imposed timing constraint of a 91MHz clock frequency.

The resource utilization, in terms of LUTs, flip-flops, and blocks of
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Table 5.14: Area results for the proposed client cores, expressed in terms of look-up
tables (LUT), flip-flops (FF), and block RAM (BRAM), and relative resource utilization,
expressed as a percentage within round brackets.

Artix-7 50 Artix-7 200
Code LUT FF BRAM LUT FF BRAM
B1 31792 17805 43.5 126510 51492 357

(98%) (27%) (58%) (94%) (19%) (98%)
B3 31411 20181 45.5 124891 53067 360

(96%) (31%) (61%) (93%) (20%) (99%)
Available 32600 65200 75 134600 269200 365

Table 5.15: Area results for the proposed server cores, expressed in terms of look-up
tables (LUT), flip-flops (FF), and block RAM (BRAM), and relative resource utilization,
expressed as a percentage within round brackets.

Artix-7 35 Artix-7 200
Code LUT FF BRAM LUT FF BRAM
B1 19804 11401 30 91422 46208 275.5

(95%) (27%) (60%) (68%) (17%) (75%)
B3 19979 12282 28 72725 37795 235.5

(96%) (30%) (56%) (54%) (14%) (65%)
Available 20800 41600 50 134600 269200 365

BRAM, for the instances targeting the Artix-7 35 and 200 FPGAs of the pro-
posed client and server architectures is detailed in Table 5.14 and Table 5.15,
respectively.

The reported results demonstrate how the proposed cryptographic cores
can scale from the smaller Artix-7 35 FPGA up to the larger Artix-7 200
FPGA. Moreover, they show that BRAM memories are the most used
resources, relatively to the ones available on the target chip, on the larger
Artix-7 200 FPGAs, while instances targeting the smaller chips are bounded
by the LUT utilization. The proposed architectures usually employ a large
fraction of the available look-up tables, while requiring a smaller fraction of
flip-flops.

On the contrary, as shown in Table 5.16, the state-of-the-art implemen-
tation [89] chosen as the hardware reference can not effectively use all the
resources available on larger FPGAs, since the high-speed instance employs
only 32%, 2%, and 11% of the LUT, FF, and BRAM resources available on
the largest Artix-7 FPGA, respectively.
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Table 5.16: Area results for the reference hardware implementation [89] split into client
and server cores, expressed in terms of look-up tables (LUT), flip-flops (FF), and block
RAM (BRAM), and relative resource utilization, expressed as a percentage within round
brackets.

Lightweight (LW) [89] High-speed (HS) [89]
Core Code LUT FF BRAM LUT FF BRAM
Client B1 11454 4602 14 43084 610 39

(55%) (11%) (28%) (32%) (2%) (11%)
B3 − − − − − −

Server B1 6730 3298 3 14829 3471 10
(32%) (8%) (6%) (6%) (1%) (3%)

B3 − − − − − −

Available 20800 41600 50 134600 269200 365

5.9.2 Performance results

The performance of the proposed architectures is assessed by comparing
the execution times of client-side and server-side computations to those of
the C99 and AVX2 reference software and hardware implementations of
BIKE. To better evaluate the performance compared to software execution,
we define the speedup as the ratio between the execution time of the AVX2
software and the one resulting from the execution on a specific software or
hardware instance. A speedup value greater than 1 indicates a performance
improvement over the AVX2 software while a value below 1 corresponds to
worse performance.

Table 5.17 reports the performance results for the two software references,
i.e., C99 and AVX2, the instances of the proposed client architecture that
target the Artix-7 50 and 200 FPGAs, and the lightweight and high-speed
instances of the reference hardware implementations [88, 89]. Performance
data are reported as the execution time, expressed in milliseconds, and
as the corresponding speedup over AVX2 software execution, reported
within round brackets. The instance of the proposed client architecture
targeting the Artix-7 50 FPGA provides a hardware support that is around
six times slower than the reference AVX2 software execution, as shown
by the speedup of 0.18× for the B1 and B3 BIKE configurations. On the
contrary, instantiating the client module on the Artix-7 200 FPGA results
in a significant performance improvement over the AVX2 reference, with
speedups of 1.78× for B1 and 1.91× for B3. Referring to the B1 use case
in the client scenario, our Artix-7 50 implementation is around six times
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Table 5.17: Client-side execution times, expressed in milliseconds, and speedup over AVX2
software.

CPU [5] FPGA Our FPGA [89] FPGA [88]
Code C99 AVX2 A7 50 A7 200 LW HS LW HS
B1 8.56 1.03 5.71 0.58 35.25 4.66 10.69 3.56

0.12× 0.18× 1.78× 0.03× 0.22× 0.10× 0.29×
B3 27.65 3.40 19.27 1.71 − − 35.75 11.32

0.12× 0.18× 1.91× 0.09× 0.30×

Table 5.18: Server-side execution times, expressed in milliseconds, and speedup over AVX2
software.

CPU [5] FPGA Our FPGA [89] FPGA [88]
Code C99 AVX2 A7 35 A7 200 LW HS LW HS
B1 0.28 0.05 0.03 0.03 1.25 0.13 0.44 0.13

0.18× 1.70× 1.70× 0.04× 0.38× 0.11× 0.38×
B3 0.92 0.11 0.08 0.06 − − 1.35 0.37

0.12× 1.38× 1.83× 0.08× 0.30×

faster than the lightweight instance of [89], while our Artix-7 200 client
implementation is around eight times faster than the high-speed instance
of [89]. The proposed Artix-7 50 and Artix-7 200 client modules also
outperform the state-of-the-art hardware implementations in [88], as shown
in Table 5.17. Considering both security level 1 and 3 instances of BIKE,
the lightweight and high-speed instances of [88] provide indeed speedups
up to 0.1× and 0.3×, compared to the speedups as low as 0.18× and 1.78×
of the smallest and largest instances of the proposed architecture.

Table 5.18 provides instead performance data for the server-side hardware
support. In the server scenario, both the Artix-7 35 and Artix-7 200 instances
improve performance over AVX2. Artix-7 35 provides speedups of 1.70×
and 1.38× for B1 and B3, while Artix-7 200 is 1.70× and 1.83× faster than
AVX2, respectively. Moreover, both the Artix-7 35 and 200 implementations
of our server architectures outperform the high-speed instances of both state-
of-the-art [89] and [88] hardware implementations. As shown in Table 5.18,
considering both security level 1 and 3 instances of BIKE, the lightweight
and high-speed instances of [88] provide indeed speedups up to 0.11× and
0.38×, compared to the speedups as low as 1.38× and 1.70× of the smallest
and largest instances of the proposed architecture.
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Conclusions

The definition of novel cryptography solutions is paramount in the wake
of the advancements of quantum computing. The threat posed by quantum
computers, which are expected to make traditional public-key cryptography
solutions obsolete, is driving the research effort in the field of post-quantum
computing.

BIKE is a post-quantum KEM that is a candidate for standardization
within the NIST post-quantum cryptography standardization process. Newly-
defined standards for cryptography must not only provide the desired security
against both traditional and quantum attacks, but they must also provide a
performance that enables a satisfactory quality of service when deployed in
real-world use cases. While there already exist hardware solutions that can
support QC-MDPC code-based cryptography, most of them are tailored to
codes with dimensions in the order of hundreds of bits, while others either
do not provide sufficient performance or do not make an efficient use of all
the resources available on the target FPGA chips.

This thesis presented a configurable FPGA-based hardware architecture
that implements the BIKE QC-MDPC code-based cryptosystem, with the
aim of improving performance over the existing state-of-the-art software
and hardware solutions. The proposed architecture provides an effective
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FPGA-based hardware support for QC-MDPC codes that are suitable to
post-quantum cryptography applications. It exploits a set of configurable
code and architectural parameters that allow using a single design to support
different QC-MDPC codes underlying the PQC cryptosystems and to target
any FPGA chip from the Xilinx Artix-7 family. Different area-performance
trade-offs can be explored through the parametric configurability to satisfy
the performance requirements and the area constraints set for the overall
system that integrates the BIKE hardware support.

The proposed architecture implements two modules that support the
KEM primitives to be executed on the client and server nodes of the key
exchange, repsectively. The experimental evaluation carried out on the
proposed architecture highlight significant improvements over the state-of-
the-art software and hardware implementations of BIKE from the literature.

On the one hand, compared to the reference software implementation,
which exploits the Intel AVX2 extension on desktop-class CPUs, the client
and server instances provide a performance speedup up to 1.91× and 1.83×,
respectively. In addition, the instances of the proposed architecture targeting
the smaller Artix-7 50 FPGAs chips still outperform the software execution
of baseline, non-AVX2-optimized code on the same CPU.

On the other hand, the proposed FPGA-based BIKE architecture also
outperforms the other hardware implementations available from literature,
including both HLS-generated and human-designed ones, and provides a
speedup over the fastest state-of-the-art FPGA-based instance of up to 6×.

Future extensions of the work presented in this thesis include the develop-
ment of an ISA extension that allows an effective acceleration of QC-MDPC
code-based post-quantum cryptography on RISC-V CPUs.
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research carried out during the PhD period.
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