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Abstract

In this Ph.D. thesis, the development and application of advanced predictive 1D/OD methodologies to
simulate Real Driving Emission (RDE) cycles are described. The goal is to obtain an integrated co-simulation
model of a modern Plug-in Hybrid Vehicle (PHEV). In the first chapter, a general introduction to the Internal
Combustion Engine (ICE) simulation topic is presented. With chapter 2 the mathematical model of an ICE is
described together with the innovative numerical method used to speed up the simulation time in this work.
Then in chapter 3 the two real engine test cases investigated are presented and their respective 1D models
are obtained. In chapter 4 the steady state validation against experimental data of the two 1D models is
carried out and in chapter 5 the same is achieved for the Fast Simulation Method (FSM) models. With chapter
6 the focus shifts towards the prediction of performance and emissions during real-world driving cycles, with
a comparison with respect to measured cycles. In chapter 7 it is introduced the coupling methodology
developed to allow the co-simulation of the 1D engine model with external sub-models. With chapters 7 and
8 the integrated simulation framework achieved is exploited to simulate a complete Plug-in Hybrid Electric
Vehicle performing a general driving cycle. This work is strongly coupled with the activities of the European
project “VISION-xEV”, see Figure 1.1, which aimed at the development of an integrated co-simulation
framework for the prediction of performance and emissions of a modern hybrid vehicle [1].

Figure 1.1 — Logo of the European project.
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1. Introduction

Nowadays the urgent environmental concern has led to the adoption of stringent policies to reduce the
impact of human activities on the overall balance of CO2 and the emission of pollutant chemicals such as CO
(Carbon Monoxide) and NOy (Nitrogen Oxides). In the automotive field the main consequence has been the
introduction of the recent Euro6D emission regulation, and the upcoming Euro7, which now have more
realistic testing procedures, such as Real Drive Emission (RDE) cycles [2,3] along with a reduction of the
emitted pollutants. A typical RDE cycle is presented in Figure 1.2. From a technical point of view, the challenge
will be to comply with the emission regulation during real-world cycles, where the engine may be turned off
most of the time in the case of Plug-in Hybrid Electric Vehicles (PHEV), emphasizing the need of reducing the
impact of multiple cold starts. Recently the development of new powertrains has moved from a steady state
towards a transient kind of characterization, to ensure real-world compliance with emission targets [4,5].
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Figure 1.2 — Example of Real Driving Cycle from the VISION-xEV project.

Despite the tightening trend of regulation, internal combustion engines will still play a crucial role in the
mobility of the next decades and their design must be based on a careful tuning of all the engine parameters,
to achieve the best thermodynamic efficiency of the power unit along with constantly effective after-
treatment system activity. The cost of engine calibration and testing is raising its impact on the production
cost and time because the test cycles are repeated continuously to achieve compliance with the regulation
limits [6]. The usage of advanced simulation tools, accompanied by a focused experimental campaign, can
significantly reduce costs and time. In this scenario, the application of advanced 1D/0D modelling tools
becomes a fundamental step to quickly test new virtual engine configurations and calibrations [7]. Hence, the
reduction of computational effort is crucial to achieve a fast evaluation of different engine parametrizations
and ECU strategies. Fast simulation tools are also beneficial for the integration of 1D crank angle resolved
engine models with other vehicle simulation tools, to evaluate different powertrain architectures with a more
detailed methodology.

Modern vehicle architecture is becoming more and more complex. Nowadays Plug-in Hybrid Electric Vehicles,
which feature both an IC engine and an electric motor powered by a battery, are widespread. The
development and simulation of these vehicle involves many different sub-systems which impact on the design
of each other. In this framework, a fully integrated predictive model of a complete hybrid vehicle (see Figure
1.3) would be beneficial for the development and optimization of new configurations. Being able to quickly
simulate driving cycles with real time interaction among all sub-components of the engine allows to reduce
development costs, since less iterative calibration loops are required for each component.
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Figure 1.3 — Modern Plug-in Hybrid Electric Vehicle (PHEV) components and system integration.

In this scenario, state-of-the-art 0D/1D simulation codes allow the prediction of the steady state engine map
of operating points at various speeds and loads (providing the calculated values of air mass flow rate, torque,
power, fuel consumption, cylinder pressure and emissions), starting from a set of experimental data for the
initial calibration and model characterization. These steady state maps can be used to represent the engine
operating conditions during transients, such as in the case of homologation (RDE and WHTC) driving cycles
[8]. This map-based method shown in [9] is certainly a fast solution which, however, completely neglects the
dynamic behaviour of the IC engine, dictated by the unsteady flows in the pipes and the fluid dynamic inertia
of the main components (intake and exhaust manifolds, turbocharger, injection system, etc.). Hence, the
possible use of a crank-angle resolved 0D/1D engine model is crucial to obtain more realistic results during
transients. However, the use of a 1D model for a driving cycle simulation, as performed in [8], requires a high
simulation time, which prevents the systematic application of the 1D model to assess the influence of many
engine parameters. In this work this weakness is solved by means of the Fast Simulation Method developed,
allowing to simulate a driving cycle with a CPU time close to the real time.

More specifically, mathematical 1D modelling of internal combustion engines is employed by more than 25
years to assist the design and development of any ICE powered transportation system [10,11]. In previous
works as [12,13] the engine has been usually represented by a OD map. This so-called map-based approach
allows to simulate a generic driving cycle performed by a vehicle with a low computational effort. The fast
simulation benefit comes with the cost of a less detailed IC engine model, since this look-up table approach
neglects the unsteadiness of the IC engine phenomena. Most importantly, in a map-based engine the torque
request is potentially immediately available, while this is not the case in a real engine. This approach also
introduces an inevitable inaccuracy when estimating pollutant emissions. For this reason, the focus of some
works in this field has shifted towards the simulation of engines in transient conditions. The results described
in [14] were promising but the high computational effort required for the 1D simulation restricted the
applicability of the approach to few and short driving cycles. Hence, several authors have searched for
methods to reduce the computational effort of a 1D model, while maintaining the accuracy. For example, in
the work presented by [15] it is proposed to simplify the 1D model itself. It was suggested to modify the
engine schematic removing 1D pipes and replacing them with 0D volumes to represent the intake and exhaust
system. This allowed to reach the target goals and the accuracy, even if the procedure required a minimal
recalibration of the model, well compensated by the fast simulation times achieved. In this framework, the
present work aims at achieving the same goal with a different strategy: the 1D elements are maintained,
while their discretization is coarsened. Hence, it is not needed to carry out a recalibration of the model
parameters, to obtain a satisfactory fluid dynamic solution, very similar to that provided by the accurate,
refined 1D model.
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2. Governing equations for 1D, compressible, unsteady flows

The simulation of the phenomena occurring in an IC engine starts from the formulation of a physical model
of the gas flow in the duct systems [16,17,18]. The following assumptions are made:

e The flow is unsteady.

e The gas is compressible.

e The viscosity of the fluid is not negligible.

e The fluid is subject to non-adiabatic and non-isentropic transformations.
e The flow is three dimensional.

These assumptions, and especially the last one, would require a fully three-dimensional approach to the
problem. However, in order to simulate the whole engine, the following assumption is made to simplify the
physical model, considering the large scale of the domain usually encountered, which consists of the entire
intake and exhaust system of the IC engine: the flow is hence assumed to be one-dimensional. It is important
to highlight that the unsteady characteristic of the flow has not been simplified, nor the compressibility or
the non-adiabaticity of the transformations. The one-dimensional hypothesis is based on the assumptions
that in most of the domain the ratio between transversal dimension and the length of the domain is small.
This is true for example for straight pipes and becomes less valid with strong area variations.

To build the mathematical model for the unsteady, compressible, 1D flow, we can consider the following
generic infinitesimal slice of fluid contained in the one-dimensional domain represented in Figure 2.1, where
p is the density, u the velocity, p the pressure and F the cross section [19]. The infinitesimal length of the

ap
\ p+ﬂdx

Loy
u axx

slice is dx.

=S 2 ©
=

+ad
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F+aFd
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Figure 2.1 — 1D infinitesimal volume of working fluid.

Hence, at a fixed time, the right properties will differ from the left properties by an infinitesimal quantity. The
governing equation for this control volume highlighted in blue can be written, namely the mass, momentum,
and energy conservation equation. As highlighted by the picture, the gas properties are only defined along
the space coordinate x and they change time-step after timestep.

2.1 Mass conservation
This equation expresses the principle which states that the mass is conserved or that the net flux of fluid mass
must be equal to the change of the fluid mass in time contained in the control volume.

B d(pFdx)

— (2.1)

Moyt — Mip =

The entering and exiting mass flow rates are:
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, . ap du JdF
My, = puF Moyt = (p + adx) (u + adx) (F + adx) (2.2)

So, the starting equation becomes:

dp Ju dF d(pFdx)
-z _ - — = 77 2.3
(p + o dx) (u + Ep dx) (F + Ep dx) puF T (2.3)
and rearranging the terms it finally becomes:
d d dF
op  O0Cpw)  pudF (2.4)

at = ox | F dx
2.2 Momentum conservation
This equation, which is also Newton’s second law, states that the rate of change of momentum of the fluid is
equal to the sum of the forces on the fluid. Hence the sum of pressure forces and shear forces acting on the
surface of the control volume is equal to the sum of the net flux of momentum through the control volume
and the rate of change of momentum within the control volume. The sum of forces on the fluid, hence the
resultant force, is due to two different contributions: one is due to the difference in pressure between the
end faces and another is due to the component, on the x direction, of the pressure acting on the side of the
control volume. The first contribution, f,4, is given by the product between the gradient of the force along
the x direction and the length of the pipe section dx. In the equation the minus sign states that the force is
in the opposite direction of the gradient. While the second contribution, the force f,,, is due to the pressure
acting on the side of the control volume in the x direction and can be expressed as depicted below. The
friction force f,;; is due to the presence of shear stress t,,, due to friction f related to viscosity and the
interaction between the fluid and the pipe walls on the boundaries. The force is directed in the opposite
direction of x.

fo1 = —%dx fp2 = pZ—idx Ty = %puzf fatre = —TwmDdx (2.5)

The variation of momentum of the control volume in time and the net flux of momentum through inlet and
outlet surfaces are:

d(puFdx) d(pFu?)

Variation in time = Net flux=———=dx (2.6)
at dx
Summing up all the terms and rearranging we obtain:
d(pufF) 0d(pu*+p)F dF 1 |
—p— 4= D=0 (2.7)
at T ox Pz TP

2.3 Energy conservation
This equation expresses the conservation of energy and can be derived from the first law of thermodynamic
which states that the rate of change of internal energy of the fluid is equal to the rate of heat addition to the
fluid plus the rate of work done on the fluid:

. . 0E, 0H,

Q + W= 7 + W X
Where E, is the stagnation internal energy, H,, is the stagnation enthalpy, W is the rate of work done on the
fluid, which is zero, and Q is the net rate of heat to the fluid. These quantities are defined according to the
following relations, where ey and h are respectively the specific stagnation internal energy and specific
stagnation enthalpy, and are defined as:

(2.8)

. 1 p
Q = gpFdx Ey = eopFdx Ho=hopFu  eg=e+u? ho=eo+2  (29)

Then, the final form of the energy equation can be written as:
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d Fd d(hypF
(e()p .X') + ( oP u) dx (210)
at d0x

gpFdx =

2.4 The system of equations
The three conservation equations can be then grouped and rearranged into a system of equations:

A(pF) | 9(puF) _

0
at 0x
d(puF) 0d(pu®+p)F dF 1 4
—p— = where: G = -ulu|f = 211
o — po—+PFG=0 Sululf — (2.11)
d(peoF)  0(phouF)
—gpF =0
ac T oax P

However, the number of unknowns is four (p, u, p, e), greater than the number of equations that are three.
To mathematically close the problem, so that the number of unknowns matches the number of independent
equations, a last relationship between the unknowns must be introduced. This is the equation describing the
fluid, which is also called the Equation of State (EOS). If the fluid is modelled as a gas, the ideal gas equation
can be used:

J
molxK

]
pv = RT where R = R,/My = 287.1 —and R, = 8.134 (2.12)

With this additional equation we have introduced a new unknown, T, the gas temperature, which we are now
going to link by thermodynamic relationships to the internal energy e. For an ideal gas the following
hypothesis holds:
1 1
eo=e+§u2 e=c,T h0=h+5u2 h=e+RT =c,T (2.13)
The terms ¢, and ¢, are the specific heat capacities respectively at constant volume and pressure which can
be expressed as a function of their ratios k and the gas constant R, and for a perfect gas they are constants:

cp =¢Cy, +R k=c,/c, ¢, =R/(k—1) ¢, =kR/(k—1) (2.14)
It is useful to highlight that the perfect gas model does not allow to consider variation of specific gas
properties due to temperature, pressure, and chemical composition.

2.5 Transporting the chemical composition
It is possible to transport additional variables representing the specie concentration in the gas. Each specie is
transported as a scalar, hence not influencing the gas properties.

0@Kﬂ+6@mﬁﬁz
at dx
Since every specie is transported with one equation, the system of equations contains one additional
equation for every specie, hence the number of unknowns still matches the number of equations. Now that
the system of equations is mathematically closed, the system of equations can be written in matrix form, so
that it is more suitable for the numerical implementation:

N-1
pV,F Yy=1- Z Y, (2.15)
1

Conserved variables Flux of the conserved variables Source terms
pF pur dF
W = 5;‘; F(W)=F = (p?,;:)?F c=|" E;FFPGF (2.16)
pYF puYF _pYF

So that the whole system can be written as a single equation as follows:

13



ow  aF(W)

ot + d0x
Unfortunately, the system of equations does not have a general analytical solution, hence numerical methods
have been proposed to obtain an approximate solution.

+C=0 (2.17)

2.7 Discretizing the domain

As mentioned before, it is not possible to obtain an analytical and continuous solution as function of time ¢t
and space coordinate x. It is necessary to introduce some approximations. The first approximation is to accept
that we will only get a numerical solution, which will satisfy, with a certain accuracy, our system of equations
in the domain. However, we cannot solve the equations in all the infinite points of a continuum. Hence the
second approximation is the discretization of the domain, accepting that the numerical solution will be
available only in a finite number of points. As represented in Figure 2.2, depending on the level of refinement
requested when dividing the domain, the number of computational nodes changes. Of course, the more
refined the discretization is, the more accurate the solution [20]. Both because a smaller numerical error is
introduced and because a refined mesh reduces, by definition, the global “approximation”.

p(x)

A

OO0 0O HO} -~ .
K T(x)

Figure 2.2 - Discretization of the 1D domain.

2.8 From the solution to the state variables

Let’s assume for a moment that we have our solution at a given time step. Here it is shown how the actual
solution in terms of the fundamental variables is obtained. The technique consists of the combination of the
element of the solution array which contains the unknown and the use of the equation of state. Of course,
other combinations which exploit the components of the solutions array are possible.

WI[1] pF _ W[2] _ puf _ W[4]_ﬂ_y
FoF " W[1] ~ pF W1~ pF
(ronizy - T e - <(pu2 PP _%) JF=p L

For completeness, the last thermodynamic useful variables, the speed of sound a, is obtained as:

\]k(F(W)[Z]—%)/W[l]:\/k((pu2+p)F—qup%uF>/pF=\/kZ—£= k%=\/m=a

2.9 Numerical methods

Now are described the numerical methods used to solve the system of equations. The first, also historical,
approach is the so called the “Method of Characteristics” (MOC) extensively described in [21,22,23]. It was
proposed before the exponential growth in computational capabilities, so it was a simple and graphical
method which could be also graphically implemented. The MOC is only first order accurate due to the
underlying linearization, hence more accurate methods based on the finite difference technique have been
developed, mainly the Lax-Wendroff or MacCormack schemes. However, the MOC allows to resolve the
boundary conditions and accurately transmit the pressure wave information between 1D domains, while the
finite difference methods cannot be easily applied on the boundary conditions. Recently the numerical
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developments have been focused on increasing the conservation capabilities and on the ability of capturing
sharp solutions such as shock waves. In this chapter we will focus on these modern methods which are
currently used in the Gasdyn program, mainly the Corberan-Gascon (CG) and the “1D Cell” methods [24]
which will be presented in the next paragraphs. These new methods have also tackled the challenge of using
larger meshes and tried to limit the unstable behaviour typical of 2" order accurate methods.

2.9.1 The Method of Characteristics

This method is based on the transformation of the hyperbolic system of conservation equations from partial
derivatives to total derivatives along lines traceable in the flow field, of x and t coordinates, called
characteristic lines [25,26]. The method starts rearranging the original system of equation to express each
equation in this form:

ap da(pu) pu dF -
( at dx F dx
ou ou + 19p +G6=0 + RT (2.18)
—_ —_— = v = .
at u@x pox P
dp dp dp ap)
(S+ust) = a? (5o +us) = (k= Dp(@ +u6) =0

By a linear combination of these equations, it is possible to rewrite the equations isolating the following
structures: (u + a), (u — a) and (u).

u Ju
+(u+a)_]+A1+A2+A3=O

o

H?;Z +(u+a) —] + pa

d Ju
[;Z"'(u— )—] pa at+(u—a)—]+Al+Az—A3_O (2.19)
dp dp dp ap
E'i'u%]— [6t+u6_ +4,=0
where 44, 4, e A3 are respectively:
4y = —(k = Dp(G +u6) 4y = ”’;f‘ Zi 4y = paG (2.20)

If no friction and heat transfer is present, the flow is isentropic and the term 4, is zero. The term 4, instead
is zero if no area variation is present while 43 is zero only if no friction is present. The three equations can be
rewritten by considering the following three space-time equations, which correspond to the two velocities of
propagation of a pressure wave and of a mass impulse:

dx dx dx

E=u+a E=u—a E=u (2.21)
Along these lines it is possible to apply the “compatibility” conditions and, only along these lines, to perform
the substitution and obtain the following equations only in terms of their total derivatives:

dp du
dt+pad_+A1+A2+A3—0
dp du
E—padt+Al+A2 A;=0 (2.22)
dp ,ap
4, =0
dt dt+ !

To better understand the MOC method, the hypothesis of homentropic flow is added, i.e., the absence of
friction on the walls, heat exchange and section variation; in this way, since the three terms 4, 4, and 45
are null, the three equations can be simplified and rewritten as follows:

dp + padu =0 dp — padu =0 p—a’dp=0 (2.23)
15



If the fluid is a perfect gas and isentropic (as just mentioned), the isentropic transformation, combined with
the speed of sound relationship give us:

p k 2K/
—x — const and a2 ="2 - P_ (i) kot (2.24)
P p Po ao
So that differentiating:
2k . .
p_(a /-1 Differentiating d_P 2k @ (2.25)
E Bl <a_o) - p k—1a ’

which substituted in previous simplified equations gives the expression of the Riemann invariants (J, and J_).
For an isentropic flow, along the respective characteristic line, this quantity is constant.

du +

da=0 =— d<u+ a)=d]+=0 - J+ = const

2
k—1 k-1
(2.26)

2
al=dJ]_=0 - _ = const
T=7%) =4 J
Until now no approximation has been performed on the equations, they have been simply rewritten.
Considering the complete form of the compatibility equations for the non-homentropic flow, the Riemann

variables are no longer constant and are called Riemann variables:

2 _da=0 - d(
1a— u

d_
YTy

(k—1DT (k—1)
= —ds —
2 a 2pa
k—1T k—1
g k=D, k=)
2 a 2pa
Since dJ, and dJ_ are not equal to zero, the Riemann variables, along the characteristic lines in the space-
time domain, change by this infinitesimal quantity. Hence the new value of the Riemann variable along the
characteristic line at the next time step can be evaluated.

dj, [4; + 4, + A3]dt # 0

Jrnew =J+01a + A+
’ ’ 2.28
]—,new = ]—,old +dj_ ( )

[4, + 4, — A5]ldt £ 0

We can observe that the three characteristic equations contain four variables: p, a, u, p. It is very useful to
introduce an additional equation, in order to express the three equations as function of only three variables
a,u and a4, where the last one is the sound speed obtained with an isentropic expansion or compression to
a reference pressure p;.r, as presented in Figure 2.3 below.

5 P
©
% p
@ Pa
Y—
(@]
©
o
Q.
) pref
Ay e —_ - - — — _
|
Qref |———— :
I
L
L
Sref 5 Entropy [s]

Figure 2.3 - Figure highlighting an isentropic expansion on the entropy-speed of sound diagram.
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The reference values of each quantity (Pref, Gref, Uref, Xrey) are introduced to work with non-dimensional
variables and can be arbitrarily fixed. The relationship between A4, 8, a and u still holds, the dimensional
Riemann invariants are replaced by their non-dimensional value.

a U= u AA:aA Z:aref*t ¥ = X
Aref QAref Aref Xref Xref
In non-dimensional form, the Riemann invariants can be obtained and are called A and 8. A useful relationship
allows to evaluate the state variables from the Riemann variables:

Pref,Qrefr Uref, Xref A=

5 5 k—1 A+
b1 A=A+——U A==
J-daiT du = - _, k_].U - U_/‘l_ﬁ (227)

Considering a perfect gas, the following isentropic relationship is valid:

1/k 2k/(k-1)
%:coste £=<p> - p =(&)
P Pa DPref DPref ay

Along the isobaric transformation:

dh c,dh kRT a? dh 2da da
S =7 =77 h=6l=y3%v—1 &~ 4 sy =267 (2.29)
Integrating the ds|,, and rearranging we obtain:
S=Sref
AA = 4 =e 2¢p
aref

Where A, represents the so-called “entropy level”, the non-dimensional equivalent of a,. With the above
relations, it is possible to express the complete compatibility equations for the two characteristic equations
dx/dt = u + a as:

dA, (k—1)AUdF f k—1)? Xref 1

U U (
— A4 _ _ _ _ z 2_— _ _ _ ; _
dr=a-r s g 42 = (k= D) XresU |U|[1 (k 1)A]dZ+ - qareﬁAdz

where dX = dx/x,.; and dZ = dt/z.s. In the equation above, the following terms can be identified,
corresponding to a different source of irreversibility:

dA = 6Aentropy + 5larea + 6Afriction + 6Aheat transfer

Regarding the last compatibility equation for the characteristic line dx/dt = u, the resulting formula is:

k—1 AA C'[x f 2fx f
dAA = 2 ﬁ( a3ref + Dre |U3| dz or dAA = 6AA,heat transfer + 6AA,friction
re

The third compatibility equation allows to track the entropy level variation along its characteristic line
dx/dt = u and evaluate A}®Y = A3 + dA,.

2.9.2 The mesh MOC

It is now introduced how the MOC is implemented on a general grid of discrete computational nodes. When
this method is applied to a 1D grid mesh, it is often referred as the “mesh” MOC. When applying the method
everything is known at the starting time step, the goal is to evaluate the unknowns A, § and A, at each node
at the next time step. We will assume that the time step size is given (the time step size determination is
discussed in the next paragraph). With the help of Figure 2.4 below it is possible to visualize the numerical
method. The mesh size is usually around 1 cm.
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Figure 2.4 — Method of characteristics (MOC) numerical scheme reference.

The method is based on linear interpolation between mesh nodes to evaluate the gas-dynamic variables.
Hence, the Riemann variables between the nodes can be interpolated to estimate the value of the Riemann
variable that, traveling along its characteristic line backward in time (see Figure 2.4) from time t,,,4, will end
on the node positions L and R at the previous time step t,;:

86X, 0X
A= = (A =2y B = B = (Blia = BT (230
Hence, by definition of characteristic line:
o0X 60X
—r = Ul + A — = Uk — 4% (2.31)

it is demonstrated that it is possible to obtain the terms §X/AX as function of the Riemann variables at
current time step:

X, all — bpl 6Xp aBl* — bA}
Ax  AX AX ~ AX
AZ + a(ﬂl - A?—1) - b(lgin - :Bin—l) A7 + a(ﬁin - ﬁin—1) - b(l? - /1?—1)
Where:
_ k+1 b= 3—k
“T2k-D “2kk—1)
Once determined A} and Bg, the corresponding compatibility equations are used to compute the new

timestep value A7*! and g1,

The entropy level is instead simply interpolated depending on the direction of the flow, as depicted by the

Figure 2.5 below. To compute A?*! and A% (or AT if the velocity is in the opposite direction) the

corresponding compatibility equation is used.

i—1 Antt 0% Al i+l
n+1
g X_
L
= AX; At = gn 5XS (An _an )
AZ Al T AL AX A,i A,i+1
Ui Uiy
n
distance

Figure 2.5 - Method of characteristics (MOC) entropy level scheme.

The method is applied in the interior nodes of the pipe, where a left and right node always exist. Instead, on
the boundaries the left or right nodes are missing by construction. Hence, on the boundaries the method can
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be applied to determine only one of the two Riemann variables. In addition, a boundary condition is needed
to achieve the solution, as described in the next paragraphs. Currently, the MOC is used to solve the boundary
conditions, and is hence applied to the pipe boundaries. The internal part of the pipes is solved by the finite
difference methods described in the following section.

2.9.3 Determining the appropriate timestep

As described above, the MOC is an explicit method. The determination of the time step is crucial to ensure
stability of the explicit numerical method. The time step size is established by the Courant-Friedrichs-Lewy
[27] condition: once defined the CFL, as:

CFL = —At <1
(aFm)
a+ |ul

this condition must be true for all calculation nodes. This means that the maximum time step is determined
by the most limiting node, hence the one with smallest mesh size and higher speed of sound a and speed of
the gas u. To implicitly consider both the right and left pressure waves, the gas velocity is considered with its
magnitude. This criterion guarantees that any characteristic line starting from one side of the mesh doesn’t
exit the other side of the mesh before being detected by the neighbour node. This condition requires that
information, in the form of disturbances or waves, cannot travel more than one mesh length in one calculation
time increment.

2.9.4 The finite difference method

It is now described the numerical method which is currently used to solve the 1D domain. In particular, the
starting point is the same system of equation obtained for the MOC. We can start by integrating the general
formulation presented in the previous chapter of the system of equations for the infinitesimal slice of 1D fluid,
which now becomes a control volume centred on the node, hence its boundaries, across which the fluxes F
occur, are at positions i —1/2andi+ 1/2.

6W GF(W)
4 c) dx dt = 0 (2.32)
To better understand the scheme the foIIowmg Figure 2.6 is presented:
i—1 i i+1
n+1
n+1/2 n+1/2
2 Fi—l/z__’ ‘__F‘,“/Z
p Ax At
n
o1 o1
[ > [+ >
distance
Figure 2.6 - Shifted control volume and numerical method discretization scheme.
The integration on the single control volume gives the following discretized equation:
(Wt — W) Ax + (Fliqyp — Fity o)At + CPAxAL = 0 (2.33)
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Now the quantities represent their average value on the mesh: the W; is the average value of the conserved
variable in the domain between i — 1/2 and i + 1/2 and F now depicts the average fluxes on the cross-
section. This control volume integration guarantees the conservation on each volume and on the whole
domain, since the global conservation is ensured by the single volume’s conservation. For simplicity the
source terms C are assumed to be zero. The equation can be rewritten isolating the new time step solution:

+1 _ F1
w ( i+1/2 — i—1/2) (2.34)
To find the new time step solution, we must estimate the fluxes. A simple strategy is to assume:

Fi1/, = (F' + F14)/2 itz = (F' + F11)/2 (2.35)
In this way the equation becomes:

ﬁ (FLy — Fi})
Ax 2
Unfortunately, this makes the method very unstable, to smooth the method behaviour it was suggested to
replace the previous time step value with the average:

Wl’n+1 = Win + (236)

W2, + i+1) At (FZ, — Fi4y) (2.37)
2 Ax 2

This simple method has also a first order accuracy since the method is still linearizing unknown quantities

with neighbouring nodes information. However, this method is simple starting point to show the logic behind

these finite difference methods. This method is also called “symmetric” since it is not biased by the flow

direction, which instead an “upwind” method would do. It is now described the current and most recent

method used in the solver of the Gasdyn code: the Gascon-Corberan (or CG) method.

n+1 _
wntl =

2.9.5 The Gascon-Corberan numerical method

This method, which takes the name from the original authors, was proposed in [28,29,30,31]. It is an explicit,
symmetric, finite difference method. It is possible to implement a first or second order accuracy method. The
fundamental points are similar to the Lax-Wendroff method, the difference is mainly in the evaluation of
fluxes F. The method is supposed to solve equation of the type:

we + f(W), = s(w, x) (2.38)
This is the scalar version of the usual system of equations. First, like in the Lax-Wendroff the conserved
guantities are evaluated at half of the time step and at a half of the distance between the nodes:

1
n+s 1 At
w 12 =3 wi*+wl, — A5 = Y + (51+1 siH] where 1=— (2.39)
l+§ Ax

Hence, the actual solution at the new time step is obtained as:

At
n+1 n_ (fzn+1/2 n+1/2) +o( n+1/2 n+1/2)]

i+1/2 — Ji-1/2 Siv1/2 T Si—1/2

Which is also similar to the Lax-Wendroff scheme, the difference is in the evaluation of the fﬂ}z/z and Slrfll/zz

The CG method introduces an additional equation to solve (2.38) as a homogeneous equation, hence:

we+ f(x,w), =0 (2.40)
This is achieved by introducing the following quantity g(x, w) and b; ;(x, w) defined as:

x Xj
gle,w) = f(w) —J- sy,w, t))dy b j(x,w) = —f s,w@,t)dy  glx,w)=fw) +b(x,w) (2.41)
0 X
Replacing this into equation (2.40) we can obtain that:
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+1/2 +1/2
witt = wit — A(g?u//z - g?—1//2 ) (2.42)
Where the term g?i+11//22 is obtained as a Taylor expansion:
1 ag"
+1/2
9?11//2 =509 t 9it1 —A*x— *(giv1 — 9i)) (2.43)
2 owlit1/2

It is observed how this scheme is second order accurate, extending the Lax-Wendroff method and returning
to it for g = f. Being second order accurate, the issue of spurious oscillations is present, and an artificial
viscosity term is introduced to stabilize the method. For the homogeneous system:

wr+f(w), =0 (2.44)
A Total Variation Diminishing (TVD) scheme of this type is used:
witt = wit - /‘l(fi+1/2 - fi—1/2) (2.45)

where these artificial fluxes f; 4/, are calculated as:

3 i = /)
n of " i Wit1 —w;)

~ 1 1
fiv12 = 7 "+ fita — ZQ“?H/Z Wit —wi)]  and Aivyyn = A5 = of n

i+1/2 ; _
S if Wiy —w; =0
L

aw
and Q(x) is a function to tune the numerical viscosity. It has been shown that this scheme is TVD if:

lal<Q <1

Parallelly, for this equation: w; + g(x,w), = 0 this scheme is proposed: wi"“ =w — A(giﬂ/z - gi_l/z),

Where the artificial fluxes ;41 ,, are (similarly to the fiil/Z) defined as:
1 PR
~ n —
Gi+1/2 = E[gin + i — (@12 + Bih12) (Gl —9D]  and B = Wir1 —wp)
0,if Wiyg —w; =0
h(x) is the equivalent of Q(x). Harten [28], hence showed that the scheme can be written as:

wirtl = wl — C{:_l/z(W{}pl —-w') — Ci_-1/2(Win +wily)] (2.46)

Where Ci-'-l-l/Z and C;_, are function of w{* and w4 4, for which ensures the scheme is TVD:

Cla, 20 Ciz1220 Clrapp+Cilyp <1

1

The final step is to evaluate Wi"+ combining the previous equations:

A
witt = wl - 2 [(g9i" + gi%1) + (g7 + gi-1) — h(“?ﬂ/z + ﬁir-ll—l/Z)(g{l+1 +9i)+ h(a?—yz + ﬁzﬁ—l/z)(‘g? + 9i-1)]
Which reduces to the (2.46) for:
1 _ 1
Ci11/2 =3 [(“1?11/2 + ﬁ?ﬂ/z)(h(alnn/z - ﬁﬁrl/z) —1] Cilapp = 2 [(“1?11/2 + ﬁ?ﬂ/z)(h(alnn/z - ﬁﬁrl/z) + 1]

The method is further extended by Harten [28] with a proper second order formulation, adding a series of
terms containing the second derivatives:

1
Wt + fx —S5= 5 [(0( + B)(h - 1)](Ax)(fxx - Sx) + O(sz) (2-47)
This is not directly applied but another scheme is developed:
1
Wet+(g+@)x=0 where ¢ =5 @+ B)(h - D]Bx)gx (2.48)

The authors [28] also propose to evaluate g4, as:
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B 1
Gi+1/2 = 7 [9i + gis1 + 08 + 01 — h(aln+1/2 + .Bﬁrl/z + yir-ll-l/z)(gln+1 =97 + Qiv1— 0]

where:
n _ .n '
n L1 7P N SHlmm((p?ﬂ/z,(p?_l/z)
YViv12 = Wir1 —wy) and Qi = 2 (2.49)
0,if wiz, —w; =0 0,if Siv1/2 # Si—1/2
where:
s, 1 =sign(Qiii/2) d n 1 . n n n 4.50
i+ i+1/2 an Piv1/2 =7 (@412 + Biv12)(h— D941 — i) (4.50)

This new scheme is TVD under this modified CFL criteria:
CFL = max((aln+1/2 + ﬁir-ll-l/z + Vir}n/z) <1

2.9.6 The vectorial formulation of the Gascon-Corberan method

The proposed numerical method can be applied to scalar equations, but when it must be applied to a system
of equations, some adjustments are needed. So, this section deals with how the equations are solved in the
solver. Let’s recall the vectorial formulation of the system of equations in its non-homogeneous form:

W+ F(W), =S(x, W) (2.51)
where W; is the column array containing the conserved quantities, F(IW) is the column array containing the
respective fluxes while in S(x, W) are present the corresponding source terms. Parallelly to the scalar case,
also in the vectorial case the equation is manipulated defining:

Xj Xj
GCow) =FON) - [ s, Ww G, 0)dy ByCoW) == [ 'S0, W, 0)dy (2.52)
If S(...) is sufficiently smooth, B = S, and equation (2.51) can be written in a homogenous form:
Wt + G(X,W)x - 0

The first step is to consider a linear equation with constant coefficients:

af:
_ Oy, i,j

aWi,j
It has been demonstrated that the Jacobian matrix J of a hyperbolic problem has three eigenvalues a}, and,
in addition, a complete set of linearly independent right eigen vectors can be found. Hence, we have that:

W, +JW, =0 with ]i,j

] = PDQ with Q=pP1 and D = diag(ay)
Then equation (2.51) is multiplied by Q and a new matrix U is introduced and after substitutions:

QW) + Q/P(QW), = QS U=Qw Q/P=D -  U+DWU),=0QS (2.53)
Since the matrix D is diagonal, the vectorial system (2.53) compactly represents a system of three scalar
equations, linearly independent, which can be solved one by one as scalar equations shown in previous
paragraph. The scheme is hence inherited from the scalar equations, starting from:

UMt = Ul = MGy — Gilaj2) (2.54)
Where the flux G is:

1 _
qud/z =5 [GFy — G + @i + Qi1 — h(AD)(GYy — Gl + @iq — 0)] (2.55)

with:
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xj
GU=QG=Q<F—f S>=DU+QB
Xi
We can observe that the product P X Q = 1, and multiplying (2.54) and (2.55) we obtain an explicit
expression of W:
W =Wt = A(Giy12 — Gimayz)
With:

1 _
Giy1/2 = > [Gi + Giy1 + Piy1/2(@0i + @iv1) — Piy1/2h(AD) (Qi11/2(Giv1 — Gi) + Qi1 — 9i)]

Like the scalar case, also in the vectorial case the column array ¢; is defined as:

)

k : k k
S; min ((@; Qi_
k { i+1/2 (l i+1/2 i 1/2|) with Sik+1/2 si ( Lk+1/2)

Yi = .ok k
0,if Sitv1/2 F Si—1)2
And

_ 1 _ _
Pliajp =5 (D)1 = D) Q1 (Fiss = Fi+ Bisn)

In conclusion, the matrixes are computed as:

(D)1 = diag(@fs + Bliay2) h3D), 1 = diag(sign(af,s + B, 1) Q,,1 = diag(sign(a,s + Bl 1 + b))
Where:
k k
k k Piv1 — Pi
k _ Aafi+1/2 k _ Aalgi+1/2 k _ A auk
Ait12 = EW ﬁi+1/z TAouE Vit1/2 = i+1/2
Uit1/2 Uit1/2

; k
0if Oujy1p =0
Like the scalar case the vectorial scheme is TVD, under a similar condition. Summing up, the scheme is:

- 1 —
G =5lFi+ Fut Bi,H% + Bi,i% + Pi+%((pi+1 +¢) - Pi%h(/lD)H%(QH%(FiH — Fi+ Bigy1) + @ig1 — 9]

I.+2

2.9.7 The Gascon-Corberan method applied
It is described now the application of the method to the system of equation describing the 1D flow in ICE
engines, discussed in previous chapter. The system, was written as:

W, + F(W), = S(x, W)

and the corresponding quantities are now:

pF puF dFO
W =W, =|pul F=FW), = [(pu® + p)F C=S@W)=|-p—_—+pGF
peoF puhyF ZpGF
Together with the last closing equation of perfect gas pv = Rt. The Jacobian is then:
0 1 0
k-3
5 u? u(3—k) k-1 h a? u?
= with: H = +—
/ (k—1) 2

u<(k;1)u2—H> H-(k—1Du?* ku

With these three real eigen values a;, and the corresponding eigen vectors P, ; 3:
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_ 1 1 1
[u a] u—1 u u+ta
a=| U P = u?
u+a uH —ua - H +ua
As shown above, the P matrix diagonalizes J with the following expression
+(k—1)u 1 k—1Du (k—1) 7
2a 4 qa? 2a 2 a? 2a?
. _ k — 1) u? u (k-1
P =diag(u —a,u,u+a =p1l= 1_( — k—1)— _
JQ g( ) @ L, (k-1 -
u (k-Du? 1 (k-1Du (k—1)
2a 4 a?> 2a 2 a? 2a% |

The new time step quantity is evaluated as:
Wit = /‘l(GzTJrV1D/2 zTV1L}2) A(Bi-12i + Bijiv1/2)

with:
GlY1)s = (Fi +Fiy1 — B, St B 1., —P,1hAD, 10Q, 1(Fiv1 = F; + Bij1) + Piva/2@is1/2)
2 2 2 2

where ¢; 1/, has the components:

o = k -k k =k
Piv1/2 = Sik+1/2max (0, min (|@ % ,SH%(Pi_%J SH%(PH%))
with:
‘ﬁ 1= —(h(AD) 27 AEHQQHg(FiH —F;—Biis1)
2 2 2

Regarding the matrix h, it is calculated as:
L= diag (Slgn(ia 1,/1/)’ 1))

h(AD)
where “ﬁl are the eigen values, ﬁik 1 and the source terms B; ;,; are
2 2
1 k—1u dF k-1 . 0
g = (E+_2 F) (pﬁ PGF)( 2a2 qu) B = 1(Aisr — A) + Dx(pGF) 41
1 Fa_u 1 a(pp) Li+1 .
_Ax(qu)i+1/2

“2af" ox 2a2 0x
where for example, the term p;,1isa simple arithmetic average:
2

_ @i+ ) Ains — A)

pi+%(Ai+1 —4) = 5
The final step is to define the physical quantities between the calculation nodes (i + 1/2). It is proposed to
use the following approximations:
X _ |pi+14i " _ Xiv1oUiv T U H. _ Xiy12Hipq + H;
i+1/2 = W /2 Xiy12+1 /2 Xiy12+1
Aiv1Piv1PiAi

pi+1/2Ai+1/2 =

Pi+1/2 = +/Pi+1Pi
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2.10 Boundary conditions

The previous chapters have illustrated the two families of numerical methods which can be applied to the
interior part of the 1D domain to be solved, hence all the nodes except the ones on the boundaries. It is now
described the numerical method used to solve the boundaries [21,22]. In particular, the boundary conditions
are solved at every timestep, assuming steady state conditions at each timestep. This is because the role of
the boundaries is not to advance the solution in time but to “merge” the incoming solutions where two 1D
domains are matching and be sure that mass, momentum, and energy are transferred correctly from one
domain to the other and determine the ‘boundary’ nodes. Hence the boundary conditions are essentially
driving the physical solution toward what is imposed at the boundary node.

The numerical method on which the solution of the boundary conditions relies is the MOC, because it is very
convenient to exploit the MOC variables to correctly transfer the wave motion between 1D domains.
Generally, the steady state conservation equations are written considering the boundary element under
examination and transforming those equations in terms of the MOC variables (4, A4n)-

As presented in Figure 2.7, the MOC is applied to the pipe ends before solving the boundaries, to provide the
boundaries with the input MOC variables and then apply the steady state solution to determine the missing
variable 1,,;, finding the correct entropy level on the boundary node. This is because, as explained before,
on the boundary nodes the 4,,; cannot be determined since a mesh does not exist outside the 1D domain.
The entropy level instead can be determined for exiting flows but cannot be determine by this procedure for
entering flows. Additionally, the actual flow direction at the next time step might change with respect to he
current time step, due to the matching between the two incoming pressure waves. Moreover, where the flow
is entering the pipe, the entropy level depends on the incoming flow and the transformations occurring to
the flow, i.e., an expansion due to a section enlargement.

- . . 11
i-1 l\ ] JT n+1
\ Aout,i I
g \ / Ao
= pipe i Aini \ Aoufrill ! pipe j AZ
\
AX Ay \ Il Anj AX
\ n
distance

Figure 2.7 — Method of characteristic applied close to the boundary conditions.

2.10.1 Starred variables

When solving the boundary condition, the starred Riemann variables are used. A starred variable is defined
by dividing the same variable by the corresponding entropy level A4. Hence, the following definitions are
obtained:

The non dimensional entropy level A4 can also be obtained as:
14 a \2k/(k-1) Qrer Q 2k/(k=1) 1 2ke/(Je—1) yields p (k=1)/2k
pref 7} 7} aref AA pref
Hence, the definition of A* becomes:
p (k-1)/2k
A" =A/A, = < )
pref
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2.10.2 Junction boundary condition

As an example, the simple junction between pipes is presented. This boundary condition is very commonly
used to model the connection between joining or leaving pipes when no preferential directionality of the flow
is identified. The junction scheme is presented in Figure 2.8.

2

n
Figure 2.8 — Schematic model of a junction between n pipes.

The solution methodology has been proposed by Benson [21], where also reference about the other type of
boundary conditions solution can be found. The following hypothesis are made regarding the junction: the
pressure is constant where the pipes meet, the flow is steady state, and the fluid is a perfect gas. This means
that:

(k-1)/2k
) = const

ields
p1=p2=pn=...=const y_) A;:<pn
pref

The mass conservation equation applied to the junction is:

n
Z [pnunFn] =0
1

Where E, is the flow area, p,, is the density and u,, the flow velocity of each section facing the junction. The
mass conservation equation can be rewritten in terms of the Riemann variables, isolating the A;, term:

[ E [ E
1 An 1 An

It is now possible to evaluate the flow direction in each pipe calculating U, from its definition:

2
Up = o1 (Ainn — 43)

Once established the flow direction Benson proposes to calculate the entropy level of the exiting flows
Ay n,our s a mass flow weighted average of the entering flows entropy levels, applying a sort of conservation
of entropy, while the entering flow entropy level A4 ,, ;, in not changed. The flow direction is established from
the sign of Uy, : positive entering the junction and vice versa. Hence A4 ,, oyt is computed as:

n,in _.
1 MpAg,

AA,out = nin
1 My

Where the mass flow of each section is computed as:

A;KLZ/(kn_l) knpref
= Un E,
AA,n aref

my,
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It is now possible to proceed, as indicated also by Winterbone [22], by correcting the incident Riemann
variable, of the only pipes with exiting flow from the junction, as:

* * AA.n * *
/‘lin,n,c =Ap + Apont (Ain,n - An)
,0u

The remaining missing variable can be computed from their definition:

Ain = Azn,n,c *Apn Aoutn = Aan (247 — Azn,n,c Apnout = Anout
The procedure is iterative, once the new value of A;, is found, it is compared to the previous step calculation,
and if the difference is within a certain tolerance (10®), the process is considered as solved. Otherwise, the
calculation of A3, is repeated and the iterative cycle repeats. Starting from the current time step solution,
typically a few iterations are usually needed, since the solution tend to change slowly time step after time
step. However, in case of strong thermal discontinuities entering the junction, more iterations are usually
needed, since the entropy levels of the flow are very different.

2.11 Timestep advancement

It is now described how the two numerical methods (CG-TVD and MOC) are used during the solution of a
single timestep. The calculation loop is graphically presented in Figure 2.9. First the time step size is computed
according to the gas properties in the whole domain and each cell dimension. Then the MOC is used on each
pipe end, to determine the incoming A;, and A4 reaching the boundary nodes at the next time step. Then
the boundary conditions are solved and A,,; is computed on each pipe end, allowing to determine the
solution W, F, C at the new time step in the boundary nodes. Then the numerical method is called to compute
the solution in the internal nodes at the new timestep and the process is repeated. It is important to highlight
that the boundary solution is considered by the numerical method at the following time step, because it will
be part of the computational stencil when the next time advancement is considered.

Compute
gas

properties

Call
numerical
methods

Compute
time step

Salve Advance
boundaries crank angle

Figure 2.9 - Solver time step advancement chain of events.

2.12 Turbocharger modeling

It is here described how the turbocharger is modelled in the 1D engine simulations. The fluid dynamic
boundary condition solution [21,22] relies on the steady state characteristic maps of the fluid machine, mainly
its expansion or compression ratio characteristic map as function of the mass flow rate and rotational speed.
The same maps for the efficiency are needed. The approach is the same for both the turbine and the
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compressor. This approach allows to propagate the pressure waves through the boundary condition
considering their respective reflection on the boundary. The maps are usually not well populated to be used
on the whole range of instantaneous mass flow rates; hence the curves are extended with techniques
proposed by literature [32,33] as shown in Figure 2.10. Moreover, usually manufacturer data have limited
number of speed lines, hence the same technique are used to get additional speed lines.
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Figure 2.10 — Compressor and turbine maps extension.

The boundary condition solution algorithm used is the one presented in [22,23] and once the fluid dynamic
solution is found it is possible to compute the power and torque at the turbocharger shaft. The turbocharger
shaft speed is not fixed but depend on the instantaneous balance of torque at the shaft and on the inertia of
the rotating ensemble. The turbocharger group inertia allows to compute the shaft acceleration. This occurs
every time step since the boundary is solved at each time step. It is possible to do a cyclic approach, but it
has been found that negligible difference in computational cost is obtained while having a nor realistic trend
of shaft speed as function of time (cyclic steps). The turbocharger speed evolution is computed by the
following equation:

(Ttorque - Ctorque)
27/ sha ft

Nnew = Noiwa dt

where Jnqr¢ is the axial inertia of the turbocharger, which depends on the dimension of the turbocharger
rotors. It is usually around 10~>kgm? for cars and light duty turbocharged engines. Ttorque and Ceorque are
respectively the turbine and compressor torque.

Twin entry turbines are modelled as two half-sized turbines in parallel. Instead, Variable Geometry Turbines
(VGT) are modelled as a different Fixed Geometry Turbine (FGT) for each opening percentage of the VGT. The
characteristic maps are interpolated when operating at non defined opening percentage.

The control of FGT turbochargers is mainly performed by means of wastegate valves, which are modelled as
valves connecting the upstream and downstream duct of the turbine boundary condition, controlling the
mass flow bypass ratio and hence varying the expansion ratio through the turbine.

2.13 In-cylinder phenomena models

Combustion in ICE is a very complex phenomenon to describe as it involves both physical and chemical
processes that have a stochastic and chaotic nature. In this chapter are described the main modelling
approaches used in the 1D simulation field for the evaluation of the in-cylinder phenomena [34]. In this field
the “phenomenological” models are used (also called Quasi-dimensional) and are based on the observation
of the real world. These models subdivide the combustion chamber into different zones, each characterized
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by different thermodynamic conditions such as temperature, pressure and composition. The cylinder is also
modelled as a 0D volume with time-varying volume according to the kinematics of the piston, as function of
the crank angle. The cylinder is fluid-dynamically coupled to the ducts external fluid dynamics only when any
of the poppet valve is open. In this period the cylinder pressure and temperature depend on the exchange of
mass and energy through the open valves. The heat exchange occurring with the walls of the cylinder is always
present and the model proposed by Woschni is considered [35]. When the valves are closed combustion can
take place.

In the SI combustion model the in-cylinder mixture is first divided into two zones, burned and unburned gas,
separated by the flame front, which is assumed to be spherical and infinitesimally thin. The solution of mass
and energy equations applied to the burned and unburned zone allows the computation of the pressure and
temperature of the two zones. The burnt zone can be further divided into an arbitrary number of zones of
equal mass, created during the combustion process. Each zone is spherical with its centre located on the spark
plug position and exchanges heat with the cylinder walls, according to the respective wetted area. The
chemical composition is computed in each zone, assuming uniform pressure in all the combustion chamber.
A schematic of the multi-zone is illustrated in the following Figure 2.11.
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Figure 2.11 — 0D-quasiD schematic of the combustion chamber (left),
and sub-division into zones (right) by the thermodynamic SI combustion model.

For each zone, the mass and energy balance are written resulting in having the following system of partial
differential equations:
dm d(mu) dv

E = min - mout F mburn - mbb dt = - E + Q + ' mihi + mburnhu - mbbhbb

Mpyrn 1S the mass of mixture burned in the unit of time by the flame Whi(l:h acts as coupling term, and 1y,
is a term introduced to include the mass lost due to blow-by process in each zone. The values m;,, and m,,;
represent the fresh mass entering in the cylinder during Intake Valve Opening (IVO) and the burned mass
exiting from Exhaust Valve Opening (EVO). The variable h represents the enthalpy of a given zone. Moreover,
the sum of the volumes of both zones must be equal to the instantaneous value of the cylinder volume.

The burning rate can be assigned by Wiebe combustion model functions [36] or computed by a predictive
approach considering the in-cylinder conditions: pressure and temperature, thermodynamic and chemical
properties of the gas, intensity of turbulence (K — k turbulence model), chamber design and heat flux
through the boundaries [37,38]. To simulate the combustion and the heat released by an air-fuel mixture, it
is necessary to compute the burning rate of the mixture, starting from the laminar one. A; is the surface of
the laminar unstretched flame and u; is the unstrained laminar velocity. Instead, by considering the wrinkling
of the surface due to turbulence, the burning rate of the turbulent flame is similarly defined, and they are
coupled:

<dmb> _ A (dmb> _ A (dmb) _(dmb) At At_St
dr ), Puiitth dat ), Puiitthe at ), \dt ), 4, 4,5,
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The phenomenological models have the objective to estimate the additional contribution of turbulence to
the laminar speed. It is assumed that the area ratio is equal to the respective flame speed ratio. The laminar
flame speed S is calculated by means of correlations influenced by the mixture properties (temperature,
pressure, residuals). The turbulent flame speed is instead computed by correlation depending on turbulent
velocity u’, mixture diffusivity k,, and integral length scale L; and the laminar flame speed itself:

S, = '3 LL;/4 *511/2 . k;1/4

The turbulent velocity u' is evaluated with the two-equation model K — k evaluating the turbulent kinetic
energy k and the mean flow kinetic energy K [39]. Tabulated chemistry can also be exploited to compute
look-up pre-calculated reaction rates and laminar flame speed from more complex 3D CFD simulations [40]
in conditions where correlations are not applicable.

Regarding the Cl engine combustion, a model has been developed to handle current multi-pulse injection
systems, ensuring fast run-times [41,42]. Basically, the thermodynamic combustion model subdivides the
chamber into three zones represented in Figure 2.12: fresh charge, fuel (vaporized) and burned gas, applying
the first energy conservation law to compute the pressure and temperature variations.

Fuel
Fresh charge Exhaust gas

W

O

Figure 2.12 — 0D schematic of the mass in the combustion chamber,
split into three zones by the thermodynamic Cl combustion model.

For what concerns the injection process, each discrete injection event is defined as a pulse. In this case the
combustion rate is computed by means of multiple double-Wiebe laws. All the Wiebe law parameters are
fixed as a function of the injection strategy, depending on the number of pulses and on the duration of the
single pulse. Each pulse injected during the compression/combustion phases burns with a rate defined by the
following expression (double Wiebe):

[_(9_90)]31 [_(9_—90)]32
xb=p{1—e as }+(1—p){1—e az }

The first term into the brackets (1st Wiebe function) describes the premixed combustion phase, whereas the
second term (2nd Wiebe function) describes the diffusive combustion phase. This non-predictive description
application is represented in Figure 2.13, which points out how this equation can describe, with a rather good
result, the computed burning rate, when compared to the experimental one.
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Figure 2.13 — Rate of burned mass fraction computed by means of the double-Wiebe function.

2.13.1 Pollutant formation and emissions

In this paragraph it is described how the different species of pollutants are computed to give the chemical
composition at exhaust valve opening, hence the so-called cylinder-out emissions [43]. The Gasdyn code can
predict the concentration of the main chemical species such as NO, CO, CO2, HC, 02, etc, during the
combustion process and their concentration in the exhaust gases discharged by cylinders at EVO. In particular,
the combustion model adopts an equilibrium approach to evaluate the concentrations of the major species
(H20, H, H2, CO, C02, 0, 02, OH, N2, NO) undergoing the following reactions:

CO +H,0 < CO, +H, 2C0, & 2C0 + 0, H, + 0, & 20H
H, & 2H 0, < 20 N, + 0, < 2NO
The resulting chemical equilibrium is correct for some species while other sub-models are used for the
prediction of CO, NO and unburnt hydrocarbons (HC). The NO is evaluated resorting to the 6-reaction model
proposed by Zeldovich [44,45] to predict the kinetically controlled formation of NOx which involves the
following reactions:

N, +0 & NO+N 0O, +N e NO+O0 N,0 + 0 < 2NO
N+OH o NO+H N,0+0 < N, + 0, N,0 +H o N, + OH
This model, coupled to the discretization of the burnt charge mass gives a reliable and accurate prediction of
the global NOy emission. In this work, the CO concentration is evaluated by the model proposed by Baruah
[43]. The CO is related to the actual equilibrium value CO¢q, the maximum COmax, achieved in the combustion
chamber. This simple model states:

CO = COpq + fc0(COmax — COgq)

Where f( is a calibration coefficient between 0 and 1. However this method is not predictive and can be
calibrated for a single operating point. The sub-model for unburned HC is based on the approach described
in [46,47], the specific sub-model considers the storage and release of fresh mixture from the piston top land
crevice and the absorption and desorption of hydrocarbons in the oil film layer, as presented in Figure 2.14.
Another source of unburnt hydrocarbons, which may be relevant during cold start, is due to the flame
qguenching, and is considered by the combustion model when the model detects the flame extinguishes.

Top land crevice Qil film
i .

Figure 2.14 — Unburnt hydrocarbons (HC) sources.
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3. 1D Internal Combustion Engine modelling

This chapter describes the modelling approach exploited to simulate an internal combustion engine. The
simulation effort is focused on the fluid dynamic phenomena occurring along the intake and exhaust ducts
and into the cylinder. In order to simulate the complete engine, the one-dimensional model is selected as the
best compromise between zero-dimensional and 3D approaches.

3.1 1D ICE simulation procedure overview

The 1D model simulation assumes the gas state to be initialized at zero speed, constant pressure and
temperature. The simulation starts from the EVO (Exhaust Valve Opening) of the cylinder number one; hence
the zero crank angle is the top dead centre of cylinder number one. The engine speed is always fixed (steady
operating point). Then the simulation starts computing the initial time step and at each time step the crank
shaft is moved forward by an angle corresponding to the time step size at the current engine speed. Just to
have a feeling of the order of magnitude of the time step and consequent time evolution of the simulation, it
is reported below an example of time step calculation and corresponding crank angle advancing:

dx 1072[m]
at+ ful 102+ 0) [

=10"* = 0.0001 [s]

- rev deg
dt«N «360 10 *[s]%10° [min] *360 [rev
da = 0 = S =~ 0.6 [deg]
60 [min]

Where dt is the time step, a is the gas speed of sound, u is the gas flow speed, N is the engine speed. The
resulting advancement of crank angle is da.

It is evident why this class of 1D models is also referred to as “crank angle resolved”, since often the time step
duration corresponds to a fraction of the crank angle. Of course, the actual simulation time depends on the
physical time simulated and how fast the solution at each time step is computed. However, it is important to
highlight the order of magnitude of the model time steps and what are the quantities controlling the size of
the time step. The mesh size is determined by the discretization of the domain, and its magnitude strongly
influences the time step size. Instead, the gas speed of sound is typically due to the hot gas on the exhaust
side, which cannot be chosen. Once the time step size is calculated, the engine speed determines how much
the crank angle is advanced. It is important to highlight that the time step continuously varies during the
simulation, as well as the engine speed (for different operating points).

As presented by Figure 3.1 the solution then proceeds invoking the numerical solution at the current time
step, as described in the dedicated chapter about the numerical methods used to solve the 1D conservation
equations. The data needed by the boundary conditions are obtained applying the method of characteristics
on each pipe end. Then all the boundaries are solved to provide the pipe end conditions for the numerical
method, which can solve the interior part of the ducts. At each time step all the boundaries are solved, this
requires also to identify if the valves of the cylinders are open or closed and eventually start the combustion
calculation.

With the crank shaft movement, the pistons are also moved and the volume in the combustion chamber is
updated considering the actual cinematic mechanism. It is important to highlight that, when all the valves of
a cylinder are closed, the in-cylinder solution is decoupled from the fluid dynamic solutions in the pipes: the
code essentially performs the combustion arriving until the conditions at EVO, then when the fluid dynamic
calculation reaches the EVO angle, the combustion result is transferred into the fluid dynamic simulation,
with the dedicated valve boundary conditions at any time step, when the valves are open. During the engine
cycle the data needed for output is tracked.
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The start of a new cycle is identified when the actual crank angle is lower than the advancement angle and
the output quantities are printed or calculated, and the next cycle starts. This repeats until convergence is
reached. In an unsteady simulation convergence is trivial, since the time-step convergence loses its meaning.
The fluid dynamic solution is by nature ‘unsteady’, hence a true constant solution between time steps cannot
be achieved.

However, in the case of IC engines, the cyclic and periodic nature of the volumetric machine simulated helps
identifying the engine cycle, as a period in which the solution should repeat itself cycle after cycle. In this
case, convergence is reached, and the simulation can switch to the next operating point to be simulated. The
solution continues from the previous fluid dynamic solution, only the engine speed is instantly modified.

Start Read input Initialize domain

Compute
gas
properties
Call
numerical
methods

Compute
time step

combustion

Advance

VEIVES
crank

closed ?

angle

Solve
boundaries

Call MOC

Next
point ?

Figure 3.1 - High level computational procedure for the simulation of the 1D ICE model.

The only difference occurring when a driving cycle is simulated is that convergence is never reached and each
cycle is, in principle, the first cycle of a new operating point which stops after one engine cycle.

3.2 1D modelling tool

The informatic tools used to model IC engines and to simulate them is GASDYN. The software has been
developed at Politecnico di Milano, within the Internal Combustion Engine research group (see Figure 3.2), in
the last 25 years and consists of a pre-processor and a numerical solver. The pre-processor allows to build the
engine model with its architecture and geometrical dimension, connecting the 1D and 0D elements. During
the pre-processing phase, the combustion model must also be chosen and set up. Moreover, at this stage, it
is necessary to configure the desired operating conditions of the engine and the simulation which is
requested. Once everything is set, the pre-processor generates input files which are used by the numerical
solver. The solver, ones executed, reads the input file and starts the simulation procedure described in the
previous chapter. The solver also writes the simulation output files from which the performance, emission
and fluid dynamic solutions can be analysed. Within this complex framework, the main contribution described
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in this thesis is related to the improvements of the numerical solvers, boundary conditions models and
interconnectivity features, as explained in the following chapters.

GROUP

POLITECNICO DI MILANO

' Gasdyn

Figure 3.2 - Logo of the research group within the Politecnico di Milano and logo of the software.

3.3 1D models of the use case engines

In this chapter it is described how the actual 1D models of the two engines presented in this thesis have been
obtained. The goal was to reproduce as well as possible the real engine they represent. The two engines have
been developed separately since they are completely different. The most important aspect for a satisfactory
modelling is to ensure that the engine architecture is correctly reproduced, hence the main components of
the engine should be considered. The process of building the 1D model of an engine starts from gathering
the data needed by the modelling tool, mainly geometrical data, asking the manufacturer the dimensions or
photos of the components used on the engine. It is also important to gather the widest range of experimental
data available, to choose the most suitable sub-model to be configured in the model and then perform an
extended validation.

As presented in the next paragraph, the two engines modelled are very different in size, application and
working principles, covering a wide, but not complete, range of the ICE family. However, the methodology
developed can be applied to any IC engine, provided that the underlying mathematical models are developed.
For both engines the refined discretization consists in a uniform 1 ¢cm mesh. The models have also been
constructed according to the data gathered during the experimental instrumentation, which also provided
the data for the validation of the models. For example, the spark advance data was measured at fixed
operating conditions and used by the 1D model as an input parameter. This is why the information in the
model reflect the same operating points investigated experimentally.

3.3.1 3-cylinder passenger car spark ignition engine

This is a 1liter, GDI, three-cylinder turbocharged, Sl engine. The engine is a modern and consolidated kind of
powertrain for currently produced passenger cars, often coupled to a mild hybrid configuration. This engine
has been proposed for the project activity by the “VISION-xEV” project partner Renault SAS. The engine is
equipped with an EU6d compliant aftertreatment system. However, the engine has been instrumented by the
project partner colleagues in Valencia (UPV-CMT), which provided the engine data and experimental values
for the validation activity. The engine features a single-entry fixed geometry turbocharger, with an
electronically controlled wastegate valve. The throttle body is placed between the compressor and the
cylinders before the intake manifold splitting. It was very helpful to have some photos, like the ones reported
here in Figure 3.3, of the actual engine parts for modelling the geometry of the exhaust ducts. Regarding the
valve lift profile and their timing, the engine manufacturer has shared the data needed, together with the
flow coefficients of the poppet valves.
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Figure 3.3 - Photos of the engine configuration, exhaust manifolds and turbine, courtesy of UPV-CMT.

The final 1D engine model obtained is reported in Figure 3.4 below. In the model can be immediately spotted
the intake and exhaust side, the turbocharger with the by-pass wastegate valve, the intercooler, and the
throttle body. The injectors are connected to the cylinders indicating the fuel is injected directly in the
combustion chamber, as GDI engines. The spark ignition engine requires a lambda value to be assigned for
each operating point simulated, this was available from the measurements. The same applied for the spark
advance value, which must be set. The combustion chamber is a classical 165° pent-roof shape. The blue dots
in the scheme are PID controllers used to control the engine during the simulation.

Three PIDs are present: one controls the throttle plate position, to adjust the brake torque of the engine; one
controls the wastegate opening, to adapt the boost pressure and another one controls the intercooler wall
temperature, to act on the charge cooling. Each PID is connected to a sensor and an actuator, to sense the
target parameter and actuate the control variable. The control is cyclic.

The main data of the engine are reported in the Table 3.1:

Quantity Value Unit of measure
Bore x Stroke 72.2x81.3 mm X mm
Rod Length 132.5 mm
Number of Cylinders 3inline -
Firing order 1-2-3(0-240-480) # (Crank angle degree)
Displacement 999 cm?d
Compression Ratio 11.0 -
Valves per Cylinder 4 -
EVO - EVC 93° - 402° Degrees (after TDC)
IVO - IVC 334° - 624° Degrees (after TDC)
Maximum Brake Torque 180 @ 2250 rpm Nm
Maximum Brake Power 85 @ 5250 rpm kW
Rotational Speed Range 750 + 6250 rpm
Fuel Gasoline SP95 — E10 -

Table 3.1 - Main data regarding the 3-cylinder 1 Litre spark ignition engine.

In the model, the catalyst is modelled as several parallel ducts representing the channels. Only one of these
ducts is simulated and the boundary conditions takes care of merging the solution to the neighbour pipes, by
multiplying the single duct contribution by the input number of channels.

The engine friction, or friction mean effective pressure (FMEP), imposed to the 1D model has been computed
as the difference between experimental values of IMEP and BMEP, where the IMEP has been derived
integrating the indicated cycle measured experimentally for each operating point.
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Figure 3.4 — Gasdyn 1D ICE model of the 3-cylinder spark ignition engine.

The correct modelling of the exhaust manifold was very important, to capture the shape of the exhaust pulses
transmitted to the turbine. Thanks to an STL file of the part reported in Figure 3.5, it was possible to take
measurements and obtain a 1D model of this very complicated geometry. The GT-Power schematic of the
same engine was also available and was used to have a starting schematic of the final model.

3

A

4

Figure 3.5 - Exhaust manifolds Standard Tessellation Language object (STL) of the engine under examination.

The turbocharger is another very important component which requires a careful modelling, to guarantee a
good simulation of the boosted operating points. First, the data regarding the boost pressure has been
obtained from the experimental measurements and is shown in Figure 3.8. Then the compressor and turbine
maps have been obtained from the manufacturer data sheet. These manufacturer’s maps are typically very
limited, since the machines are characterized over a limited range of operating conditions and for very few
points. Hence, it was needed to interpolate between known speed lines and to extrapolate the curves to
achieve the maps of Figure 3.6 and 3.7.
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Figure 3.6 - Compressor maps for use in the 1D model: compression ratio (left) and efficiency (right).
275 B
250 _ o
= &
z =5
2 225 1 E
i u
- am 5“1
S 115 g #
g 5
150 EES
125 104
Lady T T T T T T B i
02 03 04 05 06 07 08 00 02 04 [\ Y] 10
Mass flow parameter [(kg-vK)/(sbarl] Blade speed ratio [-]
Figure 3.7 - Turbine maps for use in the 1D model: expansion ratio (left) and efficiency (right).
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Figure 3.8 — Target boost pressure [bar] (left) and target BMEP [bar] (right).

With regard to the valve timings and lift profiles, the manufacturer data has been exploited and is reported
in Figure 3.9. The intake and exhaust lifts are equal, with a small effective overlap. The engine is also equipped
with a variable valve timing (VVT) system which allows to change both the intake and exhaust camshaft phase
with respect to the crankshaft. The map of the setting of the VVT system is presented in Figure 3.10.
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Figure 3.10 - Variable valve timing configuration, IVO variation (left) and EVO variation (right).

Lastly, the very important information regarding the mixture preparation in the combustion chamber. The
required data to set up the combustion model are the lambda and the spark advance value. The data on the
whole engine map was shared by the manufacturer and is presented in Figure 3.11. As expected the spark
advance increases as the engine speed increases and load reduces. The lambda values, measured by UPV and
sused for the modle set up, instead show an engine running mostly in rich conditions with slightly lean
mixture only at low load. This is probably to limit the production NOy emission at the expense of higher fuel
consumptions. However it is acknowledged that this calibration could make the engine non-compliant with

EU6d limit.

39



=]
o
E
1

Lambda [-

Engine load [%]
Engine load [¥]

=
o
B

Spark advance [deg. aTDC]

0n.ez

30

<l
o0 ] _atll

‘s
' 0.68

1000 ]500 2000 EOD 3}‘00 35|0|} 40‘00 45bD 50‘00 1000 1500 2000 2500 3000 3500 4000 4500 5000
Engine speed [rpm] Engine speed [rpm]

Figure 3.11 - Combustion data: lambda (left) and spark advance (right).

3.3.2 6-cylinder heavy duty compression ignition engine

This is an in-line 6-cyclinder, turbocharged, Cl engine for heavy duty application, i.e., a passenger bus. The
engine features a twin entry, fixed geometry turbine; Table 3.2 below reports the main engine characteristics
used to build the 1D engine schematic. Once again, the manufacturer (FPT) provided all the requested data
regarding the engine and turbocharger to set-up a predictive 1D model.

Quantity Value Unit of measure
Bore x Stroke 104 x 132 mm x mm
Rod Length 195 mm
Number of Cylinders 6 in line -
Firing order 1-5-3-6-2-4 (0-120-240-360-480-600) # (Crank angle degree)
Displacement 6728 cm?
Compression Ratio 17 -
Valves per Cylinder 4 -
EVO - EVC 129° - 373° Degrees (after TDC)
IVO - IVC 339° - 593 ° Degrees (after TDC)
Maximum Brake Torque 1010 @ 1250 rpm Nm
Maximum Brake Power 210 @ 2200 rpm kW
Rotational Speed Range 600 + 2600 rpm
Fuel Diesel BO -

Table 3.2 - Main data of the 6-cylinder Diesel engine.

In Figure 3.12 below is reported the 1D model developed in the Gasdyn Graphical User Interface (GUI), like
the previous engine. The engine does not feature a variable valve timing. It can be noticed how the wastegate
by-pass is modelled. Like in the real engine, the mass flow rate from the engine is discharged only from one
of the exhaust manifolds leading to the turbine. The fuel injectors are connected to the engine cylinders since
the diesel fuel is injected directly in the combustion chamber. The combustion chamber is a classical
cylindrical shape.

A very important data for the combustion model is the injection pressure, which determines the fuel injection
characteristics. The rail injection pressure and the start/end of the pilot and main injections were provided
from the manufacturer. Being a Cl engine, no throttle valve element is present in the engine.
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Figure 3.12 - 1D model developed in Gasdyn of the 6-cylinder compression ignition engine.

The blue dots in the schematic, like the previous schematic, represent the PID controllers used to control the
engine during the simulation. Like in the previous engine model, three PIDs are adopted. One controlling the

boost pressure by changing the wastegate opening, one controlling the gas temperature after the intercooler
and one controlling the injected fuel per cylinder per cycle.

The peculiarity of this engine is the twin-entry fixed geometry turbine. The turbine boundary is solved as if
two half-sized turbines were in place. Each turbine has its own distinct inlet and outlet. On the exhaust side,
there are two pipes connected to the turbine. The compressor and turbine characteristics map, after the
elaboration started from the manufacturer data are presented in Figure 3.13 and 3.14. It can be noticed the

larger size of the turbocharger comparing these maps with the corresponding maps of the much smaller 3-
cylinder spark ignition engine previously presented.
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Figure 3.13 - Compressor maps for use in the 1D model: compression ratio (left) and efficiency (right).
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In the model an intercooler is present, like in the 3-cylinder SI engine. The intercooler is modelled like the
catalyst in the 3-cylinder model. The intercooler is considered as a system of very small parallel ducts. Again,
only one of these parallel ducts is simulated, leaving to the boundary the task of multiplying the solution and
transmit the information to the adjacent pipes. In this way the wave motion is transferred while considering
the heat and friction occurring in the small pipes.

In Figure 3.15 below the valve timing is reported, which is constant across the operating points, since this
engine does not feature any variable valve timing technology. It can be noticed the higher effective
compression, as expected for a Cl engine with respect to the Sl engine previously presented, since the IVC is
more advanced. The exhaust lift is very different from the intake lift, both in its maximum value and shape
(initial and final part of the profile).
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Figure 3.15 - Valve timing (left) and lift profile (right) of the 6-cyclinder Diesel engine.

Moreover, Figure 3.16 below highlights the map of target boost pressure (bar) and target BMEP. As expected,
the boost pressure increases with the engine load and engine speed since more mass flow is available to drive
the turbine.



Engine load [%]
Target value
Engine load [%]
Target value

750 1000 1250 1500 1750 2000 2250
Engine speed [rpm] Engine speed [rpm]

1500 1750 2000 2250 2500

Figure 3.16 - Boost pressure target [bar] (left) and BMEP target [bar] (right).

Also in this case the engine friction has been derived as the difference between IMEP and BMEP, where the
IMEP has been derived from the indicated cycle.

3.4 Considerations on the 1D modelling activity

This modelling phase, during which the model data are selected, reviewed, verified and inserted, is crucial for
the simulation of transient cycles, in which the engine speeds and loads are continuously changed, and the
operating parameters are determined correspondingly by interpolating the available grid data using the
current engine speed and load. Hence a well populated map of data allows to have a better model predictivity
during RDE driving cycle simulations.
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4. 1D engine model steady state validation

In this chapter the validations of the two engines at steady state conditions are presented. Both engine
simulations are compared with the experimental data at same engine speed and identical engine load
(BMEP). The simulations have been performed ensuring that the fluid dynamic solutions reach convergency,
this means that the target are met and that, calculation cycles after calculation cycle, the solution doesn’t
change. The operating points are simulated one after the other to reduce the computational effort.

4.1 Steady state validation of the 3-cylinder spark ignition engine

Within the activities and work-packages carried out during the EU H2020 project “VISION-xEV”, the
experimental campaign conducted on the 3-cylinder engine by Universitat Politecnica de Valencia (UPV) has
been exploited for an extensive validation of the 1D engine model. UPV provided an experimental database
with a total of 83 operating points, evaluated at steady state conditions as shown in Figure 4.1. As requested,
engine torque, engine speed, air and fuel consumption, pressures and temperatures, gas mas flow rates at
different locations along the engine have been measured together with instantaneous in-cylinder pressure
curves. The engine speed range spanned from 1000 to 5250 rpm in this campaign, with engine BMEP varying
between full load and motoring conditions.

The engine was instrumented with in-cylinder pressure sensor so that a verification point-by-point of the
prediction of the combustion model could be performed. The engine on the test bench at UPV-CMT is
presented in Figure 4.1 (right). Sensor to measure gas mass flow rates, pressures, fuel consumption and
turbocharger speed together with engine brake power and speed, have been fitted to the engine.
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Figure 4.1 - Experimental operating points (left) and instrumented engine on the test bench (right), courtesy of UPV-CMT.

A detailed comparison between experimental data and predicted results has been carried out, to check the
predictiveness and the robustness of the simulation model. To ensure a fair comparison, the comparison is
done matching the engine speed and load of the engine (brake torque). The measured brake mean effective
pressure (BMEP) was matched in all operating points with a PID controller acting on the opening of the
throttle valve. Two further PID controllers guarantee the matching with the experimental values of boost
pressure downstream of the compressor, acting on the waste-gate valve, and the air temperature after the
intercooler, acting on the heat transfer in the intercooler. The information about the spark advance in each
operating point was available, so that it was possible to apply an advanced, predictive combustion model, to
evaluate the propagation of the flame front by a quasi-D approach. Additionally, since the engine was
instrumented with an in-cylinder pressure sensor, a point-by-point verification of the combustion model
prediction was performed. The cylinder-out emissions were also measured and compared while the tailpipe
pollutants were not measured.
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After the simulation of the whole set of operating points present in the map, it is possible to evaluate if the
compressor is operating too close to the surge or chocking limit (see Figure 4.2), or even evlauate if the size
of the machine is correct for the engine.
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Figure 4.2 — 1D engine model scheme (left) and calculated compressor operating points on the map (rigth).

To simulate the different operating condition, the 1D model has been configured to target the same operating
conditions of the experimental data. Hence PID controller have been used to target the desired experimental
BMEP, boost pressure and gas temperature after the intercooler. The three PIDs regulate the throttle position,
the wastegate opening and the wall temperature of the intercooler ducts. The set of operating points is
represented in the picture below (Figure 4.3).

In Figure 4.3 the typical convergency of the turbocharger and throttle during the simulation of one operating
point is reported. The throttle is controlled to reach the BMEP, which is proportional to the torque, while the
wastegate is controlled to target the boost pressure. The two controllers do not interact with each other, even
if the controlled quantity is influenced by the result of the other controller. For example, the increase of boost,
at constant throttle position would anyway determine an increase of torque. It is currently in development a
more advanced controller, called MIMO (Multi-Input and Multi-Output) to improve the control. However, for
this case, where the goal is the simulation of the steady state operating conditions, this simple PID is enough.
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Figure 4.3 - Simulation convergence toward boost preessure (left) and BMEP (right) targets. Operating point: 3000 rpm - 21 BMEP.

Itis also reported the calculated turbine and compressor power which determines the reported turbocharged
speed evolution (Figure 4.4). It can be seen how the final speed of the turbocharger depends on the final
value of power being produced and consumed at the turbocharger shaft, while the decelerations and
accelerations depend on the unbalanced torque.
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Figure 4.5 shows where the operating points of the turbine and of compressor have worked, on their

respective maps used for the calculations, during the simulation.
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Figure 4.5 — Compressor (left) and turbine (right) operating point on their respective maps. Operating point: 3000 rpm - 21 Bmep.

The mass flow rates and pressure in some key locations along the intake and exhaust systems of the engine
are reported in Figure 4.6. It is evident the transient behaviour of the simulation, which reaches convergency
once the PID controllers and the turbocharger are in at equilibrium condition. It can be appreciated the
dynamic occurring between the mass flow rates and the pressure at the corresponding locations. Just for
reference, at the examined operating point (3000 rpm) the engine cycle (4 strokes = 2 revolutions) has a
duration of 0.04 seconds; hence 100 cycles correspond to a physical time of 4 seconds.
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Figure 4.6 - Average mass flow rates (left) and pressure (right) along the engine. Operating point: 3000 rpm - 21 Bmep.
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Figure 4.7 shows the contour plots of the measured and computed brake specific fuel consumption (BSFC)
and the corresponding relative and absolute errors over the entire steady state engine map. Overall, a rather
good agreement is shown, with a good identification of the regions of lower fuel consumption and a relative
error which, apart from a few areas, is around 5% with a good quantitative and qualitative prediction level.
This accurate result is important to allow the use of the 1D engine model for the evaluation of possible
modifications of the baseline engine configuration, as well for the simulation of transient operating conditions
based on the 1D model virtual engine, instead of a simple, static engine map.
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Figure 4.7 - Contour plots of the measured and computed Brake Specific Fuel Consumption (BSFC in g/kWh),
with relative and absolute errors in the entire steady state engine map.

Since a PID controller is active on the throttle body, it is important to verify the accuracy achieved in terms of
volumetric efficiency. Figure 4.8 shows the comparison between the predicted and the experimental
volumetric efficiency, confirming the accuracy of the fluid dynamic model, but also that some further
investigation of the observed differences in mid-load range is required.
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Figure 4.8 - Contour plots of the measured and computed volumetric efficiency,
with relative and absolute errors in the entire steady state engine map.
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Figure 4.9 - Contour plots of the measured and computed pressure upstream of the turbine,
with relative and absolute errors in the entire steady engine map.
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Figure 4.10 - Contour plots of the measured and computed temperature upstream of the turbine,
with relative and absolute errors in the entire steady engine map.

Figure 4.9 shows the agreement achieved in terms of average backpressure upstream of the turbine (PIT),
with the highest errors occurring in the high load/high speed range and a rather good prediction elsewhere.
Moreover, Figure 4.10 describes the gas temperature upstream the turbine (TIT), showing a good agreement
with the largest errors occurring the high load/high-speed range and a rather good prediction at lower loads
and speeds. Regarding the comparison of gas temperature, the calculated value is the true gas temperature
while the experimental value is the temperature sensed by the thermocouple, that typically differs from the
actual gas temperature.

Finally, the following Figures 4.11 and 4.12 focus on the comparison between predicted and measured
pollutant emissions, namely CO and NO.. Figure 4.11 represents the map of CO concentration, CO production
mainly depends on the equivalence ratio and fuel composition, as a function of load and engine speed. It can
be seen that the model can predict the shape of the contour map, even if the percentage error is not
negligible.

Figures 4.12 highlights the comparison for NOy concentration, showing a good agreement over a large range
of operating conditions. NO, concentrations depend on multiple factors (equivalence ratio, cylinder pressure
and temperature, heat fluxes, dilution by burnt gases), however a good qualitative agreement is achieved,
apart from an overestimation of absolute values in specific regions of the operating map. The resulting
average error is around 15%-20% for both the CO and NO, concentrations.

It is important to highlight that the pollutant emission model calibration coefficients have been chosen to
achieve an average agreement with experimental data. A point-by-point calibration has not been performed
to not distort the predictiveness of the model.
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Figure 4.11 - Contour plots of the measured and computed cylinder-out CO,
with relative and absolute errors in the entire steady state engine map.
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The availability of measured instantaneous pressures traces allowed the detailed validation of the 1D engine
model under different aspects. Figure 4.13 shows the measured and computed in-cylinder pressures curves
at three different regimes (1000, 3000, 5250 rpm) and same load (BMEP=3 bar), where it can be seen that
the peak pressure is captured with fair agreement both in terms of value and of crank angle at with it is
reached. Moreover, Figure 4.14 shows the same comparison, at different load (BMEP=6), between the
computed in-cylinder pressure trace and the measured one in logarithmic scale, showing that a disagreement
is present especially during the expansion stroke. These results prove the predictiveness of the advanced SI
model, as well as the accuracy in the modelling of the in-cylinder thermo-fluid dynamic processes. Doubling
the load from 3 to 6 bar (BMEP), results are still in reasonable agreement, with differences in the maximum

values of in-cylinder pressure in the range of 1-2 % instantaneously.
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Figure 4.13 - In-cylinder pressure at 1000, 3000 and 5250 rpm, same engine load (BMEP = 3 bar).
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Figure 4.14 - In-cylinder pressure-volume diagram at 1000, 3000 and 5250 rpm, same engine load (BMEP = 6 bar).

Furthermore, the analysis of the unsteady flows in the intake and exhaust system was also carried out for
several steady state operating points. As an example, the pre-turbine and intake manifold comparison results
are shown in Figure 4.15, where the computed pressure waves look in good agreement with the measured

data, showing the typical three-cylinder engine pulsations.
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4.2 Steady state validation of the 6-cylinder compression ignition engine

In the framework of the European project “VISION-XEV”, the other engine under investigation has been
instrumented to carry out an extensive measurement campaign finalized to the validation of the developed
code. The experimental campaign was conducted by the manufacturer FPT. The set of operating points
consists of 187 steady state operating points, from a low to full load and across the whole engine speed range.
Like before, the points are defined by the engine speed and BMEP of the engine. The operating map of the
210-kW engine is represented by the red points in Figure 4.16.
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Figure 4.16 — The 187 operating points investigated on the 6-cylinder Cl engine (left),
and the instrumented engine on the test bench (courtesy of FPT - right).

Similarly to the model built for the Sl engine, three PIDs controllers were used: this time the one controlling
the engine load, hence targeting the BMEP, acts on the injected mass of fuel per cylinder per cycle. The other
two PID are instead similar to the 3-cylinder engine: the target compressor boost pressure is achieved acting
on the wastegate opening, and the cooling of the fresh charge temperature is achieved with the actuation of
the intercooler wall temperature. Once the whole engine map is simulated, it is possible to see where the
compressor is working at the end of each operating condition (see Figure 4.17), to verify normal operating
conditions of the turbomachine, avoiding to operate the compressor too close to surge or chocking limits.
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Figure 4.17 — 1D engine model (left) and the 187 operating point resulting operating points of the compressor
represented on the compressor characteristic map (right).

Like the previous engine, it is reported as example of the simulation convergency of the turbocharger and
fuel injection during the simulation of the operating point at 800 rpm and 12.5 BMEP (see Figure 4.18). In this
case the load of the engine, being a compression ignition engine, is mainly controlled by the injected fuel
qguantity while the wastegate is controlled to reach the boost pressure, as done in the three cylinder spark
ignition engine.
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Figure 4.18 - Simulation convergence toward targets. Operating point: 800 rpm — 12.5 BMEP.

It is also reported, for the same operating point, the turbine and compressor power. Also in this case the
turbocharger reaches convergence when the power produced by the turbine equals the one consumed by
the compressor. This happens in around 50 cycles, corresponding to around 7.5 seconds of real time from a
completely still state (see Figure 4.19).
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Figure 4.19 — Compressor and turbine power and turbocharger shaft speed. Operating point: 800 rpm — 12.5 BMEP.

In Figure 4.20 are reported the mass flow rates and pressure in some key locations along the intake and
exhaust system of the engine. It can be noted that this time the mass flow thorugh the turbine comes from
the two sides of the exhaust, the total gives the same mass flow rate thorugh the compressor. Still some mass
flow is discarged by the wastegate as reflected by the loweer prssure on the left side of the exhaust manifold.
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Figure 4.20 - Average mass flow rates (left) and pressure (right) along the engine. Operating point: 800 rpm — 12.5 BMEP.

The measured in-cylinder pressure data received (courtesy of FPT) were used to improve the calibration of
the combustion model and the prediction of NOx. Such measurements were available for a 235kW version of
the engine, so the double Wiebe combustion model was calibrated for this version and then applied to the
210kW version that is actually modelled.

Due to confidentiality requisites, the experimental and calculated value shown have been normalized with
respect to the maximum value, allowing to compare the trends without disclosing absolute values, except for
the BSFC, where the minimum experimental value has been used.
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The prediction of specific fuel consumption by means of the 0D/1D code is very accurate at high-medium
engine speeds, as reported in Figure 4.21, whereas a larger discrepancy can be found at lower regimes.
However, considering the typical applications of the engine investigated, that part of the engine map is not
frequently exploited, so that a reliable evaluation of fuel consumption is expected during an RDE test cycle.
A maximum difference below 4% would have been better.
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Figure 4.21 - Contour plots of the measured and computed Brake Specific Fuel Consumption (BSFC in g/kWh),
with relative and absolute errors in the entire steady state engine map.

Considering further important engine parameters Figures 4.22 and 4.23 describe the calculated equivalence
ratio and the air mass flow rate, showing a good agreement with measured data over a wide range of BMEP
and engine revolution speed, with limited discrepancies.

Similarly, Figure 4.24 and Figure 4.25 report the predicted gas temperature and pressure at the turbine inlet,
showing a rather small percentage error if compared to measured values.
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Figure 4.22 - Contour plots of the measured and computed air index excess,
with relative and absolute errors on the entire steady state engine map.
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Figure 4.23 - Contour plots of the measured and computed air mass flow rate,
with relative and absolute errors on the entire steady state engine map.
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Figure 4.24 - Contour plots of the measured and computed temperature upstream of the turbine,
with relative and absolute errors on the entire steady state engine map.
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Figure 4.25 - Contour plots of the measured and computed pressure upstream of the turbine,
with relative and absolute errors on the entire steady state engine map.

The virtual engine model demonstrated fairly high accuracy in predicting both the in-cylinder peak pressure
(Figure 4.26) and the turbocharger rotational speed (Figure 4.27), reporting a small percentage error with
respect to experimental measurements. This is a key aspect since it implies a correct matching between the

engine model and the turbocharger model.
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Figure 4.26 - Contour plots of the measured and computed maximum in-cylinder pressure,
with relative and absolute errors in the entire steady engine map.
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Figure 4.27 - Contour plots of the measured and computed turbocharger shaft rotational speed,
with relative and absolute errors in the entire steady engine map.

Finally, the calculated cylinder-out concentrations of CO; and NOy pollutant emissions have been compared
to the measured data on the whole engine map. Figures 4.28 and 4.29 show the contour maps and the
percentage errors; CO; is very well captured as a consequence of the accurate agreement in lambda. Instead,
the CO concentration exhibit a lager error which is due to the low level of CO produced (close to zero), typical
for the Cl engine. Therefore, even a small amount of predicted CO ends up in a high percentage error.
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Conversely, the NOy prediction is rather good considering the difficult prediction of this pollutant, with an
average error around 10-20%. The satisfactory comparison confirms the good set-up of the combustion
model, being NOx formation dependent on the correct prediction of in-cylinder temperature and local air-to-
fuel ratio.
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Figure 4.28 - Contour plots of the measured and computed CO, concentration upstream of the ATS,
with relative and absolute errors in the entire steady engine map.
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Figure 4.29 - Contour plots of the measured and computed NO, concentration upstream of the ATS,
with relative and absolute errors in the entire steady engine map.
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Thanks to the availability of in cylinder measurements, also in this case a comparison of the in-cylinder
pressure traces has been carried out, highlighting a good agreement with experimental data as shown in
Figure 4.30. The in-cylinder pressure is correctly predicted according to injection timing and the correctly
predicted heat release rate due to the combustion of the injected fuel.
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Figure 4.30 — Comparison of experimental and computed normalized in-cylinder pressure traces.

4.3 Final considerations on the steady state validation

Finally, an important remark about this steady state validation performed on the two engines just presented.
The goal is to have a predictive 1D model so that during the simulation of driving cycle, the engine will run
across non-mapped conditions reflecting the behaviour of the real engine. When the model runs in transient,
interpolations are performed to set up the engine model exploiting the known values of the nearest mapped
operating conditions parameters.
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5. The Fast Simulation Method (FSM)

An important goal of this work is to reduce the computational effort of the 1D fluid dynamic simulations by
means of a suitable numerical solver, based on a Fast Simulation Method (FSM). This would allow to perform
the simulation of driving cycles in few hours, in order to run the cycles during the night and analyse the result
the morning after.

As explained in the previous chapters, when discussing the time step size, the mesh size is the limiting factor
to the time step size, while the gas temperature and speed of sound depend on the actual solution. However,
the mesh size is defined during the discretization phase of the domain. Hence, the proposed idea is to speed
up the simulation by increasing the mesh size so that, at equal fluid dynamics conditions, the time step can
be larger, hence reducing the simulation time for the physical time considered. The goal is to reduce the
simulation time by one order of magnitude, while preserving the accuracy. It is reported again a simplified
calculation of time step and crank angle advancement at some typical conditions but for an FSM model.

o dx 107 [m]
a+ ul (102 + 0) 3]

1073 = 0.001 [s]

- rev deg
dren-360  1070s110° [F50] 360 |42

a =
60 60 [L]

min

This simple calculation shows that, thanks to an order of magnitude increase of mesh size (from 1 cm to 10

cm), the time step and the crank angle advancement increase by one order of magnitude (from 0.6 deg to 6
deg). It is expected a similar decrease of the simulation time needed for the same real time simulated.

=~ 6 [deg]

Of course, with a coarser mesh some information is lost, since it is possible to know the solution in fewer
points of the domain, however the wave motion is still captured, since the solution methodology is preserved.
The typical mesh size which is often referred to as “refined” is a uniform mesh of 1 cm, while the larger mesh,
referred to as “FSM” or “coarse”, is a uniform or hybrid mesh of 5 and 10 cm. The authors who developed the
state-of-the-art numerical methods for refined meshes, such as the Corberan-Gascon method [29,30],
recognized that these methods could not suit well the larger mesh stencils. Hence in this work a new method
which showed better conservation properties on large meshes, developed recently at Politecnico di Milano,
has been applied. The method is called “1D Cell”, referring to its relationship with the corresponding three-
dimensional method “3D Cell” from which it has been derived [48,49]. As an example of the change of
discretization, the pipe presented in Figure 5.1 below shows the different mesh size discretization.

Total length: 0.5

Total length: 0.5
1 3 5

0.5

Figure 5.1 — 1D pipe discretization, original and with the increased mesh size, for the same total length.
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5.1 The 1D Cell method

This chapter describes the 1D cell numerical method used with coarser meshes, to achieve fast simulations.
This method is the 1D derivation of the same method originally developed for 3D modelling described by A.
Della Torre and G. Montenegro in [50,51,52,53]. The main difference with respect to the CG (Corberan-
Gascon) method illustrated before is that the 1D cell is a finite volume method instead of a finite difference
method, like the CG-TVD. This allows the method to be more conservative. The computational stencil differs
from the usual one used for the CG-TVD method. This poses the challenge of transferring the solution from
the 1D cell domain to the actual computational nodes, where the W and F arrays are defined. The 1D cell
method works on cells (c) and ports (p). The ports coincide with the nodes of the discretized domain, while
the cells are located between the ports, hence the cells centres do not coincide with the computational
nodes. Each cell is geometrically defined by its volume, to represent the actual 1D domain shape, while the
ports are defined according to the flow area in between cells boundaries. It is reported the spatial
discretization of the original 3D cell method, on a 2D grid in Figure 5.2.

Boundary ports

Figure 5.2 — The 3D cell arrangement of cells and connecting ports on a 2D space framework.

The conserved quantities are defined only in the cell centres and the fluxes of the conserved quantities are
defined at the ports. The method exploits an explicit, staggered, leapfrog method to advance in time: for each
time step At = t™*1 — t", also an intermediate time n + 1/2 is considered. This intermediate step is needed
because the fluxes through the ports are defined at this intermediate time in the calculation node positions.
The staggered scheme is reported below in Figure 5.3:
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Figure 5.3 — Staggered calculation stencil of the 1D cell method.
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Therefore, the ducts are divided into N cells and N + 1 ports (equal to the number of conventional nodes) as
presented in Figure 5.4. It is now described the solution of the conservation equations by the 1D cell
numerical scheme. First, the fluxes through the ports are evaluated and then the cells properties are found
as described below.

port port
cell ‘ cell ‘ cell
AL
) distance )

Figure 5.4 — 1D scheme of the 1D cell highlighting cells and ports position.

5.1.1 Mass conservation equation

The mass in the cell at the next time step is equal to the previous mass in the cell plus the net flux of entering
and exiting mass flows at the ports, connected to the cell. The area in the ports is the geometrical one in the
nodes; the same equation, multiplied by each specie y;, gives the specie transport equation. Eventually a
specie mass source term can be added to the right term of the equation, to include specie reactions. FM, is
the mass flow rate of the port:

1 1
+1 _ Tl+§ Tl+7
MZ=M? + <FMW. - FMp,i+1> At
V. is the cell volume and F; is the required cell area as function of the left and right port area, defined as:
1
F ZZ(\/Fp,i+\/Fp,i+1)2 Ve = FAx
Where the subscript p indicates the port.

5.1.2 Energy conservation equation
Following the same approach, and including a source term for heat transfer, the cell energy balance is:

o1
2

1
EMY = EP + (FH; (2-FH 2 + E) At where  FH, = (puFh), and E; = D Axheony(Te — Towan)

The enthalpy of the cell is evaluated by an upwind logic.

5.1.3 Momentum conservation equation
This equation is applied at the ports considering the neighbouring cells momentum.

- At
FMy Y2 = FMy T2 4 e ((ou? + p)Pi_y — (pu? + P)*,)F, + My * At + DTM,,; * At
The term M, ; represents the friction forces and is evaluated as:

|FM, | 2
1 fp,i D.. -
? (pc,i—l + pc,i)Fp,i bt

Ms,i = _FMp,i

Both the heat transfer coefficient h,y,, and friction coefficient f, ; are calculated by dedicated correlations
like in the CG numerical method. The term DTM is called “Diffusion Term Momentum” since it is a fictious
numerical term introduced to stabilize the 2" order method and avoid spurious oscillations: it is calculated
as a quantity proportional to the divergence of the mass flux, which discretized becomes:
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DTM,; = (DF,; — DF,;_1)/Ax,; where DF,; = &,;(FMp;41 — FM,;_1)/Ax.;
The value of the coefficient g, ; is calculated depending on the flow field. The proposed formulation is:

2
—At( FMp,i+1 )
.Dp,i+1Fp,i+1
Finally, one last equation is necessary to evaluate the cell momentum, which is necessary to calculate the cell

velocity and then the cell pressure and density. This is calculated as an arithmetic average of the neighbouring
ports:

1

2

FM,;
—At( ”") +-

pp,in,i

4

EM,; FMp i1

Axci

)

Axcli

i =7

Pp,ifp,i Ppi+1Fpit1

1 n+s n+t
n+l1 _ — 2 _ 2
o =3 <FMp_i FMp_iJr1 Ax,;
It is noted here that the cell momentum is evaluated at each time step, it is not updated from the previous
time. The method evaluates the cell properties as:

€o,c = EO,c/Mc €o,c = Qc/Mc Pc = MC/VC Pc = pcRTc/MMC
and:

hO,c = €o,c + pc/pc T, = (eo,c - uz/z)/cy a, = R/MMCvav
In this way, the solution is found in the cells and ports but the actual solution, which must be found to allow
the boundary condition resolution, is requested in the usual grid of calculation nodes where the W is
evaluated:

W(1); = Mg;/Ax.; W(2); = FMy; W@3); = E.;/Dx.;

5.2 FSM (Fast Simulation Method) models

In this chapter are described the fast simulation models of the two engines described before. As required by
the fast simulation methodology, the only modification apported to the 1D models consists of the mesh size.
However due to the physical limitations on the length of the 1D elements, some adjustments have been
required to exploit the large mesh while not distorting the actual geometry and main length of the ducts. For
example:

e Replace gradual area variations along the pipes with the sudden area variation boundary condition.

e Merge adjacent ducts: some pipes have been merged with the following or previous duct to obtain 1D
elements long at least 10, 15 or 20 cm so that a large mesh would not be longer than the pipe.

e  When possible, it is preferred to obtain 1D pipes with at least one middle calculation node, especially
close to the cylinder valves.

e Merging pipes also usually leads to removing intermediate boundary conditions.

All the other set-up of the model remains unchanged, and a comparison of results has been performed to
compare simulation times and accuracy. In principle no change in the diameter of the pipes is required, but
occasionally, due to simplifications such as replacing a gradual area variation with a sudden boundary, there
might be some diameter changes.

5.3 FSM model and validation of the 3-cylinder spark ignition engine

The FSM has been applied for the simulation of the engine map, to compare the accuracy and the reduction
of computational effort achieved. First, the 1D model of the 3-cylinder spark ignition engine has been
modified, applying the criteria mentioned previously, to achieve a model with a larger mesh size. The same
map has been simulated, also fixing the same number of calculated engine cycles. Then the overall physical
time is computed as reported below, while the CPU time is printed in the simulation output, which exploits
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an internal intrinsic clock function which gives the total time of CPU used from the start to the end of the

simulation.
Number of operating points 60 [mS;n] %2 [CrecllJe]
Real time([s] = z e Y * ncycles;[number of cycles]
=1 N s

The CPU/real time ratio is then computed as:

_ CPU time [s]

CPU/Real[—-] =
/Reall -] Real time[s]

This quantity gives the indication of how many simulation seconds have been necessary for the calculation of
1 second of real time. If equal to one, it means that the simulation proceeds as fast as the physical time.

The CPU/real time ratio comparison show a terrific reduction of computational effort with a reduction by
85%. This allowed to perform the map simulation in less than 20 minutes, with respect to the 2 hours and 15
minutes required by the refined model. As reported in Figure 5.5, the CPU/Real time ratio is around 2.5 for
the FSM approach, whereas it is around 28 with the refined mesh, conventional approach.
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Figure 5.5 — 1D FSM model (left) of the 3-cylinder engine and CPU/real time ratio (right) comparison,
for of the simulation of the same map of steady state operating points of the Spark Ignition engine.

In what follows It is presented an analysis regarding the reduction of elements which helps reducing the
simulation effort. Figure 5.6 below shows that the simplification process has reduced the number of
computational nodes considerably. Also, the number boundaries and pipes has been reduced by merging
ducts and simplifying the model. However, the main features of the engine have been preserved.
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Figure 5.6 — Number of elements (nodes - left, pipes and boundaries - right) in the 1D scheme
of the 3-cylinder refined and FSM model.

The goal of reducing the computational effort has been achieved. It is now analysed the difference in results
between the refined and FSM model, as reported in the following Figures 5.7 and 5.8. The predicted BSFC of
both models is very similar for most of the operating points with higher discrepancies, still contained within
less than 5%, at full load, 1500 rpm engine speed. It is also reported the comparison of the CO concentrations
at cylinder-out emissions, which shows lower differences. In both comparisons the predictivity of the FSM

model is confirmed, showing its ability to capture the trends of the refined model.
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Figure 5.7 — Comparison of BSFC between refined and FSM 1D models with percentage error and absolute difference.
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Figure 5.8 — Comparison of CO between refined and FSM 1D models with percentage error and absolute difference.
In Figure 5.9 below it is reported a comparison of the instantaneous pressure traces in different locations

along the engine pipe systems, at some operating conditions. The refined (1cm mesh) and the FSM model (10
cm mesh) achieved very similar results, very similarly capturing the wave motion.
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Figure 5.9 — Instantaneous pressure in the ducts, comparison of refined and FSM models of the 3-cylinder Sl engine.
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5.4 FSM model and validation of the 6-cylinder Diesel engine

In Figure 5.10 below it is reported the FSM 1D schematic of the 6-cylinder Diesel engine. It can be noticed
how the layout is still the same and the architecture of the engine has been preserved. The CPU/real time
ratio to simulate the whole engine map has decreased to just 5 from around 55. This means that the engine
map simulation, which took 15 hours, now requires just over an hour.

6 cylinder map (Diesel engine)

60

S
o
T

IS
o
T

w
o
T

N
o
T

CPU/real time ratio

=
o
T

M refined ®FSM

Figure 5.10 — 1D FSM model of the 6-cylinder engine (left) and CPU/real time ratio (right);
Comparison of the simulation time for the steady state operating points of the Diesel engine map.

In Figure 5.11 below it is reported a numeric comparison of the number of boundary conditions, pipes and
nodes with respect to the refined mesh. As forecasted, keeping the total length on the intake and exhaust
manifold systems and subsystems equal to the refined mesh configuration, the larger mesh has reduced the
overall number of computational nodes, while the number of boundaries and pipes has remained constant.
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Figure 5.11 — Number of elements (nodes - left, pipes and boundaries - right) in the 1D scheme.

It is also important to check if the results of the FSM model depart from the refined approach. Figure 5.12
below reports the comparison of BSFC between the refined and FSM simulation. The two simulations show
very close results, allowing the use of the FSM model for faster simulations, while maintaining a satisfactory
accuracy.
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Figure 5.12 — Comparison of BSFC between refined and FSM 1D models with percentage error and absolute difference.

In Figure 5.13 it is also reported the same analysis focusing on the cylinder-out NOy emissions. The
comparison shows higher differences, still limited. However, the NOy prediction is very sensitive to maximum
pressure and temperature in the cylinder that, even within a very similar engine load, can vary enough to
result in a detectable NO difference prediction.
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Figure 5.13 — Comparison of NOx between refined and FSM 1D models with percentage error and absolute difference.
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A comparison of the instantaneous pressure waves along the engine pipe systems is shown in Figure 5.14.
The pressure pulses show some differences, still limited and due to the different discretization and
simplifications made in the 1D model. Both the intake and exhaust wave motions are well captured at low
and high load and different engine speeds.
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Figure 5.14 — Instantaneous pressure trace in the intake and exhaust ducts, at convergency, of some operating conditions;
Comparison of refined and FSM models of the 6-cylinder Cl engine.

5.5 Other techniques to speed up the simulations

Different simulation techniques to speed up the calculation, without compromising the accuracy of the 1D
solution, have been proposed by other authors. In the work of [26] it is proposed to exploit the fact that
usually, with a uniform mesh, the limiting cell which determines the time step is on the exhaust side, due to
the higher speed of sound in the hot gases. This means that the calculation at the intake side, at equal mesh
size is advancing with a low CFL. If the simulation solver could advance the intake and exhaust domains by
different time steps, it would be possible to reduce the simulation time, since the intake system would be
solved with larger time steps. However, this poses significant challenges to the solver organization, to manage
the asynchronous solution of the boundaries. Nevertheless, this approach gives great opportunity for the
reduction of the simulation time, without interfering with the mesh discretization process.

On the other hand, a different technique could be exploited to speed up the simulation. Since it is not
necessary to solve each pipe after the other, it would be faster to solve all pipes in parallel, by exploiting to
the maximum the CPU capability instead of exploiting only a CPU’s single core capacity. This ‘parallelization’
consists in assigning to each CPU core the solution of an equal number of ducts. However, this parallelization
can be fully exploited if the simulation can proceed in parallel from the beginning to the end of the simulation.
This means that each core should write on its own variables, instead of just splitting and merging only the
solution step of the simulation. However, this technique requires to completely rewrite how the source code
is organized in order to be fully exploited.

Another technique to speed up the simulation, that has been applied in this work, can be exploited only for
the simulation of the steady state maps. Since it is not necessary to wait for the calculation of the solution of
one operating point before the next one, the simulation of the total number of operating points can be
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subdivided into n different simulations running on the n physical cores, exploiting the full CPU computation
capability (where n is the available number of physical cores of the CPU).

5.5.1 Lumped parameter or mean value IC engine models

In this paragraph it is presented an alternative simulation method of internal combustion engines during
transient. It is worth mentioning these models in the framework of this thesis because they are part of the
modelling tools that can be exploited to have fast simulation of engines under transient conditions focusing
of engine control [54]. The goal of the chapter is to highlight the existence of these models and asses what
modelling principle is behind and what results can be obtained and asses how fast they can be with respect
to real time.

These models have traditionally been used as tool to develop engine control strategies and design controller
architectures. An extensive description can be found in [55]. In particular, these models are called lumped
parameter engine models or, more commonly, Mean Value Models (MVM). The name suggests their
modelling principles. The engine is modelled as a system of connected OD elements on which the
conservation equation of mass and energy are applied. The equation describing each component are mean
value equations and it is not a crank-angle resolve solution. For example, the cylinders are one of these 0D
elements and the mass flow 1, elaborated can be assumed to be:

My = Ney A,pVN/e

Where nc,, is the number of cylinders, V is the engine displacement, N is the engine speed and ¢ is the
number of revolutions per engine cycle. The volumetric efficiency A4,, has to be assumed or computed by
means of 1D models and p is the air density used for the calculation of A,,. In a spark ignition engine, a throttle
body is typically present upstream of the cylinders, isolating a volume between the throttle and the cylinders.
If the mass flow elaborated by the throttle m;;, at a given opening percentage is known, the mass and energy
balance applied to the intake manifold volume, assuming constant ambient temperature equal to the intake
manifold T,,,, is:

0Pm . . \RTy
9t = (mthr - mcyl)W

Where p,,, is the intake manifold pressure, t is time, R is the gas individual constant and 1}, is the manifold
volume. The mass flow through the throttle valve my;,, can be calculated from orifice equations for
compressible fluid flow [17]. Applying this method to all the systems present in an engine lead to a system of
differential equation than con be solved simultaneously and integrated to obtain the solution. Each subsystem
size (volume) influences the engine response to the mass flows variations; hence the volume of each section
of the intake and exhaust manifold is calculated according the 1D model or real engine volumes. In the MVM
model can be included components such as compressors, turbines, wastegates and intercoolers, isolating
volumes of the intake and exhaust manifold where an equation, like the one of the intake manifolds is applied.
The inertia of the turbocharger is also included, determining the evolution of the turbocharger shaft speed
depending on the torque balance on the shaft. The engine performance, such as brake power P;, can be
computed as well, with simplified equations such as:

The engine global efficiency 1, is assumed or taken from results of a 1D simulation, LHV is the low heating
value of the fuel and m is the fuel mass flow rate, obtained dividing the fresh charge mas s flow rate m,,,
by the imposed air fuel ratio at which the engine is operating.

A MVM model has been developed in a MATLAB Simulink® environment to investigate the potentiality of this
approach. Below are reported the results of a spark ignition turbocharged engine MVM applied to transient
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simulation. The simulated operating condition is at fixed engine speed (2500 rpm) and fix throttle and
wastegate opening. The simulated time is of 15 seconds of real time. The CPU simulation time was equal to
0.6 seconds, achieving an impressive CPU/real time ratio of 0.04, much faster than real time.

In the Figure 5.15 is shown that the model correctly predicts the mass flow rate of the exhaust being higher
than the intake mass flow, with a b-pass mass flow rate through the wastegate due to the partially open
position of the valve. Moreover, the mass flow increases as the turbocharger spools up.
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Figure 5.15 — Mass flow rates along the MVM.

In Figure 5.16 instead are reported the predicted pressures in each subsystem, which evolve depending on
their respective mass flow balance. The pressure after the throttle is lower due to the partially closed position
of the throttle body.
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Figure 5.16 — Pressure along the MVM.

The turbocharger speed calculation is reported in Figure 5.17, the evolution correctly reaches an equilibrium
once the mass flows reach a steady state and the power balance on the shaft is satisfied (see Figure 5.18).
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Figure 5.17 — Turbocharger speed evolution in the MVM.
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Figure 5.18 — Turbine and compressor power matching during the transient computed by the MVM.

The computed engine power during the transient is shown in Figure 5.19, correctly increasing as the mass
flow rate elaborated by the engine increases. The fuel consumptions shown in Figure 5.20 consistently

increase with the engine power.
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Figure 5.19 — Engine power computed by the MVM.

The engine emissions are not predicted, but by means of a lookup table result from a 1D simulation, could be
estimated according to the instantaneous engine speed and torque. Additionally, with the MVM no
information is predicted regarding the in-cylinder combustion process such as in cylinder pressure,
temperature, or heat release rate.
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Figure 5.20 — Engine fuel consumption computed by the MVM.

These models allow to predict engine performance in terms of transient response and characteristic times
and are very interesting as a potential trade-off between the speed of a map-based simulation and the
accuracy of a complete 1D model. For these reasons these models are widely used in the field of the
automation and advanced control system engineering, to develop fast and accurate control systems that are
tested and calibrated on a control-equivalent model before being applied to the real engine.
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6. Driving cycle simulation with the 1D crank angle resolved model

This chapter describes the simulations of different types of driving cycles exploiting the 1D engine models
previously discussed. In particular, the results obtained by the simulation of these cycles are compared with
experimental data to validate the developed models under engine transient conditions. More specifically, the
developed 1D models have been calibrated based on steady state maps and used to simulate transients the
same engine in transient conditions, varying continuously the load and the revolution speed. Both the refined
and FSM approach have been used for the calculation and the trade-off between accuracy and computational
time reduction is discussed.

The transient simulation is conceptually similar to the simulation of a sequence of steady state operating
points of the duration of the whole driving cycle. This means that the engine model runs across the mapped
points, interpolating the operating parameters from the mapped information, i.e., spark advance, injection
and valve timings and so on. In this framework, it is important to highlight that the starting point for is the
modelling and validation of the 1D engine under steady state conditions, based on the engine map operating
points, which was described in previous sections. This characterization allows the virtual engine to run across
any point of the speed and load range during an RDE cycle, consistently adapting all the operating parameters
from the knowledge of the steady state map.

During transients the engine speed is imposed and changed every thermodynamic cycle according to the
experimental data. The target of the other PID controller on the intercooler and on the boost control can
either be used asking them a continuously varying target equal to the measured actual value or by
interpolation of the available steady state map. The torque of the engine is instead asked to the PID controller
acting on the throttle valve or fuel injection (in case of Cl engines). This is crucial difference with respect to
the transient simulation done exploiting a map-based engine model, which instantly gives the requested
torque provided by lookup tables. Instead, using a 1D crank angle resolved model, the torque output
physically depends on the calculated mass of fresh charge trapped in the cylinder (volumetric efficiency),
which come from the fluid dynamic solution of the 1D flow equations. This allows to have a more physical
based model of the engine which tries to follow the torque profile target.

At the light of these considerations, it is possible to evaluate the responsiveness of the engine and develop
refined control strategies to improve the driveability and, eventually, the time-to-torque response of the
engine. This also allows to not rely on emission look up table but to predict cylinder out-emission considering
instantaneous engine conditions instead of steady state behaviour.

6.1 The importance of modelling the star & stop on electrified vehicles

During some of the experimental cycles investigated, the engine start & stop strategy has been adopted, as
frequently happens in modern ICE powered vehicles. In this work the same has been developed for the 1D
model transient simulation. The importance of the start & stop modelling is crucial for modelling the
electrified vehicles since the thermal state of the engine and of the EAT system depends on the ambient
conditions and duration of the on-off events. Hence, it is important to correctly simulate these phenomena
to develop the ECU logics behind the engine management algorithms that allows to meet the pollutant
emission regulations.

From the 1D model point of view the simulation must not be stopped since it is necessary to keep solving the
fluid dynamics to compute the thermal transient of the exhaust pipes, even if the gas is not flowing anymore
in the ducts. To this purpose it has been developed in the 1D model the possibility of stopping the engine and
keeping active all the other components, such as turbochargers, catalysts (heated or not heated) and so on.
To turn off the engine, while preserving the current software architecture, the cylinder deactivation is
exploited. All the cylinders are deactivated, and the engine speed is set to a default value so that the physical
time can advance. This also allows to better control the engine, since a thermodynamic duration at very low
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engine speed would last more than some seconds and since the actuation of the engine occurs with the
engine cyclicity the results would not be satisfactory. The deactivation of the cylinders consists in keeping the
poppet valves closed. During the engine off events the engine friction is also set to zero since the crank shaft
is not moving.

Figure 6.1 shows the gas and wall temperature evolution during the RDE cycle that will be simulated in this
chapter. It is evident the on/off periods and the consequent cool down and warm up phases of the exhaust
pipes. For clarity, at this stage (results of chapter 6) the cylinders wall temperatures are instead constant and
will be done only in chapter 7, exploiting the co-simulation framework developed.
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Figure 6.1 - Calculated gas and duct wall temperature in the exhaust manifold upstream of the turbine outside of the head,
during the simulation of the RDE cycle of the 3-cylinder engine.

An additional contribution has involved the modification of the numerical solution of the compressor
boundary condition. When the real engine is turned off, the cylinders stop breathing the air, but a mass of
high-pressure air remains between the compressor and the cylinders. Due to the pressure difference between
the intake manifold and the ambient, the trapped air reverses its flow though the compressor and exits from
the intake of the engine. This was not supposed to happen in the numerical solver which was developed to
simulate a running engine. Hence, the compressor boundary condition has been modified to allow backflow
when the engine is stopped. The compressor boundary condition is hence temporarily solved as a normal
junction between two ducts, to allow a flow reversal.

The turbine boundary condition did not require any modification, because the pressure difference
spontaneously empties the exhaust manifold, by expanding the gas through the turbine or through the
wastegate valve.

In Figure 6.2 it is presented an example of the modified behaviour of the boundary condition when the engine
stops. The 6-cylinder diesel engine is simulated at fixed engine speed (1750 rpm) and fixed load for 20
seconds, then the engine is turned off. As highlighted by Figure 6.2, the mass flow reverses, and the pressure
drops to ambient conditions.
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Figure 6.2 — Compressor reverse mass flow and intake manifold emptying when engine stops.

The start & stop events also influence the simulation time, since the gas velocity becomes zero in the whole
domain, the time step size increases and the CPU/real time ratio decreases.

6.2 Gasdyn RDE cycle simulations via Simulink® control

To allow the simulation of the RDE cycle, mimicking the control from the ECU, the Gasdyn code needed to be
properly interfaced with a controller to allow the real time control of engine parameters. To this purpose it
has been developed a co-simulation framework to allow the interactivity between the Simulink® environment
(used for control purpose) and the Gasdyn code based on S-functions. In Figure 6.3 it is shown the strategy
adopted by the 1D code to simulate a single thermodynamic cycle with all the inputs and outputs that are
needed in the co-simulation framework. The experimental data used as inputs (engine speed, engine brake
torque, lambda) and to validate the simulation results have been provided by UPV as a result of an intensive
simulation campaign carried out the test engine.

The flow diagram of Figure 6.3 highlights how the engine model is a “black box” which is following the input
received and gives the quantities required as output. The engine speed and requested engine torque are
stored in tables as function of time and sent as input to the engine model, which internally adjusts the
operating conditions. The engine speed is directly imposed, while the engine torque depends on the load
control. In this case the load is controlled by an internal PID controller, which regulates the throttle valve
opening position while monitoring the resulting engine torque. Further important engine parameters to be
controlled during the RDE cycles are the air-fuel ratio (lambda), the boost pressure to be achieved by the
turbocharger and the intercooler effect. These three quantities continuously vary during the test cycle.

In particular, the lambda value is imposed by acting on the amount of fuel injected. The target required boost
pressure and intercooler temperature are targeted by the internal PID controllers: the first acts on the

wastegate position, while the second acts on the intercooler wall temperature, to achieve the target outlet
gas temperature.

Regarding the engine start & stop events, the off-on signal is sent to the engine according to the experimental
engine speed value. A threshold of 700 rpm is used to turn on or off the engine and the strategy is
implemented in Simulink® with a user defined MATLAB function.
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Figure 6.3 — Simplified schematic of the RDE simulation set up (3-cylinder engine).

The experimental cumulative of fuel consumption and emissions have been derived from the instantaneous
timeseries which inevitably introduces some uncertainties It is important to remark that the experimental
data of all the instantaneous emissions were provided as “dry” concentrations. On the other hand, the
experimental, cumulative emission curve of each pollutant emission was not directly available. Hence, the
experimental cumulative quantities have been derived by computing the exhaust mass flow rate as the sum
of the measured air and fuel mass flow rates, then transforming the [ppm] dry concentrations into mass
fractions (multiplying by the specific gas molar mass and dividing by the exhaust flow molar mass) and finally
integrating, to achieve the cumulated curve.

M{**[g] = M{[g] +

(ppm{ + ppmi*2)[107] [ mol; | (i + MER) [kg] . 29 MM;[g;/mol;]
T 10 E dt[S]

2 molyoe 2 MMeyp[gior/molsoe]
where MM; indicates the iw specie molar mass and MM,,;, exhaust molar mass assumed to be 28.9 g/mol.
The exhaust mass flow rate is calculated as the sum of the air and fuel consumption mass flow rates. It must
be highlighted that this indirect procedure to get the quasi-experimental cumulative quantities does not
provide the absolute mass of pollutants emitted, because it is calculated with “dry” concentrations and a
“wet” exhaust mass flow. However, it gives a useful indication of the general trend and represented the only
viable option based on the experimental data. The only data experimentally available was the instantaneous
dry concentration emissions. This indirect procedure might also lead to some differences between
experimental and calculated data. On the other hand, this is not an issue for the cumulative fuel consumption
presented. Since the engine often runs in rich conditions, it would have been possible to better estimate the
molar mass of the exhaust gases, which depends on the air-fuel ratio [56], for both the experimental and
calculated cumulative.

6.3 RDE cycle simulation with the 3-cylinder Otto engine

The simulation of the RED cycle has been performed on the 3-cylinder 1D engine model and the results have
been compared to the experimental data of the driving cycle provided by UPV. The instrumented engine has
been run on a test bench. The engine speed and load of the engine has been controlled to emulate a driving
cycle. Figure 6.4 shows the cloud of predicted operating points during the whole RDE test cycle reported on
the engine map, to highlight the most frequent areas of operation. It is possible to notice that the engine
operates always below 3000 rpm, mostly around 2000 rpm in a range of loads between 0 and 20 bar.
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Figures 6.4 and 6.5 show the comparison between predicted and experimental instantaneous quantities,
highlighting that the model can accurately follow the required target brake torque profiles. This allows to
perform a fair comparison between the experimental and computed data, since the engine speed and load
of the engine is the same in time. When the engine torque required shows a sudden increase, the engine
model correctly reacts, increasing the throttle opening and the brake torque output. Since the engine control
is dynamic and performed by standard single input-single output (SISO) PID controllers, the achievement of
the exact value of brake torque at the same experimental times is not guaranteed (see Figure 6.6).

As shown in Figure 6.7, the lambda value imposed from experimental data indicates that the engine works
mainly and very frequently in rich conditions. This is consistent with the lambda values observed during the
steady state map simulation of this engine (chapter 3 and 4). During the engine off period, the lambda value
would be a Non-Computable Data (NCD), since by definition it cannot be determined when the engine is off.
Both the experimental and computed lambda values in output, once the engine is off, are the latest valid
measured or calculated numerical values.

Moreover, the calculated instantaneous fuel consumption (shown in Figure 6.8) is in good agreement with
the measured data. Thanks to the correct description of the fluid dynamic behaviour of the engine, the
accurate prediction of the breathed air mass flow rates allows to correctly match the exhaust gas mass flow
rate as shown in Figure 6.9. The correct prediction of the gas mass flow rate is also a consequence of the good
model response to the instantaneous value of required boost pressure equal to the experimentally measured
one, which is reported in Figure 6.9. To achieve this result the internal PID has been used to dynamically
control the wastegate position with a continuously varying target value.

The computed turbocharger speed during the RDE cycle is reported in Figure 6.10, together with the throttle
valve position. For these two quantities the corresponding experimental measurements were not available
for a direct comparison. However, it can be seen how model predicts the slowdown of the turbocharger. The
turbo shaft speed decreases when the engine is turned off, however it is limited to a non-zero quantity for
reasons related to the numerical solution. Moreover, when the engine is turned on, the turbocharger speed
depends on the current boost pressure and engine speed requested along the RDE cycle. Finally, the
calculated throttle opening position shows that the engine works most of the time at partial load, with a small
throttle opening, as can also be guessed by the load-rpm map of Figure 6.4.

In terms of gaseous emissions prediction, Figure 6.11 and 6.12 show the comparisons between measured
and predicted engine-out concentrations of CO,, CO, NOy, and unburned hydrocarbons. Overall, the
prediction shows a good agreement, with a slight overestimation of CO, and consequent underestimation of
CO,, in some regions of the RDE cycle, in line with the model accuracy resulting from the analysis of the
steady-state operation of the engine. As expected, CO,, CO, and NOy exhibit a notable sensitivity to engine
operating parameters, such as lambda and engine load.

The total unburned hydrocarbon emissions (THC) reported in Figure 6.12 shows the major difference with
respect to experimental data. The experimental data clearly show some spikes of THC emissions when the
engine is turned on and off, probably due to some misfire events occurring in the cranking phase, when the
engine is started and turned off, which are not considered by the computational model.

In general, when the engine is turned off, the model responds correctly, showing zero engine speed and
torque and zero cylinder-out emissions, fuel consumption and air mass flow rate. Moreover, the boost
pressure drops to ambient conditions and the turbocharger slows down.

Finally, the predicted results in terms of cumulated values are reported in Figures 6.12 and 6.13, focused on
fuel consumption, CO,, CO, NOx and THC. Overall, the comparison with the experimental data can be
considered satisfactory. The figures highlight a slightly lower predicted CO while fuel consumptions and CO;
show a good agreement. The highest discrepancy is found in the NOx prediction, where the positive and
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negative errors found during the steady state validation have led to a difference (still around 10%) with a
compensation effect. Overall, the agreement between cumulated experimental and predicted quantities is
fairly good. Some discrepancies can be explained by the inevitable inaccuracy of the simulation model and
the uncertainties of the cumulated experimental trends. In fact, the cumulated “experimental” curves have
been derived by an indirect method from the instantaneous measured values, as explained in the previous
paragraph, with possible errors.

The computational burden of these simulations (a single one) was a total CPU time of 20 hours (for the
simulation of a complete RDE cycle), with a CPU/real time ratio around 11. It must be kept in mind that the
1D domain discretization used was the most refined one, with the largest cell count and lowest time step.
The machine used was equipped with an Intel® Xeon® CPU 3.70GHz and the simulation was carried out on a
single core. At the light of this consideration, it becomes evident the importance of a fast simulation method
(FSM) to significantly reduce the computation time, without a significant loss of accuracy.
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Figure 6.4 - Distribution of the computed operating points on the engine map during the RDE cycle.
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Figure 6.5 — Engine speed comparison during the RDE cycle.
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Figure 6.7 — Instantaneous lambda comparison during the RDE cycle.
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Figure 6.8 — Instantaneous fuel consumption (top) and exhaust gas mass flow rate (bottom) comparison during the RDE cycle.
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6.4 RDE cycle simulation with the Fast Simulation Method

As declared in previous chapters, one of the goals of this work is to reduce the computational effort, hence
the CPU time, required to carry out the simulation of long driving cycles. In the chapter regarding the steady
state map simulation the FSM already showed his potential, and in this section, it will be applied to the same
RDE cycle simulation obtained with the refined approach.

The real time duration of the RDE cycle is 6200 seconds long (about 1h and 45 minutes), so the complete
cycle simulation with the refined 1D engine model is quite demanding in terms of CPU time. Moreover, since
the 1D modelis crank angle resolved, the prediction of combustion process in each cylinder, of unsteady flows
in pipe systems and of turbocharger matching are themself a demanding task. Initially the accurate solver
with refined mesh (around 1 cm in each pipe) has been applied to verify the best results achievable and to
consider them as a numerical reference point. Secondly, the same simulations have been repeated using the
Fast Simulation Method (FSM) described in the dedicated previous chapter, with coarse meshes (around 10
cm in each pipe), to evaluate the CPU time saved and the reduction of the CPU/real time ratio.

Figure 6.15 shows that a strong reduction has been achieved, with a CPU/real time dropping from 11.5 to 1.8.
The results achieved confirm the accuracy of the FSM solver, which decreased the computational time by
80%, while keeping high accuracy, comparable to the one achieved by the refined solver.

Figure 6.16 highlights that the instantaneous quantities calculated during the RDE cycle by the accurate and
FSM solvers are nearly not distinguishable: in particular, the instantaneous mass flow rate shows a maximum
difference is in the range of 1-2%, whereas some discrepancy can be noted for the instantaneous NOy at
medium/high load (in the range of 8%)

Finally, Figure 6.17 shows marginal difference in the predicted mass of cumulative fuel consumption, CO,,
NOyx and CO during an RDE cycle, which do not change significantly passing from the accurate to the fast solver
(between 1 and 8 % depending on the pollutant).

In general, the advantage of this fast approach is evident: it allows to run any RDE cycle with the virtual engine
to investigate the influence of several parameters on the virtual engine in terms of performance, efficiency
and emissions. It gives the opportunity to explore different viable technical solutions, such as: Miller cycle,
advanced combustion modes, variable valve actuation, cylinder deactivation and so on.
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Figure 6.15 — CPU/real time ratios for the accurate and FSM solvers (left from 11.5 to 1.8)
and corresponding percentage difference of cumulated emissions during the RDE cycle (right).
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91



6.4 WHTC cycle simulation with the 6-cylinder Diesel engine

The 1D model of the FPT 6.7 litres, 6-cylinder Diesel engine which has been as previously validated over the
entire engine map under steady state operating conditions, is now used to predict the performances and
emissions during transient conditions. Recalling the steady state study, it can be said that a general
satisfactory agreement was achieved in the case of the steady operating points of the engine map, which is
the initial fundamental requirement to achieve a reliable simulation of any driving cycle.

In particular, in this section it will be studied a WHTC (World Harmonized Transient Cycle) cycle that has been
carried out by FPT, considering a reference architecture of a hybrid mid-size urban bus. In particular, the
proposed WHTC cycle lasts for 1800 seconds (30 minutes) and experimental data are available during the
whole cycle for validating the results of the simulations.

In a similar way to the previous activity on the 3-cylinder Sl engine model, three PID controllers were used for
this 6-cylinder Cl engine model: one to control the torque, acting in this case on the injected fuel mass per
cylinder per cycle; one to control the compressor boost pressure, acting on the wastegate opening, and a last
one to control the temperature downstream of the intercooler, acting on the intercooler temperature. Since
no experimental target for boost pressure and intercooler temperature was available, the 1D model resorted
to the mapped target data of the steady state maps.

The WHTC test cycle is characterized by frequent accelerations/decelerations, without intervals of engine
stop during the 1800 seconds of duration (see Figure 6.18). The results of the simulations have been
compared to the experimental data provided by FPT. The data available that have been compared are the
following: engine speed and torque, instantaneous and cumulative fuel consumption and emissions of CO,
and NOy. Once again, the experimental cumulative have been derived from the instantaneous trends like in
previous RDE cycle.

Figure 6.18 shows the comparison of engine speed and torque during the cycle during the WHTC cycle,
highlighting the experimental and calculated trends. The experimental trend shows that, when the brake
torque becomes negative, hence when the engine works as a brake, the difference between measured and
simulated torque increases. This is probably due to an additional mechanism that the real engine uses to
increase the braking capability that has not been included in the model. This is a common feature in heavy
duty engines, which rely on specific devices to increase the braking without stressing the mechanical brakes.
However, neither the presence nor the type of these devices is currently known and included in the
simulation. The air mass flow rate predicted by the 1D model is in good agreement with the measured data,
with differences when local peaks occur due to strong accelerations and in the last part of the cycle.

In Figure 6.19 are presented all the operating points (BMEP vs. engine speed) covered during the WHTC over
imposed to the steady state engine map. This picture gives a clear representation of the most used load-
speed points and of the most frequent engine brake conditions.

Figure 6.20 shows the comparison of the instantaneous injected fuel per cycle during the WHTC cycle,
showing a good match between measured and calculated data. Higher discrepancies can be seen in the
second part of the cycle; however, the same torque is reached, and the difference is most probably due to a
different engine calibration and friction level with respect to the mapped data.

The resulting cumulative fuel consumption highlights an acceptable agreement, with a total error bounded
between +/-5%, as shown in Figure 6.21. This difference is consistent with the accuracy achieved in the
definition of the steady state map. Overall, we can state that the instantaneous measured and calculated fuel
injection during the WHTC cycle shows a good agreement.

The comparison of exhaust gas mass flow rate reported in Figure 6.22 highlights the fluid dynamic predictivity
of the 1D model, confirming the reliability of the steady state validation process. A higher discrepancy is
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shown towards the final part of the cycle. However, it must be highlighted that in this case the instantaneous
measurement of the actual boost pressure was not available. Hence, in this simulation the 1D model has used
the information of boost pressure mapped during the steady state activity, so that the target boost pressure
is chosen according to the current engine speed and load during the simulation.

Figure 6.23 report the comparisons of carbon dioxide and nitric oxide emissions. The instantaneous measured
and calculated CO; emissions during the WHTC cycle are in good agreement and consistent with the observed
differences in the fuel consumption trend. Even though the cumulative predicted fuel is slightly larger than
the experimental value, the predicted cumulative CO; is lower than the experimental value. This might be
due to a multitude of factors, starting from experimental errors to discrepancy in mass flows and CO;
concentration is the exhaust gases. Regarding the NO4 emissions, larger differences arise in the instantaneous
comparison and of course these are reflected in the cumulative curve (see Figure 6.24). The final error is
limited to about 5% at the end of the cycle. However, this difference can be explained also with the
uncertainty on the fuel used during the transient simulation, which was not known, and it was assumed to
be the same of the steady state maps. A better calibration of the emission sub-models could be pursued
however the focus of this work is on the application of the FSM to reduce the computational effort to perform
this calibration refinement faster.
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Figure 6.18 — Engine speed (top) and brake torque (bottom) comparison during the WHTC cycle.
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Figure 6.24 — Comparison of the cumulative cylinder-out CO; (top) and NOy (bottom) during the WHTC cycle.

6.5 WHTC cycle simulation with the Fast Simulation Method

In this chapter the FSM is applied to the same WHTC cycle simulation that has been simulated with a refined
1D model. At this point, the 1D FSM model described in the previous chapters has been applied, but the
whole methodology is the same of the refined simulation. In Figure 6.25 the instantaneous brake torque
comparison between the refined and FSM model is presented: the FSM model behaves very well, following
the requested torque similarly to what the refined model does. The same engine speed of the previously
presented cycle is imposed.

To confirm the predictive capability of the FSM approach, in Figure 6.25 the comparison of the predicted
exhaust mass flow rate is presented: the FSM shows a very similar fluid dynamic solution to the refined model.

Eventually, the in-cylinder process is analysed. The instantaneous cylinder-out NOy prediction of the FSM
model is compared with the refined model results in Figure 6.26, where a very good agreement is obtained,
even if the NOx prediction is very sensitive to maximum gas temperature during combustion occurring during
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the higher load conditions. However, this is expected by the similarity in the mass flow rates elaborated by
the engine.

With Figure 6.27 it is reported a comparison of the cumulative emissions between the refined and FSM
simulations. It is presented the cumulative percentage difference at the end of the simulation. The difference
is always lower than 2%. In the Figure 6.27 it is also reported the comparison in absolute values.

Once determined that the accuracy of the FSM model is comparable to the refined model, it is evaluated the
reduction of CPU/real time (see Figure 6.28). With the FSM model the simulation of the whole cycle took 2
hours, whereas the refined model required 48 hours. The reduction is close to 90%. This allows to use the
FSM model for the prediction of many driving cycles and configurations in a shorter time.
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7. Co-Simulation framework for coupled PHEV model RDE cycle simulation

One of the goals of this thesis work and of the EU project “VISION-xEV” was to obtain a full integrated
simulation model of a modern PHEV to simulate RDE cycles. It has been developed a flexible co-simulation
methodology to perform the simulation of a modern hybrid electric vehicle. In a typical PHEV model, there
are multiple components, and each element is represented by a sub-model. For example, the vehicle
dynamics, IC engine, electric motor, battery, inverter, energy management, thermal management,
turbocharger thermal management are all simulated by specific sub-models. Each sub-model relies on inputs
which are provided when the model runs isolated. These inputs are usually assumed as data but are often
the result of another model. For example, the thermal management input, heat power, is the heat rejected
by the IC engine, turbocharger, battery and HVAC, which can be calculated by the respective models.

These sub-models are usually developed by different institutions and companies and might rely on very
different informatic structures, because they are not developed in a single common environment. Usually,
these sub-models are not linked, meaning that an iterative simulation loop is performed, where one model
is run and only after the simulation the results are used to run the second model which requires those inputs;
frequently the result of this second model must be sent back to the previous one, so that the first model is
run again. This requires multiple simulations, to pass the results back and forth between models. Additionally,
every change of configuration needs an additional iteration to verify the compatibility with the other models.
All this process represents a time consuming, inefficient, and inaccurate simulation framework.

A fully integrated simulation environment with the real time exchange of inputs and outputs would help to
resolve these issues. The seamless exchange of data between models allows to connect the sub-models and
immediately evaluate the impact on achieving the performance or emission targets. Moreover, any change
of configuration allows to simply substitute one model with its variation.

In the virtual integrated simulation framework, each sub-model is seen as a “black box”: only the required
inputs and configured outputs are accessible. This allows to interact with the sub-models within an external
environment. This approach does not require to merge the sub-models in a unique development
environment, but only provides a common ground to communicate. The platform in which this interaction
occurs is identified as the “host”. The host platform oversees the signal routing and manages the overall
simulation, sending input signals and retrieving the outputs. The only common feature that the host and the
sub-models must share is the communication protocol called FMI/FMU, which stands for Functional Mock-
Up Interface [57]. The logo of this interface procedure is presented in Figure 7.1. The two hosts that have
been used in this thesis are AVL Model. CONNECT and MATLAB Simulink®. The Simulink® environment also
allows the use of S-functions, which is another communication protocol developed by MATLAB, sharing all
the features of FMUs.

Another important characteristic of this “black box” methodology is that the execution of the models can be
shared without sharing the models themselves. For example, a Simulink® model can be exported as an FMU
module, that can be used in a co-simulation process in Simulink® without seeing the actual model inside the
platform, provided that the eventual licenses for the model execution are provided.

Eventually, the communication interface FMI is an open-source protocol which guarantees inter-connectivity
between models which comply with the standard, and each sub-model creator can verify its compatibility
individually. In addition, many hosts platforms can be developed, all compatible with the FMI communication
protocol.
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Figure 7.1 — FMI/FMU logo.

7.1 Gasdyn co-simulation

This chapter describes the co-simulation environment developed to allow the interaction with any Gasdyn 1D
engine model from outside of its native environment, i.e., the Gasdyn Graphical User Interface (GUI). It is now
presented how the general Gasdyn co-simulation model is obtained. The co-simulation of the 1D engine
model is achieved thanks to the actuation “on the fly” of a series of internal variables, while the simulation is
running. The same applies to the co-simulation outputs. The specific elements developed to perform this task
are the “co-simulators”.

These co-simulation components must be inserted in the 1D schematic from the Gasdyn graphical interface
(GUI). The co-simulators can be divided into input and output elements: the first are used to actuate the 1D
engine model, while the second are dedicated to extract information about the operating conditions of the
engine and its components. The 1D model must be configured in the GUI, by inserting the co-simulation ports
and connecting them to the target element, assigning a name and selecting the associated actuation variable.

For example, by connecting a co-simulation input to a cylinder it is possible to actuate the engine speed, spark
advance, or engine start&stop. Once the 1D model is configured, the model can be exported by a dedicated
internal tool and an “FMU” file is obtained. This file can be finally imported into a host platform.

The 1D model coupling is cyclic, this means that every input or output signal is calculated and imposed at
every thermodynamic cycle. The actuation and extraction steps are determined by the duration of the
thermodynamic cycle, which is physically determined by the engine speed: i.e., it is not possible to change
the engine speed while the thermodynamic cycle is under progress, but only at the end of the ongoing cycle,
updating the control variables for the next one.

It is important to highlight that the 1D engine model is based on a crank-angle resolved solver, as explained
in the previous chapters. Many actuation possibilities have been introduced, covering the whole range of
inputs available in the typical “standalone” Gasdyn 1D engine model, to provide the maximum versatility. A
generic list of actuation and output parameters is reported in the Figures 7.2 below for both Sl and Cl engine

types.

Usually much less signals are needed for the investigated co-simulations described in this thesis. However,
with the aim of generalizing the methodology as much as possible and in view of its interface with an engine
ECU model, more actuation options have been introduced.
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Input singals units Output singals units
L{Engine speed Pm 1|Engine torque Nm
2|Engine requested torque Nm .
- 2|Engine speed rpm

3|Throttle valve opening % -

4|Injected fuel kg/cylinder/cycle 3|Fuel consumption gfs

5|Spark advance degaTDC 4|Peak cylinder pressure bar

6/|Injection pressure MPa 5|Lambda -

7|Number of injections - 6|NOx -

8|Start of Injection1 deg bTDC 7lco ~

9|Start of Injection2 deg bTDC
10(Start of Injection3 deg bTDC 8|C3H6 -
11[5tart of Injection4 deg bTDC 9|C3H8 -
12|Injection fraction1 - 10|02 -
13|Injection fraction2 - 11|CO2 -
14|Injection fraction3 - 12|H20 -
15|Injection fraction4 - 1312 -
16|Compression Ratio -
17|Cylinderl deactivation - 14/Soot - PM g/h
18|Cylinder2 deactivation - 15|Piston heat flux W
19|Cylinder3 deactivation - 16|Liner heat flux w
20|Cylinder head temperature K 17|Cylinder head heat flux W
21|Cylinder liner temperature K 18|Boost pressure har
22|Cylinder piston temperature K 15[TC shaft speed rps
23|Intake Valve Opening deg .
24]Intake valve profile ) 20| Compressor inlet mfr kg/s
25|Exhaust Valve Opening deg 21|Compressor inlet Temperature K
26|Exhaust valve profile - 22|Compressor inlet pressure bar
27|WG opening % 23|Compressor outlet mfr kg/s
28|Intercooler wall temperature K 24|Compressor outlet Temperature K
29 Back‘pressure bar 25|Compressor outlet pressure bar
30|Ambient pressure bar -
31/Ambient temperature M 26/|Intake manifold mfr kg/s
32|Engine start/stop N 27|Intake manifold Temperature K
33|Turbine inlet duct wall tempperature K 28|Intake manifold pressure bar
34|Turbine outlet duct wall tempperature K 29| Turbine inlet mfr kg;‘s
35|Compressor inlet duct wall tempperature K 30|Turbine inlet Temperature K
36 Comp.ressoroutlet duct wall tempperature K 31[Turbine inlet pressure bar
37|Electric motor speed rpm -
38|Electric motor power W 32|Turbine outlet mfr ke/s
39|Duct wall temperature K 33|Turbine outlet Temperature K
40|PID target value - 34|Turbine outlet pressure bar

Figure 7.2 - General list of input and output signals for SI (left) and CI (right) engines.

Figure 7.3 below shows the typical set-up of the 1D engine model for co-simulations. In the graphical
schematic the co-simulator elements (circles) are highlighted; each of them allows to modify the desired
selected parameters. Each co-simulator has a user-defined name, which allows to identify the ports from each

other in the host platform, when the coupling is performed.
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Figure 7.3 - 1D RSA 3-cyl. engine model configured with co-simulator elements.
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7.2 Synchronization of the co-simulation

Many sub-models can be involved in a co-simulation model. Each sub-model could have a different numerical
solution. The models could potentially advance in time at very different time scales, but when considering a
co-simulation this is not possible. So, the host platform manages the input and output routing, but each model
decides how often, or with which frequency, listen for inputs and give outputs, hence the host must wait for
the slowest model to be up to date, before signalling the other models to continue. The important thing is
that the physical time is always the same for all sub-models in the co-simulation environment.

7.3 Type of signals that can be exchanged in co-simulation

The reader has probably noted that the list of signals that is possible to give o retrieve from the 1D engine
model consists of single real values. It is possible to group different signals under a single ‘bus’ but it was not
possible to exchange arrays of data.

7.4 Co-simulation via MATLAB S-function interface

This paragraph describes the first methodology developed to allow the co-simulation with any Gasdyn 1D
engine model: the S-function block under MATLAB Simulink® environment (see Figure 7.4 below). The
implemented S-function is linked to the installed Gasdyn solvers and libraries on the PC and can be imported
and executed as any other block of the Simulink® library. To use this block, the input files of the 1D engine
schematic (in co-simulation configuration) must be compiled using the Gasdyn interface (GUI), then the S-
function must be set to point to the desired inputs. Once the Simulink® ‘Gasdyn S-function’ has been
configured, the desired signals arriving from other model blocks or from experimental data can be connected
to the S-function ports. The configured output signals are continuously computed and can be used by external
models, while the co-simulation is running. This co-simulation configuration is exploited for the prediction of
RDE cycles, as discussed in the next sections.
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Figure 7.4 - Gasdyn S-function block for co-simulation in MATLAB Simulink® environment.
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7.5 Co-simulation via FMU interface

This paragraph describes the second methodology developed to interact with a generic Gasdyn 1D engine
model by means of any FMU or FMI compliant host platform, hence through the FMU file format (fmu file
extension). FMI and FMU are synonyms; it is important to highlight that the FMU/FMI is a standard
communication and execution protocol defined to ensure that all .fmu files created, compliant with this
standard, can exchange information in a generic co-simulation framework. The FMU file of a Gasdyn 1D
engine model can be created by the Gasdyn GUI by clicking on ‘export FMI’, see Figure 7.5. This automatic
procedure implemented creates a file of the corresponding configured engine model with the extension
‘“fmu’, which can be imported and used in any co-simulation platform which is FMU compatible. Moreover,
the FMU 1D engine model can be also imported in the Simulink® environment through the Simulink® ‘import
FMU’ block.

ShVE C\Users\polimiGasdyn\ Dewnloads\FPT 10mm map+ WHTC.gyp
- WHE_2

C\Users'polimiGasdy Downloads

Autobackup OFF Autosave OFF

Figure 7.5 - 1D FPT 6-cyl. engine model configured for co-simulation and creation of the corresponding FMU file.

7.6 Coupling with the thermal ICE model

In this chapter it is described the coupling achieved with the thermal model of the engine developed by UPV
(Universitat Politécnica de Valencia). During RDE cycles, the engine can be continuously started at different
thermal levels and, during prolonged engine-off periods, the engine can cool down at ambient temperature,
so that at successive restart it is not warmed-up anymore. This coupling aims at modeling the effect of the
engine thermal state on its 1D simulated performances. The goal is also to improve the fidelity of the
simulation, to better represent the real engine.

From the 1D engine model point of view, the engine block thermal state can impact mainly through two
effects:

1) First, the surface wall temperatures of the combustion chamber, discretized as liner, head and piston,
are not constant during the simulation and are different between each other. The evolution of these
surface temperatures in time depends on the heat released by the combustion process and on the heat
rejected to the cooling system. Without a model that can predict these temperatures according to the
actual engine operating conditions, the 1D model can only use constant (hot or cold) surface
temperatures during the whole RDE simulation, which is not realistic.

105



2) Secondly, it is well known that the engine lubricating oil can have a very different viscosity according to
its temperature [57]. Indeed, for different climates, different oil types are prescribed for the same engine.
A cold and more viscous engine oil does not flow smoothly and increases the friction between the
lubricated parts inside the engine crankcase. This resistance to the motion of the engine parts results in
an increase of engine load, to achieve the same net performance of a warm engine with warm oil inside
the crankcase. The expected effect of this increased resistance is the raise of the fuel consumption. This
coupling aims at filling this first simulation gap, and its main impact is expected on the cylinder-out
emissions, since it affects the pollutant formation during and after combustion.

The UPV thermal model resolves the thermal calculation of the engine components and of the cooling system,
including the simulation of the oil and water circuits. For a detailed description of this sub-model the reader
is invited to have a look at [58] The connection between the 1D engine model and the thermal model occurs
in the cylinders, where heat is transferred from the working fluid to the solid components of the engine. On
one hand, the heat rejected by the 1D model depends on the metal temperatures of the piston, line and
head. On the other hand, the cooling performance of the UPV model depends on the actual heat rejected by
the 1D model. With a co-simulation it is possible to feed the thermal model with the actual heat calculated
from the 1D model and, vice versa, feed the 1D model with the metal temperatures calculated by the UPV
model. Hence, the coupling between the 1D and UPV model aims to affect both calculations with the
predicted input from the other model.

To realize this co-simulation, a co-simulator input connected to the 1D solver variables identifying the
combustion chamber temperatures, has been implemented. To transfer the heat power to the UPV model, a
co-simulator output calculating the respective heat rejected to the head, liner and piston has been
implemented.

Additionally, it has been found that the engine oil temperature influences the overall engine friction. A simple
model proposed by [57] has been implemented to account for this. The friction is increased by an amount
which depends on the current engine oil temperature, which is calculated by the UPV model. To consider this
effect in the 1D engine calculation, a dedicated sub-model has been implemented. The computed engine
friction is increased by a factor that depends on the ratio between the engine oil viscosity at current
temperature and the viscosity at a hot reference conditions, usually 90°C. The simple equation in Figure 7.6
has been adopted:
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Figure 7.6 — Engine oil viscosity trend and model equation.

The term fmep,.s is the engine friction used during steady state simulation, which was derived as the

difference between the experimental BMEP and IMEP. The IMEP has been derived from the indicated cycle.

The typical value of n is 0.15 + 0.19 for small gasoline engines and 0.21 + 0.35 for large heavy duty diesel

engines. There are several types of engine oil, each one with its own viscosity characteristics. Many of them
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have been implemented in the database of the Gasdyn code, however for this particular use case the
“SAE15W40” oil has been selected (see Figure 7.6).

The coupling between the Gasdyn 1D engine model and the UPV thermal model is configured as follows. At
every thermodynamic cycle, the 1D engine model computes the heat power loss [W] due to the wall heat flux
in the combustion chamber of each cylinder. As anticipated, this heat loss depends on the temperature and
surface area of the cylinder head, the liner and the piston. These values are transferred to the UPV model,
together with the current engine speed (this last data is needed by the UPV model).

The 1D engine model receives back, from UPV model, the calculated engine oil temperature and the
temperature of the metallic surfaces of the combustion chamber (liner, piston and head). The cooling system
model is made of two separate model, one for the liquid circuit (hydraulic) and one for the metal thermal
transient. With Figure 7.7 the models’ interactions are presented. A more detailed description of the hydraulic
and thermal model developed by UPV can be found in [58].

Cylinder walls metal temperatures

v

-
1D engine ] Cylinders heat fluxes Engine Thermal
model R model
Coolant and lubrication ~
mass flow and inlet
temperature
Heat exchanged by
. Hydraulic circuit coolantand oil
Engine speed <
Ambient temperature model J

Figure 7.7 — Integration of ICE thermal model, 1D engine model and hydraulic model.

The coupling strategy has been demonstrated on the same RDE cycle previously presented. The comparison
between the cumulative fuel consumptions shows a small difference, as reported in Figure 7.8. This is due to
the following main effects: first, the additional friction of the engine is not that high and secondly, as soon as
the engine warms up a little, the effect becomes small, as shown in the graph of engine oil viscosity as a
function of temperature (see Figure 7.6). The final difference in the cumulated fuel consumption is
approximately 1%, even if at the start of the RDE cycle it was clearly greater.
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Figure 7.8 — Comparison of the predicted cumulative fuel consumption,
between the standalone and the coupled simulations during the RDE.

To highlight the effect of an increased friction due to a lower engine oil temperature, on the basis of the
coupling occurring between the UPV engine thermal model and the 1D engine model, the average friction
mean effective pressure (FMEP) during standalone and coupled simulations is reported in Figure 7.9. It is
evident that the friction is different mainly at the beginning of the RDE cycle, since the oil is cold at the start.
Then the difference becomes smaller and smaller as the simulation progresses and the oil heats up, until the
two FMEPs coincide in warm conditions.
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Figure 7.9 — Predicted FMEP comparison between the standalone and coupled simulations during the RDE cycle.

The time series of the rejected thermal powers during the RDE cycle is also shown in Figure 7.10. It is evident
how the thermal power depends on the operating conditions of the engine, mainly engine load and speed.
However, no heat is rejected when the engine is turned off, as there is no combustion, and the engine oil

temperature drops.
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The time series of the wall temperature of the combustion chamber surfaces, calculated by the UPV model
according to the real-time heat thermal power rejected by the 1D engine model, is reported in Figure 7.11.
As confirmed by the trend of the engine oil temperature, the surface temperatures of the combustion
chamber also drops when the engine is off.

Figure 7.12 below remarks the evolution of the engine oil temperature calculated by the UPV model, due to
the heat transfer through the surfaces of the combustion chamber (in the 1D engine model), highlighting the
interaction between the two models.

Heat power
10000

Head
Liner

8000 Piston

r

| g w L \ H

0 1000 2000 3000 4000 5000 6000

N

|
” 1‘" Yﬁ 'W

‘M'w MI'

————

Heat power [W]
I

Time [s]

Figure 7.10 - Combustion chamber surface temperatures calculated by the UPV model and provided to the 1D engine model.
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Figure 7.11 - Heat powers rejected through the combustion chamber surfaces,
calculated by the 1D engine model, provided to UPV engine thermal model.
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Figure 7.12 - Engine oil temperature calculated by UPV model and transferred to the engine 1D model for friction correction.

With regard to the predicted pollutant emissions, it is possible to observe how the predicted cylinder-out
emissions have changed thanks to the coupled approach. The cylinder-out predicted concentrations in [ppm],
shown in Figure 7.13, of the instantaneous HC during the RDE cycle show a significant difference, especially
at the beginning of the cycle, when the surfaces of the combustion chamber are cold, and the emission of
hydrocarbons is larger. The difference with the uncoupled simulation gets smaller and smaller as the engine
warms up, however it settles at a slightly different average value. This is because the final hot temperature of
the combustion chamber surface is different from that used for the standalone simulations. The
instantaneous NOy trend comparison is presented in Figure 14 and shows a smaller difference: the coupled
simulation, due to the lower temperature of the combustion chamber, reaches lower maximum temperatures
thus producing slightly lower NOy. The same consideration on the steady state wall temperature difference is
valid for the NO..
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Figure 7.13 — Hydrocarbon pollutant emission comparison with the standalone and coupled simulations during the RDE cycle.
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Figure 7.14 — NOy pollutant emission comparison with the standalone and coupled simulations during the RDE cycle.

7.7 Coupling with the Exhaust After Treatment system model

In this section it is described the coupling strategy developed to interconnect the 1D engine model and the
exhaust after treatment (EAT) system model. This development has been carried out in collaboration with
AUTh (Aristotle University Thessaloniki), which provided the EAT model, developed in their own simulation
tool [59]. The activity has the goal of coupling the models in a direct way, so that the tailpipe emissions can
be evaluated within a co-simulation framework which includes the engine and exhaust after-treatment
models running simultaneously. During RDE cycles, it is mandatory to evaluate the thermal state of the after-
treatment device, since it influences its conversion efficiency. For this reason, it is important to accurately
predict the gas mass flow rate and the gas temperature provided by the engine. To perform the coupling, the
cylinder-out emissions of each combustion are transferred as the inlet composition of the EAT model, along
with the cycle-averaged mass flow rate and temperature of the exhaust gas at the outlet of the turbine. To
realize this coupling, specific co-simulators have been implemented in the 1D model. The coupling schematic
is presented in Figure 7.15 below.

Turbine outlet gas mass flow,
temperature and pressure v

1D engine After treatment

Ambient temperature
model model

Cylinder-out gas composition

Figure 7.15 — Integration of the 1D engine model and the exhaust after treatment model.

The coupling is demonstrated on the same RDE cycle previously presented in chapter 6. By means of the
coupling between the 1D engine model and the exhaust gas after-treatment model (AUTh was in charge for
that), it is possible to evaluate the real-time conversion of pollutants and thermal evolution of the EAT. The
instant exhaust emissions are reported in Figures 7.16 and 7.17, demonstrating that the EAT can convert
pollutants, reducing oxidizing CO, while the CO2 steadily increases (Figure 7.17). A complete oxidation of CO
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is not achieved, due to lack of oxygen in the gas stream, dictated by the rich lambda operating conditions of
the engine, as indicated by experimental data.
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Figure 7.16 - Conversion of CO through the EAT model.
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Figure 7.17 — Tailpipe and cylinder-out predicted CO2.

The calculated backpressure and the temperature of the after-treatment system are also reported in Figure
7.18. These results demonstrate that the model coupling is carried out correctly: the EAT conversion process
depends on the inputs from the 1D model, with the two models connected in real time. Particularly
interesting is the possibility of predicting the shutdown times of the catalytic converter, which depend on the
mass flow rate, the temperature and the composition of the gas stream supplied by the 1D engine model.
The predicted back pressure reported in Figure 7.18 shows a good sensitivity to the exhaust mass flow rate,
increasing as expected when the mass flow rate increases.
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Figure 7.18 — EAT light-off (top) and back-pressure (bottom) predictions of the coupled model.

7.8 Coupling with the turbocharger thermal model

In this section the connection between the 1D engine model and the turbocharger thermal model is
described. This activity has been carried out in collaboration with TUB (Technical University Berlin) [60,62], in
charge for the development of this sub-model and indicated the coupling strategy with the 1D model to be
followed.

During RDE cycles, the turbocharger continuously varies its working temperature, starting from ambient
conditions and warming-up, due to the hot exhaust gases flowing from the cylinders. To preserve their
mechanical integrity, turbochargers are always lubricated and cooled when the engine is running. The
lubrication also serves as a vector of heat dissipation, to avoid an excessive thermal stress of the
turbocharging group. Additionally, there is a contribution of heat conduction between the compressor
wheel/casing and the turbine wheel/casing, which is responsible of a considerable heat flux whose direction
depends on the operating temperatures of the compressor and the turbine. This represents a heat source for
the gas flowing through the turbocharger, which must be considered. Hence, the thermal state of the
turbocharger affects the gas temperature at the outlet of the turbine and the compressor [63].

The 1D engine model relies on a 0D description of the turbocharger, based on the characteristic maps for the
turbine and compressor provided by the manufacturer. These maps are usually obtained experimentally,
under steady state of both fluid dynamic and thermal conditions. Hence, the measured maps represent the
performance of the turbomachinery at the temperature at which the turbocharger was running during the
measurements. However, as anticipated before, the performances (characteristic maps) of the turbocharger
depend on the turbine/compressor thermal state.

To consider this effect in a co-simulation framework, the following procedure is adopted. The general idea is
to remove the heat transfer contribution from the 1D model by using adiabatic maps in the compressor and
turbine boundary condition solution. These adiabatic maps are obtained from the manufacturer maps by a
corrective adiabatization process performed by TUB [61]. Then the thermal effects are reintroduced into the
1D engine model, by means of suitable source terms in the energy conservation equation (heat transfer) of
the ducts prior and after the compressor and the turbine. The adiabatic maps of the compressor and turbine,
obtained by TUB, have been treated to allow their use in a 1D code, mainly extending their range by
interpolations and extrapolations performed over the manufacturer maps. Looking at Figures 7.19, it is
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evident the difference between the compressor characteristic curves obtained in adiabatic conditions and
those measured in presence of heat transfer. The compressor pressure ratio is similar. Instead, the efficiency
of the compressor at low mass flow rates and low speed is much higher removing the heat transfer
contribution. This is because, at low mass flow rates and speed of the machine, the heat transfer from the
turbine is strongly affecting the compressor outlet gas temperature, due to the higher ‘residence time’
available for heat transfer to occur. The figures also suggest that, at higher rotational speed and mass flows
elaborated, the increase of heat transfer coefficient is not enough to impact on the outlet gas temperature.
The ‘adiabatic’ curves show the compressor is fluid dynamically efficient even at low speed, indicating a lower
gas temperature would be reached if the compressor were properly insulated from the turbine.
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Figure 7.19 — Adiabatic (“adiab”) and measured compressor characteristic map comparison.
Curves at similar speed parameter values [rps/sqrt(K)].

Therefore, the development of the model coupling focused on how to correct on-the-fly the 1D model in such
a way to consider this difference. So, while the simulation proceeds, the 1D engine model computes the cycle
averaged turbocharger speed and mass flow rates through the compressor and turbine, and the gas
temperatures at the inlet and outlet of both machines. These quantities are transferred to the TUB model,
which computes the output gas temperatures, considering the heat transfer occurring in the machines. These
corrected gas temperatures are fed back to the 1D engine model, which uses them as a target value for a
dedicated internal PID controller. The PID aims at reaching the target gas temperature by acting on the wall
temperature of the associated 1D duct, increasing or decreasing the heat transfer source term in the 1D
modelling, to impose the actual heat transfer computed by the TUB turbocharger model. The coupling
procedure is schematically represented in Figure 7.20 below:

Compressor mass flow, gas
inlet and outlet temperature

Turbine mass flow, gas inlet outlet
temperature and pressure

s
1D engine 1 Turbocharger speed Turbo thermal
model _ model
Ambient temperature _>\
Turbine corrected gas Compressor corrected gas
temperatures temperatures

Figure 7.20 — Integration of the 1D engine model and the turbocharger thermal model.

To highlight the coupling effect of the turbocharger thermal model on the IC engine 1D simulation, the
predicted gas temperatures of a stand-alone and coupled simulations are compared. Figure 7.21 shows the
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turbine outlet gas temperature. The coupling methodology correctly shows a lower turbine outlet
temperature during the whole cycle. The difference between the corrected gas temperature and the

standalone simulation gets smaller as time increase. This is expected because initially the turbocharger (and
turbine housing) is cold, and the turbine outlet temperature is cooled more than the cool down due to the
expansion. The coupled model allows to compute the gas temperature at the inlet of the catalyst considering

the thermal state of the turbocharger since the outlet temperature of the turbine is what affects the inlet
temperature of the catalyst.
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Figure 7.21 - Turbine outlet gas temperature, standalone 1D model (orange) and corrected coupled model (blue).

Figure 7.22 instead shows the compressor outlet temperature. It is evident an increase of the outlet
temperature of the compressor, it can be appreciated especially during the last part of the cycle. Once the
turbocharger is warm the compressor outlet gas temperature is warmed by the heat transfer from the hot

turbine and from the compressor housing that has been warmed up.
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Figure 7.22 - Compressor outlet gas temperature, standalone 1D model (orange) and corrected coupled model (blue).
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7.9 Other interconnections - intercoupling

For completeness the other connections among the sub-models not involving the 1D ICE model are now
presented. To give an overview of the functional connections, the following Figure 7.23 is proposed,
highlighting the co-simulation links of the complete coupled model developed.

The heat power dissipated by the turbocharger is calculated by the TUB turbocharger thermal model and
transferred to the UPV cooling system model, which includes it in the thermal power to be dissipated. Vice
versa the UPV model sends to the TUB thermal model the mass flow rate and inlet temperatures of the
cooling and lubricating fluids.

No signals are exchanged between the thermal model of the engine and the turbocharger with the after-

treatment system model.
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Figure 7.23 — Overview of the co-simulation framework between ICE-centred sub models.
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8. The integrated Plug-in Hybrid Electric Vehicle model

As presented in the previous chapters, the 1D engine model and the other sub-models of the engine
components (developed by the partners of the European Union project “VISION-xEV”) have been coupled for
the simulation of an RDE cycle. However, the vehicle has not been modelled yet, therefore it is now introduced
in the overall co-simulation model. Hence, the coupling approach is extended and enhanced, integrating the
sub-models into a modern Plug-In Hybrid Electric Vehicle (PHEV) model.

The vehicle model has been provided by AVL partner. The host platform where all the sub-models have been
coupled to obtain the full PHEV model is the Model. CONNECT platform [64,65], also provided by AVL. A
picture of the initial vehicle model, in which the individual blocks can be identified, is presented in Figure 8.1
below. As a starting point, it already includes some sub-models developed by different partners. All the sub
models are imported as FMU modules. The vehicle model consists of the following blocks: a driver, a vehicle
dynamics element, a battery, an electric motor and an IC engine model. The torque split is also embedded in
the vehicle control model, which decides to switch on or off the engine. However, the IC engine model initially
used is not a 1D model but a map-based tool, which essentially performs interpolations on look-up tables. In
this activity the 1D model and the sub-model previously discussed are introduced in the complete vehicle
model, replacing the 1D map-based engine with the complete 1D version of the virtual engine.

Euan

Figure 8.1 - Starting Plug-in Hybrid Electric Vehicle model configuration.

The objective of this activity was to connect the detailed models from all partners: PoliMi (1D ICE), UPV
(cooling system), AUTh (EAT) and TUB (thermal turbo) to the general vehicle model, by means of the FMU
protocol interface. The informatic framework has challenged all the partners involved, but finally the
communication issues of the models have been fixed. The first step of the integration process was focused
on the addition of the core model of the hybrid vehicle: the 1D engine model. This is the only model
connected to almost all the other blocks. Figure 8.2 below highlights the achieved inter-connected model.
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Figure 8.2 - Intermediate coupled HEV configuration (1D ICE integration).

The 1D model used is the FSM model (Fast Simulation Method), to reduce the simulation time. In this model
the engine speed is calculated by the vehicle dynamics module, which transmits a torque request to the 1D
virtual engine; then, thanks to the torque output from the 1D engine model, it calculates the engine speed
evolution. In this feature occurs the main difference between the 1D engine model and the map based one.
In fact, the latter instantly satisfies the requested torque, while the 1D model response depends on the fluid
dynamics and engine dynamics (throttle opening and boost increase).

It must be mentioned that the map-based engine has not been completely removed, since some operating
signals computed by this block are still needed by the vehicle block and cannot be computed by the 1D model.
There is no connection between the map-based and the 1D engine models, since the signals provided by the
map-based model are not relevant to the 1D engine model simulation. However, the most important
coupling, represented by the torque and engine speed interaction that influences the vehicle speed, has been
successfully implemented. The engine off signal is used to control the 1D engine status, depending on the
control strategy implemented in the complete vehicle model.

Finally, the other sub-models presented in previous chapters have been integrated as well. The final complete,
coupled vehicle model is reported in Figure 8.3 below. This modelling platform also allows to simulate
different configurations of the same vehicle, for example evaluating the impact of a new after-treatment
system, or of a different engine calibration on the emissions during an RDE cycle. It is simply required to
replace the corresponding FMU block with the modified one, representing the new system or engine
configuration.
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Figure 8.3 - Final coupled models for simulation of PHEV — integration and connection of all partners sub-models.
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In conclusion, a simplified schematic regarding the most important signals exchanged in real-time among the
four engine sub-models is reported in Figure 8.4. The timing of the variable exchange process is managed by
the host platform, Model.CONNECT by AVL, which coordinates the execution of each sub-model. The host
platform waits for each model to complete its time step, before communicating the input/output variables
needed by the various models.
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Figure 8.4 — Simplified description of input/output signals exchanged among sub-models.

8.1 Coupled PHEV model RDE simulation

The integrated PHEV model is now applied to the simulation of an RDE cycle (not the same presented
previously). In what follows three RDE cycle simulations of a PHEV are presented. Mission profiles have been
provided by CNR partner; all cycles start from 20% of initial battery State of Charge (SOC).
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In Figure 8.5 the CNR RDE “route_al”, provided by the partner CNR, is shown. As it can be observed, the
mission velocity profile is well tracked, and the battery is discharged/charged according to the vehicle
decelerations and accelerations. This means that the interaction between the vehicle dynamics and the 1D
engine model works properly.

Looking at the three RDE cycles performed in Figure 8.5, 8.7 and 8.10, it can be noticed how the vehicle model
follows a strategy focused on maintaining the initial state of charge (SOC) of the battery during the driving
cycles.
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Figure 8.5 - CNR RDE “route_al” coupled model simulation.

Further calculated quantities can be extracted from the coupled simulation of the CNR RDE “route_al”. Figure
8.6 illustrates some relevant quantities to highlight the model coupling occurring during the RDE cycle. In
particular, the thermal power computed by the 1D engine model and transferred through the cylinder walls
is used in real-time by the engine thermal model, to compute the lubricating oil temperature and the
combustion chamber temperatures, which are then sent back to the 1D engine model.

Moreover, the turbocharger thermal model correctly computes the housing temperatures of the compressor
and turbine. Similarly, the exhaust after-treatment module can predict the evolution of the system
temperature, thanks to the signals of exhaust mass flow rate and gas temperature coming from the 1D engine
model. The battery temperature can also be monitored real-time, showing that it consistently changes when
the SOC of the battery changes. In all the RDE time series the engine start & stop effects can be captured. In
these simulations the start & stop events are managed on the basis of the strategies implemented in the
CRUISE-M vehicle block (control).
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Figure 8.6 - Signals computed and exchanged in real time between sub-models (CNR RDE “route_al”).

Two further RDE test cycles have been simulated, namely CNR RDE “route_a2” and CNR RDE “route_c1”.
Figures 8.7 and 8.10 respectively show the reliability and applicability of the coupled simulation framework
achieved. Using the same initial SOC of the battery, the simulation correctly predicts the vehicle behaviour,
according to the characteristics of the different target velocity profiles. This also shows the flexibility of the
general modelling tool developed.

As an example of the EAT coupling possibility, the predicted cumulative CO, and CO during the CNR RDE
“route_a2” cycle, both as cylinder-out and tailpipe emissions, are reported in Figure 8.8, to highlight the
conversion occurring in the three-way catalyst. In addition, Figure 8.9 shows the corresponding predicted
total emissions of CO; and CO (a) and fuel consumption (b) which are in agreement with the values commonly
found in the homologation performance of modern PHEV.
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Furthermore, an analysis of the computational effort requested by the simulation of these Real Driving
Emission cycles has been carried out. All the simulations have been performed with the FSM (Fast Simulation
Model) version of the 1D engine models. Figure 8.11 points out the CPU times and CPU/real time ratios
achieved, confirming the results described in previous chapters. However, the CPU/real time ratio, which
appears in the range 2.5-3.5, might have increased a bit, due to the additional computational overhead
related to the coupled sub-models, which are executed at the same time. This CPU/real time ratio is
acceptable, since it allows to run several RDE cycle simulations during the night-time and have the results
ready for the morning after. For example, in 8 hours it is possible to simulate two or three RDE cycles of 1.5-
hour duration. This would be not possible without the Fast Simulation Method developed, considering the
use of a crank-angle resolved, 1D fluid dynamic model.
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Figure 8.11 - Real and CPU times (a) and CPU/real time ratio (b).
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9. Conclusions

In conclusion, in this chapter a summary of the work is presented, the main achievements are highlighted
and the possible future developments are discussed.

9.1 Summary

Chapter 1 introduces the thesis topic, the 1D modelling of IC engines, and the current specific framework
of application. The goal of the thesis is analysed clarifying the aim of the work which is the fast and
reliable prediction of engine performance and emission of a modern hybrid vehicle. A review of the
literature works in this field is presented, highlighting the differences, advantages and drawback of the
approaches proposed in the past and still in use. It is highlighted what limits have constrained the wide
application of 1D models in long transient simulations.

Chapter 2 is focused on the theoretical formulation of the mathematical model that describes the system
object of the simulation activity. The fundamental conservation equations obtained then have to be
solved numerically. A selection of numerical techniques, covering all aspects of the fluid dynamic
problem, is theoretically presented to assess the simulation tools which have been used to carry out the
simulations. The in-cylinder processes are also discussed both for spark ignition and compression ignition
engines.

Chapter 3 gives an overview of what practically means using the numerical tools previously presented to
simulate an engine. Moreover, two engines, under examination across all the thesis, are introduced: the
spark ignition 3-cylinder, 1 litre engine and the 6-cylinder, 7 litres, compression ignition engine. The
engines architecture and technical specifications are identified. The corresponding digital twin of the
engines under study are presented, explaining the process of creating the 1D models from the
manufacturer data and translating the 3D geometry in a 1D model.

Chapter 4 is dedicated to the steady state validation activity. In this chapter the numerical model results
are compared to the results of the experimental campaign carried out by the European project partners,
to asses the predictivity and robustness of the mathematical models presented. Several overall engine
guantities are compared, from performance to cylinder-out emission. The results have suggested that
the virtual engines can represent with good accuracy the real engines.

Chapter 5 finally introduces the key tool which deals with one of the goals of the thesis, hence the
reduction of the computational effort required. The Fast Simulation Model methodology (FSM) is
presented. In particular the different 1D model discretization procedure is described, and the dedicated
numerical tool developed is presented, forming a bundled solution to tackle the issue of the
computational burden. This methodology is applied to the very same engines presented in previous
chapter. The steady state validation activity is repeated, checking that the standard and FSM simulation
produce similar results. This is to allow the use of this faster simulation methodology for the driving cycle
simulations which are covered in the following chapters.

Chapter 6 instead draws the attention to the simulation methodology of the engine under transient
conditions. The activity proposed is again a validation of the engine models against experimental data.,
The objective is to verify that the predictivity achieved under steady state conditions can be obtained
also during engine transient simulation. Once again, the standard and fast simulation (FSM) approaches
are compared, to ensure consistency of the Fast Simulation Method.

Chapter 7 deals with the second goal of the thesis. To achieve a complete vehicle model the 1D engine
models are coupled to the European project partner’s models. The functional connectivity between the
models developed is presented, highlighting the new opportunities in terms of increased physical fidelity
of the co-simulation framework and hence results.
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o Chapter 8 eventually reaches the final coupling stage: the complete vehicle model level. The previously
developed co-simulation framework is merged into a single integrated simulation network. The fast real
time prediction of a hybrid vehicle performances and emissions during a real driving cycle is achieved.
The complete coupled simulation model is applied to a few real driving cycles, showing the benefits of
the co-simulation framework.

9.2 Main Achievements

In conclusion this thesis work has achieved the integrated modelling of a modern PHEV. The theoretical
background covered the main 1D modelling topic: from fluid dynamics to combustion. The state-of-the-art
numerical methodologies have been presented, especially the FSM exploited to reach the goals of this thesis.
This modelling framework has been applied to the modelling of two engine which have been validated on
extensive steady state maps with both refined and coarse mesh. The results have highlighted the model
predictivity and the dramatic reduction of CPU/real time ratio. The 1D models have then been applied to the
simulation of real-world driving cycles, confirming the good match with experimental data and low
computational effort also during transient operation of the same models. In this framework the integration
activity has allowed to couple, via FMU interface, the 1D models to external models to simulate the whole
PHEV during a driving cycle. The developed co-simulation model has been applied for the simulation of an
RDE cycles, showing excellent predictivity of the fully virtual model while maintaining the good low
computational effort. The thesis has been strongly linked to the pathway of the “VISION-xEV” EU project,
reaching the objectives and targets required by the project.

The main milestones achieved can be summarized as:

e The 1D models of two real engines have been obtained.

e Extensive steady state and transient validation has been performed against experimental data.
e The simulation effort has been reduced by orders of magnitude while preserving accuracy.

e The co-simulation framework has been implemented.

o Afully integrated model of a complete Plug-in Hybrid Electric Vehicle has been simulated.

9.3 Future Developments

The co-simulation framework presented has been possible using a common protocol to communicate signals
between models developed in different environments. Moreover, it has been ascertained that the thermal
engine plays the central role in this model coupling. It would be convenient to include the sub model into the
1D simulation tool Gasdyn. Embedding in a single model the fluid dynamic model, the turbocharger thermal
model, the engine warm up model and the after-treatment model would allow to perform an instantaneous
coupling instead of a cyclic coupling, if possible.

A brief exploration activity has been performed in the field of mean value models, which proved to be very
fast but currently rely on look up tables It would be nice to increase the predictivity of the MVM.

Eventually the other simulation techniques mentioned in the thesis, such as separating the intake and exhaust
solution, can be explored in the future to reach even faster CPU/real time ratio.
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Abbreviations

BMEP
BSFC
CFD
cMT
CNR
co
Co,
CG
CPU
DTM
EVO
EVC
EOS
FMEP
FMU/FMI
FPT
FSM
GUI
IMEP
HC/THC
ICE
IVO
IVC
MOC
NCD
NOx
RDE
RPM
PHEV
SAE
soC
STL
TUB
TVD
UPV
WHTC
WLTP
VGT

Brake Mean Effective Pressure
Brake Specific Fuel Consumption
Computational Fluid Dynamics
Centro Motores Térmicos
Consiglio Nazionale delle Ricerche
Carbon monoxide

Carbon dioxide

Corberan Gascon

Central Processing Unit
Diffusion Term Momentum
Exhaust Valve Opening

Exhaust Valve Closing

Equation of State

Friction Mean Effective Pressure
Functional Mock-Up Interface
FPT Motorenforschung AG

Fast Simulation Method
Graphical User Interface
Indicated Mean Effective Pressure
Thermal/Hydro-Carbon

Internal Combustion Engine
Intake Valve Opening

Intake Valve Closing

Method of Characteristics
Non-Computable Data

Nitrogen oxides (NO, NO2)

Real Driving Emission
Revolutions Per Minute

Plug-in Hybrid Electric Vehicle
Society of Automotive Engineers
State Of Charge

Standard Triangle Language or Standard Tessellation Language

Technische Universitat Berlin
Total Variation Diminishing
Universitat Politécnica de Valencia

World Harmonized Transient Cycle (heavy duty vehicles)
Worldwide Harmonised Light Vehicle Test Procedure

Variable Geometry Turbine
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