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Abstract 

The present thesis work, developed in collaboration with Eni, concentrates on the 

investigation and numerical modelling of nanoemulsions injection for Enhanced Oil 

Recovery (EOR). The purpose of the work is to identify a robust simulation 

workflow able to catch nanoemulsions behavior in porous media and to predict the 

additional oil recovery obtained by this type of chemical injection. 

Nanoemulsions are an emergent EOR technique based on the synergic effect given 

by the presence of two immiscible phases (water and a solvent) and surfactants, 

used to stabilize the dispersed phase in droplet shape. 

CMG STARS commercial simulator has been used to model the recovery process. 

At the beginning, the activity has been focused on modelling the process at the 

laboratory scale, analyzing two oil-saturated core experiments carried out in Eni 

laboratories. The two experiments differ for the utilized core: the first application 

relies on plugs, while the second adopts slim tubes. The additional recovery 

obtained with nanoemulsions with respect to waterflooding registered in such 

experiments is between 15% and 21%. The elaborated numerical model has been 

consolidated through History Matching (HM) procedure and Global Sensitivity 

Analysis (GSA), aimed at quantifying the impact of each unknown input parameter 

on two of the model outputs: Recovery Factor (RF) and Bottom Hole Pressure (BHP). 

Subsequently, the results of the experiment modeling have been applied to a sector 

of the specific field selected inside the Eni portfolio, to perform forecast analyses. 

The performed simulations have shown that nanoemulsion technique is effective, 

however, from a preliminary economic analysis, it appears to be still too expensive 

in composition and formulation for industrial and field applications. 

Key-words: nanoemulsions, enanhced oil recovery, CMG STARS, simulation, GSA. 
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Abstract in italiano 

Il presente lavoro di tesi, sviluppato in collaborazione con Eni, si concentra sullo 

studio e la modellazione numerica di iniezione di nanoemulsioni per il recupero 

avanzato di petrolio (EOR - Enhanced Oil Recovery). Lo scopo del lavoro è quello 

di identificare una procedura di simulazione atta a cogliere il comportamento delle 

nanoemulsioni all’interno dei mezzi porosi e a predire il recupero addizionale 

ottenuto grazie all’iniezione di tale agente chimico. 

Le nanoemulsioni sono una tecnologia emergente per il recupero avanzato di 

petrolio basata sull’effetto sinergico dato dalla presenza di due fasi immiscibili 

(l’acqua e il solvente) e di tensioattivi, usati per stabilizzare la fase dispersa in forma 

di gocce. 

Per la simulazione del processo di recupero è stato utilizzato il simulatore 

commerciale CMG STARS. In un primo momento è stata presa in considerazione la 

modellazione del processo a scala di laboratorio, attraverso l’analisi di due 

esperimenti riguardanti il flussaggio portati avanti da Eni. Le due applicazioni 

sperimentali differiscono per il tipo di campione di mezzo poroso utilizzato: nel 

primo caso una carota satura di olio, nel secondo un tubo snello caratteristico per la 

sua lunghezza. Il recupero addizionale portato dalle nanoemulsioni rispetto al solo 

flussaggio di acqua, registrato in queste applicazioni si attesta tra il 15 e il 21%. Il 

modello numerico elaborato è stato consolidato attraverso una procedura di History 

Matching (HM) e una Analisi di Sensitività Globale (GSA – Global Sensitivity 

Analysis), volta a quantificare l’impatto che ogni parametro di input incognito ha 

sui due principali output del modello: il fattore di recupero (RF – Recovery Factor) 

e la pressione a fondo pozzo (BHP – Bottom Hole Pressure). 

Successivamente, i risultati del modello sono stati applicati ad un settore del campo 

scelto all’interno del portfolio di Eni, per effettuare una analisi previsionale. 

Le simulazioni effettuate hanno evidenziato l’efficacia della tecnologia delle 

nanoemulsioni, tuttavia, a seguito di una valutazione economica preliminare, 

risulta chiaro che i costi associati alla loro composizione e formulazione sono ancora 

troppo rilevanti per l’applicazione sul campo. 

Parole chiave: nanoemulsioni, recupero avanzato di petrolio, CMG STARS, 

simulazione, Analisi di Sensitività Globale. 
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1 Introduction 

1.1. General framework 

Crude oil still represents one of the principal sources of energy used around the 

world and, according to the British Petroleum Statistical Review of World Energy 

[1], it leads the energy market together with other fossil fuels, covering 85% of the 

total energy mix in 2020 (Figure 1.1). To be more precise, oil is the first source by 

consumption (31.2%) followed by coal (27.2%) and gas (24.7%). 

 

Figure 1.1: Shares of global primary energy according to BP [1]. 

British Petroleum Energy Outlook [2] highlights three possible scenarios as regards 

the future developments of primary energy consumption until 2050:  

• Rapid Transition Scenario, which posts a series of policy measures that cause 

a fall in carbon emissions by around 70% by 2050; 

• Net Zero Scenario, which assumes that policy measures embodied in Rapid 

Scenario are reinforced by significant shifts in societal behavior with a 

decrease in carbon emission of 95%; 

• Business-as-usual Scenario, which considers that government policies, 

technology and social preferences continue to evolve in a manner seen in the 

recent past. 



2 1 Introduction 

 

 

The main characteristics of these forecasts are displayed in Figure 1.2. 

 

Figure 1.2: Primary energy consumption by source in the different forecast scenarios [2].1 

The suggested scenarios focus on the issue of greenhouse gases emission that is 

pushing the world towards the energy transition, with the aim of reaching an almost 

fully renewable mix. During this period of evolution, the impactful changes are 

related mainly to coal, which consumption strongly decreases in all scenarios, gas, 

that has been addressed as the protagonist of clean energy transition, and 

renewables, which portion in the general mix increases significantly according to 

every forecast. Moreover, considering an upcoming relevant increase in the total 

energy required worldwide associated to population growth and global economy 

development, it is possible to state that oil will continue to play an important role 

sustaining the energy demand in the future, despite the assessed growing interest 

for renewables. As reported in IEA World Energy Outlook [3], oil demand shows a 

very slightly decline to 2050 in every proposed scenario but the Net Zero one, and 

its trend increases if petrochemical applications are analyzed (Figure 1.3). 

 
1 1 EJ is around 0.5 mb/d of oil, 29 bcm of natural gas or 34 Mtce of coal according to IEA World 

Energy Outlook [3] 
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Figure 1.3: Fossil fuels use in each proposed scenario [3]. 

Given those considerations, the key concept to be introduced is the one of reserves: 

“reserves are those quantities of petroleum which are anticipated to be 

commercially recovered from known accumulations from a given date forward 

with a certain degree of uncertainty” [4]. The proved global reserves can grow either 

if new reservoirs are discovered or if an improvement in technology allows to 

increase the production from existing ones. In fact, when a new field is put into 

production, it undergoes different sequential strategies depending on the reservoir 

pressure [5,6]. 

1.2. Oil production mechanisms 

Three different stages can be distinguished throughout the operation period of an 

oilfield. 

The first stage (primary recovery) is based on the production of oil by natural drive 

mechanisms [7]: 

• pressure difference between the reservoir and the well, which is capable to 

move hydrocarbons towards the well and then to the surface; 

• expansion of fluid phases and compaction of rock formation; 

• water drive, when the reservoir is in communication with an aquifer; 

• depletion drive; 

• gravity drainage. 

However, during the field production life, the reservoir pressure decreases leading 

to a condition in which it is not enough to bring hydrocarbons to the surface or, if 

its value is below the bubble point pressure, dissolved gas comes out of solution 

and its production tends to prevail with respect to oil one. Once this situation is 

reached, the production is maintained with artificial lift techniques or reducing the 
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backpressure at surface facilities until the operation is no longer profitable. It can be 

considered that at the end of primary recovery 10 to 25% of the original oil in place 

(OOIP) should be recovered [5,8,9]. 

Primary recovery is followed by the second stage (secondary recovery) during 

which pressure maintenance is pursued with the injection of a fluid (typically water 

or an immiscible gas) acting as a displacing agent that sweeps oil from injection 

wells to producers. After some time from the injection, water breaks through the 

producing wells and hereinafter the percentage water produced, also called water 

cut (WC), increases. The contribution of secondary recovery is an additional 15-25% 

that sums up to the primary recovery giving an overall value of 50-55% of OOIP 

[5,8,9]. 

When the secondary recovery is no more exploitable, tertiary or enhanced oil 

recovery (EOR) is applied. The necessity of employing a third production stage 

originates from the general estimation that soon there will be no more significant 

discoveries of conventional oilfields [10,11]. For this reason, the continuous and 

growing request of energy, together with the depletion of oil and gas resources, lead 

to exploitation of reservoirs located in more critical environments where the 

primary source il less accessible and requires advanced recovery techniques. This 

stage of production relies on the injection of something different than water or 

immiscible gas to further improve oil recovery until the cumulative recovery factor 

reaches a value of 60-65% [12]. This mechanism will be further analyzed in the 

following sections. 

In Figure 1.4 the oil production as a function of time is shown highlighting the 

different operating steps just described. 

 

Figure 1.4: Production scheme as a function of time in an oilfield for the different recovery 

stages [13]. 
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1.3. Enhanced Oil Recovery (EOR) 

Enhanced oil recovery includes a series of actions during which the physical or 

chemical properties either of the fluids or the reservoir change with the aim of 

increasing the recovery. 

The effectiveness of the enhanced mechanisms is often analyzed by looking at the 

recovery factor (RF), which stands for the ratio between the oil produced and the 

OOIP (both measured at surface conditions) [9]. 

𝑅𝐹 = 
𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑜𝑖𝑙 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑

𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑂𝑖𝑙 𝐼𝑛 𝑃𝑙𝑎𝑐𝑒
 (1.1) 

Moreover, in case of secondary/tertiary oil recovery, it can also be defined as the 

product between the displacement efficiency (ED) and the volumetric sweep 

efficiency (EV) of the injected component: 

𝑅𝐹 = 𝐸𝐷 ∙ 𝐸𝑉 (1.2) 

where: 

𝐸𝐷 =
𝑂𝑖𝑙 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

𝑂𝑖𝑙 𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡
 (1.3) 

𝐸𝑉 =
𝑂𝑖𝑙 𝑐𝑜𝑛𝑡𝑎𝑐𝑡𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑂𝑖𝑙 𝐼𝑛 𝑃𝑙𝑎𝑐𝑒
 (1.4) 

Displacement efficiency expresses the efficiency of recovering mobile hydrocarbons 

[14] and depends on the initial conditions, the type and amount of displacing agent 

and also on rock properties [15]. Volumetric sweep efficiency expresses the 

efficiency of fluid recovery in terms of areal sweep efficiency and vertical sweep 

efficiency [14] and depends on the degree of heterogeneity of the rock properties 

(mainly permeability), mobility ratio, injection pattern and density difference 

between oil and selected component [16]. 

Equation (1.2) provides a simple way to calculate the recovery factor of a reservoir. 

However, there are several problems related to the factors involved, which depend 

on parameters or conditions unknown at the beginning, or during the exploitation. 

The incorrect consideration of any of them can lead to the failure of a project. In 

addition, during the EOR process, the injected fluids might affect more than one 

factor, in both positive and negative ways, thus rendering an accurate quantification 

of this almost impossible. Therefore, it is essential to know which is the phase 
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behavior in the chemical-oil-water system, considering the impact it has on all the 

parameters determining the oil recovery factor. 

The production of the residual oil from the reservoir is achieved by application of 

various enhanced oil recovery (EOR) techniques [17]. Each of them employs one or 

more of the following concepts [18]: 

• Increase the mobility of the displacement medium by increasing the viscosity 

of the water, decreasing the oil viscosity (or both simultaneously). 

• Increase the oil recovery at a microscopic scale by means of using viscoelastic 

fluids, which displace in a more effectively way the oil trapped in the porous 

media. 

• Extract the oil with a solvent. 

• Reduce the interfacial tension (IFT) between oil and water and alteration of 

the reservoir rock wettability. 

EOR techniques are majorly categorized as thermal, chemical, and miscible EOR 

and the selection of a particular method depends on the reservoir properties and 

subsurface conditions [19–21]. In the following map their classification is proposed 

Figure 1.5. 

 

Figure 1.5: Classification of EOR methods [22]. 
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Thermal Methods represent an important way to achieve good recovery in high 

viscous oil reservoir. Those processes are based indeed on the reduction of oil 

viscosity by means of thermal energy that is introduced into the reservoir. The 

improved physical characteristics of the oil allow it to flow more easily through the 

pores to reach the production wells. The principal thermal methods are Cycling 

Steam Stimulation (CSS) and steam drive. Other implemented processes are Steam-

Assisted Gravity Drainage (SAGD), in-situ combustion, direct electrical resistive 

(ER) and electromagnetic radiation heating (EM) [23,24]. 

Chemical flooding methods act on one or more of the following factors: mobility 

(using viscosity-increasing water-polymer solutions), rock wettability and 

interfacial tension (IFT) (by adding surfactants and/or alkalis to the displacing 

agent) [25]. During polymer flooding, a viscous phase (polymer dissolved in water) 

is injected to increase the mobility of the oil phase toward the production well. In 

surfactant flooding, the purpose is to reduce the interfacial tension between the 

injected fluid and the fluid in place (oil). In alkaline flooding in particular, the 

surfactant is generated in-place from a chemical reaction between the injected alkali 

and naphthenic acids that are present in the reservoir oil. The three processes can 

also be combined in alkaline-surfactant-polymer (ASP) processes to simultaneously 

reduce the residual oil saturation and to ensure a good sweep efficiency. 

Moreover, among the chemical flooding methods there are also foams and 

emulsions. The latter, and more specifically nanoemulsions, which are the object of 

the present thesis work, represent at the moment an innovative research topic. As a 

matter of fact, a unique scientific approved mechanism is not recognized yet for this 

technique, even if there are some accepted explanations of its behavior. 

Miscible gas/solvent displacement processes are based on the miscible interaction 

between the injected gas and the oil in place. Usual choices for gas are carbon 

dioxide, flue gas, hydrocarbon solvents and nitrogen. 

In the microbial injection, chemicals are generated in the formation by injection of 

microorganisms or nutrients to grow bacteria naturally present in the reservoir 

[5,26]. 

The purpose of the thesis is to understand the nanoemulsions key mechanisms of 

action used during the oil recovery process with the aim of developing a simulation 

workflow able to catch their behavior in porous media. The analysis starts from the 

description of nanoemulsion general formulation, which helps to identify the 

principal components acting during the oil mobilization and their physical and 

chemical characteristics. Then the laboratory experiments which represent the cases 

of interest for simulation are illustrated. The elaboration of the entire simulation 

workflow – performed using the STARS (CMG) simulator – has been explained in 
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detail starting from its application at laboratory scale. The built model is inspected 

through Global Sensitivity Analysis (GSA), which relies on the definition of a 

Polynomial Chaos Expansion (PCE) surrogate, to highlight the influence of each 

implemented parameter on Recovery Factor (RF) and Bottom Hole Pressure (BHP). 

Lastly the implementation at the field scale is performed with the construction of a 

sector model and a preliminary economic analysis. 
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2 Nanoemulsions overview 

2.1. Composition and formulation 

Emulsions are thermodynamically unstable, disperse multiphase systems of two or 

more immiscible liquids. They are formed by at least one continuous phase (outer 

phase) and one inner phase dispersed in droplets [27,28]. Most emulsions contain 

one aqueous phase conventionally indicated as “water”, and one nonaqueous 

phase, generally the “oil”. 

 

Figure 2.1: Environmental scanning electron microscopy image of squalene-in-water 

emulsion [29]. 

Emulsions can be classified according to the complexity of their structure and to the 

type of dispersed phase. In general, it is possible to distinguish: 

• Normal or Simple emulsions, formed by one continuous phase and one 

dispersed phase. They can be oil in water (O/W) or water in oil (W/O) 

depending on whether the liquid droplets belong respectively to the oil 

phase or to the water phase (Figure 2.2 (a)); 

• Biemulsions, created in presence of a continuous phase and two different 

dispersed phases (Figure 2.2 (b)); 

• Multiple or Double emulsions whose structure is characterized by a 

continuous phase (the outer phase), a dispersed phase, which is an 

intermediate phase, and droplets of an additional inner phase that are spread 

across the intermediate one (Figure 2.2 (c)). 
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(a) Simple W/O and O/W 

emulsions. 

(b) O/W and W/O 

biemulsions. 

(c) W1/O/W2 and O1/W/O2 

multiple emulsions. 

Figure 2.2: Different types of emulsions. 

When two immiscible liquids are placed in the same vessel, they are 

thermodynamically driven to minimize the contact area between the phases, 

forming two distinct layers [29,30]. Since the free energy of formation is positive, 

meaning that the increase in interfacial energy due to expansion of the interface is 

higher than the positive entropy of dispersion, an emulsion of the phases represents 

always a thermodynamically unstable system which formation is non-spontaneous 

[30] (Equation (2.1)): 

∆𝐺𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 =  𝛾 ∆𝐴 − 𝑇 ∆𝑆 ≫ 0 (2.1) 

where ∆𝐴 is the variation of the total surface area of dispersed particles and 𝛾 is the 

interfacial tension (IFT). Hence, 𝛾 ∆𝐴 is the amount of work required to form a new 

part of interface between two liquid phases [27]. 

The mixture of the two liquids is kinetically stabilized and forms a unique 

emulsified phase when mechanical energy is applied to the system in the presence 

of surfactants. During this process, termed homogenization, the two layers are 

broken, and mechanical dispersion occurs. 

The preparation of an emulsion requires a sufficient mixing energy to spread one 

phase in the other one, creating additional surface area of the dispersed phase. 

Several procedures can be applied for emulsion formation. These can be classified 

mainly into two categories: high energy and low energy methods. 

Among the high energy emulsification methods there are high shear stirring, high 

pressure homogenizers and ultrasound generators. These methods are highly 

demanding in terms of energy (~1010 W/kg) because the mechanical energy required 

for emulsification has to exceed the interfacial energy by several orders of 

magnitudes. This might pose an economical constraint for industrial purposes 

[31,32]. On the side of low energy methods (~103 W/kg), the family of phase 

inversion processes is recalled. Phase inversion can be induced by changing either 

the composition at constant temperature (transitional phase inversion) or 

temperature at constant composition (phase inversion temperature method or PIT) 

[27,33,34]. 
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PIT is based on the change of the system physical properties, starting from the 

preparation of a W/O emulsion at high temperature and then reducing it drastically 

below the PIT value to obtain a complete phase inversion (W/O emulsion) [32]. 

Additional details on emulsion preparation procedures can be found, e.g., in [32,35–

37]. 

 

All of the preparation methods listed above require the presence of emulsifiers, that 

help to stabilize the suspension of one liquid within another one. In principle any 

compound that has the tendency to adsorb at the oil/water interface can be used. 

Nevertheless, surfactants are considered to be the main contributors to emulsion 

stabilization [38]. Surfactants (SURFace ACTive AgeNTS) are amphiphilic 

molecules formed by two parts, one hydrophilic and one hydrophobic (Figure 2.3) 

[29]. Due to their intrinsic structure, they are able to exhibit affinity for both polar 

and nonpolar substances at the same time. This characteristic brings them to place 

at the interface existing between the phases as shown in Figure 2.4. [31]. In this way 

the energy required to form a dispersion is reduced and emulsion breaking by 

coalescence is avoided. The effect of the alignment of those components on the 

interface is the reduction of the liquid interfacial tension, which constitutes one of 

the most important properties in the study of surfactants and related systems [31]. 

Still, the increase in surfactant concentration can saturate the free interface, thus 

pushing the emulsifier to migrate towards the solution inner part. These molecules 

are initially in the form of monomers. Above a certain concentration, denominated 

C.M.C. (critical micellar concentration), they tend to form aggregates known as 

micelles (Figure 2.4). 

 
 

Figure 2.3: Surfactant molecule 

structure [31]. 

Figure 2.4: Process of micelle formation in 

aqueous phase [31]. 

Surfactants are characterized by the HLB (hydrophilic-lipophilic balance) 

parameter. The latter is an arbitrary scale indicating the tendency of the surfactant 

to solubilize in oil or water, and hence the tendency to form W/O or O/W emulsions. 

The scale ranges from 0 to 20. Low values correspond to hydrophobic surfactants 

with very long tails and little heads, while large values on the HLB scale indicate 
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hydrophilic surfactants with very large heads and short tales. In other words, 

surfactants with HLB < 6 are oil soluble and tend to form water-in-oil emulsions 

while if HLB > 8, surfactants are water soluble and will form oil-in-water emulsions 

[39]. The hydrophilic behavior of surfactants is due to the presence of polar 

functional groups, such as alcohols, ethers, esters, acids, and salts of carboxylic 

acids. Moreover, according to the nature of the charge of these groups, surfactants 

can be classified as cationic, anionic, non-ionic and zwitterionic. 

 

Figure 2.5: Characterization of surfactants according to HLB value. 

In destabilizing conditions, emulsions may separate (or break) in various ways 

[28,38]: 

• Sedimentation occurs when the droplets of dispersed phase sink to the 

bottom of the system due to their denser nature with respect to continuous 

phase. The larger the dimension of droplets, the more rapidly sedimentation 

occurs. 

• Creaming appears when droplets of the dispersed phase, that is less dense 

than the continuous phase, float to the top of the system. It is the reverse 

process to sedimentation. 

• Flocculation is a phenomenon that takes place when drops associate, without 

merging, forming larger “flocs” (aggregates). It is linked to van der Waals 

attraction forces that tend to exceed electrostatic repulsion forces when 

particles are within close proximity. The presence of these flocs structures 

enhances sedimentation or creaming. 

• Coalescence is the process through which drops are pushed to merge 

forming larger ones. This could lead to eventual bulk separation of the 

phases given sufficient amount of time. In practice, stable emulsions show 

no tendency to coalesce over the duration of the experiment. 



2 Nanoemulsions overview 13 

 

 

• Ostwald Ripening takes place due to the finite solubility of the oil phase in 

the aqueous phase. In fact, even if oils are referred to as immiscible with 

water, they often have very low solubility which can contribute to the 

breaking of emulsion. Smaller droplets will have a greater tendency to 

completely diffuse in water with respect to larger ones. 

All these mechanisms are illustrated in Figure 2.6. 

 

Figure 2.6: Diagram of creaming, sedimentation, flocculation, coalescence, and Ostwald 

ripening emulsion destabilization mechanisms [38]. 

A specific group of emulsions having a submicrometer droplet size is known as 

Nanoemulsions. Although no agreement exists in a drops size range to define them, 

most stated sizes in literature vary from 20 nm up to 500, 300, 200 or 100 nm [33]. 

These are kinetically stable colloidal systems that appear as translucent or 

transparent substances in opposition to macro emulsion that are optically opaque 

[40] (Figure 2.7). 
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Figure 2.7: Nanoemulsion (left) and macroemulsion (right) with droplet diameters of 35 

nm and 1 μm, respectively [40]. 

They do not form spontaneously, and their characteristics and stability depend 

upon the preparation pathway which usually is performed in two steps. A 

macroemulsion is initially formed and it is then transformed into a nanoemulsion 

[34]. The functional aspects related to this technology are also influenced by the oleic 

component properties such as density, viscosity, interfacial tension value and 

refractive index [32,37]. For this reason, the selection of the proper solvent has been 

a relevant challenge as large volume of nanoemulsion slug is injected into the 

reservoir. 

A major advantage in using nanoemulsion is that they are not subject to gravity-

driven separation processes because of the small droplets size [27]. In fact, the 

Brownian motion and consequently the diffusion rate are higher than 

sedimentation (or creaming) rate induced by gravity. Ostwald ripening remains the 

main mechanism for nanoemulsion destabilization, as described by Tadros et al. 

[32,40]. The stabilization of nanoemulsion can be ensured also by the presence of 

polymers (and macromolecules) or solid particles. In these cases, they are not 

simply maintained by electrostatic repulsive forces of surfactant, but also by the 

steric hinderance effect of polymer chains. Moreover, polymer addition to the 

displacing fluid determines an improvement in rheological properties (viscosity 

and viscoelasticity) and a marked non-Newtonian behavior of the emulsion [37]. 

They also plug the high permeable zones, forcing the fluid to enter un-swept 

regions. 

It is important to highlight that the formation of nanometric droplets is more 

difficult to attain than the formation of a macroemulsion and requires a larger 

amount of surfactants and/or energy [30]. Indeed, the average diameter of droplets 

is strictly correlated to surfactant presence and, in particular, to the solvent to 

surfactant ratio. As a matter of fact, at constant solvent concentration, a decrease in 
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surfactant concentration induces an increase in droplet size [41]. Smaller droplet 

size is indicative of a higher interfacial area, so it is expected that a greater amount 

of surfactants is needed to ensure a complete coverage [27]. For this reason, a deep 

understanding of nanoemulsion formation process is vital in controlling the droplet 

size of the system. 

A more detailed description of emulsions structure and stabilization procedure is 

out of the scope of this thesis work. 

2.2. Mechanisms of action 

Several experiments demonstrate the effectiveness of nanoemulsions in enhanced 

oil recovery processes [31]. In order to assess the main mechanisms acting during 

oil recovery processes, it is important to keep into consideration the properties 

associated with this technology, as described in the previous paragraph [37]. When 

dealing with EOR performance analysis, the focus is on behavior at the microscale, 

concentrating mainly on mechanisms acting at the pore level [42]. 

The displacement promoted by this technology in porous media is based on 

different modes, that are similar to those of standard emulsions: reduction of 

interfacial tension between water and oil, wettability alteration of rocks, 

emulsification of trapped oil and mobility ratio improvement [31,37]. In addition to 

these mechanisms, the kinetic stability and improved rheological properties shown 

by nanoemulsions positively influence the oil recovery factor. An important factor 

which surely makes the difference with respect to standard emulsion is the high 

surface to volume ratio of the dispersed phase, that maximizes the interaction with 

the contacted fluids [42]. 

Emulsification and viscosity reduction of oil in place 

The importance of mixing capability of nanoemulsions with other fluids (such as 

crude oil) has been studied by Kumar and Mandal [43] bringing to the conclusion 

that long term miscibility of crude oil with nanoemulsion is a desired property for 

better oil recoveries. The improvement of petroleum mobilization is ensured by the 

viscosity reduction obtained through the mixing of the low viscosity nanoemulsion 

solvent and the viscid oil in place. This process has been recognized as the ‘solvent 

effect’ [42]. On these bases, it is possible to state that the selection of a proper oleic 

dispersed solvent is of primary importance to attain enhanced emulsification of 

hydrocarbons. 

Oil-water IFT reduction 
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Crude oil emulsification is possible thanks to the remarkable decrease in IFT at the 

interface of water and oil. In standard waterflooding the capillary number observed 

is very low (10-7 – 10-6) [37] leaving an appreciable amount of petroleum due to high 

capillary forces withholding it. These forces are lowered by the interaction of the 

non-polar tails of surfactants with the oleic components, forming a film that is 

capable to reduce IFT by 40%, leading to an improvement in capillary number and 

to an easy mobilization of oil through capillaries [37]. 

Wettability alteration 

The presence of surfactants has consequences not only on the value of IFT between 

liquid phases but also on another interfacial activity which involves the contact 

between liquid and solid: the wetting behavior. It is defined as the ability of a liquid 

to maintain contact with a solid surface, and it is controlled by the balance between 

the intermolecular interactions of adhesive type (liquid to surface) and cohesive 

type (liquid to liquid) [44]. Reservoir rock can show different wetting behavior 

depending on the type of formation and crude oil composition: oil-wet, 

intermediate-wet or water-wet. The aim of some EOR techniques involving 

wettability alteration is to change the behavior of the rocks from oil-wet to an 

intermediate-wet or even water-wet condition. This allows to reduce the adverse 

effect of capillary forces and detach the entrained oil thanks to the formation of a 

layer of emulsifier molecules on rock surface. Pal and Mandal recognized an 

enhanced wettability alteration capacity of nanoemulsion fluids on sandstone rocks 

with a reduction of the contact angle from 105° - 100° (non-wetting) to 9° - 6° 

(wetting) [45]. A similar result has been obtained by Kumar and Mandal [46] during 

the investigation of wettability alteration capability of non-ionic surfactants. 

Numerous controversies exist about the predominance of one effect over the others, 

resulting from the fact that an accurate and precise expertise on the topic is not 

available at the moment. Indeed, different research groups have proposed 

contrasting theories on the mechanism driving recovery: as an example, Uchenna et 

al. [42] addressed the change in IFT to be the main process justifying nanomeulsion 

performance, Braccalenti et al. [47] indicated the solvent effect and the consequent 

viscosity reduction as responsible for improvement in RF, while Kumar and Mandal 

[48] attributed this enhancement to wettability modification. 

Nanoemulsion injection is also beneficial when dealing with surfactant adsorption 

over the rock surfaces. Loss of surfactant in the reservoir is determinant to assess 

the economic viability of the surfactant-based flooding processes [49]. 

Nanoemulsions are capable to reduce it as the concentration of these components 

in the fluid is lower than the C.M.C.. This brings not only to a significant money 

saving but also to an improvement of the chemical carrying ability and blockage of 
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high permeable zones [37]. For this reason, knowledge of surfactant propagation 

and adsorption is key to design and development of this technology and could 

represent an improvement in its affordability. 

During the analysis of nanoemulsions action in porous media it is important to keep 

in mind that they can show diverse rheological behaviors, including Newtonian 

fluid, non-Newtonian fluid (pseudo-plastic/shear thinning and dilatant/shear 

thickening) and viscoelastic fluid [50]. This tunable rheology can be controlled by 

the volume fraction of the dispersed phase, the droplets size, and the addition of 

viscosifying agents. Moreover, it also influences the seepage properties of 

nanoemulsions such as swept volume, pore blockage, migration and displacement 

efficiency. 

2.3. State of the art and applications 

Nanoemulsions, either oil-in-water or water-in-oil, have been recognized as 

promising technology for several industrial applications including chemical, 

pharmaceutical, food and oil and gas fields [31,37]. About the latter, they have been 

already applied for novel drilling, well completion, well remediation, well 

stimulation and formation fracturing, pipeline cleaning, oil tank and vessel cleanup 

and many others. 

Concerning drilling process, nanoemulsions represent an advancement in 

deposit/mud removal, formation clean-up, scale inhibition and flow assurance 

thanks to their efficacy, achievable also with lower disposal volumes with respect 

to conventional methods [27,51]. Their use in wellbore cleaning has been triggered 

by the need to mitigate the challenges of the conventional chemicals (surfactants) in 

operation of oil and gas industry, such as the requirement of high turbulent flow 

and large volume together with the risk of formation contamination caused by 

unsuitable surfactants selection [37]. Nanoemulsions demonstrated an excellent 

cleaning efficiency when compared to conventional surfactant/detergents-based 

cleaning fluids on the basis of the mud removal efficiency (MRE). 

A consistent number of studies have been conducted also on their application for 

production enhancement [52–54], and well stimulation, highlighting the huge 

success obtained by their use as cleanup additives in fracturing operations, allowing 

an easier flow-back of fracturing fluids. 

The investigations in chemical EOR field suggested the possible employment of this 

technology to mobilize the residual crude oil after primary and secondary recovery. 

McAuliffe firstly encouraged emulsion application in light of the fact that surfactant 

flooding is made uneconomical by the loss of costly surfactants due to adsorption 
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over the rock surface, polymer flooding promotes pores/capillaries plugging 

leading to the creation of low permeable zones and Alkali-Surfactant-Polymer 

(ASP) flooding brings to scale formation polluting the oil. Deeper studies on this 

topic underlined that poor emulsion stability, which made them unsuitable for 

flooding, could be solved by nanotechnology. In particular, properly designed 

nanoemulsions are able to reduce IFT much lower than conventional emulsions, 

enhance wettability of the rock and solubilize large quantities of hydrocarbons, 

ensuring a better injectivity without phase separation due to the nanometric size of 

the droplets [37]. 

In this context, EOR applications of nanoemulsion is still at the beginning of its path, 

being investigated almost exclusively with laboratory experiments. Literature on 

nanoemulsion based EOR is not very rich [42,47,48,55–64], with the nearly complete 

absence of simulation works on the topic. In this context, the present thesis aims at 

blazing a trail in simulation of nanoemulsion EOR processes, providing a first 

approach to their modeling which can be possibly improved by future studies. 

2.3.1. Challenges and future prospects 

Currently, Nanoemulsions do not represent a mature technology and require a 

deeper global understanding together with relevant improvements to face 

challenges that are still evolving. For this reason, their application in oil industry is 

yet in research phase, where all the efforts are directed to overcome the existing 

limits to achieve successful operations. Some of the issues that are delaying their 

employment on field are here listed [37]: 

• Stability in different reservoir environments: this is a crucial aspect 

influencing the effectiveness of nanoemulsions in field operations. The 

stability of emulsion could vary according to the type of environment in 

which it is injected, hence a suitable composition and preparation procedure 

should be applied. This can be done only after a precise study on the 

interaction between the nanoemulsion constituents and the reservoir 

environment which is lacking at the time. 

• Recovery mechanisms understanding: this element represents the basis of 

simulation workflow and possible future improvements of this technology, 

therefore it is vital to learn more about the topic since the knowledge in this 

field is still at an early stage. 

• Economic viability: there are differing opinions on the hypothetical 

advantage brought by nanoemulsion in economic terms. On one side a 

rational formulation of this particular fluid allows to reduce the 

concentration of really costly elements (such as solvent and surfactants) with 

respect to conventional chemicals. Otherwise, an expensive and specialized 
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equipment must be used for the preparation together with a consistent 

energy input. A series of laboratory tests on this matter have been carried out 

by Del Gaudio et al. [41]. 

• Environmental impact: the effect of this technology on health and 

environment is still unknown due to its novelty in the oil and gas field. The 

dominant concerns about the use of nanoemulsions in reservoir regard 

groundwater pollution with consequent effects on vegetation and living 

organisms. 
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3 Experimental campaign 

In this chapter the general experimental workflow adopted by Eni is described with 

reference to nanoemulsion technique testing at the laboratory scale. 

The EOR study and application process adopted by Eni is structured across various 

parallel activities among which the most important for the purpose of this thesis are 

laboratory experiments and simulation analysis. The parallel approach in an EOR 

technology application allows reducing costs and time with respect to a sequential 

one. The critical steps encountered during the assessment of technology efficacy are 

two: laboratory analysis and simulations. Moreover, establishing a cooperation 

between the two parts is of huge importance because it ensures, on one side, to have 

the right and updated input data coming from the laboratory, and, on the other side, 

to guide the experimental campaign in the tests and measures to be performed for 

the determination of all the parameters, required within the simulation. The 

fundamental importance of this cooperation between activities must be underlined 

in light of the observation that the present work represents a pioneering study of 

nanoemulsion EOR simulation. 

In order to analyze the potential effectiveness of this technology, several flooding 

tests have been planned, consisting of two different phases: the first one involves 

coreflooding tests with slim tubes filled with crushed Berea and saturated oil, with 

the aim of evaluating the outgoing phases with respect to the injected formulation 

and the efficiency of displacement of the nanoemulsion slug, to obtain the highest 

oil recovery. In addition, the slim tube analyzes the behavior of nanoemulsion at 

long distances from the point of injection. The second phase involves flooding tests 

with reservoir oil plugs, to evaluate the injectivity of the nanoemulsion selected 

through the first phase and to optimize the efficiency of nanoemulsion formulation 

in terms of oil recovery. The plug tests analyze the nanoemulsion behavior in the 

near wellbore zone. In this thesis work two experiments are posed under study, one 

belonging to the first phase, one to the second.  

The general coreflooding experimental workflow is summarized in Figure 3.1. 
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Figure 3.1: General coreflooding experimental workflow. 

3.1. Field selection for nanoemulsion EOR application 

The application of nanoemulsion injection follows the typical workflow adopted by 

Eni to develop an EOR project. First, there is the screening phase, during which a 

specific field is selected and an EOR technique is chosen to be evaluated. Then, 

laboratory analyses are performed, consisting of rock and fluid characterization, 

displacement tests on core plugs and determination of the principal input 

parameters for the following simulation phase. The reservoir simulations aim to 

interpret the results coming from the previous activities representing a selected area 

of the chosen field through sector modelling and to perform forecast scenarios with 

the purpose of understanding if the selected EOR technique can bring possible 

benefits when applied. If the EOR technique results effective in the performed 

reservoir simulations, field tests are proposed [65]. The field tests are the Single Well 

Chemical Tracer Test (SWCTT) and the Pilot inter-well test. The former is a widely 

applied test to measure the residual oil saturation after waterflooding and a 

subsequent EOR process. In the SWCTT an ester is injected into a selected well and 

it partially reacts with water to form an alcohol (hydrolysis reaction). Then, the well 

is switched to production mode and the concentration of produced ester and alcohol 

are measured. Since the ester partitions into oil and water while alcohol is only 

present in the water phase, the residual oil can be deducted, if the partition 

coefficient is known, from the relative arrival times of the ester and alcohol [66]. The 

Pilot inter-well test consists in the injection of the EOR technology through an 

injector well and monitor the connected producers. If positive results are 

encountered with the field tests, the EOR technique is designed to be applied on a 

full-field scale. 

The Beta field, a reservoir located in North Africa, is selected during the screening 

phase for the application of the nanoemulsion technique. Note that the activity 

conducted on slim tube is a pioneering test aimed at assessing the feasibility of 

nanoemulsion EOR specifically on Beta field, while the plug test is not referred to 

the same application. 

Sample 
preparation

Flooding
Sample 

characterization

Data 

elaboration
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3.2. Plug application 

The first experiment taken into consideration was carried out in 2017 by Del Gaudio 

et al. [47]. Their goal was to evaluate the effectiveness of the nanoemulsions as 

displacing fluid for enhanced oil recovery and to investigate the mechanisms of 

mobilization of the residual oil in comparison with the classical chemical EOR 

methods. 

3.2.1. Fluid data 

Water 

Brine A is chosen to approximate the specific field conditions. It is characterized by 

a salinity level that is listed in Table 3.1. 

Table 3.1: Brine A salinity. 

Oil 

The properties of the crude oil used for the experiments are summarized in Table 

3.2. 

°API Asphaltenic Viscosity @ RC [cP] Density @ 77°C [g/ml] 

12.5 highly 23 0.9158 

Table 3.2: Crude oil characteristics. 

Note that the viscosity listed in Table 3.2 refers to the live oil condition; in the case 

of dead oil its value corresponds to 64 cP when the temperature is 77°C (reservoir 

temperature).  

Nanoemulsion 

For this particular application, the nanoemulsion has been prepared using 8% of 

Xylene as organic phase, a surfactant package containing 4 commercial surfactants 

(at different concentrations) and brine, as reported in Table 3.3. 

NaCl [mg/l] 64500 

CaCl2 [mg/l] 14100 

Salinity as NaCl [mg/l] 77300 

Phase 
Brine (continuous 

phase) 

Solvent (dispersed 

phase) 
Surfactants 

Name Brine A Xylene 
Glucopon 600, Atlox 

4913, Span 80 

Concentration 87.01% 8% 4.99% 
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Table 3.3: Nanoemulsion composition. 

3.2.2. Coreflooding experimental setup 

The core flooding experimental apparatus is depicted in Figure 3.2. It consists of 

three main sections: (i) pumps for fluids injection, (ii) a core holder and (iii) an 

effluent collector system. 

 

Figure 3.2: Core flooding experimental apparatus. 

Pumping system 

The pumping system consists of two piston pumps (Figure 3.3). The upper one is 

used to pump water, the lower one is used to pump the nanoemulsion. An 

additional water pumping system is used to apply the confining pressure to the 

core. The pumped flow rate accuracy is ± 1% of the set point. 

 

Figure 3.3: Pumping system. 

Sample 

The sample is placed in an oven to mimic the reservoir temperature, inserted in a 

hassle-type core holder set under pressure by the confining pressure line. 
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Two tubes, representing the injection and production endpoints, are connected at 

the bottom and at the top of the sample, respectively. Two other tubes, related to 

pressure transducers (P circled in Figure 3.2), are connected to the sample as the 

previous ones. The pressure transducers accuracy is ± 0.5% of the full scale (40 bar 

at the inlet and 2.5 bar at the outlet). 

 

Effluent collection system 

During the core flooding test the effluents are automatically collected from the 

outlet tube in the effluent collector system, characterized by a set of test tubes. On 

the outlet line, before the effluent collection system, a heater is used to prevent the 

oil clamping in the line. The collection frequency is defined in minutes and in 

fraction of pore volume. By performing the collection in this way, it is possible to 

define a more accurate recovery curve. The effluent collection system is illustrated 

in Figure 3.4. 

 

Figure 3.4: Effluent collection system. 

3.2.3. Core preparation and installation 

The test has been carried out on a Berea sandstone plug whose characteristics are 

listed in the following table. 

Length [cm] Diameter [cm] Porosity [%] 
Permeability 

[mD] 

Pore volume 

[ml] 

9.72 5.01 22.56 360 43.508 

Table 3.4: Core sample characteristics. 

The preliminary phase to a flooding test is the core preparation that is aimed at 

reproducing ideally the reservoir conditions in terms of initial oil saturation. It 

proceeds with brine saturation (injecting water to fully saturation (100%)), 

following brine displacement with oil until initial water saturation conditions (𝑆𝑤𝑖) 

and a following ageing phase. The initial water saturation for this case is estimated 
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as 27.2%. The ageing phase consist of placing the plug in the reservoir oil for a 

period of four weeks to reproduce as best as possible the original reservoir 

wettability. After the ageing period, the core is cleaned superficially, and it is ready 

to be mounted on the core holder.  

The installation is then performed with the use of a bench clamp, by covering the 

core with a rubber sleeve in which it is inserted, starting from the bottom and 

following the same direction of the flooding done during the preparation phase. 

 
Figure 3.5: Core covered with rubber sleeve. 

Then the top head is attached, and the core is fixed in the hassler-type core holder. 

The gap between the sleeve and the core holder inner wall is filled with distilled 

water or gas as illustrated in Figure 3.6. 

 
Figure 3.6: Core holder fixing. 

At the end the core is placed in the oven, where it is subjected to a confining 

pressure of 40 bar that makes it ready for the flooding. 
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Figure 3.7: Core positioning in the oven. 

The saturation and ageing processes go in parallel with the weight check procedure, 

which is needed to assess the petrophysical properties of the core. In this context, 

the effective permeability calculation is executed through the use of Darcy law, 

knowing the geometrical features of the sample and the pressure drop across it as 

reported in Equation (3.2). 

𝑞 =
𝑘𝐴

𝜇

∆𝑃

𝐿
 (3.1) 

From Equation (3.1) it is possible to obtain k: 

𝑘 =
𝑞 ∙ 𝜇 ∙ 𝐿

𝐴 ∙ ∆𝑃
 (3.2) 

3.2.4. Test execution and calculations 

Once the plug has been prepared, the standard fluid injection sequence has been 

followed to carry out the experiment in tertiary mode: 

1. Brine injection (~80 PV2; 0.7 ml/min); 

2. Nanoemulsion injection (0.3 PV; 0.7 ml/min); 

3. Brine Injection (0.7 ml/min). 

It is important to highlight the complexity of the switch between different solutions 

which is carried out by operating the respective pumps and valves, paying attention 

 
2 PV = Pore Volume, part of the internal void volume of a porous material occupied by oil in place. 
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to reduce as much as possible the destabilization of the system that may be triggered 

by dead volumes, pressure oscillations and lag times. 

 

As flooding proceeds, effluents are collected in test tubes and analysed to determine 

the quantity of oil present in each of them. The total mass of oil is then computed 

considering the sum of the produced oil and the residual one extracted from the 

core through a cleaning procedure made with toluene and methanol. This value is 

critical to obtain a reliable value of the recovery factor at the end of the coreflooding 

procedure. 

The total recovery factor (𝑅𝐹𝑇𝑜𝑡𝑎𝑙) can be calculated considering the sum of the 

contribution of the oil recovered after water flooding and the oil recovered after 

nanoemulsion flooding displacement process. 

 

As a consequence, to isolate the contribution of nanoemulsion on oil recovery, the 

results have been expressed as follows: 

 
∆𝑅𝐹 (%) = 𝑅𝐹𝑇𝑜𝑡𝑎𝑙(%) − 𝑅𝐹𝑤𝑓(%) (3.3) 

where 𝑅𝐹𝑇𝑜𝑡𝑎𝑙 is the overall cumulative recovery factor and 𝑅𝐹𝑤𝑓 is the recovery 

factor associated to the water flooding. 

 

In addition, the Bottom hole Pressure is recorded considering pressure signals 

coming from the transducers located at the inlet and at the outlet of the sample. The 

pressure at the outlet of the sample is set at a constant value of 1 bar (atmospheric 

pressure). 

3.2.5. Results 

The computed RF and the ΔP recorded during the experiment are illustrated in 

Figure 3.8. As can be noted, the recovery factor curve presents a fast increase in the 

initial part that is related to water flooding. The rising trend slows down after 

roughly 10 PV, bringing to a waterflooding recovery of 63.6%. This value is useful 

for the calculation of Residual Oil Saturation (𝑆𝑜𝑟) according to: 

 
𝑅𝐹 =

𝑆𝑜𝑖 − 𝑆𝑜𝑟
𝑆𝑜𝑖

 (3.4) 

 
𝑆𝑜𝑟 = 𝑆𝑜𝑖 − 𝑅𝐹 ∙ 𝑆𝑜𝑖 = 0.265 (3.5) 

where 𝑆𝑜𝑖 is computed as 1 − 𝑆𝑤𝑖. 
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The effect of the nanoemulsion becomes clear after 81 PV when the recovery 

experiences a steep growth. Looking at the pressure chart, this moment is 

highlighted by a peak reaching 2.1 bars. 

 
Figure 3.8: Experimental results for Recovery Factor and Bottom hole Pressure. 

 

Following the flooding of the nanoemulsion, an additional oil recovery (~21%) was 

achieved (as compared against the water flooding). This result is consistent with 

what observed and reported in literature for conventional chemical EOR processes, 

i.e., polymer flooding (8-10%) and surfactant flooding (20-40%). 

Table 3.5: Recovery results from flooding experiment. 

3.3. Slim tube application 

The goal of this experiment was to verify the composition of the outgoing phases 

with respect to the injected formulations and the contribution of the displacement 

of the nanoemulsion slug to yield the highest oil recoveries. 

3.3.1. Fluid data 
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The synthetic water employed in this test is a laboratory product used both for the 

waterflooding phase and for the formulation of the nanoemulsion. To prepare the 

synthetic injection water the carbonate and sulphate anions have been excluded to 

avoid having insoluble precipitates during the test. The brine composition is listed 

in Table 3.6. 

NaCl [mg/l] 9410 

CaCl2 [mg/l] 3050 

KCl [mg/l] 151 

MgCl2 6H2O [mg/l] 1825 

Equivalent salinity as NaCl [mg/l] 13789.66 

Table 3.6: Brine salinity. 

Oil 

Due to the lack of reservoir oil in the laboratories, it was decided to use an analogue. 

For this reason, a deep analysis has been conducted to select the potential oil 

suitable for coreflooding purposes. 

The research of the analogue oil to be used was carried out by setting the following 

as parameters of comparison: 

• °API,  

• Reservoir temperature (Tres), 

• Molecular weight (MW),  

• Composition,  

• Viscosity at ambient pressure and reservoir temperature (µ @Pamb, 

Tres). 

Parameter Field Oil Test Oil 

Tres [°C] 112.8 75 

Pres [bara] 384.38 252.62 

°API 40 40.6 

µoil @Pamb, Tres [cP] 1.55 2.2 

MW [g/mol] 74.66 73.35 

Table 3.7: Oil characteristics comparison. 

Nanoemulsion 

For this flooding tests, synthetic brine has been selected as continuous phase in 

which the solvent Solvesso 150 is dispersed. The surfactant package utilized for 

solvent droplet stabilization is composed by 4 commercial surfactants: Glucopon 
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600, Span 80 and Zephrym (ex Atlox) 4913. Nanoemulsion formulation is 

summarized in Table 3.8. 

Table 3.8: Nanoemulsion composition. 

3.3.2. Slim tube experimental setup 

The experimental setup used in this case is very similar to the one used for the 

flooding test on core (Figure 3.2) described in Section 3.2.2. The innovative aspect of 

this test is the employment of a slim tube instead of a core. A slim tube is a 2 m long 

aluminium duct filled with unconsolidated Berea sand in the range 75-160 micron. 

Given its length, that makes it impossible to keep it vertically extended, the slim 

tube is wrapped in large coils and inserted into the oven where it is held at a 

constant temperature of 90°C. 

 

Figure 3.9: Slim tube aluminum duct. 

No confinement pressure is applied because of the difficulty in maintaining it 

constant during the whole experiment. 

The principal characteristics of the tube are summarized Table 3.9. 

Phase 
Brine (continuous 

phase) 

Solvent 

(dispersed phase) 
Surfactants 

Name Synthetic brine Solvesso 150 

Glucopon 600, 

Zephrym 4913, 

Span 80 

Concentration 88.346% 8% 3.654% 

Length 

[cm] 

External 

diameter 

[cm] 

Internal 

diameter 

[cm] 

Tube 

volume 

[ml] 

Porosity 

[%] 

Pore 

volume 

[ml] 

Absolute 

Permeability 

[mD] 

200 0.953 0.77 94.2 41 38.62 2900 
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Table 3.9: Slim tube characteristics. 

3.3.3. Slim tube preparation and installation 

The procedure followed to carry out the trial is illustrated in Figure 3.10. 

 

Figure 3.10: Experimental workflow followed during flooding in slim tube. 

Preparation of the slim tube for the flooding starts with 𝑁2 injection. The latter has 

a dual purpose, corresponding to sand drying and determination of gas 

permeability. In this case, brine saturation is attained twice, first at ambient and 

then at reservoir temperature. The value of effective permeability to water 

computed through Darcy’s law is obtained from the second flushing as: 

 
𝑞 =

𝑘𝐴

𝜇

∆𝑃

𝐿
 (3.6) 

Knowing the slim tube geometric parameters, the pressure drop across the tube (1.5 

bar) and the water viscosity (0.28 cP), from Equation (3.6) it is possible to obtain the 

value of gas permeability: 

 
𝑘 = 677 𝑚𝐷 (3.7) 

The slim tube preparation phase is then concluded with brine displacement by 

mean of oil injection, through which the value of 𝑆𝑤𝑖 has been estimated (𝑆𝑤𝑖  = 38%). 

This last step is followed by 40 days ageing in the oven at 90°C aimed at obtaining 

the most reliable reproduction of the original system in reservoir. 

In contrast to what explained for the core case, the slim tube is not inserted in a 

rubber sleeve and is placed in the oven without any confining pressure. 
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Figure 3.11: Coiled slim tube inside the oven. 

3.3.4. Injection procedure 

The injection procedure consists of: 

1. water is firstly flooded into the tube at 0.5 ml/min to reproduce secondary 

recovery until no more oil is produced. 

2. Afterward a nanoemulsion slug corresponding to 1/3 of the total pore 

volume is injected at the same rate and lastly chase water is used to clean the 

tube from eventual residuals before calculating again the final 𝑆𝑜𝑟 value. 

The bottom hole pressure and oil recovery data are collected as previously 

discussed and are reported in Figure 3.12. 

3.3.5. Results and discussion  

As shown in Figure 3.12, the recovery factor curve displays a steep slope at the 

beginning of waterflooding that tends to stabilize around a value of 73% in less than 

1 PV. At this state the 𝑆𝑜𝑟 value is found to be equal to 0.17. 

The plateau that starts from this point, continues until nanoemulsion effects become 

appreciable, i.e., roughly 1 PV after injection. The curve then starts again to 

smoothly increase until it reaches the maximum value of 88.44%. Oil recovery due 

to the injection of nanoemulsion slug is about 16%. Table 3.10 summarizes the RF 

obtained during the slim tube flooding. 

Table 3.10: Recovery results from flooding experiment. 

 

𝑅𝐹𝑤𝑓  [%] 𝑅𝐹𝑇𝑜𝑡𝑎𝑙 [%] ΔRF [%] 

72.58 88.44 15.86 



34 3 Experimental campaign 

 

 

Pressure is stable during the water injection; then, it is perturbed by the arrival of 

the nanoemulsion which is able to move the oil in a more efficient way with respect 

to water. This causes a strong increase in pressure, attaining a value of about 10 

bars, stabilizing at about 8 bars after 4 PV. 

 

Figure 3.12: Experimental results for Recovery Factor and Bottom hole Pressure. 
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4 Simulation workflow 

4.1. Choice of the simulator 

The application of simulation tools to fluid flow across porous/fractured reservoirs 

has been applied in oil and gas industry since the 1950s [21]. 

It is of primary importance to assess the efficacy of new/advanced EOR techniques 

through experimental modelling activities prior to their implementation in field 

applications. Preliminary experimental investigations act as input data for 

simulator; the following laboratory experiments simulation help interpreting the 

achieved results in terms of rock-fluid interactions during fluid flow through 

porous media, oil recoveries and effectivity of different EOR methods providing an 

insight about the relevance of the selected injecting fluid and determination of 

parameters required for upscaling at field/reservoir level [67–75]. 

Despite reservoir simulators are widely used, it is appropriate to state that the 

porous media structure and the flow through it are impossible to describe, leading 

to a marked degree of uncertainty behind the results a given software provides [76]. 

Industries nowadays are engaged in employing reservoir simulators such as 

ECLIPSE by Schlumberger (SLB), UTCHEM by University of Texas (UT Austin), 

REVEAL by Petroleum Experts (Petex), VIP (Landmark, Halliburton), IMEX and 

STARS by Computer Modelling Group (CMG) which accurately/realistically 

predict the chemical flooding processes [68,77]. 

The simulation tool selected to model the nanoemulsion experimental activity is 

STARS (Steam, Thermal and Advanced processes Reservoir Simulator) by CMG. It 

is a three-phase advanced simulator known for its ability to model both laboratory 

and field scale applications while also having the capability to handle complicated 

chemical behavior [69,77,78]. 

4.2. Mathematical model and conservation equations 

CMG STARS is a finite difference numerical simulator that describes mathematical 

equations for fluid flow in a petroleum reservoir. It solves a set of conservation 
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equations, consisting of material balance equations, flow equations, chemical 

reactions, heat exchange equations and phase equilibrium equations [79]. The 

mathematical model is structured as follows: one conservation equation is 

implemented for each chemical component for which a separate accounting is 

desired, along with some equations describing phase equilibrium between phases. 

A set of such equations is applied for each region of interest, which is usually a 

discretized grid block. An equation describing the operating conditions of each 

injection and production well is also included [78]. 

The basic governing equations relate the conservation of mass and energy for the 

elementary volume of the region of interest, where the change for each component 

in the volume is related to the fluids entering and leaving the volume [80,81]. The 

principle of conservation states that the accumulated quantity within a region 

depends on the rate of net-inflow and net-outflow according to: 

 

 

𝑅𝑐ℎ𝑎𝑛𝑔𝑒,𝑎𝑐𝑐  = 𝑅𝑛𝑒𝑡 𝑖𝑛𝑓𝑙𝑜𝑤,𝑎𝑑𝑗 𝑟𝑒𝑔 + 𝑅𝑛𝑒𝑡,𝑎𝑑𝑑  (4.1) 

where: 

• 𝑅𝑐ℎ𝑎𝑛𝑔𝑒,𝑎𝑐𝑐   = Rate of change of accumulation 

• 𝑅𝑛𝑒𝑡 𝑖𝑛𝑓𝑙𝑜𝑤,𝑎𝑑𝑗 𝑟𝑒𝑔 = net rate of inflow from adjacent regions 

• 𝑅𝑛𝑒𝑡,𝑎𝑑𝑑  = net rate of addition from sources and sinks 

The governing conservation equation is applied for each component along with the 

energy of the system. The mass conservation equation for component i is defined 

as: 

Water/oil 

flow IN 
Water/oil 

flow OUT 
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𝜕

𝜕𝑡
[𝑉𝑓(𝜌𝑤𝑆𝑤𝑤𝑖 + 𝜌𝑜𝑆𝑜𝑥𝑖 + 𝜌𝑔𝑆𝑔𝑦𝑖) + 𝑉𝑣𝐴𝑑𝑖]

=  ∑[𝑇𝑤𝜌𝑤𝑤𝑖∆Ф𝑤 + 𝑇𝑜𝜌𝑜𝑥𝑖∆Ф𝑜 + 𝑇𝑔𝜌𝑔𝑦𝑖∆Ф𝑔]

𝑛𝑓

𝑘=1

+ 𝑉∑(𝑠′𝑘𝑖 − 𝑠𝑘𝑖) 𝑟𝑘

𝑛𝑟

𝑘=1

+ ∑[𝜑𝐷𝑤𝑖𝜌𝑤∆𝑤𝑖 + 𝜑𝐷𝑜𝑖𝜌𝑜∆𝑥𝑖 + 𝜑𝐷𝑔𝑖𝜌𝑔∆𝑦𝑖]

𝑛𝑓

𝑘=1

+ 𝜌𝑤𝑞𝑤𝑘𝑤𝑖 + 𝜌𝑜𝑞𝑜𝑘𝑥𝑖 + 𝜌𝑔𝑞𝑔𝑘𝑦𝑖 + 𝛿𝑖𝑤∑𝜌𝑤𝑞𝑎𝑞𝑤𝑘

𝑛𝑓

𝑘=1

 

(4.2) 

where 
𝜕

𝜕𝑡
[𝑉𝑓(𝜌𝑤𝑆𝑤𝑤𝑖 + 𝜌𝑜𝑆𝑜𝑥𝑖 + 𝜌𝑔𝑆𝑔𝑦𝑖) + 𝑉𝑣𝐴𝑑𝑖] is the accumulation term for a 

flowing and adsorbed component i, with 𝑉𝑓  representing the total fluid volume and 

𝑉𝑣  the void volume. 𝑤𝑖, 𝑥𝑖 and 𝑦𝑖  refer to mole fraction of component i in water, oil, 

and gas respectively, whereas 𝜌 and S stand for density and saturation of different 

phases. 𝑉∑ (𝑠′𝑘𝑖 − 𝑠𝑘𝑖) 𝑟𝑘
𝑛𝑟
𝑘=1  is the reaction source/sink term for component i, in 

which 𝑟𝑘 is the volumetric rate of reaction k, 𝑠𝑘𝑖 and 𝑠′𝑘𝑖 are reactant and product 

stoichiometric coefficient of component i in reaction k. In addition, 𝜌𝑤𝑞𝑤𝑘𝑤𝑖 +

𝜌𝑜𝑞𝑜𝑘𝑥𝑖 + 𝜌𝑔𝑞𝑔𝑘𝑦𝑖 is the well source/sink term for the flowing component i. In those 

terms quantity 𝑞𝑗𝑘  is the well rate of phase j in layer k. ∑ [𝑇𝑤𝜌𝑤𝑤𝑖∆Ф𝑤 +
𝑛𝑓
𝑘=1

 𝑇𝑜𝜌𝑜𝑥𝑖∆Ф𝑜 + 𝑇𝑔𝜌𝑔𝑦𝑖∆Ф𝑔] + ∑ [𝜑𝐷𝑤𝑖𝜌𝑤∆𝑤𝑖 +𝜑𝐷𝑜𝑖𝜌𝑜∆𝑥𝑖 +𝜑𝐷𝑔𝑖𝜌𝑔∆𝑦𝑖]
𝑛𝑓
𝑘=1

 is the flow 

term for the flowing component i, where T is the transmissibility of the component 

between two regions, which accounts for cross sectional area, distance between the 

elementary volumes and fluid permeability. Moreover, it is related to the 

volumetric flow rate 𝑣 as follows: 

𝑣𝑗 = 𝑇(
𝑘𝑟𝑗
𝜇𝑗𝑟𝑗

)∆Ф𝑗 𝑗 = 𝑤, 𝑜, 𝑔 (4.3) 

where, 𝑘𝑟𝑗 is relative permeability, 𝑟𝑗 is the phase resistance factor and 𝜇𝑗 is the 

viscosity of the phase j. ∆Ф𝑗 is the potential difference of phase j and its positive or 

negative value corresponds to the inflow or outflow from the elementary volume. 

𝐷𝑤𝑖, 𝐷𝑜𝑖, and 𝐷𝑔𝑖 are the respective dispersibility of the component in water, oil, and 

gas phases. The term ∑ 𝜌𝑤𝑞𝑎𝑞𝑤𝑘
𝑛𝑓
𝑘=1

 corresponds to a source/sink term for the water 

component where 𝑞𝑎𝑞𝑤𝑘 represents the volumetric water flow rate through a block 

face to/from the adjacent domain. 
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Energy conservation is written as: 

𝜕

𝜕𝑡
[𝑉𝑓(𝜌𝑤𝑆𝑤𝑈𝑤 + 𝜌𝑜𝑆𝑜𝑈𝑜 + 𝜌𝑔𝑆𝑔𝑈𝑔) + 𝑉𝑣𝑐𝑠𝑈𝑠 + 𝑉𝑟𝑈𝑟]

=  ∑[𝑇𝑤𝜌𝑤𝐻𝑤∆Ф𝑤 + 𝑇𝑜𝜌𝑜𝐻𝑜∆Ф𝑜 + 𝑇𝑔𝜌𝑔𝐻𝑔∆Ф𝑔]

𝑛𝑓

𝑘=1

+∑𝐾∆𝑇 + 𝜌𝑤𝑞𝑤𝑘𝐻𝑤 + 𝜌𝑜𝑞𝑜𝑘𝐻𝑜 + 𝜌𝑔𝑞𝑔𝑘𝐻𝑔

𝑛𝑓

𝑘=1

+ 𝑉∑𝐻𝑟𝑘 𝑟𝑘

𝑛𝑟

𝑘=1

+∑𝐻𝐿𝑘

𝑛𝑟

𝑘=1

+𝐻𝐿𝑣 +𝐻𝐿𝑐

+∑(𝐻𝐴𝐶𝑉 + 𝐻𝐴𝐶𝐷)𝑘

𝑛𝑓

𝑘=1

 

(4.4) 

Here 
𝜕

𝜕𝑡
[𝑉𝑓(𝜌𝑤𝑆𝑤𝑈𝑤 + 𝜌𝑜𝑆𝑜𝑈𝑜 + 𝜌𝑔𝑆𝑔𝑈𝑔) + 𝑉𝑣𝑐𝑠𝑈𝑠 + 𝑉𝑟𝑈𝑟] is the term related to 

energy accumulation, in which 𝑈𝑗 , 𝑗 = 𝑤, 𝑜, 𝑔, 𝑠 is the internal energy as a function 

of temperature and phase composition, 𝑈𝑟 is the energy per rock volume and 𝑐𝑠 is 

the total solid concentration. ∑ [𝑇𝑤𝜌𝑤𝐻𝑤∆Ф𝑤 + 𝑇𝑜𝜌𝑜𝐻𝑜∆Ф𝑜 + 𝑇𝑔𝜌𝑔𝐻𝑔∆Ф𝑔]
𝑛𝑓
𝑘=1

+

∑ 𝐾∆𝑇
𝑛𝑓
𝑘=1

 is the energy term for flow between two regions, where 𝐻𝑗 denotes the 

enthalpy of the respective phase. 𝜌𝑤𝑞𝑤𝑘𝐻𝑤 + 𝜌𝑜𝑞𝑜𝑘𝐻𝑜 + 𝜌𝑔𝑞𝑔𝑘𝐻𝑔 is the well 

source/sink term for energy while 𝐻𝐿𝑘, 𝐻𝐿𝑣 , 𝐻𝐿𝑐 represent the total heat transfer rate 

from adjacent formation, heat transfer rate calculated from a convective model and 

constant heat transfer model respectively. The chemical reaction source/sink term 

for energy is 𝑉 ∑ 𝐻𝑟𝑘  𝑟𝑘
𝑛𝑟
𝑘=1  where 𝐻𝑟𝑘  is the enthalpy of reaction k. The last term is 

referred to as thermal aquifer sources/sinks, 𝐻𝐴𝐶𝑉 and 𝐻𝐴𝐶𝐷 are the rates of heat 

transferred by convection and conduction to/from the adjacent aquifer. 

Apart from the basic conservation equations, STARS employs additional equations 

to generate relative permeability curves, to account for alterations of rock-fluid 

interaction and to model solvent injection processes by using solubility equilibrium 

values (K values). They will be presented in the following paragraphs. 

With an appropriate set of initial/boundary conditions, the governing models are 

applied to develop an understanding of simultaneous flow of two or more fluid 

phases. 
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4.3. Core flooding simulation 

The experimental simulation study includes the precise description of volumetric 

dimensions, fluid compositions, fluid flow through porous media and water/oil 

saturation [82–85]. The first step of the modeling part is to create a simulation grid 

reproducing the core sample. To do this, a series of assumptions has been made to 

simplify the problem:  

• A two-phase system is considered, comprising water and crude oil with no 

presence of gas phase. 

• The sample is portrayed to be homogeneous without any geological 

heterogeneity. 

• Flow of fluids in radial direction is negligible in comparison to the flow in 

the axial direction of the core (1-D model). 

• The fluids are considered Newtonian and Darcy’s law is considered. 

• The effect of chemical reactions and salinity is disregarded. 

The data representing the basic properties of the model are categorized into sections 

as follows: 

1. Rock data, 

2. Fluid components data, 

3. Rock-fluid interaction, 

4. Initial conditions, 

5. Wells data. 

Hereafter the implementation of the core flooding activity described in the previous 

chapter is described. 

Rock data 

The first step of the modeling path is the rock sample design. Despite the cylindrical 

shape of the Berea core, it is a common practice to adopt a Cartesian squared section 

grid for the grid model, where the extent of the area is the same as the real one. The 

longitudinal direction of the sample (assumed as the flow direction) is divided into 

100 cells. The grid geometrical properties are listed in Table 4.1. 

N. cells 100x1x1 

Length (i dimension) [cm] 9.72 

Height and depth (j and k dimension) [cm] 4.44 

Area [cm2] 19.71 

Volume [cm3] 191.62 
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Cell i dimension (Δi) [cm] 0.0972 

Cell j dimension (Δj) [cm] 4.44 

Cell k dimension (Δk) [cm] 4.44 

Table 4.1: Core grid dimensions. 

The sample used for flooding experiment is characterized by a porosity φ of 22.56% 

and a permeability k = 360 mD, both assessed through laboratory tests. The pore 

volume of the system is then 4.323 ∙ 10−5 m3 (obtained from the product of φ and 

the total plug volume). 

Porosity Permeability [mD] 

  

(a) Core sample porosity φ. (b) Core sample permeability k. 

Figure 4.1: Grid petrophysical properties on the simulator interface. 

Fluid components data 

Water and oil are the two phases initially present within the system. Absence of gas 

is assumed. Fluid properties (i.e. molecular weight, density and viscosity) must be 

specified according to the experiment at reservoir temperature, that is equal to 77°C. 

Many of these are directly obtained from laboratory measurements except water 

viscosity at the reservoir temperature that is extrapolated trough a regression on 

experimental value obtained at lower temperature. The results of the regression 

procedure are shown in Table 4.2 and Figure 4.2. A second order polynomial 

regression curve has been used to get the value at 77°C. 

Temperature [°C] Water Viscosity [cP] 

50 0.547 

60 0.466 

70 0.404 

80 0.354 

90 0.314 

Table 4.2: Water viscosity values. 
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Figure 4.2: Brine viscosity interpolated values. 

The values of fluid parameters used for each fluid are listed in Table 4.3. 

 MW [kg/mol] Density @ 77°C [kg/m3] Viscosity @ 77°C [cP] 

Brine 0.018 973.61 0.381 

Oil 0.210 915.8 64 

Table 4.3: Oil and water features. 

Since the test is carried out under isothermal conditions, these parameters remain 

constant during the test simulation. 

Rock-fluid interaction 

The saturation function curves are defined in the following. These refer to relative 

permeabilities and capillary pressure as a function of water saturation. Capillary 

pressure is set to zero since it is commonly considered to be negligible in 1D 

simulations (e.g., [86,87]). 

Relative permeabilities are defined following Corey’s model [88], i.e.: 

𝑘𝑟𝑜 = 𝑘𝑟𝑜,𝑚𝑎𝑥 (
𝑆𝑜 − 𝑆𝑜𝑟

1 − 𝑆𝑜𝑟 − 𝑆𝑤𝑖
)
𝑛𝑜

 (4.5) 

𝑘𝑟𝑤 = 𝑘𝑟𝑤,𝑚𝑎𝑥 (
𝑆𝑤 − 𝑆𝑤𝑖

1 − 𝑆𝑜𝑟 − 𝑆𝑤𝑖
)
𝑛𝑤

 (4.6) 

Here, 𝑘𝑟𝑜,𝑚𝑎𝑥 and 𝑘𝑟𝑤,𝑚𝑎𝑥 are the values of oil relative permeability at connate water 

saturation and water relative permeability at irreducible oil saturation respectively; 

𝑆𝑜 and 𝑆𝑤 are oil and water saturations; 𝑆𝑤𝑖  is the initial water saturation and 𝑆𝑜𝑟 is 

the residual oil saturation and 𝑛𝑤 and 𝑛𝑜 are the Corey’s exponents. In order to 

define the relative permeability curves, that is the values of 𝑘𝑟𝑜 and 𝑘𝑟𝑤, it is 
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necessary to know all these parameters. The initial water saturation and the residual 

oil saturation are already known from the laboratory evaluations, while 𝑘𝑟𝑜,𝑚𝑎𝑥, 𝑛𝑜 

and 𝑛𝑤 undergo a tuning process to fulfil the history matching of the experimental data, 

once the entire model is specified. 𝑘𝑟𝑤,𝑚𝑎𝑥 can be calculated from the value of 

effective permeability obtained in Chapter 3 by the use of Darcy’s law. The end-

point relative permeability of water, referring to residual oil saturation conditions, 

is expressed, indeed, as the ratio between the effective permeability and the absolute 

permeability: 

𝑘𝑟𝑤,𝑚𝑎𝑥 =
𝑘𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
𝑘𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒

 =  0.0258 (4.7) 

All the values of the described parameters already known are reported in Table 4.4. 

𝑆𝑤𝑖 0.272 

𝑆𝑜𝑟 0.265 

𝑘𝑟𝑤,𝑚𝑎𝑥  (@𝑆𝑜𝑟) 0.0258 

Table 4.4: Data required for the computation of relative permeability curves. 

Initial conditions 

Initial water saturation is set to 0.272 (as discussed in Chapter 3), initial salt 

concentration to 77300 mg/l and initial pressure to 1 atm. Fluid properties are 

defined according to the experiment at a reservoir temperature of 77°C, as 

previously explained. In this case two phases are present, oil and water that are 

considered immiscible. 

The sand-pack system flooding studies are simulated in two main steps: water 

flooding and a subsequent nanoemulsion flooding. To better understand the 

nanoemulsion effect on the system, the latter has been divided into two subsections, 

each of which aimed at reproducing a specific mechanism of action (solvent and 

surfactants). In addition, in order to reproduce the complete laboratory 

experiments, an additional step for chase water injection has been considered. 

Wells data 

Boundary conditions, at the inlet and the outlet of the sandpack are set via two 

fictitious wells, an injector and a producer, located in the first and in the last cell of 

the grid (i direction), respectively. Each point well has a radius of 0.00414 m and is 

associated with an operating constraint: 

• Injector: constant injection rate equal to 0.7 ml/min; 

• Producer: bottom-hole pressure equal to 1 bar. 
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4.3.1. Water flooding 

The experimental data to be simulated are discussed in Chapter 3 (see also Figure 

3.8). 

The coreflooding experiment is simulated through a classical History Matching 

(HM) procedure. Laboratory data are matched by modifying the oil and water 

relative permeability curves (KRs). The KRs are modeled through the Corey’s 

formulation, defined in Equation (4.5) and (4.6). 

The tuning process on the Corey’s exponents is structured according to the 

procedure described in the following: 

1. Guess 𝑛𝑜, 𝑛𝑤 and kro,max to generate the KRs; 

2. Implement the KRs in the simulator; 

3. Run the simulation; 

4. Do the simulated RF and ΔP match the experimental results? If YES, the 

guessed 𝑛𝑜 and 𝑛𝑤 are correct to match the experimental results. If NO, 

restart the procedure from point 1. 

A sufficiently satisfactory agreement is achieved with the Corey parameters values 

listed in Table 4.5. The corresponding relative permeability curves are depicted in 

Figure 4.3. 
 

𝐾𝑟𝑜,𝑚𝑎𝑥  (@ 𝑆𝑤𝑖) 0.1 

𝑛𝑤 3 

𝑛𝑜 1.8 

 

Table 4.5: Parameters for Corey 

correlation. 

Figure 4.3: Oil and water relative 

permeabilities at variable water saturation. 

At the end of the waterflooding simulation run, the results shown in Figure 4.4 and 

Figure 4.5 have been obtained. 
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Figure 4.4: Experimental and modeled Recovery Factor. 

 

Figure 4.5: Experimental and modeled Bottom hole Pressure. 

4.3.2. Nanoemulsion flooding – Solvent effect analysis 

After the water flooding stage, the nanoemulsion injection is performed. The main 

effect of nanoemulsion application seems to be linked to the diffusion process of the 

solvent towards the crude oil residing within the reservoir. For this reason, this 
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mechanism has been “isolated” and analyzed, neglecting, in a first step, the other 

potential mechanism identified. In particular, the presence of surfactant has been 

neglected in this preliminary analysis. 

As stated in Chapter 3, the solvent used in this experiment is xylene, which is 

intended as a mixture of O-Xylene, M-Xylene and P-Xylene. In order to find the 

properties of this blend, each type of solvent is firstly analyzed singularly in terms 

of density and viscosity, starting from literature data [89,90] to find the properties 

at the desired temperature. Average values are then considered to account for the 

combination of the three fluids. The dependence of density and viscosity of O-

Xylene, M-Xylene and P-Xylene on temperature are depicted in Figure 4.6 and 

Figure 4.7 respectively. 

 

 

Table 4.6 summarizes viscosity and density of each xylene component at 77°C. 

 Density [kg/m3] Viscosity [cP] 

O-Xylene 832.25 0.449 

M-Xylene 814.97 0.372 

P-Xylene 811.81 0.353 

Table 4.6: Density and viscosity numerical values of different xylene blends. 

Finally, to find the properties (Table 4.7) of xylene mixture an equal contribution 

from each one is assumed in average values calculations. 

MW [kg/mol] Density @ 77°C [kg/m3] Viscosity @ 77°C [cP] 

0.106 819.673 0.391 

Table 4.7: Xylene physicochemical properties. 
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Figure 4.6: Density of different xylene 

blends. 

Figure 4.7: Viscosity of different xylene 

blends. 
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Since the solvent is expected not to cause alteration in rock wettability, rock-fluid 

properties remain unaltered with respect to waterflooding. However, in order to 

simulate the migration of the solvent towards the crude oil, an additional feature is 

added, i.e., the partition coefficient. The partition describes the process of 

transferring a dissolved substance from a liquid phase to another one (immiscible 

or partially miscible) in contact with it [91]. For this reason, the partition coefficient 

(or partition/distribution ratio) is defined as the ratio of the concentrations of a given 

compound in two immiscible solvents at equilibrium. In other words, considering 

𝑥𝑖 as the i-th component (solvent) mole fraction in oil and 𝑤𝑖 as i-th component 

(solvent) mole fraction in water, the partition coefficient for the solvent in the 

nanoemulsion can be defined as: 

𝐾𝑖
𝑜𝑤 = 

𝑥𝑖
𝑤𝑖

 (4.8) 

It is possible to define in STARS the reference phase for the fluids involved upon 

distinguishing components as water-like, oil-like and non condensable gases. 

Hence, the partition coefficient can be expressed according to the type of fluid 

considered. In other words: 

• For water-like components water is the reference phase and 

𝐾𝑖
𝑜𝑤 = 

𝑥𝑖
𝑤𝑖

 (4.9) 

• For the oil-like components, oil is the reference phase and 

𝐾𝑖
𝑤𝑜 =  

𝑤𝑖
𝑥𝑖

 (4.10) 

These coefficients are set equal to 0 if no partitioning of liquid is experienced in 

other phases. The partition coefficient is implemented specifying the element 

subjected to partition - solvent in this case - and a table representing the variation 

of the coefficient as a function of temperature and pressure. However, to keep the 

model simple in this preliminary simulation, the dependence over temperature and 

pressure is not taken into account, hence the partition coefficient has a unique value. 

Given the absence in literature of detailed information regarding this parameter and 

having no information from laboratory experiments, a first attempt value equal to 

100 has been considered. This value is then subjected to a matching procedure in 

order to find the most appropriate value for this specific case, aiming at finding the 

match with experimental data. 

In order to capture the exact moment of the nanoemulsion injection, it is possible to 

analyze at the pressure drop diagram (Figure 3.8). Since an increase in pressure is 

clearly noted at 79.62 PV, this value is assumed to be the moment of nanoemulsion 



4 Simulation workflow 47 

 

 

injection. Then, knowing the volume of the slug injected (0.3 PV), it is possible to 

determine also the end of the slug injection and the beginning of the chase water 

phase, which role is to clean the core after the passage of the nanoemulsion. 

Considering ai injection rate of 0.7 ml/min = 0.97 PV/h, Table 4.8 reports the period, 

in hours, of nanoemulsion injection. 

 PV Time [hours] 

Injection start up 79.62 81.95 

Injection end 79.92 82.26 

Table 4.8: Timing of nanoemulsion injection. 

Finally, the weight fraction of solvent and water present in the nanoemulsion have 

been defined (0.8 and 0.92, respectively). 

The results obtained with this preliminary model are displayed in Figure 4.8 and 

Figure 4.9. 

 

Figure 4.8: Experimental and modeled Recovery Factor. 
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Figure 4.9: Experimental and modeled Bottom hole Pressure. 

As it is possible to state from Figure 4.8, the RF curve obtained from the simulation 

run does not coincide with the experimental one. This suggests that the 

implementation of the solvent partition coefficient inside the model is not sufficient 

to reproduce accurately the laboratory result, leading to the need of an additional 

step in the simulation workflow. A supplementary feature, i.e., the surfactant effect, 

is inserted in the model as detailed in the following paragraph. 

4.3.3. Nanoemulsion flooding – Surfactant effect analysis 

With the aim to improve the match with the experimental data, the second step of 

the nanoemulsion injection is to introduce the presence of the surfactant within the 

nanoemulsion and, as a consequence, to design its effect on the final oil recovery. It 

is modeled as a mixture of 3 components; hence its properties (i.e the molecular 

weight, density and viscosity) are obtained as a weighted average of the properties 

of the singles products. Table 4.9 summarizes the surfactants used and their 

percentage in the final mixture. 

 MW [g/mol] Percentage (z) 

Glucopon 600 386 0.029 

Span 80 428.62 0.0056 

Atlox 4913 393.14 0.00194 

Table 4.9: List of surfactants employed in nanoemulsion stabilization. 
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The values of density of the single components at 77°C have been obtained with a 

linear interpolation between known data, as shown in Figure 4.10, Figure 4.11 and 

Figure 4.12 [92–95]. 

  

Figure 4.10: Glucopon 600 density at 

variable temperature. 

Figure 4.11: Span 80 density at variable 

temperature. 

 

Figure 4.12: Atlox 4913 density at variable temperature 

With reference to viscosity, an average value from laboratory measurements has 

been considered. Table 4.10 summarizes the properties of the final surfactant 

mixture used within the simulator. 

MW [kg/mol] Density @ 77°C [kg/m3] Viscosity @ 77°C [cP] 

0.393 1049.84 52 

Table 4.10: Surfactant package characteristics. 
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As already discussed in Chapter 2, surfactant presence may affect in a threefold way 

the model simulation. Their action, indeed, can alter the wettability of the rock, can 

lower the interfacial tension (IFT) between oil and water, while a significant 

adsorption of the components can take place during the flooding.  

Alterations occurring within physicochemical properties of reservoir fluids due to 

the presence of chemicals i.e., surfactants, polymer and/or nanoparticle lead to 

varying fluid flow profile during EOR [96,97]. Under those circumstance the 

assumption that rock fluid properties are only functions of fluid saturations and 

fluid saturation history is not sufficient to accurately describe flow behavior. In 

these cases, the ability to interpolate basic relative permeability as function of 

concentration or capillary number can prove very useful [78]. The first process is in 

fact implemented in the model thanks to the integration of an additional set of 

relative permeability curves that takes into account a modification of rock 

wettability towards a more water wet condition with respect to the one used in the 

waterflooding simulation and first-step of nanoemulsion injection. Interpolation of 

relative permeability curve available sets is then performed by corresponding to 

relative permeability datasets in-between high and ultralow IFT conditions [96–98]. 

Among the different available options in STARS, the interpolation is settled as a 

function of surfactant (defined in this case as key component) composition in a 

specified phase. Further improvements in the study could be achieved, e.g., by 

assuming capillary number based interpolation criterium which requires direct 

measurements of IFT changes between water and oil due to the presence of 

surfactants. 

The new set of curves is built considering a new value of residual oil saturation 

coming from the ending part of the experimental recovery curve. Knowing that the 

ultimate recovery factor is equal to 86% it is possible to compute 𝑆𝑜𝑟 as in (4.11). 

𝑅𝐹 =
𝑆𝑜𝑖 − 𝑆𝑜𝑟
𝑆𝑜𝑖

 (4.11) 

Exponents of the new set of relative permeability curves have been varied during 

the HM phase. 
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Swi 0.272 

Sor 0.1116 

krw,max  (@Sor) 0.0258 

kro,max  (@Swi) 0.1 

𝑛w 3 

𝑛o 1.8 

 

Table 4.11: Parameters for Corey 

correlation. 

Figure 4.13: Oil and water relative 

permeability at different water saturations. 

This new wettability condition of the rock is associated with the presence of an 

ultralow value of IFT between phases, hence to a massive presence of surfactants in 

the injected fluid. For this reason, those curves are employed by the software when 

the maximum concentration of surfactants is detected inside the cell. On the 

opposite, the original relative permeability curves introduced in previous 

paragraph, remain valid to represent the condition in which no surfactant presence 

is encountered inside the cell. As the nanoemulsion invades the core sample, the 

concentration of surfactant in each cell progressively changes and the software 

automatically performs an interpolation between the two limiting sets so that a 

proper couple of curves is used for the calculations at each timestep. 

The second aspect which is strictly related to this additive is adsorption onto rocks. 

STARS allows a phenomenological description of this phenomenon by using a set 

of adsorption isotherms. Such isotherms are based on Langmuir correlation. 

𝐴𝑑 = 
𝐾1 ∙ 𝑐𝑎

1 + 𝐾2 ∙ 𝑐𝑎
 (4.12) 

Where: 

• 𝐴𝑑 = moles of adsorbed component per unit volume; 

• 𝐾1 and 𝐾2 are two constants; 

• 𝑐𝑎 = fluid component concentration. 

These curves relate the adsorbed moles of component per unit pore volume to the 

mole fraction of that component in a specific phase [78]. The two constants 𝐾1 and 

𝐾2 are generally temperature dependent and related each other thanks to maximum 

rock adsorption capacity. Indeed, the maximum adsorption level associated with 

this formula is 𝐾1/𝐾2. 
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Permeability alteration is often a consequence of adsorption (especially if 

adsorption is mechanical). The simulator accounts for this occurrence via region 

dependent residual resistance factors parameters (RRF) which allow correlation of 

local permeability with local adsorption levels. The RRF is defined as the ratio of 

the mobility of brine to that of a single-phase surfactant solution flowing under the 

same conditions. 

𝑅𝑅𝐹 =
𝜆𝑎𝑞
𝜆𝑎𝑞′

= (
𝑘𝑎𝑞
𝜇𝑎𝑞

)(
𝜇𝑎𝑞
′

𝑘𝑎𝑞′
) (4.13) 

For each phase, permeability reduction factors are defined as follows: 

𝑅𝐾𝑗 = 1 + (𝑅𝑅𝐹 − 1)
𝐴𝑑(𝑐, 𝑇)

𝐴𝑑𝑚𝑎𝑥,𝑇
 𝑗 = 𝑤, 𝑜, 𝑔 (4.14) 

The way they affect permeabilities of phase j in block i is shown in (4.15). 

𝑘𝑗,𝑖
′ = 𝑘𝑖 ∙

𝑘𝑟𝑗
𝑅𝐾𝑗,𝑖

 𝑗 = 𝑤, 𝑜, 𝑔  (4.15) 

where 𝑘𝑖 is the block permeability. 

The values of parameters requested to implement these correlations are taken from 

the literature [49,99–104]. 

Results obtained with the use of the implemented model (solvent plus surfactant 

effect) are depicted in Figure 4.14 and Figure 4.15. Results stemming from the 

simulation with only solvent is also depicted, to allow a clear comparison between 

the two simulations. 
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Figure 4.14: Experimental and modeled Recovery Factor. 

 

Figure 4.15: Experimental and modeled Bottom hole Pressure. 
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4.3.4. CMG History matching 

Coreflooding history matching aims at interpreting the observed experimental 

results of recovery factor and pressure by tuning model uncertain parameters. 

History matching is carried out using CMG-CMOST simulator, where 400 model 

runs are performed with various combinations of model parameters values. The 

latter are generated by CMG’s proprietary optimizer DECE (Designed Exploration 

and Controlled Evolution). The model obtained with the set of data corresponding 

to the least deviation from experimental results is retained as the best one, for the 

purpose of our analysis. Software-assisted HM has been carried out only for the 

nanoemulsion injection simulation, given the remarkable amount of unknown 

parameters, while a manual history matching procedure has been applied for the 

waterflooding simulation step as described in Section 4.3.1. The parameters whose 

values are determined by history matching are listed in Table 4.12 (including their 

initially adopted values). Here, 𝑛𝑤 and 𝑛𝑜 correspond to the Corey’s correlation 

exponents of the 2nd set of relative permeability curves (Table 4.11), 𝐾𝑖
𝑜𝑤 is the 

solvent partition coefficient, 𝐾1 and 𝐾2 are Langmuir constants, and RRF is the 

residual resistance factor acting in permeability reduction. 

Parameters Initial value Lower limit Upper limit HM value 

𝑛𝑜 1.8 1 6 1.1 

𝑛𝑤 3 1 6 2.815 

𝐾𝑖
𝑜𝑤 100 1 500 271.73 

𝐾1 
0.000284 

mol/m3 
0.0002 mol/g 0.055 mol/g 0.26 mol/m3 

𝐾2 100 0.50 500 20.4 

𝑅𝑅𝐹 5 1 15 3.8 

𝐴𝑑𝑚𝑎𝑥,𝑇 
2.84e-06 

mol/m3 
0.5e-6 mol/g 10e-6 mol/g 0.3 mol/m3 

Table 4.12: Parameters subjected to history match procedure together with their values 

before and after the match. 

Figure 4.16 shows the complete set of models generated by the CMG DECE 

optimizer. As stated above, the model with the lowest error will be further used for 

the analysis related to the optimization of the injected slug. 
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Figure 4.16: CMOST optimization output. 

The validated model is reproduced in Figure 4.17 and Figure 4.18. 

 

Figure 4.17: Experimental and modeled Recovery Factor. 
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Figure 4.18: Experimental and modeled Bottom hole Pressure. 

4.3.5. Final considerations 

The study on nanoemulsion simulation has been complemented with an analysis 

on the oil saturation maps. These are generated for different timesteps: 

1. At initial conditions – start-up of the waterflooding phase; 

2. At an intermediate timestep – during the waterflooding phase;  

3. At the end of the simulation. 
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(c) 

Figure 4.19: Oil saturation in the core sample at different simulation timesteps: (a) at 

initial conditions; (b) during waterflooding; (c) at the end of simulation, after 

nanoemulsion and chase water flooding. 

Looking at Figure 4.19, it’s possible to notice that at the beginning of the simulation 

the initial oil saturation is homogeneously distributed within the whole grid. When 

water is injected inside the core it pushes oil from the injector well (first cell of the 

grid) to the production well (last cell of the grid). 

Oil saturation becomes no more uniform at this point (Figure 4.19 (b)): it is possible 

to identify the formation of an oil bank at the flood front. A similar oil bank is then 

formed when nanomeulsion is injected, showing its contribution in sweeping the 

oil. Figure 4.19 (c) shows that the region near the injection well, when the flooding 

has been completed, has very low residual oil saturation, leading to an average 𝑆𝑜𝑟 

in the core lower than 20%, despite the initial 𝑆𝑜𝑟 of 0.728, confirming the 

effectiveness of the nanoemulsion technology. 

Moreover referring to Figure 4.20 it is clear that nanoemulsion injection has a strong 

effect in reducing oil viscosity. This is due to the presence of the solvent, that, thanks 

to its low viscosity, is capable of dilute oil mobilizing it. After all, the impactful role 

of the solvent has been already confirmed looking at the oil recovery curves. In 

Figure 4.17 is possible to recognise that the contribution to recovery linked to 

surfactants presence is smaller in this application with respect to the case of the 

solvent-alone implementation. This could be explained remembering that the 

purpose of surfactant addition to the nanoemulsion slug is basically the stabilization 

of solvent droplets within the brine phase. For this reason these components are 

present in very small amounts. Hence, their formulation and their concentration is 

not optimized to bring major changes in rock wettability and in the oil recovery. 
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Figure 4.20: Oil viscosity after nanoemulsion injection. 

The last consideration to be made about recovery curve is linked to impossibility to 

the simulator to catch perfectly the ultimate oil recovery: the difference between the 

experimental (where final RF is equal to ~85%) and simulated curves (where final 

RF is equal to ~78%). could be caused by several elements: 

1. The strength of nanoemulsion structure lies in the enlarged contact area 

guaranteed by the solvent through the droplet-like arrangement. This aspect 

enhances the efficacy of the nanoemulsion if compared to the case of a single 

and simple solvent slug. Possibly a more accurate modelling of this feature 

could guide the simulation to a better result. 

2. The main process involved in the simulation is surely the solvent partition 

into the crude oil. However, in real flooding, probably a bilateral migration 

of solvent into crude oil and vice versa could take place. This could in 

principle bring to improvements in recovery match; on the other hand, this 

possibility should be considered during the experimental application, for 

example estimating the partitioning coefficient of the involved phases. 

4.4. Slim tube simulation 

Rock data 

The simulation phase starts with the definition of the grid to reproduce the 1-D 

flooding experiments presented in Chapter 3. The features of the grid employed in 

the numerical simulations are summarized in Table 4.13. 

N. cells 100x1x1 

Length (i dimension) [cm] 200 

Height and depth (j and k dimension) [cm] 0.6824 

Area [cm2] 0.466 

Volume [cm3] 94.2 

Cell i dimension (Δi) [cm] 2 

Cell j dimension (Δj) [cm] 0.6824 
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Cell k dimension (Δk) [cm] 0.6824 

Table 4.13: Slim tube simulation grid characteristics. 

Homogeneous petrophysical properties of the sample are considered. 

Porosity [%] 41 

Permeability [mD] 2900 

Table 4.14: Permeability and porosity assumed in the grid. 

Porosity Permeability [mD] 

  

Figure 4.21: Porosity of slim tube grid Figure 4.22: Permeability of slim tube grid 

Fluid components data 

Similar to the scenario associated with the plug, the first step of the simulation is 

waterflooding, where oil is displaced by water. Key parameters of the fluids are 

evaluated at reservoir temperature and summarized in Table 4.15. 

Components Brine Oil 

Reference phase Aqueous Oleic 

MW [kg/mol] 0.018 0.07335 

Mass density [kg/m3] 965.3 822 

Viscosity [cP] 0.28 1.7 

Table 4.15: Oil and water physical and chemical properties. 

Rock-fluid interaction 

Relative permeability curves for both oil and water are obtained from the Corey 

model (Equations (4.5) and (4.6)). While some parameters are taken from laboratory 

tests, such as the initial water saturation (see Chapter 3), others are computed 

analytically or through a matching procedure. 
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As previously described the value of residual oil saturation can be assessed 

knowing the value of the recovery at the end of waterflooding: 

𝑅𝐹 =
𝑆𝑜𝑖 − 𝑆𝑜𝑟
𝑆𝑜𝑖

 (4.16) 

To calculate 𝑘𝑟𝑤,𝑚𝑎𝑥  and 𝑘𝑟𝑜,𝑚𝑎𝑥, the values of effective and absolute permeabilities 

are needed. In the case of water these values are already defined in the previous 

chapter. Hence: 

𝑘𝑟𝑤,𝑚𝑎𝑥 =
𝑘𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
𝑘𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒

 =  0.233 (4.17) 

For the oil it is possible to determine 𝑘𝑟𝑜,𝑚𝑎𝑥  considering the preliminary flooding 

needed to saturate the slim tube with the oil for the ageing. In this phase the 

pressure drop is registered and used in the Darcy law for the relative permeability 

evaluation. Considering a pressure drop of 6.5 bar, the final value for 𝑘𝑟𝑜,𝑚𝑎𝑥 equal 

to 0.654. 

𝑆𝑤𝑖  0.38 

𝑆𝑜𝑟 0.17 

𝑘𝑟𝑤,𝑚𝑎𝑥  (@𝑆𝑜𝑟) 0.2334 

𝑘𝑟𝑜,𝑚𝑎𝑥  (@𝑆𝑤𝑖) 0.6541 

Table 4.16: Parameters for Corey correlation. 

Initial conditions 

Initial conditions are imposed through the specification of initial water and oil 

saturation, 𝑆𝑤𝑖 = 0.38 and 𝑆𝑜𝑖 =  0.62. Gas presence has been disregarded during 

this simulation. 

The simulation is isothermal, and temperature is set to 90°C (reservoir temperature). 

Wells data 

Boundary conditions are imposed by the use of wells operating constraints: 

• Injector: constant injection rate equal to 0.5 ml/min; 

• Producer: bottom-hole pressure equal to 1 bar. 

4.4.1. Water flooding 

The experimental data to be simulated are discussed in Chapter 3, (see Figure 3.12). 
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The slim tube experiment is simulated by performing the History Matching (HM) 

procedure. The laboratory measurements are matched by tuning the oil and water 

relative permeability curves (KRs). 

The tuning process on the Corey’s exponents is performed in way similar to what 

has been illustrated in Section 4.3.1, i.e.: 

1. Guess 𝑛𝑜, 𝑛𝑤 to generate the KRs; 

2. Implement the KRs in the simulator; 

3. Run the simulation; 

4. Do the simulated RF and ΔP match the experimental results? If YES, the 

guessed 𝑛𝑜 and 𝑛𝑤 are correct to match the experimental results. If NO, 

restart the procedure from point 1. 

A sufficiently satisfactory result is achieved with the Corey parameters values 

summarized in Table 4.17. The corresponding relative permeability curves are 

shown in Figure 4.23. 

 

𝑆𝑤𝑖  0.38 

𝑆𝑜𝑟  0.17 

𝑘𝑟𝑤,𝑚𝑎𝑥  (@𝑆𝑜𝑟) 0.2334 

𝑘𝑟𝑜,𝑚𝑎𝑥  (@𝑆𝑤𝑖) 0.6541 

𝑛𝑤 4.5 

𝑛𝑜 1.3 

 

Table 4.17: Parameters for Corey 

correlation. 

Figure 4.23: Oil and water relative 

permeability at different water saturations. 
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Figure 4.24: Experimental and modeled Recovery Factor. 

 

Figure 4.25: Experimental and modeled Bottom hole Pressure. 

4.4.2. Nanoemulsion flooding – Solvent effect analysis 

The modeling approach conducive to the assessment of the solvent features is 

described together with the ensuing results. 
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Since direct measurements of Solvesso 150 chemical properties at 90°C are not 

possible due to the high temperature, an interpolation on known data of density 

and viscosity is performed [105] (Figure 4.26 and Figure 4.27). Table 4.18 

summarizes the Solvesso 150 properties obtained according to such a procedure. 

Given the linear tendency of the points on the charts the values at 90°C are found. 

Temperature [°C] Density [g/cm3] Viscosity [cP] 

90 0.836 0.0759 

Table 4.18: Density and viscosity of Solvesso 150 at 90°C. 

As introduced in Section 4.1.2, the mobilization of oil by the action of the solvent is 

considered through the introduction of the partition coefficient. Its value is not 

known from experimental application neither from literature. A first attempt value 

has been assumed to be adjusted through a matching procedure. 

Nanoemulsion injection starts after 5.48 PV corresponding to about 7 h, Then the 

injection lasts for 0.3 PV, until 7.36 h. 

The results obtained with this preliminary model are displayed in Figure 4.28 and 

Figure 4.29. 

  

Figure 4.26: Solvent density chart. Figure 4.27: Solvent viscosity chart. 
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Figure 4.28: Experimental and modeled Recovery Factor. 

 

Figure 4.29: Experimental and modeled Bottom hole Pressure. 

4.4.3. Nanoemulsion flooding – Surfactant effect analysis 

The surfactants package used in this experiment is the same illustrated with 

reference to the coreflooding application (see paragraph 4.3.3). The only difference 
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lies in the temperature at which the experiment is performed (from 77°C to 90°C). 

Table 4.19 reports the surfactant properties at 90°C. 

MW [kg/mol] Density @ 90°C [kg/m3] Viscosity @ 90°C [cP] 

0.393 1044.89 50 

Table 4.19: Surfactants package characteristics. 

The design of surfactant introduction, as already explained, relies on the modelling 

of rock wettability alteration and adsorption phenomena. 

The additional ultralow IFT set of relative permeability curves is computed starting 

from the calculation of the residual oil saturation after nanoemulsion injection: 

𝑆𝑜𝑟 = 𝑆𝑜𝑖 − 𝑅𝐹 ∙ 𝑆𝑜𝑖 = 0.067 (4.18) 

 

𝑆𝑤𝑖  0.38 

𝑆𝑜𝑟  0.0672 

𝑘𝑟𝑤,𝑚𝑎𝑥  (@𝑆𝑜𝑟) 0.2334 

𝑘𝑟𝑜,𝑚𝑎𝑥  (@𝑆𝑤𝑖) 0.6541 

𝑛𝑤 4 

𝑛𝑜 1.3 

 

Table 4.20: Parameters for Corey 

correlation. 

Figure 4.30: Oil and water relative permeability 

at different water saturations. 

 

Given the absence of specific adsorption studies on slim tubes, assumptions are 

made on the values of the two constants present in Langmuir correlation. In 

particular, such parameters have been taken equal to the core case, since the type of 

rock used in the two tests is similar exception made for the state of compaction. 

Results of the model run are shown in Figure 4.31 and Figure 4.32. 
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Figure 4.31: Experimental and modeled Recovery Factor. 

 

Figure 4.32: Experimental and modeled Bottom hole Pressure. 

4.4.4. Final considerations 

Analysis of Figure 4.31 and Figure 4.32 is conductive to some final considerations 

about the role of surfactants and solvent in slim tube application. Comparing Figure 
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the solvent effect is more similar to recovery data collected from laboratory tests. 

The smoother increase in recovery due to solvent contribution follows more 

accurately the experimental trend with respect to the abrupt rise given by 

surfactants presence. This tendency of simulated data could be related to the 

instantaneous change in wettability condition encountered when surfactants are 

detected by the software. When the impact of relative permeability curves 

modification is reduced (hence considering a second set of permeabilities similar to 

the initial set) the steep increase appearing in the curve is less evident. As extreme 

condition, a case in which there is no wettability alteration and an optimized 

partition coefficient having a value of 120, has been considered with the following 

results for recovery curve. 

 

Figure 4.33: Experimental and modeled Recovery Factor. 

When dealing with pressure it’s possible to affirm that surfactant adsorption and 

the consequent permeability reduction has a great outcome. Comparing Figure 4.29 

and Figure 4.32 suggests that including the surfactant presence in the model favors 

reproducibility of the experimental data, even if it is still not enough to perfectly 

match these values. The presence of such intense pressure fluctuations in emulsion 

flooding tests is confirmed also by literature [106]. The attachment (interception) 

and detachment (entraining) of the emulsions or snapped-off macro-emulsions as 

well as the straining (blocking pore throat) are responsible for such a behavior. Also, 

the pressure fluctuation might be also attributed to instantaneous micelles’ stability. 

It should be mentioned that even if the emulsion is stable within the timeframe of 
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the experiments, the fluctuations will still exist [106]. Anyway, the overall trend 

shown by the simulated curve is analogous to the experimental one. 

 

A more detailed analysis on the impact on the final match of each parameter 

implemented in this model is performed in the following chapter, with the aim of 

exploring which among the emulsion behaviors are responsible of recovery and 

pressure profiles. 

The study on nanoemulsion simulation has been completed with an analysis on the 

oil saturation maps. These are generated for various timesteps: 

1. At initial conditions – start-up of the waterflooding phase; 

2. At an intermediate timestep – start-up of the nanoemulsion flooding phase;  

3. At the end of the simulation. 

  

(a) (b) 
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Figure 4.34: Experimental and modeled Bottom hole Pressure. 
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(c) 

Figure 4.35: Oil saturation in the core sample at different simulation timesteps: (a) at 

initial timestep; (b) at the startup of nanoemulsion injection; (c) at the end of simulation, 

after nanoemulsion and chase water flooding. 

As already observed for the core case, nanoemulsion injection has an important 

impact in residual oil saturation reduction. Oil saturation is homogeneously 

distributed at the beginning of simulation and equal to 0.62, then oil is displaced 

first by water then by nanoemulsion until 𝑆𝑜𝑟 becomes less than 0.15 at the end of 

flooding. The lower value is in any case assessed in the proximity of injection well 

as it’s clearly visible in Figure 4.35 (b) and (c). 
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5 Global Sensitivity Analysis 

The importance of Sensitivity Analysis (SA) stems from the observation that a 

model, which is a mathematical representation of physical phenomena, typically 

has input parameters whose values are affected from uncertainty. Sensitivity 

Analysis of a model aims at quantifying the relative importance of model uncertain 

parameters. Moreover, it is a valuable tool to improve our ability to quantify 

uncertainty, enhance our understanding of the relationship between model input 

and outputs and deal with the challenges of model- and data-driven design of 

experiments. Results of SA analysis also offer insights to guide model simplification, 

for example, through the identification of model input parameters that have 

negligible effects on target output [107]. SA techniques are usually classified into 

two categories [108]: 

• Local Sensitivity Analysis (LSA) techniques measure the impact that small 

variations of model input parameters have on the outputs of the model. 

• Global Sensitivity Analysis (GSA) techniques try to quantify the influence 

that variations of the uncertain parameters across their entire range of 

variability have in the outputs of a model. In this way it is possible to 

distinguish parameters having a major impact on the variability of a model 

output and those who are relatively less influential. 

Many studies have been devoted to the latter topic in the last thirty years [108]. GSA 

techniques are grounded on diverse approaches among which it’s possible to find: 

• Regression-based methods: the standardized regression coefficients (SRC) 

are based on a linear regression of the output on the input vector. The 

input/output Pearson correlation coefficients measure the effect of each input 

variable by the correlation it has with the model output. Those coefficients 

are significative if the model is linear, while in case of nonlinearity, they fail 

to represent properly the response sensitivities. 

• Variance-based methods: these methods aim at decomposing the variance of 

the output as a sum of contributions of each input variable, or combinations 

thereof. They are sometimes called ANOVA, techniques for “Analysis Of 

Variance” [108]. 
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In addition to those already described, a moment-based GSA approach has been 

recently introduced by Dell’Oca et al. [107]. This method quantifies the relative 

contribution of uncertain model parameters to the model output probability density 

function, as described by statistical moments [109]. 

In this section, the moment-based GSA introduced by Dell’Oca et al. [107] is applied 

to the numerical slim tube flooding model described in Chapter 4, with the purpose 

of understanding which, among the uncertain parameters used in the simulation, 

affects in a dominant way two of the outputs of the model, recovery factor and 

pressure. In particular, paragraph 5.1 presents the set of parameters (and their 

corresponding space of variability) chosen for the GSA analysis because of our 

imperfect knowledge of their true value. 

As a general approach, once defined such parameters, it would be necessary to run 

the model a sufficient number of times to create realizations to be used in the GSA 

analysis. Given the consistent computational time required by the CMG software to 

complete one run of the full numerical model, the construction of a simplified 

surrogate model is required. In this way the computational effort is notably 

reduced, with simulation runs duration becoming negligible. For the construction 

of the surrogate two diverse methods are used in the present work: Sparse Grids 

(SG) and Quasi Monte Carlo (QMC), both illustrated in Section 5.2. In part 5.3 there 

is the formulation of surrogate models obtained through Polynomial Chaos 

Expansion (PCE), while in 5.4 the moment-based GSA is explained in detail and 

applied to the results produced by surrogates. In Figure 5.1 the complete GSA 

workflow is shown in a clear way. 

 

Figure 5.1: GSA complete workflow. 

5.1. Parameter selection and parameter space 

The first step required during this type of analysis is to consider all the parameters 

embedded in the model described in Chapter 4 and define which are the ones 

representing a significant source of uncertainty. Unpredictability of parameters 

could in general be associated to: 

• Variability of physical or chemical conditions; 
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• Intrinsic variability of that specific parameter; 

All the parameters have been considered as independent random variables, each 

characterized by a uniform probability density function (pdf). This choice can be 

translated in the idea of assigning equal weight to each value of the parameter 

distribution. 

The parameters chosen for the GSA analysis are the ones for which no 

measurements from laboratory are available. Hence the values assumed for 

simulations could be majorly affected by uncertainty with respect to others. The 

variability range of each parameter is specified through the definition of upper and 

lower boundaries summarized in Table 5.1. 

 𝑛𝑜 𝑛𝑤 𝐾𝑖
𝑜𝑤 𝐾1 𝐾2 𝑅𝑅𝐹 𝐴𝑑𝑚𝑎𝑥,𝑇 

Min 1 1 0 0.48 400 1 0.0012 

Max 6 6 500 132 5500 15 0.024 

Table 5.1: Range of variability of model parameters. 

The range of variability of Corey correlation exponents for the second set of relative 

permeability curves (𝑛𝑜 and 𝑛𝑤) has been derived from literature publications in 

which several wetting conditions of different rock types are investigated [110]. 

Since as an effect of the innovation of the present study, no laboratory 

measurements or literature value are available for partition coefficient (𝐾𝑖
𝑜𝑤), its 

value is allowed to vary over several orders of magnitude. 

Regarding RRF, its values has been chosen in light of different research works on 

the topic [111–113]. 

The parameters related to adsorption are usually determined through the use of 

static and dynamic measurements. In this case values from literature have been 

used to select the range of variation of 𝐾1, 𝐾2 and 𝐴𝑑𝑚𝑎𝑥,𝑇 [49,99–101,103,104]. Even 

considering reliable sources, the assumed values are mainly referred to situations 

which are similar and not exactly equal to the experimental conditions assumed for 

this study. It would be of primary importance for future developments to assess 

maximum and minimum values of these parameters in a more accurate way 

referring to the same surfactants package and rock type. 

5.2. Collocation points 

Once uncertain parameters are selected, it is necessary to construct the surrogate, 

which scope is to create realizations of the model with a reduced computational 

time with respect to the full numerical model. This procedure is aimed at the 
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construction of the set of scenarios examined in the sensitivity analysis and in this 

work, it will be based on two diverse methods: sparse grids (SG) and Quasi Monte 

Carlo (QMC). These two techniques have gained great attention during the years 

[114] as alternative algorithms to the robust but computationally demanding 

Standard Monte Carlo method (MC). Although the conceptually simple approach 

in fact, MC typically requires several realizations to achieve statistical convergence 

[114]. 

5.2.1. Sparse grids method 

This methodology allows to obtain grids that are able to optimize the number of 

collocation points for the computation of statistical parameters. 

SG methods originate from the study of multivariate polynomial interpolation and 

achieves fast convergence to the solution when it has sufficient smoothness in 

random space, offering high accuracy with convergence rate depending weakly on 

dimensionality [114]. 

The construction of sparse grids is based on a superposition of tensorial grids which 

are defined through a summation of Lagrange polynomial approximations. The 

solution of the considered numerical model can be written as [115]: 

𝑢𝑆𝐺(𝒚) = ∑ 𝑢𝑇𝐺,𝒊
𝒊∈𝑇𝐷(𝑤)

(𝒚) (5.1) 

Where 𝑢𝑇𝐺,𝒊 is the solution of the model evaluated in tensorial grid points, 𝒊 =

{𝑖1, … , 𝑖𝑛} is multiindices vector, hence the grid would be formed by 𝑖1 points in 

direction 1, 𝑖2 points in direction 2 and so on. Moreover, TD stands for Total Degree 

which represents the chosen space of multivariate polynomials, and w is the grid 

level, thus the maximum degree of the interpolating polynomial in every direction. 

When all the tensorial grids associated to different multiindices have been 

generated, the final sparse grid is created from their summation, deleting those 

collocation points that are repeated more than one time. An example of the 

construction of a bidimensional sparse grid of level w = 3 is shown in Figure 5.2 

[116]. 
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Figure 5.2: Construction of the regular bidimensional sparse grid of level w = 3 [116]. 

 

Figure 5.3: Full grid and regular sparse grid of level w = 3 in 2 dimensions [116]. 

The level of the grid determines the number of points present in it. An increment in 

the level w brings to increase the collocation points and hence the accuracy of the 

approximation. 

For each tensorial grid a Lagrange interpolating polynomial referred to the 

numerical model is built: 

𝑢𝑇𝐺,𝒊 (𝒚) = ∑ 𝑢

𝒚𝑖∈𝑇𝐺

(𝒚𝑖) 𝐿𝒊 (𝒚𝑖)  (5.2) 

Where 𝒚𝑖 are the points belonging to the 𝑖-th grid TG, and 𝐿𝒊  is the Lagrange 

function of the 𝑖th grid centered in 𝒚𝑖. 

Starting from the realization obtained in sparse grid collocation points, it’s possible 

to directly obtain a surrogate model of the system formed by a summation of 

polynomial Lagrange approximations. Each polynomial is referred to a specific 

tensor grid. From this approximation is then possible to get a polynomial chaos 

expansion (PCE) capable to reproduce the output response of the numerical code. 
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To achieve this, the solution obtained from sparse grid approach is converted in a 

summation of Legendre polynomials as described in the following Section 5.3. 

In the present work the sparse grid level has been set to two different values, w = 2 

and w = 4, while keeping the number of unknown parameters constant, to 

investigate which of the resulting surrogates, obtained through PCE, provides the 

best representation of the output recovery factor and bottom hole pressure 

simulation results. The number of collocation points for each selected grid level is 

listed in Table 5.2. 

Grid level Number of collocation points 

2 113 

4 2437 

Table 5.2: Grid levels and their collocation points. 

5.2.2. Quasi Monte Carlo method 

Another sampling strategy to generate distributed sample points is Quasi-Monte 

Carlo technique. It can be described as a deterministic version of MC sampling 

method based on the low discrepancy sequences which provides an improved 

convergence rate with respect to the standard MC [117]. 

This method is able to approximate the integral of a generic function f on the 

hypercube [0,1]𝑀 (a normalized integration domain) by an equally weighted 

average of deterministic, uniformly distributed points: 

∫ 𝑓(𝑿)𝑑𝑿
[0,1]𝑀

 ≈  
1

𝑁𝑟
∑𝑓(𝑿(𝑘))

𝑁𝑟

𝑘=1 

 (5.3) 

The deterministic points 𝑿(1), 𝑿(2), . . , 𝑿(𝑁𝑟) ∈  [0,1]𝑀 are chosen as elements of a low-

discrepancy sequence [114]. This means that unlike random numbers. Quasi-

random points are sequences that know the position of previously sampled points 

and are built to avoid the presence of gaps and clusters (discrepancies) as much as 

possible [118]. 

5.3. Formulation of surrogate models 

The computational cost related to high order moments evaluation for complex 

models may represent a remarkable problem when GSA is performed. To overcome 

this difficulty, we can rely on the use of surrogate models which allow to represent 

the full model response reducing computational onus [107,119]. 
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Among the different techniques available to build a surrogate model, this work 

concentrates on the use of the Polynomial Chaos Expansion (PCE). It was first 

proposed by Wiener [117] for problems with Gaussian random inputs and late 

extended to non-Gaussian random inputs by using polynomials of Askey scheme 

(generalized PCE) [120]. It recreates the outcome of the model as a function of the 

unknown independent parameters with set probability distribution. 

In general, considering a computational model M whose input parameters are 

represented by a random vector x, it’s possible to express the associated random 

quantity of interest 𝑌 = 𝑀(𝒙) as the infinite series shown in Equation (5.4) [119], 

[121]: 

𝑌 =∑𝑐𝑗  𝑍𝑗

∞

𝑗=0

 (5.4) 

in which {𝑍𝑗}𝑗=0
∞

 is a numerable set of random variables (which form a basis of the 

Hilbert space) and {𝑐𝑗}𝑗=0
∞

 are coefficients. In the specific context of polynomial 

chaos expansions, the basis terms are multivariate orthonormal polynomials in the 

input vector x. Furthermore, if the input parameters have a uniform distribution 

inside the assigned range, the multidimensional polynomials are Legendre type and 

the PCE is commonly defined as generalized [120]. The representation of the 

random response increases its accuracy as the number of terms in the series 

approach infinite. However, in practice, only a finite number of terms may be 

computed, hence it is legitimate to consider a truncated series made of all 

polynomials up to a certain degree P [119]. Consequently, surrogate models are 

formulated as follows: 

𝑌 =∑ 𝛼𝑝 𝐿𝑝(𝒙)

𝑃

𝑝

 (5.5) 

where Y is the output of the surrogate (i.e., oil recovery factor and bottom hole 

pressure), P is the number of terms of the surrogate model, 𝛼𝑝 is the coefficient of 

the p-th surrogate term (also called multi-index); and 𝐿𝑝(𝒙) is the p-th multivariate 

Legendre polynomial expressed as 

𝐿𝑝(𝒙) =∏𝐿𝑛,𝑝𝑛  (𝑥𝑛)

𝑁

𝑛=1

 (5.6) 
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Here, 𝑥𝑛 is the n-th parameter of the surrogate and 𝐿𝑛,𝑝𝑛  is the Legendre 𝑝𝑛 degree 

polynomial of the parameter 𝑥𝑛. 

The number of unknown coefficients 𝛼𝑝 in Equation (5.5) is computed as [117,119]: 

𝑃 =
(𝑁 + 𝑝)!

𝑁!  𝑝!
 (5.7) 

This procedure allows to exploit the optimization of collocation point selections 

given by sparse grids on one side and advantages linked to PCE for the surrogate 

formulation on the other side. 

Several surrogate models for each quantity of interest, i.e. Recovery Factor (RF) and 

Bottom hole Pressure (BHP), at different timesteps have been created. 

Since parameters selected for the GSA analysis are linked to nanoemulsion flooding 

modeling, they do not influence recovery and pressure output at early times (due 

to waterflooding only). For this reason, the timesteps chosen for surrogates 

construction are subsequent to nanoemulsion injection startup. 

At first PCE based on sparse grids of different levels (2 and 4) have been developed 

for each of the two model outputs and tested over 10 additional random sets of 

parameters to determine the more appropriate choice for the reproduction of 

simulations results. The suitability of these surrogates has been assessed via: 

• Scatterplots, in which surrogates’ predictions are plotted against results of 

full numerical simulations. A perfect surrogate would render points on the 

chart aligned on the 45-degree diagonal. This would imply a perfect match 

between surrogate and numerical model behavior. Some examples at specific 

timesteps are shown in Figure 5.4. 

• Mean Absolute Error (MAE), computed between the simulation results and 

the surrogate’s one as in Equation (5.8). 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑥𝑠𝑖𝑚 − 𝑥𝑠𝑢𝑟𝑟|

𝑛

𝑖=1

 (5.8) 

Where: 

• 𝑛 is the number of available data; 

• 𝑥𝑠𝑖𝑚 are simulation results values; 

• 𝑥𝑠𝑢𝑟𝑟 are surrogate results values. 

Hereafter some of the plots are shown together with their associated MAE. 
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𝑀𝐴𝐸 = 0.3569 𝑀𝐴𝐸 = 0.2979 

(a) Testing of RF surrogate obtained with 

sparse grid level w = 2 

(b) Testing of BHP surrogate obtained with 

sparse grid level w = 2 

  

𝑀𝐴𝐸 = 0.3142 𝑀𝐴𝐸 = 0.0483 

(c) Testing of RF surrogate obtained with 

sparse grid level w = 4 

(d) Testing of BHP surrogate obtained 

with sparse grid level w = 4 

Figure 5.4: Scatterplots showing the results of sparse grids-based surrogates testing 

procedure. 

By looking at Figure 5.4 (a) and (c) it is possible to observe a deviation of points 

from the 1:1 line, meaning that the model implemented in the simulator is not well 

represented by the created surrogate. This is confirmed for all the surrogates 

representing recovery factor also by the associated error. To improve the accuracy 

of the RF surrogate, PCE based on QMC method have been analyzed with the same 

procedure, giving the following outcomes. 
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𝑀𝐴𝐸 = 0.0999 𝑀𝐴𝐸 = 0.2979 

(a) Testing of RF surrogate obtained with 

QMC level w = 2 

(b) Testing of RF surrogate obtained with 

QMC level w = 4 

Figure 5.5: Scatterplots showing the results of QMC-based surrogates testing procedure. 

Both from MAE computation and from scatterplots has been highlighted that the 

best candidate for the description of recovery factor response is PCE based on QMC 

with w = 2 while for bottom hole pressure PCE based on sparse grid with w = 4. 

1000000 Monte Carlo realizations have been produced letting the values of the seven 

unknown input parameters vary randomly inside the selected ranges. So, the 

realizations obtained through the use of surrogates offer an evaluation of the two 

quantities of interest at different timesteps of the simulation starting from casual 

different sets of parameters. The final purpose is to use this information to analyze 

the probability density function of recovery and pressure in terms of their first four 

statistical moments as explained in the next section. 

5.4. Moment-based GSA 

The moment-based Global Sensitivity Analysis aims at overcoming the key 

limitation of the so-called variance-based methods that is the assumption according 

to which the uncertainty of the output can be fully characterized by its variance 

[107]. These methods could in fact provide an incomplete idea of a system response 

to model parameters. For this reason, the new metrics for GSA proposed by Dell’Oca 

et al. are here introduced to quantify changes in the statistical moments of the 

probability density function of a target state variable y. This function is assumed to 

be dependent on N random parameters collected in vector 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑁) and 

defined in the parameter space 𝛤 = 𝛤𝑥1 × 𝛤𝑥2 ×…𝛤𝑥𝑁 , 𝛤𝑥𝑖 = [𝑥𝑖,𝑚𝑖𝑛 , 𝑥𝑖,𝑚𝑎𝑥] being the 
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support of the i-th random variable 𝑥𝑖. Changes in the pdf of y are described through 

its first four statistical moments, i.e., mean, 𝐸[𝑦], variance, 𝑉[𝑦], skewness 𝛾[𝑦] and 

kurtosis 𝑘[𝑦]. Therefore, the following quantities are introduced: 

𝐴𝑀𝐴𝐸𝑥𝑖 =

{
 
 
 
 

 
 
 
 1

|𝑦0|
∫|𝑦0 − 𝐸[𝑦|𝑥𝑖]|𝜌𝛤𝑥𝑖𝑑𝑥𝑖
𝛤𝑥𝑖

       

=  
1

|𝑦0|
𝐸[|𝑦0 − 𝐸[𝑦|𝑥𝑖]|]             

 ∫|𝐸[𝑦|𝑥𝑖]|𝜌𝛤𝑥𝑖𝑑𝑥𝑖 = 𝐸[|𝐸[𝑦|𝑥𝑖]|]

𝛤𝑥𝑖

                  

 

(5.9) If 𝑦0 ≠ 0 

If 𝑦0 = 0 

𝐴𝑀𝐴𝑉𝑥𝑖 = 
1

𝑉[𝑦]
∫|𝑉[𝑦] − 𝑉[𝑦|𝑥𝑖]|𝜌𝛤𝑥𝑖𝑑𝑥𝑖
𝛤𝑥𝑖

=
𝐸[|𝑉[𝑦] − 𝑉[𝑦|𝑥𝑖]|]

𝑉[𝑦]
 (5.10) 

𝐴𝑀𝐴𝛾𝑥𝑖 =

{
 
 
 
 

 
 
 
 1

|𝛾[𝑦]|
∫|𝛾[𝑦] − 𝛾[𝑦|𝑥𝑖]|𝜌𝛤𝑥𝑖𝑑𝑥𝑖
𝛤𝑥𝑖

       

=  
1

|𝛾[𝑦]|
𝐸[|𝛾[𝑦] − 𝛾[𝑦|𝑥𝑖]|]             

 ∫|𝛾[𝑦|𝑥𝑖]|𝜌𝛤𝑥𝑖𝑑𝑥𝑖 = 𝐸[|𝛾[𝑦|𝑥𝑖]|]

𝛤𝑥𝑖

                  

 

(5.11) If 𝛾[𝑦] ≠ 0 

If 𝛾[𝑦] = 0 

𝐴𝑀𝐴𝑘𝑥𝑖 = 
1

𝑘[𝑦]
∫|𝑘[𝑦] − 𝑘[𝑦|𝑥𝑖]|𝜌𝛤𝑥𝑖𝑑𝑥𝑖
𝛤𝑥𝑖

=
𝐸[|𝑘[𝑦] − 𝑘[𝑦|𝑥𝑖]|]

𝑘[𝑦]
 (5.12) 

Where 𝑦0 = ∫ 𝑦(𝒙)
𝛤

𝜌𝛤𝑥𝑑𝒙 and 𝜌𝛤𝑥 is the pdf of 𝒙. 

It is important to clarify the meaning of these indices recalling that 𝑀[𝑦|𝑥𝑖] (where 

M = E, V, γ, k) denotes the statistical moment M conditional to a known value of 

parameter 𝑥𝑖. Therefore, the scope of these quantities is to analyze the expected 

distance between a given statistical moment of y conditional to values of a model 

parameter and its unconditional counterpart. 
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5.5. Results and discussion 

The charts presented in this paragraph represent the results of the GSA metrics 

computation for both recovery factor (Figure 5.6) and bottom hole pressure (Figure 

5.7). In each graph one index is plotted in logarithmic scale versus the timestep at 

which it has been computed, providing an outlook of the temporal evolution of 

those indices. The different colors of the curves highlight the diverse impact that 

every parameter has on the considered metric. 

  
(a) (b) 

  
(c) (d) 

 

Figure 5.6: Time evolution of the global sensitivity index (a) 𝐴𝑀𝐴𝐸𝑥𝑖 (b) 𝐴𝑀𝐴𝑉𝑥𝑖  (c) 

𝐴𝑀𝐴γ𝑥𝑖  (d) 𝐴𝑀𝐴𝑘𝑥𝑖  of recovery factor. 

Figure 5.6 suggests that statistical moments of recovery factor are very sensitive to 

partition coefficient during the whole flooding. This is consistent with the 

hypothesis made during model implementation, according to which solvent 

migration towards the oil in place drives the oil recovery process. Another 
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contribution that becomes evident when evaluating changes from unconditional to 

conditional mean value (Figure 5.6 (a)) is the one given by the exponents of the 

relative permeabilities. This would suggest that also wettability alteration process 

plays a role in oil mobilization although its impact is lower with respect to the 

previously cited one. 

  
(a) (b) 

  
(c) (d) 

 

Figure 5.7: Time evolution of the global sensitivity index (a) 𝐴𝑀𝐴𝐸𝑥𝑖 (b) 𝐴𝑀𝐴𝑉𝑥𝑖  (c) 

𝐴𝑀𝐴γ𝑥𝑖  (d) 𝐴𝑀𝐴𝑘𝑥𝑖  of bottom hole pressure.  

Concerning bottom hole pressure, it’s possible to notice that the parameter 

governing BHP pdf is RRF. This appears reasonable if we keep into account that this 

variable describes the reduction of permeability caused by adsorption of surfactants 

onto rocks. According to Darcy law, a change in permeability causes in fact an 

inversely proportional modification in pressure drops across the sample, keeping 

all the other parameters constant. This is linked also to the second variable in order 

of importance: 𝐾2 appearing in Langmuir isotherm. The trend shown by the two 
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parameters is very similar except for the very first timestep. Moreover, at early time 

also Corey exponents have a significative impact on BHP statistical moments. 
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6 Upscaling for Future Applications 

Nanoemulsion flooding has been found to be an effective EOR technique at the 

laboratory scale, giving an incremental oil recovery of roughly 21% over the 

conventional water flooding. The History Matching (HM) procedure of both the 

flooding in slim tube and reservoir plug brought positive outcomes, showing how 

the different mechanisms involved in nanoemulsion application can contribute to 

the overall oil recovery. 

Basing on the encouraging results obtained at the laboratory scale, reservoir 

simulations at the field scale are performed to assess the benefits in terms of EOR 

purposes of this innovative technique. 

The Beta field, located in North Africa, has been selected to run the simulations, 

with the implementation of the nanoemulsion technique within the software 

STARS. Following the consolidated Eni workflow, if positive results are obtained, 

the first field application is represented by SWCTT and successively by a Pilot inter-

well test as mentioned in Chapter 3 and illustrated in Figure 3.1. 

Firstly, a sector has been built according to the Beta full-field model characteristics 

and it has been initialized to implement nanoemulsion options. The results obtained 

from the slim tube flooding HM and the previously defined nanoemulsion model 

are set as inputs to the sector model. 

Then, forecast analyses has been performed, consisting in the comparison of 

different injection strategies scenarios to evaluate the differential production gained 

from an EOR technique with respect to waterflooding (HSW). 

At the end, a preliminary economic analysis is performed to find the most 

convenient EOR technique. 

6.1. Sector model 

Model Setup 

The full-field model, from which the sector is extracted, was created using the 

Eclipse simulator (Schlumberger). Since this tool lacks necessary features to 

reproduce nanoemulsion behavior, STARS (CMG) is once again chosen to 

implement forecast analysis. Therefore, the sector model has been built in STARS 

making sure to reproduce faithfully the production history belonging to the area of 
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interest. The latter corresponds to the area chosen to operate the single well 

chemical tracer test (SWCTT). 

Rock data 

The sector model construction starts with the definition of a 3-D grid (which 

dimensions are reported in Table 6.1) made of 12 layers, each 0.5 m thick. To 

reproduce the thermodynamic and fluid dynamic characteristics of the reservoir, 

the grid is located at a depth of 3370 m. In Figure 6.1 it’s shown the entire grid 

together with the depth associated to each layer. 

N. cells 20x16x12 

Length (i dimension) [m] 2000 

Height (j dimension) [m] 1600 

Depth (k dimension) [m] 6 

Volume [m3] 192 ∙ 105 

Cell i dimension (Δi) [m] 100 

Cell j dimension (Δj) [m] 100 

Cell k dimension (Δk) [m] 0.5 

Table 6.1: Sector grid dimensions. 

 

 

Figure 6.1: Sector model grid. 

The petrophysical properties of the sector (Table 6.2) are assumed to be 

homogeneous on each layer but a vertical heterogeneity (z direction) is considered. 

The model has been filled with average field measurements value. 

Layer 1 2 3 4 5 6 7 8 9 10 11 12 

Porosity 0.21 0.20 0.20 0.20 0.19 0.20 0.20 0.19 0.18 0.17 0.13 0.12 

Permeability (i 

direction) [mD] 
82.3 80.1 80.4 86.4 91.1 90.4 86.5 82.5 82.7 75.9 64.7 55.4 
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Permeability (i 

direction) [mD] 
82.3 80.1 80.4 86.4 91.1 90.4 86.5 82.5 82.7 75.9 64.7 55.4 

Permeability (i 

direction) [mD] 
8.23 8.01 8.04 8.64 9.11 9.04 8.65 8.25 8.27 7.59 6.47 5.54 

Transmissibility (i 

direction) [mD m] 
55.1 56.3 56.3 59.8 63.3 62.2 59.8 57.5 58.6 53.9 44.6 35.2 

Transmissibility (j 

direction) [mD m] 
68.0 69.2 65.7 70.4 73.9 76.2 72.7 70.4 71.5 64.5 53.9 42.2 

Transmissibility (k 

direction) [mD m] 

1834

75.5 

1810

19.9 

1869

37.1 

1989

43.9 

2032

92.1 

1994

41.1 

1896

06.1 

1828

14.1 

1757

92.2 

1490

33.5 

1273

51.2 

1255

78.1 

Table 6.2: Reservoir petrophysical properties. 

Figure 6.2, Figure 6.3 and Figure 6.4 give a visual representation of porosity and 

permeability distribution within the model. 

 

Figure 6.2: Reservoir porosity 

  

Figure 6.3: Reservoir permeability in i and 

j directions. 

Figure 6.4: Reservoir permeability in k 

direction. 

Fluid components data 

Water and oil are the two phases present within the model since reservoir pressure 

is above the bubble point and hence free gas does not exist. Each phase is 

characterized by a set of properties that includes molecular weight, density, and 

viscosity. The oil is the same as in slim tube experiment. Fluids properties are listed 

in Table 6.3. 
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Table 6.3: Fluids characteristics. 

Moreover, it is essential to recall that in field operation modeling oil phase is still in 

“live” conditions, meaning that it contains dissolved gas in solution that may be 

released at surface conditions, contrary to what happens in laboratory activity 

(where dead oil is used). For this reason, it must be provided by a detailed design 

of its thermodynamic behavior. 

To describe this behavior, a Black Oil model has been implemented in STARS. The 

software allows to specify the way oil and the eventual dissolved gas coming out of 

solution react when brought from reservoir to surface conditions. This is possible 

by using the following parameters, known from field tests [122]: 

• 𝑅𝑠: it is the solution gas to oil ratio, defined as the number of standard cubic 

feet of gas which dissolve in one stock tank barrel of oil when both are taken 

to reservoir pressure. Figure 6.5 shows how the solution gas oil ratio of field 

Beta oil changes as a function of reservoir pressure at constant reservoir 

temperature. 

 
Figure 6.5: Solution gas to oil ratio trend. 

𝑅𝑠 obtained from field data follows the typical trend of solution gas to oil 

ratio where it’s possible to recognize: 

1. A plateau from very high pressures until the bubble point pressure 

(indicated in the chart by the vertical line occurring at 182.4 bar) which 

suggests that the gas is in solution and the ratio has a constant value. 
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2. A decreasing part from bubble point pressure until 0, meaning that 

the amount of gas in solution is reducing in favor of an increase of free 

gas. 

• 𝐵𝑜: it is the oil formation volume factor, which describes the shrinking of oil 

volume when passing from reservoir to surface conditions because of the 

lower gas content below Pb. It is defined as the ratio between the oil liquid 

volume at reservoir temperature and pressure and the oil liquid volume of 

the same sample at surface. Its trend is shown in Figure 6.6. 

 
Figure 6.6: Oil formation volume factor trend. 

As the reservoir pressure is decreased from initial pressure to bubble point 

pressure there is a slight expansion of the liquid. Then, when the reservoir 

pressure falls below the bubble point, gas comes out of solution and 𝐵𝑜 

decreases until a value of 1. 

• 𝜇𝑜: it is the oil viscosity, which is not constant when pressure changes are 

experienced. Its values are shown in Figure 6.7. 

 
Figure 6.7: Oil viscosity trend. 
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• 𝐵𝑔: it is the gas formation volume factor, defined analogously to oil as the 

ratio of gas volume at reservoir conditions to the gas volume at standard 

conditions. Its trend is shown in Figure 6.8. 

 
Figure 6.8: Gas formation volume factor trend. 

• 𝜇𝑔: it is the gas viscosity, once again not constant when there are pressure 

changes. Its values are displayed in Figure 6.9. 

 

Figure 6.9: Gas viscosity trend. 

Rock-fluid interaction data 

In this section, as already explained in Chapter 4, saturation function curves are 

defined. Also in this case the relative permeabilities follow Corey’s model (Equation 

(4.5) and (4.6)) and are specified together with the values of capillary pressure as a 

function of water saturation. 
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Figure 6.10: Water and oil relative permeabilities. 

 

0.1 0.283091 

0.15 0.085473 

0.2 0.025807 

0.25 0.007792 

0.3 0.001457 

0.35 0.00071 
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Due to the presence of dissolved gas within the oil, also gas-liquid relative 

permeabilities need to be specified to properly describe the movement of gas 

coming out of solution. 

 

Figure 6.11: Gas-liquid relative permeabilities. 

The relative permeability curves shown in Figure 6.10 and Figure 6.11 should be 

adjusted in view of the upscaling procedure passing from slim tube to sector model. 

This modification is achieved through Saturation table endpoints scaling. It 

provides a mechanism for redefining values of connate, critical, and maximum 

saturations in the saturation tables, for the description of reservoir fluids flow. 
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Initial conditions 

At the beginning of the simulation the sector is characterized by an areal 

homogeneous distribution of water and oil saturation. Those fluids represent the 

only two phases present at the initial conditions since free gas is assumed to be 

absent in the reservoir. The described condition is summarized in terms of initial 

water saturations in Table 6.4 and displayed in Figure 6.12. 

Layer 1 2 3 4 5 6 7 8 9 10 11 12 

𝑆𝑤𝑖 0.29 0.30 0.30 0.31 0.32 0.31 0.32 0.33 0.36 0.39 0.47 0.50 

Table 6.4: initial water saturation values for each layer. 

 

 

Figure 6.12: Initial water saturation over the 3-D grid. 

Moreover, to fully characterize the original situation of the sector, it’s fundamental 

to set the reservoir temperature – equal to 90°C – and a reference pressure. From 

field data the reference pressure results equal to 351.5 bar at a depth of 3360 m. 

However, since the grid is positioned between 3370 m and 3375 m, it’s necessary to 

specify the value of pressure at these depths. To achieve this, water pressure 

gradient has been considered as shown in Equation (6.1): 

𝑃 = 𝑃𝑟𝑒𝑓 + 𝜌𝑤  𝑔 ∆ℎ  (6.1) 

Where 𝑃 is the pressure at the considered depth (3370 m), 𝑃𝑟𝑒𝑓 is the reference 

pressure known from field data, 𝜌𝑤 is the water density and ∆ℎ is the difference 

between the considered depth and the reference one. At 3370 m pressure results 

equal to 352.69 bar. 

Lastly, the oil water contact (OWC) is located at 3406 m, hence it is out of the 

generated sector. 
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Wells data 

The number of wells inserted in the model and their positioning reproduce the 

configuration of real field. In particular, one injector and 3 producers are located on 

the grid as shown in Figure 6.13 and are provided by perforation on each layer. 

 

Figure 6.13: Wells positions. 

Since the forecast simulations start from 2022 it is vital to reproduce the field 

conditions up to this date. To emulate the current Beta field status, values of real 

bottom hole pressure (BHP) and water cut (WC) need to be matched on producer 1 

(Pro-1 in Figure 6.13) by the simulation. Producer 1 has been set as target well due 

to its proximity to the injection point. The values of quantities to be matched are 

equal to: 

• BHP above bubble point (BHP = 185 bar, 𝑃𝑏 = 182.4 bar); 

• WC = 50%. 

In order to reach this purpose a constant water injection and oil production profile 

has been respectively set to the injection and production wells. These constraints 

keep valid from the beginning of the simulation (startup of real field production, 

year 2000) until the specified BHP and WC values are registered on producer 1. Once 

the condition is fulfilled, producers 2 and 3 (Pro-2 and Pro-3 in Figure 6.13) are 

closed and the injection strategy on Inj-1 is changed according to Voidage 

Replacement (VR) = 1. This strategy ensures that the active production wells 

produce an amount of bottom-hole fluid in proportion to the total bottom-hole fluid 
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injected into the reservoir by the injection well, keeping the pressure constant. This 

approach is maintained until the present year (2022) is attained. 

6.2. Production forecast in different scenarios 

The production forecast scenarios exposed in this section aim at investigating at the 

field scale the additional contribution brought by nanoemulsion injection after the 

exploitation of Beta field performed through the sole waterflooding. 

The nanoemulsion formulation used in this phase is the one used in slim tube 

flooding. Its properties have been already listed in Table 3.3. 

Once defined the composition of the fluid to be injected, it is necessary to select a 

reference volume within the sector, which represents the basis for injection Pore 

Volume calculations. Given that for this preliminary forecast analysis it is sufficient 

to focus on one injector (Inj-1) and one producer (Pro-1), the examined volume 

includes only these two wells. It is highlighted by the red rectangle in Figure 6.14. 

 

Figure 6.14: Selected reference volume for injection. 

Keeping into account the entity of the reference volume considered and the porosity 

of each layer, it is possible to compute the void volume of the considered space. The 

total amount of oil within the referred volume to be displaced results equal to 

478746 m3 (1 PV). Nanoemulsion slug to be injected is determined as a chosen 

percentage of this number. 

N. cells 6x11x12 

Cell dimension 

(i direction) [m] 
100 

Cell dimension 

(j direction) [m] 
100 

Cell dimension 

(k direction) [m] 
0.5 
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Once the PV is determined, 4 different nanoemulsion injection strategies have been 

elaborated: 

1. An amount of 0.3 PV injected as a single slug; 

2. An amount of 0.3 PV split into two separate injected slugs; 

3. An amount of 0.1 PV injected as a single slug; 

4. An amount of 0.5 PV injected as a single slug. 

The quantity of NE slug injected in the first scenario has been set to 0.3 PV in 

agreement to the choice made during laboratory application. Then it has been 

changed to lower and higher values to investigate the effect of the injected volume 

of additional recovery. Moreover, a base case (“do nothing case”) has been defined 

to compare nanoemulsions performance with waterflooding ones. This base case, 

indeed, simulates the exclusive injection of water for the whole duration of the 

forecast. In all the situations the same constraints on injection and production wells 

are set: 

• Injection well: constant flow rate equal to 180 m3/d; 

• Production well: constant bottom hole pressure equal to 185 bar. 

The injection startup is set in 2022 and all the simulations forecast last 28 years (up 

to 2050). 

6.3. Forecast results 

The results for each strategy have been collected in terms of oil production rate and 

cumulative oil production of the considered volume of interest. WC is also reported 

for every case to underline that the prevision is performed until a value for WC 

around 90% is attained at well Pro-1, as common practice for EOR processes 

suggests. In each chart the base case is also displayed to appreciate the 

improvements brought by nanoemulsion injection. 

At the beginning strategy 1 and 2 have been compared to assess whether a different 

injection arrangement could have a consistent impact on recovery. In these first two 

cases 2.43 years are required for the complete injection of the slug. 
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Figure 6.15: Oil production rate comparison between strategy 1 and 2. 

 

Figure 6.16: Cumulative oil production comparison between strategy 1 and 2. 
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Figure 6.17: Water cut comparison between strategy 1 and 2. 

Injection strategy Cumulative oil production @ 2050 [bbl] 

Base case 4.41∙ 106 

Strategy 1 + 130000 

Strategy 2 + 120000 

Table 6.5: Cumulative production results from strategy 1 and 2. 

Table 6.5 summarizes the gain obtained with strategies 1 and 2 with respect to the 

water injection.  As itis possible to notice, the difference registered between the two 

arrangements is not substantial as expected in terms of cumulative oil production; 

however, the injection of the nanoemulsion in a single bigger volume does not give 

a significant load to the oil bank (Figure 6.15), failing in a potential early production 

with respect to the injection of the two smaller split nanoemulsion volumes. 

The comparison among strategies at different NE injected amounts (i.e., strategy 1, 

3 and 4) shows the higher efficacy of the case of 0.5 PV injected (Figure 6.19 and 

Table 6.6). 
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Figure 6.18: Oil production rate comparison between strategy 1, 3 and 4. 

 
Figure 6.19: Cumulative oil production comparison between strategy 1, 3 and 4. 
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Figure 6.20: Water cut comparison between strategy 1, 3 and 4. 

Injection strategy Cumulative oil production @ 2050 [bbl] 

Base case 4.41∙ 106 

Strategy 1 + 130000 

Strategy 3 + 50000 

Strategy 4 + 170000 

Table 6.6: Cumulative production results from strategy 1, 3 and 4. 

However, the drawback of injecting a huge amount of nanoemulsion is of course 

related to costs and time required for injection. As a matter of fact, in case 3 only 

0.73 years are required for the complete injection versus the 3.64 years measured for 

strategy 4. 

6.4. Preliminary economic evaluation 

The incremental production of the analyzed forecast scenario must be accompanied 

by an economic evaluation to assess the effective feasibility of the EOR application 

process. Moreover, considering that the gain obtained with the different strategies 

is not so impacting, an estimation of costs associated to each of the considered 

scenario may help in the selection of the most affordable one. It’s generally known 

that every industrial application relies on a trade-off condition: in this peculiar 

study, a greater cumulative oil production is reached considering higher costs for 

nanoemulsion injection and vice versa. 
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The incremental productions of nanoemulsion injection scenarios are compared 

with respect to waterflooding, in terms of ΔNPV (Net Present Value), ΔCWP (Cost 

When Produced) and ΔCWP@WACC (Discounted Cost When Produced): 

∆𝑁𝑃𝑉 =∑
∆𝑁𝐶𝐹𝑡

(1 +𝑊𝐴𝐶𝐶)𝑡

𝑇

𝑡=0

 [𝑀$] (6.2) 

ΔCWP =
∆(𝐶𝐴𝑃𝐸𝑋 + 𝑂𝑃𝐸𝑋)

∆𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
 [
$

𝑏𝑏𝑙
] (6.3) 

ΔCWP@WACC =
∆(𝐶𝐴𝑃𝐸𝑋 + 𝑂𝑃𝐸𝑋)@𝑊𝐴𝐶𝐶

(∆𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛)@𝑊𝐴𝐶𝐶
 [
$

𝑏𝑏𝑙
] (6.4) 

The three economic indexes are computed from the year 0 to the year T = 28. The 

investments related to nanoemulsion plants construction are assumed to be done in 

the year 0 with no production delay in the year 1. The discount rate (WACC) is set 

at 10% and the oil price is set to 70 $/bbl according to Eni forecasts. No downtimes 

are considered. The costs are divided into CAPEX, related to specific pumps for 

nanoemulsion injection and storage tanks, and OPEX, related to fluid formulation 

and its transport. All the costs are listed in Table 6.7. 

Injection pumps and storage tanks costs [M$] 0.5 

Nanoemulsion formulation costs [$/ton] 1000 

Nanomeulsion transport and injection costs [$/ton] 100 

Table 6.7: Nanoemulsion injection costs. 

It is possible to realize that OPEX are consistently higher than CAPEX, since there 

is no need of costly additional facilities with respect to waterflooding. 

The incremental oil production values of the three analyzed scenarios (strategy 1, 3 

and 4) at the end of forecast period with respect to waterflooding are reported in 

Table 6.8. 

Injection strategy Cumulative oil production @ 2050 [bbl] 

Strategy 1 127000 bbl 

Strategy 3 50855 bbl 

Strategy 4 169000 bbl 

Table 6.8: Incremental oil production for different analyzed scenario. 

The results of the economic evaluation are summarized in Table 6.9. 

Index Strategy 1 Strategy 3 Strategy 4 

ΔNPV [M$] - 123.3 - 40.7 - 177.0 



6 Upscaling for Future Applications 101 

 

 

ΔCWP [$/bbl] 1211.6 908.8 1355.9 

ΔCWP@WACC [$/bbl] 915415.9 764508.1 1005181 

Table 6.9: Economic indices for the three different scenarios. 

The results obtained from the preliminary economic evaluation are not 

encouraging. The negative value of the differential NPV suggests that the project is 

not economically feasible at the moment. This could be mainly related to the huge 

costs associated to nanoemulsion components and preparation, which make the 

technology still not affordable for field applications. In other words, the benefit 

coming from the additional production obtain from EOR application is not 

sufficient to overcome the related costs. Such consideration provides an important 

hint to guide the future tests and studies towards the optimization of nanoemulsion 

formulation in order to minimize the cost of operations. In particular, two 

procedures should be applied to improve economic results: 

1. Optimization of nanoemulsion formulation activity at laboratory scale; 

2. Optimization of injected volumes, keeping into account the possible cost 

amortization linked to higher employed nanoemulsion quantities at 

industrial level. 
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7 Conclusions 

Nanoemulsion technology has been investigated in this thesis work, developed in 

collaboration with Eni, as potential applicable EOR technique. It represents a 

promising way to recover oil remaining in place after primary and secondary field 

production processes, helping in the sustainment of the increasing oil demand 

foreseen in next years. The efficacy of this fluid lies in its composition and 

emulsification strategy, which are responsible of the improved kinetic stability, low 

interfacial tension, unusual tunable rheology, and wettability alteration capacity 

even at small surfactant concentration. Results coming from the laboratory tests 

carried out by Eni, confirm the enhanced action of nanomulsion for oil mobilization 

in both plug and slim tube applications. In each case an additional recovery (~21% 

and ~16% respectively) has been reached in agreement with conventional EOR 

processes. 

One major achievement of the present thesis work is the successful construction of 

the entire simulation workflow used to reproduce the laboratory experiments. This 

aspect represents a substantial innovation in nanoemulsion EOR studies, offering a 

concrete starting point for future improvements. Moreover, the elaborated model 

and the associated History Matching procedure have allowed to better understand 

which, among the mechanisms of action ascribed to this technology, have a crucial 

influence on oil recovery. In this context, the “solvent effect” has been identified as 

the main driving force to mobilize oil and bring it towards production wells. In 

addition to this, also IFT lowering and wettability alteration have been recognized 

as significative, even if their impact is considerably smaller compared to the solvent 

one. Such considerations have been validated through the GSA analysis, which 

scope is to understand how some of the input parameters of the model affect the 

probability density function of the output variable of interest: oil recovery factor in 

the considered case. From the examination of AMA indices, obtained with the aid 

of a PCE (Polynomial Chaos Expansion) surrogate model, it has been possible to 

demonstrate that statistical moments of recovery factor are very sensitive to 

partition coefficient during the whole flooding. This key parameter describes the 

solvent migration process towards oil in place, therefore its assessed importance on 

the output corroborates the initial assumptions. 
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The good response of the model at laboratory scale has encouraged the upscaling at 

field scale. A sector of the Beta field, a reservoir located in North Africa, has been 

chosen for this purpose. Different forecast scenarios have been performed 

considering a variable amount of nanoemulsion employed and different injection 

strategies. At the end of forecasting period, values of cumulative oil production 

from each case have been compared to the base case which accounts only for 

waterflooding, highlighting an enhancement in production linked this technology 

of roughly 170000 bbl in the best scenario. 

A preliminary economic analysis has been carried out considering the production 

outcomes of the diverse forecast scenarios in the analyzed sector. Despite the 

improvement in oil recovered brought by nanoemulsion injection, economic 

indicators (NPV, CWP, and CWP@WACC) show the unaffordability of this 

technology. In other words, this technique results to be effective at field scale but 

the additional production obtained through this type of chemical EOR is not 

sufficient to recover costs and provide remuneration. A possible explanation of this 

fact lies in the expensive formation process of nanoemulsions, which requires costly 

components and advanced preparation methods. For this reason, in view of 

decreasing the production costs, an optimization in terms of formulation and 

injected volumes has been suggested. 

In conclusion, this work also represents a precious help to strengthen the 

cooperation that exists between laboratory and simulation parts. In this sense the 

elaborated model has given to the experimental section a suggested path in terms 

of analysis and data measurements to be performed in order to reach a higher level 

of results reliability. 
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B formation volume factor - 
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List of acronyms 

ANOVA ANalysis Of VAriance 

ASP Alkaline Surfactant Polymer 

BHP Bottom Hole Pressure 

CAPEX CAPital EXpenditure 

CMC Critical Micelle Concentration 

CMG Computer Modelling Group 

CSS Cycling Steam Stimulation 

CWP Cost When Produced 

DECE Designed Exploration and Controlled Evolution 

ED Displacement Efficiency 

EM ElectroMagnetic radiation heating 

EOR Enhanced Oil Recovery 

ER Electrical Resistive 

EV Volumetric sweep Efficiency 

GSA Global Sensitivity Analysis 

HLB Hydrophilic-Lipophilic Balance 

HM History Matching 

HSW High Salinity Water 

IEA International Energy Agency 

IFT InterFacial Tension 

KRs Relative permeability curves 

LSA Local Sensitivity Analysis 

MAE Mean Absolute Error 

MC Monte Carlo 

MRE Mud Removal Efficiency 

NCF Net Cash Flow 

NPV Net Present Value 

OOIP Original Oil In Place 

OPEX OPerating EXpenditure 

OWC Oil-Water Contact 

PCE Polynomial Chaos Expansion 

PIT Phase Inversion Temperature 

PV Pore Volume 
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QMC Quasi Monte Carlo 

RF Recovery Factor 

RRF Residual Resistance Factor 

SAGD Steam Assisted Gravity Drainage 

SG Sparse Grids 

SRC Standardized Regression Coefficients 

STARS Steam Thermal and Advanced processes Simulator 

SWCTT Single Well Chemical Tracer Test 

VR Voidage Replacement 

WACC Weighted Average Cost of Capital 

WC Water Cut 
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