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Abstract

An accurate evaluation of seismic hazard, based on suitable modelling of earthquake

ground motion prediction, is a key step for the reliable assessment of seismic risk

in large urban areas. In recent years, stimulated by the increasing availability of

computational resources, physics-based numerical simulations of earthquake ground

motion including a full three-dimensional seismic wave propagation model from the

source to the site, have gained increasing interest so that they now represent the

most promising tool to generate ground shaking scenarios.

In this thesis we develop new mathematical and numerical models for the coupling

of the ground motion induced by earthquakes with the induced structural damages

of buildings. To model the ground motion induced by seismic waves we employ

the elastodynamics equation discretized by the Discontinuous Galerkin Spectral

Element method, whereas prediction models of structural damages are based either

on empirical laws (fragility curves) or physics-based approaches (linear and non-

linear differential models).

To validate the first proposed coupled approach based on fragility curves, we study

seismic damages in the Beijing area as a consequence of ground motion scenarios

with magnitude in the range 6.5–7.3 Mw. In particular we compute the probability

of exceeding a certain damage level conditioned to the earthquake intensity measure.

We validate our methodological approach focusing on the specific class of high-rise

buildings.

To validate the second proposed approach based on differential models to describe

both wave propagation in the underground and its impact on buildings, three-

dimensional physics-based scenarios of the 1999 Mw6 Athens earthquake are carried

out to study the seismic response of the Acropolis hill and of the Parthenon. In

particular we model the main Greek cultural heritage within the framework of the

structural analysis.

We also investigate the contact-friction laws that are at the basis of dynamic seismic

source modelling and of the description of the interaction between ground and

structures to improve the description of the phenomena in realistic applications.
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Finally, we present algebraic multigrid solvers for elliptic problems discretized by

high order discontinuous Galerkin methods. Algebraic multigrid is an effective

technique for solving the linear system of equations stemming from the discretization

of partial differential equations.

ii



Acknowledgments

I am thankful to my advisor Prof. Paola F. Antonietti who transferred me the pas-

sion for the research, gave me the opportunity and guided me in my PhD experience

of these three years.

I also would like to thank my co-advisor Dr. Ilario Mazzieri. From him I learned

a lot of knowledge on applied mathematics for earthquake applications. He was

always available for research discussions.

I wish also to thank Dr. Carlo Cauzzi who hosted me at ETH Zürich. Thanks to
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Introduction

In the last few decades, losses induced by natural disasters have shown a dramatic

increase on a worldwide scale. The reasons are manifold and include the increase in

world population, together with the development of new mega-cities with population

larger than 2 millions, as well as the development of highly exposed regions and high

vulnerability of modern societies and technologies [Smo+04]. Many of these densely

populated areas are located in seismic prone regions. The destructive earthquakes

of the last decade, such as Chile (Haiti 2010), New Zealand (Canterbury 2010 -

2011), Japan (Tohoku 2011, Kunamoto 2016) and Italy (L’Aquila 2009, Po Plain

2012, Norcia 2016), caused a very high number of victims with losses estimated of

the order of several billion dollars. For example, the Haiti earthquake (2010) counts

159.000 fatalities, whereas the overall economic losses caused by the Tohoku 2011

earthquake were estimated to be about 210 billion US dollars with about 15.500

victims (https://natcatservice.munichre.com).

The assessment of seismic risk at portfolio, at both urban or regional scale, is

a key element for the definition of risk mitigation strategies to mitigate the ad-

verse economic and social effects of earthquakes, the planning and management of

emergency response in the aftermath of a disaster event and for the definition of

earthquake insurance schemes for risk transfer objectives. A variety of approaches,

tools and applications dealing with different components of seismic risk assessment

have been proposed, see, e.g., the overview in [Erd17]. In general, the chain of

seismic risk assessment involves first the quantification of seismic hazard, then its

combination with suitable vulnerability models of structures and facilities and, fi-

nally, the prediction of expected losses by incorporating the exposure information.

Seismic hazard models provide a quantification of the expected earthquake shaking

in a given area in terms of various ground motion Intensity Measure (IM), such

as Peak Ground Acceleration (PGA) or acceleration response spectra ordinates

(SA). For a structural typology, the direct physical damage can be determined us-

ing either suitable fragility/vulnerability relationships providing the probability of

damage/loss, conditioned on the level of IM , or a physics-based structural damage
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Introduction

measure. Eventually, economic (direct and indirect) and social (casualties) losses

can be estimated as a function of physical damage estimates.

Among the many challenges that a reliable seismic risk assessment poses, the

key aspect is the characterization of earthquake ground motion. The goal is to pro-

duce estimates of the probability distribution of the ground motion IM as a func-

tion of explanatory variables, such as magnitude, source-to-site distance and site

conditions, amongst others. An extensive body of approaches exists for this pur-

pose, ranging from Ground Motion Prediction Equations (GMPEs) [Tri76; Dou03;

Abr+08; Pow+08], Empirical Green Functions and stochastic methods [Har78;

Pav+00; KIP98], to three-dimensional (3D) numerical simulations [Gra96; Moc+07;

LD72; Fac+97; KV98; Maz+13], see review in [DA08]. These approaches differ es-

sentially for the amount and detail of input information, as regards both the seismic

source and propagation path from the source to the site, and the level of detail of

the of output, that can range from only peak values of ground motion to the entire

displacement time history.

We next provide some details on each of the most employed approaches to pre-

dict earthquake ground motion. GMPEs are statistical regressions on instrumental

observations deduced from past earthquakes. Thanks to their simplicity they rep-

resent one of the most commonly used approach for ground motion prediction, see

[DE16]. Nonetheless, GMPEs suffer from some major limitations, especially when

used for earthquake ground motion prediction at urban or regional scale. Indeed

they are poorly calibrated in the near-source region of moderate to large earthquakes

[PF09] and, as a consequence of ergodic assumption [AA+10], they cannot account

for region-, path- and site- specific effects related to the earthquake source, record-

ing site conditions (e.g. complex site effects in case of large sedimentary basins)

and source-to-site path. Moreover GMPEs alone cannot provide reliable estimates

of the spatial correlation of ground motion, which may be crucial for seismic risk as-

sessment of large urban areas with spatially distributed portfolios or infrastructural

systems, see e.g., [JB09; PBB07; Wea+15].

In recent years, boosted by the continuous development of numerical methods

together with computational power facilities, there has been an increasing research

of numerical methods for the simulation of seismic wave propagation [Bra18; Fra93;

OA96; Mad76; Rob96; PMS15; Pao+16; Vil+14; Cha+10; Ant+18b]. Hence, 3D

physics-based simulations (referred to as PBS hereafter) have emerged as a powerful

and effective tool for earthquake ground motion prediction [Bra18]. PBS are based

on either finite difference (FD) methods [Gra96; AKJ68; Vir86; Bay+86; Dab86;

KM03; MKH00; MKG14], finite element (FE) methods [LD72; KZ67; Moc+07;

Boo72; KZ67] and spectral element (SE) methods [Fac+97; KV98; KT99; KT02a;

KT02b; Cha+07] that approximate the solution of the (visco)elastodynamics equa-

tion. The output of PBS consists of ground motion time histories reflecting the

physics of the seismic wave propagation problem as a whole: from the fault rupture
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Introduction

to the propagation path and local site response. Among all, SE methods have been

introduced in computational seismology due to their intrinsic capability of provid-

ing highly accurate solutions. To improve geometric flexibility of SE methods and

keep low numerical dispersion and dissipation errors, in [Ant+12] Discontinuous

Galerkin SE (DGSE) methods have been proposed and analyzed to further enhance

the flexibility of SE methods, see also [KD06; Ant+16; Maz+13; AM18; Vil+14;

PMS15; Pao+16; Bra18]. Indeed, DGSE methods are well suited for capturing

local variations of the physical solution since they feature comparable accuracy of

SE methods by keeping the numerical dispersion and dissipation errors low, cf.

[Fer+17]. Moreover, they are more flexible than SE methods, because they allow

for non-conforming simplicial/hexahedral grids and locally varying polynomial ap-

proximation orders [Ant+12]. In particular, the DGSE method based on a domain

decomposition approach is described in [Ant+12]. Thanks to this approach the SE

is employed in each macro-block and the DG paradigm is applied to their inter-

faces. This strategy allows to mitigate the high number of the degrees of freedom

stemming from the DG discretizations.

In recent years, PBSs have achieved a substantial maturity in the scientific

community, so that they can now be embedded within simulation-based seismic

hazard assessment frameworks [Gra+11; Bra18; Pao+18; Inf+19] and in the gener-

ation of large scale simulation-based seismic risk assessments [Por+11; SP18]. The

HayWired Earthquake scenario [DW17; DW18] is an example of cutting-edge evalu-

ation of scenario-based seismic risk from 3D simulations. The physics-based ground

shaking scenario of a hypothetical Mw 7 earthquake on the Hayward Fault (San

Francisco Bay area, California) provides an estimate of the expected physical and

environmental damages resulting from the earthquake shaking. From this scenario

it is also possible to obtain insights into social and economic consequences, planning

of emergency responses and policy considerations. Recently, Smerzini and Pitilakis

[SP18] combined 3D physics-based simulations with the capacity spectrum method

to estimate the damage to reinforced concrete buildings in the city of Thessaloniki

during the 1978 destructive Mw 6.5 earthquake and to compare it with available

post-earthquake damage observations.

The estimation of the seismic risk requires both the knowledge of the seismic

hazard and the representation of the seismic quality of the structure: the latter

is the objective of the seismic vulnerability assessment methods made through an

earthquake scenario [Gue13]. Therefore we are interested to couple ground motion

intensity measures with suitable models to predict seismic vulnerability of struc-

tures in order to improve seismic risk management. Earthquakes demonstrate the

weakness of urban environments relative to the destructive power of these events,

however if we better understand them we can use this knowledge to reduce the

impact of earthquakes on urban areas. For example, thanks to seismic vulnerability

studies it is possible to understand which buildings need eventual reinforcements.
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The phase of seismic diagnostic or vulnerability analysis is based on two main ap-

proaches, probabilistic or deterministic, [Cal+06; CPB04; Gue13] and it identifies

the levels of predicted damage as a function of the typology of construction. The

first strategy uses the data collected in sites with past earthquakes to define the

probable of damage for a given seismic response parameter leading to the definition

of the fragility curve [MA86; RE05; RE03; PKB07; Seo+12; MKS17; BC08; GM13].

On the other hand, the second approach makes use of physics-based seismic risk

assessment methods within the structural analysis framework that are governed by

differential models based on either linear or non-linear elasticity equations. Most of

these techniques are based on the construction and analysis of a mechanical model

on the behaviour of the structure subject to seismic shaking [KL18; Mas03; Kap+06;

MV12].

In this thesis we aim at proposing and analyzing new coupled numerical mod-

els for seismic risk assessment. We develop a method that couples physics-based

differential models for ground motion prediction with prediction models of struc-

tural damage. To predict the ground motion induced by an earthquake we employ

a differential model based on the elastodynamics equations discretized by DGSE

methods. This model is then suitably coupled with suitable models to quantify the

seismic risk on structures that are based on employing either suitable vulnerability

models, (e.g. fragility curves) or the structural analysis. This coupled approach

yields an estimation of the predictable damage induced by an earthquake. This

information allows us, for example, to quantify the real level of risk, and can guide

at reducing the uncertainty related to two of the most important components of

seismic risk: the hazard and vulnerability.

More precisely, in the first proposed coupled model, we deal with an approach

that combines physics-based elastodynamics differential model for ground shaking

prediction with the use of fragility curves for the risk assessment of structural vul-

nerability. In this way using a deterministic tool for earthquake ground motion

prediction based on physical equations rather than empirical methods, we can ob-

tain a more accurate information to assess ground motion hazard. As a result the

input for fragility curves could become more reliable and as a consequence the corre-

sponding predictions of possible structural failures. The proposed method is tested

considering the metropolitan Beijing high seismicity urban area.

Then, we propose a second fully physics-based approach by considering the differen-

tial models for modelling both the earthquake phenomenon and the seismic response

of buildings. In particular, with this three-dimensional physics-based model, it is

possible to take into account the interactions of the structures with respect to the

earthquake ground motion within a multi-scale simulation. In such a way, the mea-

sure of the seismic risk level of a building is more accurate. The proposed model is

validated considering a ”source-site-structure” simulation of the 1999 Mw6 Athens

earthquake to investigate the seismic response of the Parthenon, the main cultural
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heritage of Greece, and the results are compared with recorded data.

In order to correctly model the earthquake phenomenon, it is important to model

several geophysical features, among them there are the topography, material prop-

erties of the layers, the geometry of the fault, the magnitude and the seismic source

representation. In particular, the seismic source can be described through a kine-

matic approach by prescribing the slip along the fault or with a dynamic source

modeling by introducing physical laws for earthquake spontaneous fault rupture. In

the first part of this thesis we adopted a kinematic description, but we are interested

in improving the seismic source within its dynamic representation. The advantage

of the dynamic source modelling is that it physically describes a phenomenon in a

more realistic way, but as a drawback it is much more computationally challenging

due to the underlying governing equations, c.f. [And76; DA77; Day82]. Moreover

the contact-friction laws that are at the basis of the dynamic fault rupture model-

ing can be employed to describe the non-linear behavior of the buildings within the

framework of the structural analysis.

To conclude, we provide an overview of the contents of each chapter of the thesis.

In Chapter 1 we introduce the physical equations governing seismic wave prop-

agation phenomena together with its mathematical formulation. Then we describe

the discretization strategies based on discontinuous Galerkin spectral element meth-

ods (for discretization in space) and the leap-frog scheme (for discretization in time)

to derive the semi-discrete and algebraic DG formulations, respectively. The pro-

posed method has been proposed in [Ant+12] and implemented in the open source

code SPEED (http://speed.mox.polimi.it, cf. also [Maz+13]). We also recall

the well-posedness and stability results and a priori error bounds for the semi-

discrete and fully discrete DG formulations, cf. [Ant+16]. Then we describe the

main ground motion intensity measures IM that are at the basis of the earthquake

quantification analysis.

In Chapter 2 we propose a new coupled paradigm for seismic risk assessment to

yield physics-based damage scenarios, which employs, on the one hand, a rigorous

numerical model for the prediction of near-source earthquake ground motion, and

on the other, a suitable set of fragility functions for prescribed building typologies

to quantify a probabilistic expected buildings damage. Physics-based earthquake

scenarios, that are the key ingredients of our approach, exploit the DGSE method

revised in Chapter 1. The proposed coupled approach based is expected to provide

more accurate, site-specific estimates of earthquake ground motion and, then, of

the resulting damage, especially when the coupling of near-field effects and complex

site amplification in sedimentary basins may play a key role. Finally, we present an

application of the proposed approach focusing on the metropolitan area of Beijing

(China). The city of Beijing is located in the proximity of a well-known mapped

fault system capable of triggering severe earthquakes of magnitude up to 7.3 Mw.

Based on employing our model, we produce maps of seismic damage focusing on
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the specific class of high-rise buildings, accounting for a wide set of fault rupture

realizations with magnitude in the range 6.5-7.3 Mw. This chapter contains original

material and the results are contained in the following publication [Ant+21].

In Chapter 3 we propose a fully physics-based coupled approach where we model

both the earthquake ground motion and the built environment with suitable dif-

ferential equations. To validate the model we focus on the study of the seismic

response of the Parthenon during the 1999 Mw 6 Athens earthquake. The simu-

lations have been performed using the high-performance open-source code SPEED

(http://speed.mox.polimi.it, cf. [Maz+13]) We will provide insights into the

seismic wave propagation features of the 1999 Athens earthquake and, hence, con-

tribute to the seismic response investigation of the Acropolis hill and the Parthenon.

More precisely, we will validate the 3D model against available recordings for the

target event and we will evaluate the observed ground motion and the seismic re-

sponse of Parthenon during Athens earthquake Mw 6 1999 in terms of amplitude,

duration and frequency content. This chapter contains original material and the

results will be submitted for possible publication.

In Chapter 4 we consider a more complicated model for the description of the

seismic source and interactions among building components after an earthquake, we

show theoretical and numerical results for the simulations of dynamic-fault rupture

wave propagation based on employing discontinuous Galerkin discretizations. In

particular we make use of the variational inequalities principles proposed in [DL76;

KO88; MO83]. First we introduce the mathematical model for the dynamic source

description; and then we present its variational formulation within the inequality

framework. We derive the semi-discrete formulation of the problem with a discon-

tinuous Galerkin discretizations and the algebraic system resulting after using the

leap-frog scheme for time integration. We also consider a fixed point iteration to nu-

merically solve the non-linearity stemming from the governing equations. We prove

theoretical results for the variational inequality introduced before under suitably

simplified hypothesis and then we then prove stability and bounds results for the

semi-discrete formulation. Finally, we report some preliminary numerical computa-

tions related to a benchmark 2D study test and discuss the achieved results. This

chapter contains original material and the results will be submitted for possible

publication.

In Conclusions we summarize the achieved results and discuss open problems

for future research.

In Appendix A we present multigrid methods for the efficient solution of the

linear system of equations stemming from high order discontinuous Galerkin ap-

proximations of second order elliptic problems. The goal is to develop an algebraic

solver that is both h− and p−independent, especially in the high order discon-

tinuous Galerkin setting. Multigrid methods can be viewed as an acceleration of

iterative schemes featuring a smoothing property. The smoothing property refers to
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an efficient reduction of oscillatory components of the error than the smooth ones.

The main idea behind multigrid methods is to project the smooth error modes onto

a coarser level where a relaxation will be more effective on all error components.

The aim of this Appendix A is to propose new algebraic multigrid methods based

on the employment of smoothed aggregation [VMB96] and, following the guideline

of [OS11], extend the latter to high order discontinuous discretizations for which

standard multigrid approaches cannot be employed because of redundancy of the

degrees of freedom associated to the same grid point. This chapter contains original

material and the results are contained in the following publication [AM20].
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CHAPTER 1

Mathematical and numerical

models for three-dimensional

physics-based earthquake

ground motion

In this chapter we describe the mathematical model and formulate the Discontinuous

Galerkin Spectral Element method for the approximation of elastic wave problems

in heterogeneous media. Starting from the semi-discrete formulation we analyze

the approximation technique from the points of view of accuracy, convergence and

stability. We also describe the algebraic formulation that comes from the leap-frog

scheme in time. Finally, we introduce the main ground motion intensity measures

that are at the basis of the earthquakes study within the framework of the seismic

risk analysis.

1.1 Mathematical model

In this section we describe the elastodynamics equation. Let Ω ⊂ R3 be a fixed,

polyhedral, open, bounded domain (representing the portion of the ground where

we investigate the wave propagation phenomena) and let ∂Ω be the corresponding

boundary that we assume to be sufficiently regular. Moreover let the boundary be

decomposed into three disjoint portions ΓD, ΓN and ΓNR, where ΓD is the portion

of the boundary where the displacements are assigned, ΓN is the one where surface

loads are imposed and ΓNR is the portion of ∂Ω where non-reflecting boundary

conditions are prescribed. The boundary ΓNR is introduced to avoid unphysical

reflections, cf. [Sta88].

Here and in the sequel, vectors are typed with bold letters, while underlined

quantities denote tensors. Given a final observation time T > 0, we consider the

temporal interval (0, T ]. The dynamic equation for a viscoelastic material leads to

9



Chapter 1. Mathematical and numerical models for earthquake ground motion

the following system:

ρü + 2ρξu̇−∇ · σ(u) + ρξ2u = f , in Ω× (0, T ],

u = 0, on ΓD × (0, T ],

σ(u)n = t, on ΓN × (0, T ],

σ(u)n = t∗, on ΓNR × (0, T ],

u = u0, in Ω× {0},
u̇ = u1, in Ω× {0},

(1.1)

where u = u(x, t) is the displacement field, σ(u) = σ(x, t) is the stress tensor,

ρ = ρ(x) ∈ L∞(Ω) is a strictly positive function describing the material density,

n = n(x) is the unit outward normal vector to ∂Ω, ξ = ξ(x) ≥ 0 is a suitable

decay factor with dimension inverse of time that models the dumping effects, and

f = f(x, t) is a given external load (e.g. a seismic source). On the boundary we

impose null displacements on ΓD, a traction t = t(x, t) on ΓN and, finally, on ΓNR

a fictitious traction t∗ = t∗(x, t), cf. [Sta88; Cas+02]. As initial conditions for the

displacement and the velocity, we assign the functions u0 = u0(x) and u1 = u1(x),

respectively.

We assume a linear constitutive equation for the stress tensor (Hooke’s law):

σ(u) = 2µε(u) + λtr(ε(u))I, (1.2)

where µ = µ(x) ∈ L∞(Ω) and λ = λ(x) ∈ L∞(Ω) are the Lamé elastic coefficients,

while

ε(u) =
∇u +∇uT

2

is the strain tensor, I is the identity tensor and tr(·) is the trace operator.

According to the Hooke’s law (1.2) we can relate σ and ε in the following way

σ(u) = D ε(u),

where D is the fourth order elasticity tensor. The stiffness tensor D is symmetric,

positive, definite and bounded over Ω, i.e. it satisfies the following

Dijkl = Djikl = Dijlk = Dklij ,

where Dijkl = (D)ijkl, and there exists two positive constants D∗, D
∗ such that

0 < D∗

3∑
i,j

X2
ij <

3∑
i,j,k,l

XijDijklXkl < D∗
3∑
i,j

X2
ij ∀X 6= 0.

We recall that the compressional and shear wave velocities, vP and vS respec-

tively, are obtained through the relations

vP =

√
λ+ 2µ

ρ
, vS =

√
µ

ρ
. (1.3)

10



1.1. Mathematical model

Next we introduce the weak formulation of problem (1.1) that reads: for any

t ∈ (0, T ] find u = u(t) ∈ V = {v ∈ H1(Ω) : v = 0 on ΓD} such that

(ρ ü,v)Ω + (2ρξ u̇,v)Ω + A(u,v) + (ρξ2u,v)Ω = F(v) ∀v ∈ V, (1.4)

where the bilinear form A : V ×V→ R3 is defined as

A(u,v) = (σ(u), ε(v))Ω

and the linear functional F : V→ R3 as

F(v) = (f(t),v)Ω + 〈t(t),v〉ΓN
+ 〈t∗(t),v〉ΓNR

.

Finally, if ΓNR = ∅ and ξ = 0, the above problem is well-posed and its unique

solution u ∈ C0(0, T ; V) ∩ C1(0, T ; L2(Ω)), provided that ρ ∈ L∞(Ω), u0 ∈ V,

v0 ∈ L2(Ω), f ∈ L2(0, T ; L2(Ω)) and t ∈ L2(0, T ; L2(ΓN )), see for instance [RT83,

Theorem 8.3-1].

1.1.1 Seismic source

The seismic source term f in (1.1) can be modeled in several ways. A possible choice

of the seismic input is a point-wise force that acts on a point x0 in the i-th direction

defined as

f(x, t) = f(t)δ(x− x0)ei,

where f(t) is a function of time, δ(·) is the delta distribution and ei is the unit vector

in the i-th direction. An example of the function f among different waveforms is

the Ricker wavelet defined as

f(t) = f0(1− 2π2f2
p (t− t0)2)e−π

2f2p (t−t0)2 ,

where f0 is the amplitude of the wave, fp is the peak frequency of the signal and t0

is the reference time.

In many applications the source term is the vertically incident plane wave de-

scribed by a uniform distribution of body forces along the plane z = z0, i.e.

f(x, t) = f(t)δ(z − z0)ei.

This seismic input generates a displacement in the i-th direction described by the

function

ūi(x, t) =
1

2ρv
H(t− |z − z0|

v
)

∫ t− |z−z0|
v

0
f(τ) dτ, (1.5)

where H(·) denotes the Heaviside function and v is the wave velocity (v = vP , vS),

see [AW09]. Computing the derivative with respect to time of (1.5) and evaluating

the result at z = z0, f(t) can be written as

11



Chapter 1. Mathematical and numerical models for earthquake ground motion

f(t) = 2ρv
∂ūi
∂t

.

Finally, the most important choice to describe the seismic source f in (1.1) is the

kinematic finite-fault model expressed in terms of a distribution of double-couple

point sources. The body force distribution f is given by the relation f(x, t) = −∇ ·
m(x, t), cf. [Fac+97]. The seismic moment tensor m(x, t) is defined for 0 ≤ t < T

as, see e.g. [AR02],

mij(x, t) =
M0(x, t)

V
(siνj + sjνi), i, j = 1, . . . , 3, (1.6)

where ν and s are the fault normal and the unit slip vector along the fault, respec-

tively, and M0(x, t) is the time history of the moment release at the source point x

inside the elementary volume V .

1.1.2 Absorbing boundary conditions

One of the main aspects in the simulations of seismic wave propagation is the

modeling of the absorbing boundary conditions that are introduced to consider the

phenomenon in limited domains. Among the many approaches, we describe the

absorbing boundary layers by imposing a fictitious traction on ΓNR which consists

in a linear combination of space and time derivatives of the displacement. We

present the local P3 paraxial condition presented in [Sta88] that provides effective

and stable results when vP /vS ≤ 2, as in the applications under consideration.

Let n = [nx, ny, nz]
T be the unit normal vector to ΓNR and τ1 = [τ1,x, τ1,y, τ1,z]

T ,

τ2 = [τ2,x, τ2,y, τ2,z]
T a couple of mutually orthogonal unit vectors that lie on the

plane tangent to the boundary, then the P3 paraxial absorbing conditions read as



∂

∂n
(u · n) = − 1

vP

∂

∂t
(u · n) +

vS − vP
vP

[
∂

∂τ1
(u · τ1) +

∂

∂τ2
(u · τ2)

]
,

∂

∂n
(u · τ1) = − 1

vS

∂

∂t
(u · τ1) +

vS − vP
vP

∂

∂τ1
(u · n),

∂

∂n
(u · τ2) = − 1

vS

∂

∂t
(u · τ2) +

vS − vP
vP

∂

∂τ2
(u · n).

(1.7)

12



1.2. Numerical discretization

We denote as σ∗ = σ∗(u) the stress on the absorbing boundary in the local coordi-

nate system (τ1, τ2,n). Therefore we have

σ∗τ1,τ1 = (λ+ 2µ)
∂

∂τ1
(u · τ1) + λ

[
∂

∂τ2
(u · τ2) +

∂

∂n
(u · n)

]
,

σ∗τ2,τ2 = (λ+ 2µ)
∂

∂τ2
(u · τ2) + λ

[
∂

∂τ1
(u · τ1) +

∂

∂n
(u · n)

]
,

σ∗n,n = (λ+ 2µ)
∂

∂n
(u · n) + λ

[
∂

∂τ1
(u · τ1) +

∂

∂τ2
(u · τ2)

]
,

σ∗τ2,n = µ

[
∂

∂n
(u · τ2) +

∂

∂τ2
(u · n)

]
,

σ∗τ1,n = µ

[
∂

∂n
(u · τ1) +

∂

∂τ1
(u · n)

]
,

σ∗τ1,τ2 = µ

[
∂

∂τ2
(u · τ1) +

∂

∂τ1
(u · τ2)

]
.

(1.8)

By combining (1.7) and (1.8), the traction term t∗ = [t∗τ1 , t
∗
τ2 , t

∗
n] = σ∗(u)n in

the local coordinate system (τ1, τ2,n) reads as

t∗τ1t∗τ2
t∗n

 =


µ(2vP−vS)

vS
∂
∂τ1

(u · n)− µ
vS

∂
∂t(u · τ1)

µ(2vP−vS)
vS

∂
∂τ2

(u · n)− µ
vS

∂
∂t(u · τ2)

λvS+2µ(vP−vS)
vS

[
∂
∂τ2

(u · τ1) + ∂
∂τ1

(u · τ2)
]
− λ+2µ

vS
∂
∂t(u · n)

 . (1.9)

Finally, the expression of t∗ in the global coordinate system can be recovered by

writing the normal and the tangential derivatives as

∂

∂n
=

∂

∂x
nx +

∂

∂y
ny +

∂

∂z
nz,

∂

∂τ1
=

∂

∂x
τ1,x +

∂

∂y
τ1,y +

∂

∂z
τ1,z,

∂

∂τ2
=

∂

∂x
τ2,x +

∂

∂y
τ2,y +

∂

∂z
τ2,z,

and then projecting the resulting vector on the global coordinate system by

t∗(x, t) =

t∗xt∗y
t∗z

 =

τ1,x τ2,x nx

τ1,y τ2,y ny

τ1,z τ2,z nz


t∗τ1t∗τ2
t∗n

 . (1.10)

In particular, in [Cas+02] it is possible to find a description on how to choose the

vectors (τ1, τ2).

1.2 Numerical discretization

Following [Ant+12], see [Ant+18a] for a review, we introduce the DGSE space

discretization to problem (1.4) based on a domain decomposition approach. At
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Chapter 1. Mathematical and numerical models for earthquake ground motion

the first level, we subdivide Ω into K non-overlapping regions Ωk, k = 1, . . . ,K,

such that Ω = ∪Kk=1Ωk, and we denote by S the collection of the interfaces be-

tween subdomains. Note that this (macro) decomposition can be geometrically

non-conforming. Then problem (1) is solved in each Ωk together with transmission

conditions at the interface between the sub-domains that are encoded in the scheme.

Then, within each subdomain Ωk, we construct a grid Thk made of hexahedral or

tetrahedral elements Elk, with diameter hlk, and assign a polynomial approximation

degree Nk ≥ 1. We suppose that each Elk ∈ Ωk is the image through the map

Fl
k : Ê → Elk of the unit reference hexahedron or the unit reference tetrahedron Ê.

Notice that mesh generation is performed independently on each subdomain and

also the local polynomial degree Nk can vary subdomainwise. We define Th to be

the union of the (independently generated) grids Thk , and collect all the element

faces (here a face is the non empty interior of the intersection of two neighboring

hexahedral or tetrahedral elements that belong to Th) that lie on the interface S
in the set Fh. Problem (1.4) is then discretized on each subdomain Ωk with a SE

method of degree Nk and at the interfaces Fh the DG paradigm is employed. We in-

troduce the space VNk
hk

(Ωk) = {v ∈ C0(Ωk) : v|El
k
◦ Fl

k ∈ [MNk(Ê)]3 ∀Elk ∈ Thk},
where MNk(Ê) is either the space QNk(Ê) of polynomials of degree Nk in each

coordinate direction on Ê, if Ê is the unit reference cube, or PNk(Ê) of polyno-

mials of total degree at most Nk on Ê, if Ê is the reference tetrahedron. Then,

denoting by VDG the discrete space of function that are piecewise continuous poly-

nomials of degree Nk in each coordinate direction on each subdomain Ωk, i.e.

VDG = {v ∈ L2(Ω),v = 0 on ΓD : v|Ωk
∈ VNk

hk
(Ωk), k = 1, . . . ,K}, and that

can be discontinuous at the interface S, the semi-discrete DGSE formulation reads

as follows: for any t ∈ (0, T ], find uh = uh(t) ∈ VDG such that

(ρüh,v)Th + (2ρξu̇h,v)Th +Ah(uh,v) + (ρξ2u,v)Th

= (f(t),v)Th + 〈t(t),v〉FN
h

+ 〈t∗(t),v〉FNR
h
,

(1.11)

for any v ∈ VDG, where

Ah(u,v) = (σ(u), ε(v))Th − 〈{σ(u)}, [[v]]〉FI
h
− 〈[[u]], {σ(v)}〉FI

h
+ 〈η[[u]], [[v]]〉FI

h

(1.12)

and (·, ·)Th/ 〈·, ·〉Fb
h
, b = I,N,NR, denote the L2(Th)/ L2(Fbh) respectively, inner

products defined as

(w,v)Th =
∑
E∈Th

(w,v)E , 〈w,v〉Fb
h

=
∑
F∈Fb

h

〈w,v〉F .

For any two neighbouring regions Ωk± that share a face F ∈ Fh we denote with v±

and τ± the traces of (regular enough) vector- and tensor-valued functions v and τ

on Ωk± , respectively. We also denote with n± the unit normal vector to F pointing
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1.3. Stability and error analysis of the semi-discrete formulation

outward to Ωk± . We define the averages {·} and jumps [[·]] operators (see [Arn+01;

Ant+18a]) as

{v} =
1

2
(v+ + v−), [[v]] = v+ ⊗ n+ + v− ⊗ n−,

{τ} =
1

2
(τ+ + τ−), [[τ ]] = τ+ · n+ + τ− · n−,

(1.13)

where a⊗ b ∈ R3×3 is the tensor with entries (a⊗ b)ij = aibj , i, j = 1, 2, 3, for all

a,b ∈ R3. On each face F ∈ Fh shared by two elements E+ ⊂ Ωk+ and E− ⊂ Ωk−

the penalty parameter η is defined as

η = α{λ+ 2µ}A
N2

h
, (1.14)

where {q}A = 2q+q−/(q+ + q−) is the harmonic average of the quantity q across

F , α is a (large enough) positive constant to be properly chosen [Arn82; Arn+01;

ER07], and N and h are defined on each face F ∈ Fh as N = max{Nk+ , Nk−} and

h = min{hk+ , hk−}.

1.3 Stability and error analysis of the semi-discrete for-

mulation

The main goal of this section is to prove some results for the DG semi-discrete

formulation (1.11), [Ant+12; Ant+18a]. We first introduce some notations and

technical tools to state the main results. In particular, for the sake of presentation,

we consider ΓD = ∂Ω and ΓNR,ΓN = ∅.
To carry out the analysis, we suppose that local bounded variation assumption

on the mesh-size and the polynomial degree holds, i.e. hk+ . hk− . hk+ and

Nk+ . Nk− . Nk+ for any pair of neighboring elements Ωk± , cf. [PS02] for example.

In addition we also assume that for any element E ∈ Th and for any face F ⊂ ∂K,

it holds hK . hF , see [PS02; GHH07]. We remark that this last assumption can be

relaxed, cf. [AM18; CGH14; AFV20].

1.3.1 Well-posedness of the discontinuous Galerkin formulation

Lemma 1.1. For any polynomial v of degree Nk ≥ 1 over E ∈ Thk there hold

|v|m,E .

(
N2
k

hk

)m−s
|v|s,E 0 ≤ s ≤ m,

||v||0,F .

(
N2
k

hk

)1/2

||v||0,E ∀F ⊂ ∂E.

From the above lemma, by summation on all the elements E in each Ωk, it holds

the following.
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Chapter 1. Mathematical and numerical models for earthquake ground motion

Lemma 1.2. For any polynomial v of degree Nk ≥ 1 over Ωk there hold

|v|m,Ωk
.

(
N2
k

hk

)m−s
|v|s,Ωk

0 ≤ s ≤ m,

||v||0,F .

(
N2
k

hk

)1/2

||v||0,Ωk
∀F ∈ FIh , F ⊂ ∂Ωk.

See [Agm65; Bre04; Can+06; Sch98; STW11] for further details and proofs.

We next introduce the following (discretization parameters dependent) norms

||v||2DG = ||D1/2ε(v)||20,Th + ||η1/2[[v]]||2
0,FI

h
∀v ∈ H1(Th) ∩VDG,

|||v|||2DG = ||v||2DG + ||η−1/2{Dε(v)}||2
0,FI

h
∀v ∈ H2(Th).

The norms || · ||DG and ||| · |||DG are equivalent when restricted to the space

VDG. It can be proved by employing the trace-inverse inequality of Lemma 1.2.

Moreover we consider the following results.

Lemma 1.3. The following inequality holds

||η−1/2{σ(v)}||2
0,FI

h
.

1

α
||D1/2ε(v)||20,Th ∀v ∈ VDG, (1.15)

where α is the stability parameter appearing in the definition of the penalization

function (1.14).

Proof. Let F ∈ FIh be an interior face shared by two neighboring elements Ωk± .

Using the definition of the average operator it clearly holds

||η−1/2{σ(v)}||20,F . ||η−1/2{σ(v+)}||20,F + ||η−1/2{σ(v−)}||20,F . (1.16)

Recalling that σ(v±) = Dε(v±), it is therefore enough to show

||η−1/2σ(v±)||20,F = ||η−1/2Dε(v±)||20,F .
1

α
||D1/2ε(v)||20,Ωk±

, (1.17)

since the thesis then follows by summing over all the interior faces F ∈ FIh . Using the

definition of the penalization function (1.14), the local bounded variation property,

together with the trace-inverse inequality in Lemma 1.2 we have

||η−1/2Dε(v±)||20,F .
1

α

min{hk+ , hk−}
max{N2

k+
, N2

k−}
||D1/2ε(v±)||20,F .

1

α
||D1/2ε(v)||20,Ωk±

,

(1.18)

where hidden constant depends on the material properties through the quantity

||D||∞/{D}H .

Let us introduce the following (mesh dependent) energy norm

||uh(t)||2E = ||ρ1/2u̇h(t)||20,Th + ||ρ1/2ξuh(t)||20,Th + ||uh(t)||2DG t ∈ (0, T ]. (1.19)

.
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1.3. Stability and error analysis of the semi-discrete formulation

Lemma 1.4. For any VDG it holds

||v||2E − 2〈{σ(v)}, [[v]]〉FI
h
. ||v||2E , (1.20a)

||v||2E − 2〈{σ(v)}, [[v]]〉FI
h
& ||v||2E . (1.20b)

The second bound holds provided the stability parameter α appearing in the definition

of the penalization function (1.14) is chosen large enough.

Proof. We prove the first bound with the Cauchy-Schwarz inequality, Lemma 1.3

and the definition of || · ||E -norm.

||v||2E − 2〈{σ(v)}, [[v]]〉FI
h
. ||v||2E + ||η−1/2{σ(v)}||0,FI

h
||η1/2[[v]]||0,FI

h

. ||v||2E +

(
1

α
||D1/2ε(v)||20,Th

)1/2

||v||DG

. ||v||2E + ||v||2DG . ||v||2E .

To find the second bound, it is sufficient to show that

||v||2DG − 2〈{σ(v)}, [[v]]〉FI
h
& ||v||2DG. (1.21)

Indeed using definition of ||v||2E we have

||v||2E − 2〈{σ(v)}, [[v]]〉FI
h

= ||ρ1/2v̇||20,Th + ||ρ1/2ξv||20,Th + ||v||2DG − 2〈{σ(v)}, [[v]]〉FI
h

& ||ρ1/2v̇||20,Th + ||ρ1/2ξv||20,Th + ||v||2DG = ||v||2E .
(1.22)

Therefore, we next show that (1.21) holds provided that the stability parameter

α appearing in the definition of the penalization function η (1.14) is chosen large

enough. To this aim, we observe that by using the Cauchy-Schwartz and Young

inequalities we have, for any positive number β,

〈{σ(v)}, [[v]]〉FI
h
≤ ||η−1/2{σ(v)}||0,FI

h
||η1/2[[v]]||0,FI

h

≤ 1

β
||η−1/2{σ(v)}||2

0,FI
h

+ β||η1/2[[v]]||2
0,FI

h

Therefore, from the definition of the DG norm ||v||DG it follows

||v||2DG − 2〈{σ(v)}, [[v]]〉FI
h

≥ ||D1/2ε(v)||20,Th + ||η1/2[[v]]||2
0,FI

h
− 1

β
||η−1/2{σ(v)}||2

0,FI
h
− β||η1/2[[v]]||2

0,FI
h

≥
(

1− C

αβ

)
||D1/2ε(v)||20,Th + (1− β)||η1/2[[v]]||2

0,FI
h
& ||v||2DG

where the last step follows from Lemma 1.3, with C denoting the hidden constant.

Then (1.21) follows by choosing, for example, β = 1/2 and α ≥ 4C.
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Remark 1.1. The minimum value of penalty parameter α in the penalty function

(1.14) is a function of the constant of the inverse inequality estimate that depends

on the dimension of the problem and the shape of the elements employed in the dis-

cretization of the domain [WH03]. In [ER07], computable bounds of the threshold

penalty parameter on triangular and tetrahedral meshes are provided in the case

of a second-order elliptic problem. In practice, the numerical value α = 10 guar-

antees stability (and therefore convergence) of symmetric interior penalty Galerkin

methods.

Lemma 1.5. The bilinear form Ah(·, ·) : VDG × VDG → R defined as in (1.12)

satisfies

|Ah(w,v)| . ||w||DG||v||DG, Ah(v,v) & ||v||2DG, ∀v,w ∈ VDG,

where the second estimate holds provided that the parameter α appearing in the def-

inition of the stabilization function cf. (1.14) is chosen sufficiently large. Moreover,

|Ah(w,v)| . |||w|||DG||v||DG, ∀w ∈ H2(Th),∀v ∈ VDG.

Proof. Taking into account of the equivalence between the ||| · |||DG and || · ||DG-

norms, the continuity properties follow from the definition of the ||| · |||DG-norm by

applying the Cauchy-Schwartz and trace inequality. Finally, it is possible to prove

the coercivity estimate with the definition of the || · ||DG-norm and the results (1.21)

in Lemma 1.4.

1.3.2 Stability

In this section we present a stability analysis of the semi-discrete formulation (1.11)

in the (mesh dependent) energy norm defined in (1.19). We remark that for t = 0

we have

||uh(0)||2E = ||ρ1/2v0,h||20,Th + ||ρ1/2ξu0,h||20,Th + ||u0,h||2DG,

where u0,h,v0,h ∈ VDG are suitable approximations of the initial data u0 and u1,

respectively.

First we provide some technical tools useful to prove results in next sections, cf.

[Qua14; Ant+18a]. We recall the following integration by parts formula∫ t

0
(u, v̇)∗dτ = (u(t),v(t))∗ − (u(0),v(0))∗ −

∫ t

0
(u̇,v)∗dτ (1.23)

where u,v are regular enough and (·, ·)∗ denotes any scalar product.

We also introduce the Gronwall’s lemma.
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1.3. Stability and error analysis of the semi-discrete formulation

Lemma 1.6 (Gronwall). Let β(t) ∈ L1(0, T ) and ϕ(t) ∈ C0(0, T ) non-negative

functions such that

ϕ(t)2 ≤ γ +

∫ t

0
β(τ)ϕ(τ)dτ ∀t ∈ [0, T ], (1.24)

where γ is a non-negative constant. Then

ϕ(t) ≤ √γ +

∫ t

0
β(τ)dτ ∀t ∈ [0, T ]. (1.25)

Theorem 1.1 (Stability). Let, for any time t ∈ (0, T ] and for a sufficiently large

penalty parameter α in (1.14), uh(t) ∈ VDG be the solution of problem (1.11). If

f ∈ L2(0, T ; L2(Ω)), then

||uh(t)||E . ||uh(0)||E +

∫ t

0
||f(τ)||0,Ω dτ, 0 < t ≤ T.

Proof. By taking v = u̇h in (1.11), we obtain

(ρüh, u̇h)Th + (2ρξu̇h, u̇h)Th + (σ(uh), ε(u̇h))Th − 〈{σ(uh)}, [[u̇h]]〉FI
h

− 〈[[uh]], {σ(u̇h)}〉FI
h

+ 〈η [[uh]], [[u̇h]]〉FI
h
,+ (ρξ2uh, u̇h)Th = (f , u̇h)Th ,

that is

1

2

d

dt

(
||uh||2E − 2〈{σ(uh)}, [[uh]]〉FI

h

)
+ 2||ρ1/2ξ1/2u̇h||20,Th = (f , u̇h)Th .

Integrating the above inequality over the time interval (0, t) we have

||uh(t)||2E − 2〈{σ(uh(t))}, [[uh(t)]]〉FI
h

+ 4

∫ t

0
||ρ1/2ξ1/2u̇h(τ)||20,Thdτ

= ||uh(0)||2E − 2〈{σ(uh(0))}, [[uh(0)]]〉FI
h

+ 2

∫ t

0
(f(τ), u̇h(τ))Th dτ.

Since 4
∫ t

0 ||ρ
1/2ξ1/2u̇h(τ)||20,Thdτ ≥ 0, then

||uh(t)||2E − 2〈{σ(uh(t))}, [[uh(t)]]〉FI
h

≤ ||uh(0)||2E − 2〈{σ(uh(0))}, [[uh(0)]]〉FI
h

+ 2

∫ t

0
(f(τ), u̇h(τ))Th dτ.

From Lemma 1.4 we get

||uh||2E − 2〈{σ(uh)}, [[uh]]〉FI
h
& ||uh||2E ,

||uh(0)||2E − 2〈{σ(uh(0))}, [[uh(0)]]〉FI
h
. ||uh(0)||2E ,

where the first bound holds provided that the stability parameter α appearing in

the definition of the penalization function (1.14) is chosen large enough. Then

||uh(t)||2E . ||uh(0)||2E + 2

∫ t

0
(f(τ), u̇h(τ))Th dτ.
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The Cauchy-Schwarz inequality leads to

2

∫ t

0
(f(τ), u̇h(τ))Th dτ .

∫ t

0
||f(τ)||0,Th ||ρ

1/2u̇h(τ)||0,Th dτ ≤
∫ t

0
||f(τ)||0,Ω||uh||E dτ.

The thesis follows based on employing the Gronwall’s lemma.

1.3.3 Semi-discrete error estimates

Lemma 1.7 ([BS87b, Lemma 4.5]). For any function v such that v|Ωk
∈ Hsk(Ωk), sk ≥

0, k = 1, . . . ,K, there exists vI ∈ VDG such that

∑
Ωk

||v − vI ||2r,Ωk
.
∑
Ωk

h2mk−2r
k

N2sk−2r
k

||v||2sk,Ωk
, ∀r, 0 ≤ r ≤ sk,

∑
Ωk

||v − vI ||20,∂Ωk
.
∑
Ωk

h2mk−1
k

N2sk−1
k

||v||2sk,Ωk
,

∑
Ωk

||∇(v − vI)||20,∂Ωk
.
∑
Ωk

h2mk−3
k

N2sk−3
k

||v||2sk,Ωk
,

where mk = min(sk, Nk + 1).

Based on standard DG techniques, the following preliminary bound holds.

Lemma 1.8. For any function v such that v|Ωk
∈ Hsk(Ωk), sk ≥ 2, k = 1, . . . ,K,

there exists vI ∈ VDG such that

|||v − vI |||2DG .
∑
Ωk

h2mk−2
k

N2sk−3
k

||v||2sk,Ωk
, (1.26)

where mk = min(sk, Nk + 1). Moreover, if in addition v|Ωk
, v̇|Ωk

∈ Hsk(Ωk), sk ≥
2, k = 1, . . . ,K, then

||v − vI ||2E .
∑
Ωk

h2mk−2
k

N2sk−3
k

(
||v̇||2sk,Ωk

+ ||v||2sk,Ωk

)
. (1.27)

Proof. We first show (1.26). With this aim, use Lemma 1.7 to bound each contri-

bution appearing in the definition of the DG norm ||| · |||2DG.

||D1/2ε(v − vI)||20,Th .
∑
Ωk

h2mk−2
k

N2sk−2
k

||v||2sk,Ωk
,

||η1/2[[v − vI ]]||20,FI
h
.
∑
Ωk

h2mk−2
k

N2sk−3
k

||v||2sk,Ωk
,

||η−1/2{Dε(v − vI)}||20,FI
h
.
∑
Ωk

h2mk−2
k

N2sk−1
k

||v||2sk,Ωk
.

20



1.3. Stability and error analysis of the semi-discrete formulation

This yields

|||v − vI |||2DG .
∑
Ωk

h2mk−2
k

N2sk−3
k

(
1

Nk
+ 1 +

1

N2
k

)
||v||2sk,Ωk

.
∑
Ωk

h2mk−2
k

N2sk−3
k

||v||2sk,Ωk
.

Next we show (1.27). We recall the definition of energy norm and employ again

the interpolation estimates of Lemma 1.7 to get

||ρ1/2(v̇ − v̇I)||20,Th .
∑
Ωk

h2mk
k

N2sk
k

||v̇||2sk,Ωk
,

||ρ1/2ξ(v − vI)||20,Th .
∑
Ωk

h2mk
k

N2sk
k

||v||2sk,Ωk
,

||v − vI ||2DG .
∑
Ωk

h2mk−2
k

N2sk−3
k

||v||2sk,Ωk
.

Finally, summing up the above contributions we obtain

||v − vI ||2E .
∑
Ωk

h2mk−2
k

N2sk−3
k

(
h2
k

N3
k

||v̇||2sk,Ωk
+

h2
k

N3
k

||v||2sk,Ωk
+ ||v||2sk,Ωk

)

.
∑
Ωk

h2mk−2
k

N2sk−3
k

(
||v̇||2sk,Ωk

+ ||v||2sk,Ωk

)
.

Theorem 1.2 (A-priori error estimate in the energy norm). Assume that, for

any time t ∈ [0, T ], the exact solution u(t) of problem (1.4) together with its two

first temporal derivatives satisfy u(t)|Ωk
, u̇(t)|Ωk

, ü(t)|Ωk
∈ Hsk(Ωk), k = 1, . . . ,K,

sk ≥ 2. Let uh be the corresponding solution of the semi-discrete DG formulation

given in (1.11), with a sufficiently large penalty parameter α in the definition of the

stabilization function (1.14). Then,

sup
t∈[0,T ]

||eh(t)||2E . sup
t∈[0,T ]

∑
Ωk

h2mk−2
k

N2sk−3
k

(
||u̇||2sk,Ωk

+ ||u||2sk,Ωk

)
+

∫ T

0

∑
Ωk

h2mk−2
k

N2sk−3
k

(
||ü||2sk,Ωk

+ ||u̇||2sk,Ωk

)
dt.

Proof. The discrete formulation (1.11) is strongly consistent, that is the exact so-

lution u of (1.4) satisfies equation (1.11) for any time t ∈ (0, T ]:

(ρ ü,v)Th + (2ρξ u̇,v)Th + Ah(u,v) + (ρξ2 u,v)Th = Fh(v) ∀v ∈ VDG.
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Subtracting (1.11) from the above identity and setting e = u − uh, we obtain the

error equation

(ρ ë,v)Th + (2ρξ ė,v)Th + Ah(e,v) + (ρξ2 e,v)Th = 0 ∀v ∈ VDG.

We next decompose the error as e = eI − eh, with eI = u− uI and eh = uh − uI ,

uI ∈ VDG being the interpolant defined as in Lemma 1.7, and rewrite the above

identity as

(ρ ëh,v)Th + (2ρξ ėh,v)Th + Ah(eh,v) + (ρξ2 eh,v)Th

= (ρ ëI ,v)Th + (2ρξ ėI ,v)Th + Ah(eI ,v) + (ρξ2 eI ,v)Th ∀v ∈ VDG.

By taking as test function v = ėh, we get

(ρ ëh, ėh)Th + (2ρξ ėh, ėh)Th + Ah(eh, ėh) + (ρξ2 eh, ėh)Th

= (ρ ëI , ėh)Th + (2ρξ ėI , ėh)Th + Ah(eI , ėh) + (ρξ2 eI , ėh)Th ,

that is

1

2

d

dt

(
||ρ1/2ėh||20,Th + ||ρ1/2ξeh||20,Th + ||eh||2DG − 2〈{σ(eh)}, [[eh]]〉FI

h

)
+ 2||ρ1/2ξ1/2ėh||20,Th = (ρ ëI , ėh)Th + (2ρξ ėI , ėh)Th +Ah(eI , ėh) + (ρξ2 eI , ėh)Th .

Using the definition of the energy norm and the Cauchy-Schwarz inequality to bound

the terms on the right hand side we obtain

1

2

d

dt

(
||eh||2E − 2〈{σ(eh)}, [[eh]]〉FI

h

)
+ 2||ρ1/2ξ1/2ėh||20,Th

≤ ||ėI ||E ||eh||E + 2||ρ1/2ξ1/2ėI ||0,Th ||ρ
1/2ξ1/2ėh||0,Th

+ Ah(eI , ėh) + (ρξ2 eI , ėh)Th .

Thanks to the Young’s inequality we have that 2||ρ1/2ξ1/2ėI ||0,Th ||ρ1/2ξ1/2ėh||0,Th ≤
||ρ1/2ξ1/2ėI ||20,Th + ||ρ1/2ξ1/2ėh||20,Th and therefore the above bound can be rewritten

as

1

2

d

dt

(
||eh||2E − 2〈{σ(eh)}, [[eh]]〉FI

h

)
+ ||ρ1/2ξ1/2ėh||20,Th

≤ ||ėI ||E ||eh||E + ||ρ1/2ξ1/2ėI ||20,Th + Ah(eI , ėh) + (ρξ2 eI , ėh)Th .

Observing that ||ρ1/2ξ1/2ėh||0,Th ≥ 0 and integrating in time between 0 and t, and

using that eh(0) = uh(0)− uI(0) = 0, it follows

1

2

(
||eh||2E − 2〈{σ(eh)}, [[eh]]〉FI

h

)
≤
∫ t

0
||ėI ||E ||eh||E dτ +

∫ t

0
||ρ1/2ξ1/2ėI ||20,Th dτ

+

∫ t

0
Ah(eI , ėh) dτ +

∫ t

0
(ρξ2 eI , ėh)Th dτ.
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1.3. Stability and error analysis of the semi-discrete formulation

Employing Lemma 1.4 we obtain

1

2
||eh||2E ≤

∫ t

0
||ėI ||E ||eh||E dτ +

∫ t

0
||ρ1/2ξ1/2ėI ||20,Th dτ

+

∫ t

0
Ah(eI , ėh) dτ +

∫ t

0
(ρξ2 eI , ėh)Th dτ.

(1.28)

We next estimate the last two terms on the right hand side. For the first one, the

integration by parts formula together with the observation that eh(0) = uh(0) −
uI(0) = 0, and Lemma 1.5 lead to∫ t

0
Ah(eI , ėh) dτ =Ah(eI(t), eh(t)) − Ah(eI(0), eh(0)) −

∫ t

0
Ah(ėI , eh) dτ

. |||eI |||DG||eh||DG +

∫ t

0
|||ėI |||DG||eh||DG dτ

. |||eI |||DG||eh||E +

∫ t

0
|||ėI |||DG||eh||E dτ,

(1.29)

where in the last step we have used the definition of the energy norm. Analogously,

for the second term∫ t

0
(ρξ2 eI , ėh)Th dτ =(ρξ2 eI(t), eh(t))Th − (ρξ2 eI(0), eh(0))Th −

∫ t

0
(ρξ2 ėI , eh)Th dτ

. ||eI ||E ||eh||E +

∫ t

0
||ėI ||E ||eh||E dτ.

(1.30)

By substituting the above two bounds (1.29) and (1.30) in (1.28) we get

1

2
||eh||2E .

∫ t

0
||ėI ||E ||eh||E dτ +

∫ t

0
||ρ1/2ξ1/2ėI ||20,Th dτ + |||eI |||DG||eh||E

+

∫ t

0
|||ėI |||DG||eh||E dτ + ||eI ||E ||eh||E +

∫ t

0
||ėI ||E ||eh||E dτ

= (||eI ||E + |||eI |||DG)||eh||E +

∫ t

0
||ρ1/2ξ1/2ėI ||20,Th dτ

+

∫ t

0
(||ėI ||E + |||ėI |||DG) ||eh||E dτ.

From the Young’s inequality, it follows

(||eI ||E + |||eI |||DG)||eh||E ≤ δ(||eI ||E + |||eI |||DG)2 +
1

δ
||eh||2E

≤ 2δ(||eI ||2E + |||eI |||2DG) +
1

δ
||eh||2E

(1.31)

and therefore, we can therefore chose δ = 4C being C the hidden constant in (1.31)

and obtain

1

4
||eh||2E .||eI ||2E + |||eI |||2DG +

∫ t

0
||ρ1/2ξ1/2ėI ||20,Th dτ

+

∫ t

0
(||ėI ||E + |||ėI |||DG) ||eh||E dτ.
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By applying the Gronwall’s lemma we get

||eh||2E . γ +

∫ t

0

(
||ėI ||2E + |||ėI |||2DG

)
dτ

with

γ = sup
t∈[0,T ]

{
||eI ||2E + |||eI |||2DG +

∫ t

0
||ρ1/2ξ1/2ėI ||20,Th dτ

}
.

The interpolation estimates of Lemmas 1.7 and 1.8 lead to

γ . sup
t∈[0,T ]

∑
Ωk

h2mk−2
k

N2sk−3
k

(
||u̇||2sk,Ωk

+ ||u||2sk,Ωk
+

∫ t

0
||u̇||2sk,Ωk

dτ

) ,

||ėI ||2E + |||ėI |||2DG .
∑
Ωk

h2mk−2
k

N2sk−3
k

(
||ü||2sk,Ωk

+ ||u̇||2sk,Ωk

)
.

Therefore we obtain

sup
t∈[0,T ]

||eh(t)||2E . sup
t∈[0,T ]

∑
Ωk

h2mk−2
k

N2sk−3
k

(
||u̇||2sk,Ωk

+ ||u||2sk,Ωk
+

∫ t

0
||u̇||2sk,Ωk

dτ

)
+

∫ T

0

∑
Ωk

h2mk−2
k

N2sk−3
k

(
||ü||2sk,Ωk

+ ||u̇||2sk,Ωk

)
dt

and the proof is complete.

1.4 Fully discrete formulation

The algebraic version of (1.11) can be obtained by: (i) introducing a basis {Ψ}i=1,...,Nh

for the finite element space VDG; (ii) expressing u ∈ VDG as linear combination of

the shape functions, i.e. u(x, t) =
∑Nh

i=1 Uj(t)Ψj(x); and (iii) choosing v = Ψi for

any i = 1, ..., Nh. The resulting system has the following structure

MÜ(t) + CU̇(t) + AU(t) = F(t), t ∈ (0, T ], (1.32)

together with initial conditions U(0) = u0,h and U̇(0) = v0,h, being u0,h and v0,h

suitable approximation in VDG of the initial data u0 and u1. In (1.32), the vector

U(t) ∈ RNh contains the unknown expansion coefficients in the chosen basis, i.e.

Uj(t) = u(xj , t). The mass, damping, and stiffness matrices are defined as

Mij = (ρΨj ,Ψi)Th , i, j = 1, ..., Nh,

Cij = (2ρξΨj ,Ψi)Th , i, j = 1, ..., Nh

Aij = Ah(Ψj ,Ψi) + (ρξ2Ψj ,Ψi)Th , i, j = 1, ..., Nh,

respectively. Finally, the right-hand side F(t) has the following expression

Fi(t) = (f(t),Ψi)Th + 〈t(t),Ψi〉FN
h

+ 〈t∗(t),Ψi〉FNR
h
, i = 1, ..., Nh.

24



1.5. Analysis of dispersion, dissipation and numerical stability

Notice that the choice of the basis functions {Ψi} for the spectral element space

VDG reflects on the structure of system (1.32). To span the discrete space we

consider tensor product nodal Lagrangian functions associated to the tensor product

of the Gauss-Legendre-Lobatto (GLL) interpolating points [Can+06] for hexaedral

elements. Instead when we employ tetrahedral elements, we use modal boundary

adapted basis [KS13; SK95]. This in turn gives a diagonal structure to the matrices

M and C that can be effectively exploited for the time integration scheme. Indeed, to

integrate (1.32) in time we proceed as follows. We subdivide the time interval (0, T ]

into NT time slabs of length ∆t = T/NT and we denote by Uk the approximation

of U at time tk = k∆t, i.e. Uk ≈ U(tk), k = 0, ..., NT . Given U0 = U(0) and

V0 = U̇(0), to solve system (1.32) we use the leap-frog scheme:(
M +

∆t

2
C

)
Un+1 =

(
2M−∆t2A

)
Un −

(
M− ∆t

2
C

)
Un−1 + ∆t2Fn,

n = 1, . . . , NT − 1,

(1.33)

with

MU1 =

(
M− ∆t2

2
A

)
U0 +

(
∆tM− ∆t2

2
C

)
V0 +

∆t2

2
F0.

By taking advantage of the structure of M and C we can easily invert the system

M+ ∆t
2 C in (1.33). We recall that the leap-frog scheme (1.33) is explicit and second

order accurate, therefore to ensure the numerical stability the Courant-Friedrichs-

Lewy (CFL) condition has to be satisfied, see e.g., [QV94; Can+07].

1.5 Analysis of dispersion, dissipation and numerical

stability

In this section we report the main results obtained in [Ant+12; MR12; Fer+17;

Ant+18a] related to dispersion, dissipation and stability properties of the semi- and

fully-discrete numerical scheme introduced previously.

1.5.1 Dispersion and dissipation errors

The dispersion measures the phase lag between the numerical wave and the phys-

ical one, whereas the dissipation effect is the misfit between amplitude waves (cf.

Figure 1.1). In general, a traveling physical wave in a homogeneous isotropic three-

dimensional elastic medium can be decomposed into compressional and shear waves:

the pressure wave (P-wave) introduces a particles displacement in the same di-

rection of the propagating wave, while and the shear wave (S-wave) in a plane

transversal to the propagating wave. Indeed for the latter, one can introduce a

horizontal component (SH-wave), inducing a transversal motion on a horizontal

plane containing the wave direction, and a vertical component (SV-wave), induc-

ing a motion on a plane perpendicular to the wave direction, cf. [AR02; She09].
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The Von Neumann analysis (see [Coh02; Hug87]) investigates the properties of the

dissipation
dispersion

Figure 1.1: Example of a travelling wave (blue solid line) and its numerical approx-

imation (orange dashed line).

numerical solutions, in term of dispersion and dissipation errors, when approxi-

mating a plane wave u(x, t) = Aei(k·x−ωt) propagating in an unbounded domain.

A = [A1, A2, A3]T ∈ R3 is the amplitude vector of the wave, ω is the angular

frequency, k = 2πL(cos(ϑ) cos(ϕ), sin(ϑ) cos(ϕ), sin(ϕ)) represents the wave num-

ber vector, being L the wave length, ϑ and ϕ the angles between the propagating

direction and the coordinate axes.

Dispersion analysis

As a measure of the phase-lag one can consider the relative dispersion errors

eP =
vP,h
vP
− 1, eS =

vS,h
vS
− 1,

where vP and vS are the P- and S-wave velocities (1.3), whereas vP,h and vS,h are

the corresponding numerical wave velocities whose expression is given by

vP,h =
hωP,h
2πδ

, vS,h =
hωS,h
2πδ

,

where δ = h/(NL) is the sampling ratio, i.e., δ−1 is the number of interpolation

points per wavelength, h is the mesh size, N is the polynomial degree and ωP,h

and ωS,h are the numerical angular frequencies for the P-wave and the S-wave,

respectively.

Results in [Fer+17] show how the computed dispersion errors behave w.r.t. the

polynomial degree N , the sampling ratio δ, the time step ∆t and the angles of

incidence ϑ, ϕ for both hexaedral and tetrahedral grids.

More specifically:

1. the computed dispersion errors on tetrahedral meshes are greater than the

corresponding ones computed on hexahedral meshes;

26
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2. the semi-discrete DGSE formulation shows negligible dispersion errors (i.e.

eP , eS ≤ 10−6), provided that the polynomial degree N ≥ 4 and more than 5

(10 respectively) points per wavelength are employed when hexahedral (tetra-

hedral respectively) grids are considered;

3. the leap-frog time integration scheme does not introduce any further signifi-

cant dispersion errors to those arising from space discretization. Indeed, the

error curves behave like the ones obtained in the semi-discrete case until the

time discretization error becomes dominant.

Dissipation analysis

For the dissipation analysis, the amplitude of the numerical displacement is studied.

For this purpose, the unitary plane wave with amplitude |ei(k·x−ωt)| = etIm(ω) is

considered. Since for the physical wave it holds Im(ω) = 0, its amplitude is equal

to 1 for all time t. On the other hand, for the numerical wave in general Im(ωh) 6=
0. Therefore the scheme is non dissipative when Im(ωh) = 0 and dissipative if

Im(ωh) < 0. From numerical studies in [Fer+17], it follows that

1. the semi-discrete DGSE formulation does not suffer from dissipation error;

2. the leap-frog time integration scheme does not introduce any further signif-

icant dissipation error to those arising from space discretization. Therefore

also the fully-discrete formulation does not suffer from dissipation error.

1.5.2 Numerical stability

In this section we recall the stability properties of the fully discrete scheme (1.33),

cf. [Ant+12; Fer+17; Ant+18a]. As already mentioned previously, the leap-frog

scheme is stable provided that the time step ∆t satisfies the CFL condition

∆t ≤ CCFL
h

vPN2
, (1.34)

where h is the mesh size, N is the polynomial degree, vP is the velocity of the

pressure wave and the CCFL constant depends on penalty parameter α in (1.14),

more precisely it can be proved that CCFL ∝ α−1/2, see [Ant+12; Maz12].

1.6 Ground Motion Intensity Measures

In the previous sections we presented the mathematical model and its numerical

discretization to find the solution of the seismic wave propagation problem. Since

in the seismic risk analysis framework we are mainly interested in the physics-

measurements of the earthquakes, we need to introduce specific formulas that are

able to compute this data.
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The ground motion intensity measure IM provides a quantification of the seis-

mic event. Typical choices to quantify the IM are the Peak Ground Acceleration

(PGA), the Peak Ground Velocity (PGV ), the Spectral Acceleration (SA), the

Spectral Displacement (SD), or an integral measure of ground shaking, such as the

Housner intensity (IH) [LC07; Hou52].

The Peak Ground measures are computed through their maximum absolute value

w.r.t. time. For example, the Peak Ground Velocity (PGV ) is defined as PGV =

maxt |v(t)|, where v(t) is the velocity time history. In a similar way the Peak Ground

Displacement (PGD) or the Peak Ground Acceleration (PGA) can be described.

Spectral quantities are defined through the solution of the vibratory motion of the

damped single-degree-of-freedom given by{
y(t) = x(t)− u(t)

mÿ(t) + cẏ(t) + ky(t) = −mü(t)
,

where x(t) and u(t) are the absolute displacements of the oscillator and of the

support, respectively, and y(t) represents the relative displacement of the oscillator

w.r.t. the support, see Figure 1.2. The parameters m, c and k denote the mass,

elasticity constant and damping of the system, respectively. The system depends on

the natural period T = 2π/ω and damping ratio ζ = c/(2mω), where ω =
√
k/m is

the circular frequency of the oscillator. Then the spectral displacement is defined

Figure 1.2: A schematic of a simple spring–mass–damper system used to model the

1-D damped vibrating system.

as the maximum relative displacement response y(t), subjected to a prescribed

acceleration ü(t) at the base, for a given vibration period T and damping ratio ζ,

i.e. SD(T, ζ) = maxt |y(t)|. With similar arguments we can introduce the velocity

and acceleration response spectral ordinates, that are Spectral Velocity (SV ) and

Spectral Acceleration (SA), respectively. SV and SA are defined as the maximum

relative velocity and maximum absolute acceleration, respectively, i.e. SV (T, ζ) =

maxt |ẏ(t)| and SA(T, ζ) = maxt |ẍ(t)|. Moreover the spectral values introduced are

related by the period of interest, that is SV = (T/2π)SD and SA = (T/2π)2SD.

As natural consequence of the spectral values, we introduce the Housner intensity
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1.6. Ground Motion Intensity Measures

defined as the integral of the elastic velocity spectrum between 0.1s and 2.5s, i.e.:

IH(ζ) =

∫ 2.5

0.1
SV (T, ζ) dT

where T, ζ are the parameters of the structure and SV is the spectral velocity spec-

trum.

In our applications, cf. Chapters 2 and 3, we will consider the Peak Ground Velocity

(PGV ) and the Spectral Displacement (SD). They are computed by considering

their 2D generalization by means of the geometric mean of their horizontal compo-

nents, i.e. the intensity measure is computed as IM =
√
IMx1IMx2 where IMxk ,

k = 1, 2, represent the 1D-intensity measure IM = SD,PGV associated to each

horizontal component.
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CHAPTER 2

Seismic risk assessment based

on coupled three-dimensional

physics-based simulations and

fragility curves models

In this chapter we describe a mathematical and numerical approach that combines

physics-based simulated ground motion caused by earthquakes with fragility func-

tions to model the structural damages induced to buildings. To simulate earthquake

ground motion we use the discontinuous Galerkin spectral element method to solve

a three-dimensional differential model at regional scale describing the propagation

of seismic waves through the earth layers up to the surface. Selected intensity mea-

sures, retrieved from the synthetic time histories, are then employed as input for a

vulnerability model based on fragility functions, in order to predict building dam-

age scenarios at urban scale. The main features and effectiveness of the proposed

numerical approach are tested on the Beijing metropolitan area.

2.1 A new coupled approach for seismic risk assessment

based on three-dimensional physics-based numeri-

cal simulations and fragility functions

For a specific asset, seismic risk is computed by convolution of hazard with vulner-

ability. Conventionally, the probability of damage is estimated on the basis of the

total probability theorem, as follows:

P (DS ≥ ds) =

∫
P (DS ≥ ds|IM = im)fIM (im) dim (2.1)

where P (DS ≥ ds|IM = im) represents the probability of exceeding a certain

damage level (or state) conditioned on the intensity measure IM = im, i.e., the
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Chapter 2. Seismic risk assessment based on earthquake simulations and fragility
curves

fragility function expressing the complementary cumulative distribution function

for DS conditional to IM , while fIM (im) is the probability density function of the

given IM . In the most comprehensive context of performance-based earthquake

engineering, fIM (im) is derived from the seismic hazard curve at a site (given the

annual probability of exceedance as a function of the given IM) computed through

a Probabilistic Seismic Hazard Assessment (PSHA), and (2.1) allows to compute

the annual probability of exceedance of a given loss metric (e.g. monetary losses or

damage state, the latter being related to losses through correlations of damage with

repair or replacement costs). In deterministic risk calculations, the risk is computed

for a single ground shaking scenario without computing the convolution integral of

(2.1).

The key element of the comprehensive methodological approach proposed in this

chapter (see Figure 2.1 for a schematic representation) is the characterization of seis-

mic ground shaking and of its spatial variability through 3D physics-based numerical

models of earthquakes. These earthquake scenarios are based on solving approxi-

mately a differential problem modeling the displacement of a (visco)elastic medium

subjected to an external excitation source. The numerical method employed to ap-

proximate the displacement field is the DGSE method proposed in [Ant+12] and im-

plemented in the open source code SPEED (http://speed.mox.polimi.it, cf. also

[Maz+13]). Besides being verified in a number of benchmarks, see [Maz+13; AM18],

SPEED has been proven successful to simulate real earthquakes, such as the 2009

April 6th L’Aquila, Central Italy [Eva+17], the 2011 February 22nd Christchurch,

New Zealand [Gui+11], the 2012 May 29th Po Plain, Northern Italy [PMS15], the

1978 June 20th Volvi, Northern Greece [SPH17], the 1915 January 15th Marsica

[Pao+16].

Each numerical simulation provides as output, at any site of interest, the full

waveform of ground motion compatible with the source rupture process (causative

fault, magnitude Mw, hypocenter location, fault slip distribution, etc..), the source-

to-site path and the local geological conditions. Note that, for a given magnitude

Mw, multiple realizations are simulated to account for the aleatory uncertainty

associated with the fault rupture process, in terms of slip distribution, hypocenter

location and kinematic source parameters (e.g. rupture velocity and rise time).

For the sake of clarity, in the following the term scenario will be used to refer

to a set of earthquakes on a given fault characterized by a prescribed magnitude

Mw, while footprint is used to denote the specific realization (i.e. in terms of co-

seismic slip distribution across the fault and hypocenter location) within a given

scenario. From the synthetic waveform, the associated ground motion IM can be

computed, depending on the class of structures/infrastructures at risk, provided

that the simulated ground motion is broadband, i.e., it is sufficiently accurate in a

broad frequency range of interest for the seismic response of structures. Once the

selected IM is computed, it is used as input to the fragility functions for the target
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2.1. A new coupled approach for seismic risk assessment based on
three-dimensional physics-based numerical simulations and fragility functions

class of structures to compute the probability of exceedance of a given damage state.

The methodological approach implemented in this work allows to compute seis-

mic risk estimates at two different levels.

1. At the first level (L1), deterministic seismic risk estimates, i.e. P (DS ≥
ds|IM = im), are provided for representative earthquake footprints computed

through a single numerical simulation.

2. At the second level (L2), based on equation (2.1), seismic risk estimates are

computed for a given earthquake scenario with prescribed magnitude Mw, i.e.

P (DS ≥ ds|scenario), exploiting a statistically significant set of earthquake

footprints, from which the probability distribution of ground motion can be

computed. This implies that, for any site of interest, the probability distribu-

tion of earthquake shaking, i.e., the term fIM (im) in (2.1) can be computed

from the N footprints of the given earthquake scenario.

For the latter approach, in order to evaluate P (DS ≥ ds), we have to compute

the integral in (2.1). This can be evaluated numerically by means of Gaussian

quadrature formula. Note that under specific hypothesis it is possible to calculate

analytically the value of the integral in (2.1). In our case, for the mathematical

description of P (DS ≥ ds|IM = im) we refer to Section 2.2 (see (2.3)), whereas we

assume that IM is log-normally distributed with probability density function given

by

fIM (im) =
1

im

1

σim
√

2π
exp

(
− 1

2σ2
im

(
ln

im

µim

)2
)
, (2.2)

where µim and σim are the median and logarithmic standard deviation.

In this chapter, we are mainly interested in the methodological chain for seismic

risk assessment via PBS, so that we do not explicitly account for specific expo-

sure models of the region under study. This means that, as output, we provide

risk estimates for any site of the model that contains a prescribed building typol-

ogy. Furthermore, only physical damage predictions are provided, overlooking the

computation of economic and/or social losses. The three main ingredients of the

proposed methodological approach of Figure 2.1, are a rigorous numerical model

for the prediction of near-source earthquake ground motion (Section 1.1), a quan-

tification of ground motion intensity measures (Section 1.6) and suitable fragility

functions for prescribed building typologies (Section 2.2).

The chapter is organized as follows. The fragility functions for the vulnerability

model to be coupled with PBSs are discussed in Sections 2.2. Then in Sections

2.3 and 2.4, we present an application of the proposed approach focusing on the

metropolitan area of Beijing (China). The city of Beijing is located in the proximity

of a well-known mapped fault system capable of triggering severe earthquakes of

magnitude up to 7.3 Mw. Based on employing our model, we produce maps of
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Figure 2.1: A methodological approach for seismic risk assessment based on 3D

PBS and fragility models.

seismic damage focusing on the specific class of high-rise buildings, accounting for

a wide set of fault rupture realizations with magnitude in the range 6.5-7.3 Mw.

2.2 Fragility models

The fragility function is a key component of the chain for seismic risk assessment, as

it measures the probability of exceeding certain performance (or design) criteria as

a function of the level of seismic input intensity, see (2.1). In general, the fragility

function is defined as the conditional probability of a given damage state (or mea-

sure) DS exceeding a threshold ds, given a value of the ground motion intensity

measure IM = im, i.e.

FC(im, ds) = P (DS ≥ ds|IM = im),

where P (A|B) is the conditional probability of A given B, cf. [MKS17; SK96].

The most common form of a seismic fragility function is the log-normal cumulative
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2.2. Fragility models

distribution function [Shi+00; Ell01], given by

FC(im, ds) = ϕ

(
1

σs
ln

im

µs

)
, (2.3)

where ϕ is the standard Gaussian cumulative distribution function, µs is the median

value of the distribution and σs is its logarithmic standard deviation for each dam-

age state ds, s = 1, . . . , N . The log-normal distribution is typically used because:

(i) it fits a variety of structural component failure data, as well as non-structural

failure data and building collapse by Incremental Dynamic Analyses performed on

numerical structural models, see [PKB07]; (ii) it has a strong theoretical basis, be-

ing positive definite and fully defined by measures of the first and second statistical

moments. The parameters µs and σs can be evaluated with the use of the maximum

likelihood estimation [Shi+00; Sey+10; Zen10; MKS17] or with the linear regression

method [GES08; JME12; BS08; MKS17].

As an illustrative example, in Figure 2.2, we show the family of fragility functions

for high-rise buildings (height below 200 m and low seismic design code) developed

by Wu et al. [WWY13] as a function of spectral displacement SD, cf. Section 1.6.

In Figure 2.2 fragility functions are given for the following damage states: Normal

Operation (d1 = NO), Immediate Occupancy (d2 = IO), Life Safe (d3 = LS),

Collapse Prevention (d4 = CP). Each function is represented by a log-normal

probability distribution, see Equation (2.3), therefore it is fully described, for each

damage state ds, by the pair (µs, σs) reported in Table 2.1.

Figure 2.2: Fragility functions for high-rise buildings – height below 200 meters and

low seismic design code – according to Wu et al. (2013), where SD is the spectral

displacement.
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Table 2.1: Median Spectral Displacement, µs (in meters), and logarithmic standard

deviation, σs, for damage states ds as retrieved from the fragility functions proposed

by Wu et al. (2013) for high-rise buildings with height below 200 meters and low

seismic design code.

s Damage State ds µs (m) σs

1 Normal Operation NO 0.12 0.73

2 Immediate Occupancy IO 0.22 0.73

3 Life Safe LS 0.62 0.78

4 Collapse Prevention CP 1.90 0.71

2.3 Earthquake ground motion prediction in the metro-

politan area of Beijing

To apply the methodological approach described in Section 2.1, we consider the

metropolitan area of Beijing. Beijing is situated on a large sedimentary basin and,

with its more than 20 million inhabitants and strong urbanization, is one of the

many megacities around the world highly exposed to the seismic threat. From an

historical point of view Beijing was severely affected by seismic events [GLS83],

such as the Sanhe-Pinggu earthquake in 1679, with an estimated magnitude 8. In

this work, we are interested in investigating the potential rupture of two relevant,

well-known seismogenic structures, namely, the Shunyi-Qianmen-Liangxiang and

the Nanyuan-Tongxian faults, crossing the metropolitan area of Beijing. Being

capable to generate earthquakes up to magnitude 7.3, these faults represent, in

fact, a significant threat to the city.

The proximity to these faults along with the complex geological configuration

makes the large urban area of Beijing an interesting case study, where non-standard

approaches are needed for a more accurate characterization of strong ground mo-

tion. To this end, a 3D physics-based numerical model of the Beijing metropolitan

area was constructed to simulate a large set of earthquake scenarios originating

along these faults with magnitude varying from 6.5 to 7.3. Then, seismic risk es-

timates were obtained by combining these earthquake ground shaking scenarios

with fragility functions for high-rise buildings, the latter ones being an important

component of the entire building stock of the city.

Even if some studies adopted physics-based numerical simulation [Din+04] or

tried to explicitly model in full 3D the detailed shape of the alluvial basin of Beijing

[Gao+04], to our knowledge, none of the previous investigations have considered a

large number of earthquake scenarios occurring along the two aforementioned faults.

Furthermore, in those studies, no attempt was made to use synthetic ground mo-

tion scenarios to generate seismic damage scenarios for specific building typologies

existing in this hazardous area.
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As already pointed out by Xiong et al. [Xio+19], our synthetic seismograms

obtained via wave propagation simulation might be used as input for dynamic re-

sponse history analyses of buildings requiring the entire time history rather than

IM values, as recently done by Xu et al. and Lu et al. [Xu+19; Lu+19].

2.3.1 Set-up of the three-dimensional numerical model

The 3D computational domain for the Beijing area was set up considering the fol-

lowing input data: (i) the topography model, (ii) the seismic fault whose rupture is

modelled using a kinematic representation, (iii) the 3D subsoil structure accounting

for the variable thickness of the sedimentary basin and the 3D velocity profiles,

cf. [Ant+18a]. The topography model was built from freely-available digital ele-

vation dataset of CGIAR-CSI for the Beijing area (downloaded from the website

http://srtm.csi.cgiar.org). The data have a resolution of approximately 90×90

m, for north-south and east-west directions.

Among the relevant seismic sources (i.e. Shunyi-Qianmen-Liangxian, SQL, and

Nanyuan-Tongxian, NT, faults), for sake of presentation, herein we investigate

earthquake rupture scenarios occurring only along the SQL fault system which

crosses the central Beijing area. It is a normal quasi-vertical (the dip angle is

about 80°) fault consisting of three main segments with different strike angles. The

total fault length is about 90 km and it can produce events up to Mw 7.3. In Table

2.2 we report the parameters of the SQL fault, as implemented in our computational

model.

Table 2.2: Geometric parameters of the Shunyi-Qianmen-Liangxiang fault. Fault

origin indicates the vertex of the fault at zero strike and dip.

Segment Lmax Wmax Strike Dip Top Depth Fault Origin

[km] [km] (°) (°) [m] (Lat [°N ], Lon[°E])

North 24.9 30 44 80 38.8 (40.02, 116.52)

Middle 29.7 30 48 80 51.9 (39.84, 116.27)

South 35.6 30 30 80 31.7 (39.56, 116.07)

As regards the 3D soil model, it was constructed by merging data regarding

both the geologic structure of the alluvial basin, see Figure 2.3 (top left), and

the spatial distribution of Vs,30 (weighted average shear wave velocity in the top

30 m), cf. Figure 2.3 (top right) and [AW09]. The former was derived from the

digitalization of the model proposed in [Gao+04], while the latter was adapted from

https://earthquake.usgs.gov/data/vs30. In particular, given ztop and zsed, that

represent the projection of a generic point with coordinate z into the surface and

the sediment base, respectively, we have considered for the first layer (0 to 2 km
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Figure 2.3: Sediment thickness (top left) and Vs,30 model (top right). Black rectan-

gles represent the surface projection of the considered Shunyi-Qianmen-Liangxiang

(SQL) fault. Bottom: geologic cross-section A − B (see map on the left) showing

the distribution of vs(z) for the first layer 0-2 km (right).

Figure 2.4: Normalized shear modulus µ and damping ratio ξ as a function of shear

strain γ, adopted for the alluvium shallow materials in the Beijing basin.
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depth) the following properties, cf. Figure 2.3 (bottom),

vs =


Vs,30 + 5

√
|z − ztop|, for Vs,30 ≥ 600m/s,

Vs,30 + 10
√
|z − ztop|, for Vs,30 < 600m/s, z ≥ zsed,

800 + 10
√
|z − ztop|, for Vs,30 < 600m/s, z < zsed,

(2.4)

vp =


1.6vs, for Vs,30 ≥ 600m/s,

1.6vs, for Vs,30 < 600m/s, z ≥ zsed,

2000 + 15
√
|z − ztop|, for Vs,30 < 600m/s, z < zsed,

(2.5)

where the velocity profiles are in m/s. Similarly, we defined the soil density in

kg/m3 as follows

ρ =


1800 + 5

√
|z − ztop|, for Vs,30 ≥ 600m/s,

1530 + 5
√
|z − ztop|, for Vs,30 < 600m/s, z ≥ zsed,

1800 + 5
√
|z − ztop|, for Vs,30 < 600m/s, z < zsed.

(2.6)

In addition, we consider a non-linear soil behaviour of the soft soil deposits (Vs,30 ≤
400 m/s and ztop − 300 ≤ z ≤ ztop m). We remark that the algorithm presented

in Section 1.1 can be straightforwardly generalized to the case of a nonlinear soil

model as the one we are considering for the Beijing application, cf. [PSZ07; SPI09].

The latter is a 3D generalization of the classical µ− γ and ξ− γ curves used within

1D linear-equivalent approaches, see, e.g., [Kra96], where γ is the 1D shear strain.

At each time step of the analysis the shear modulus µ and the viscous damping ξ

are updated on the basis of the maximum deformation achieved at each element

of the model. In particular, referring to the Mohr’s circle, the maximum shear

deformation γmax is evaluated at each grid node from the principal strains εI , εII

and εIII , as follows

γmax(x, t) = max [|εI(x, t)− εII(x, t)|, |εI(x, t)− εIII(x, t)|, |εII(x, t)− εIII(x, t)|] .

This value, averaged on each mesh element, defines update shear modulus µ and

damping ratio ξ at each time step, following a material stress-strain (µ − γ) and

a damping-strain (ξ − γ) curve, respectively. In practice, at the generic position

x and generic instant of time t a scalar measure of shear strain amplitude γ is

computed, then this value is introduced in the µ − γ and ξ − γ curves, and finally

the corresponding parameters are updated for the following timestep. Therefore,

unlike the classical linear-equivalent approach, the initial values of the dynamic soil

properties are recovered at the end of the excitation, i.e. when the displacement

wave field, and consequently γmax, is close to zero. An example of modulus reduction
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Table 2.3: Horizontally stratified crustal model, from Gao et al. (2014).

Layer Depth [km] vs [m/s] vp [m/s] ρ [kg/m3] ξ [mHz]

1 0 – 2 see (2.4) – (2.6) 15π/vs

2 2 – 4 2100 3500 2200 22.44

3 4 – 12 3400 6000 2760 13.86

4 12 – 30 3500 6200 2810 13.46

µ− γ and damping ξ − γ curves used for the shallow soil materials are reported in

Figure 2.4.

Dynamic properties for the underlying bedrock layers (depth > 2 km), assumed

to be horizontally stratified, have been assigned in accordance with [Gao+04], see

Table 2.3. The computational domain was built by considering all the information

above and extends over an area of 70 × 70 km2 down to 30 km depth (see Figure

2.5).

Figure 2.5: 3D computational model for the Beijing area with indication of the SQL

fault.

In order to correctly simulate by SPEED the earthquake ground motion up to

a maximum frequency f = 1.5 Hz, we built a conforming mesh with size of 150

m on the top surface, of 600 m at 4 km depth and reaching 1800 m in the under-

lying layers. In particular the model consists of 859.677 hexahedral elements and,

by using a fourth order polynomial approximation degree N = 4, it has approxi-

mately 160 million degrees of freedom. Then we fixed the total observation time
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T = 30 s and we used a time step ∆t = 0.001 s. The walltime for each simu-

lation is around 12 hours on 512 cores on the Marconi cluster at CINECA, Italy

(http://www.cineca.it/en/content/marconi).

To capture the variability of earthquake ground motion resulting from different

fault ruptures along the SQL fault, a set of 30 footprints was performed by varying

the moment magnitude Mw, from a minimum of 6.5 up to a maximum of 7.3, the

location of the hypocenter, the kinematic slip distribution on the fault and the

rupture area location. A summary of the simulated seismic footprints, grouped

according to the three magnitude levels (i.e. scenario), is provided in Table 2.4.

Table 2.4: Summary of PBSs. Simulated footprints for each earthquake scenario

with given Mw.

Scenario: Mw Simulated footprints Rupture area (km× km)

6.5 15 24×12

6.9 10 36×18

7.3 5 54×24

Remark 2.1. The relatively reduced number of simulations for Mw7.3 scenario is

essentially driven by the fact that computational resources are limited. Therefore

we decide to consider a number of simulations for each scenario proportional to the

probability of its event. For example an earthquake scenario with Mw6.5 happens

more likely than the one with Mw7.3. This is the criteria that we use to decide the

number of footprints for each scenario.

Keeping that in mind, the scenarios have been chosen, on the one hand, striving to

adequately cover the variability of the ground motion and, on the other, adopting

as ”rule of thumb” what has been already found in other publications, see e.g.

[Vil+14]. Obviously, the ambition is to increase the number of simulations available

nevertheless this latter will be always limited by computational resources. Therefore

it is fundamental to steer the simulation process selecting the set of scenarios that

is best suited to explore the ground motion variability [Stu+20].

The main kinematic parameters of the slip distributions for a given fault and

a given earthquake magnitude were chosen by considering probability distributions

ensuring that the resulting scenario variability is not affected by systematic bias in

the input parameters. In order to produce a number of random slip distributions, a

pre-processing Matlab toolboox was defined: given a fault type and a target mag-

nitude Mw, the program computes the fault length (L), the fault width (W ), the

maximum displacement (MD) and the average displacement (AD) of the slip dis-

tribution according to the Wells and Coppersmith [WC94] relations. Moreover, the

hypocenter position is defined at run-time randomly, using a Gaussian distribution

with mean depth equal to 10 km and standard deviation equal to 2 km. Then, the
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(a) Footprint n.4 – Scenario Mw 6.5 (b) Footprint n.6 – Scenario Mw 6.5

(c) Footprint n.8 – Scenario Mw 6.9 (d) Footprint n.1 – Scenario Mw 7.3

Figure 2.6: Distribution of the slip pattern along the fault and hypocenter location

(black star) for four selected footprints corresponding to earthquake scenarios with

Mw 6.5, 6.9 and 7.3.

relative position of the rupture fault is obtained by assuming a Weibull distribu-

tion with parameters defined according to [Cau+08]. For each scenario kinematic

slip distribution, rupture time and rise time are directly generated by the model

of Schmedes et al. [SAL12]. The resulting outputs are then read by the SPEED

code and at run-time applied to the discretization nodes. In the following we will

consider different rupture realizations for four selected footprints, namely n.4 and

n.6 for scenario Mw 6.5, n.8 for scenario Mw 6.9 and n.1 for scenario Mw 7.3. As an

example, Figure 2.6 shows the fault rupture realizations considered for four selected

footprints which will considered in further details in the following.

2.3.2 Results of three-dimensional physics-based scenarios and com-

parison with ground motion prediction equations

In the following, some representative results of the 3D physics-based numerical

simulations will be discussed with emphasis on the characterization of earthquake

ground motion. Figure 2.7 shows some snapshots of the velocity wave field (modulus

of horizontal components) for the footprint n.4 – scenario Mw 6.5. Interestingly,

two large pulses, pointing south-west and north-east with respect to the epicenter

and almost aligned along the surface projection of the top segment of the fault,

are clearly visible. These pulses can be observed also in the velocity time histories,
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Figure 2.7: Snapshots of the velocity wave field obtained for footprint n.4 with Mw

6.5, cf. Table 2.4. Top-left: t = 7 s, top-right: t = 8 s, bottom-left: t = 9 s,

bottom-right: t = 10 s.

East-West (EW) component, illustrated in Figure 2.8 for 7 representative sites,

more specifically at stations 2, 3 and 4, lying above the surface projection of the

fault.

As already proposed by Villani et al. [Vil+14], for each scenario the first statis-

tical moments obtained for the relevant ground motion parameters from the pop-

ulation of synthetic signals (at the sites of interest) can be computed, and used in

the same way as one would use the median and the standard deviation of a clas-

sical GMPE. Figure 2.9 (left column) shows the map of the median values (first

statistical moment) of the peak ground velocity (maximum absolute value w.r.t.

time of velocity, PGV , geometric mean of horizontal components, cf. Section 1.6),

computed from all set of simulated footprints for each scenario magnitude: Mw 6.5

(top), Mw 6.9 (middle) and Mw 7.3 (bottom), cf. Table 2.4. The right column

of Figure 2.9 compares the median PGV , obtained by the numerical simulation
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Figure 2.8: Velocity time histories (low-pass filter at 1.5 Hz), footprint n.4 – scenario

Mw 6.5, East-West (EW) component, at 7 representative sites of the model.

against the one based on the GMPE proposed by Cauzzi et al. [Cau+15a], referred

to as CAEA15 hereafter. For simplicity, the GMPE was calculated assuming an

average Vs,30 equal to 235 m/s, being this value relatively constant throughout the

whole metropolitan area of Beijing. Consistently to the chosen GMPE, the metric

adopted for the comparison is the closest distance to the fault rupture (Rrupt). Note

that, for scenario Mw 7.3, the minimum rupture distances are larger than the ones

for other scenarios, because of the larger depth of the rupture area.

It is worth to highlight that the results obtained by PBS present an overall good

agreement with the prediction of the GMPE. However, PBS produce median peak

ground values systematically higher at short distances from the fault (typically for

Rrupt less than around 5 km) and generally lower at longer distances. Further-

more, the standard deviation computed from our site-specific simulations tends to

be smaller than the corresponding one obtained based on employing CAEA15, as

the latter is increased because of the ergodic assumption, applied to site-generic

applications of earthquake ground motion modeling.

2.4 Seismic risk assessment for high-rise buildings

In this section the numerical simulations obtained in Section 2.3 are coupled with

fragility functions to generate seismic damage scenarios for the buildings in the

urban area of Beijing. In this work, we focus on a special class of buildings: the so-

called super high-rise buildings with height over 100 m, cf. [Moe+11; Kaz+14]. For
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(a) All Scenarios – Mw 6.5 (b) All Scenarios – Mw 6.5

(c) All Scenarios – Mw 6.9 (d) All Scenarios – Mw 6.9

(e) All Scenarios – Mw 7.3 (f) All Scenarios – Mw 7.3

Figure 2.9: Left column: Median PGV (geometric mean of horizontal components)

maps obtained by considering all footprints for scenarios with Mw 6.5 (top), Mw

6.9 (middle) and Mw 7.3 (bottom). Right column: comparison with the GMPE

by Cauzzi et al. (2015), (CAEA15) against physics-based scenarios. Pink stars

show PGV simulated at each receiver for each individual footprint, while black

dots represent the median and the bar the dispersion around that value.
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this purpose, the results of PBS, introduced in previous Section, are combined with

the fragility functions developed by Wu et al. [WWY13] specifically for Chinese

high-rise buildings. For simplicity, results will be only provided in terms of seismic

damage assessment, while the extension to comprehensive seismic risk evaluation

including fatality and/or loss assessment is beyond the scope of this work.

Starting from the published data regarding more than 50 high-rise buildings,

Wu et al. [WWY13] developed regression analyses between the maximum storey

drift ratios and the response spectral displacement for high-rise buildings located

in China. Fragility functions were then proposed for different categories of high-

rise buildings, depending on the building height (above 200 m and below 200 m)

and the level of seismic design code (low, moderate and high), and for the following

damage states: Normal Operation (NO), Immediate Occupancy (IO), Life Safe (LS),

Collapse Prevention (CP). These four classes can be described in terms of damage

levels as follows: NO = very light, IO = light, LS = moderate and CP = severe,

cf. FEMA273 [Cou97]. In our analysis, without loss of generality, we focus on the

category of high-rise buildings with height below 200 m and low prescriptions levels

for seismic design, see Figure 2.2 and Table 2.1 in Section 2.2.

Considering buildings with height of approximately 100 m, for which, on average, a

fundamental period of vibration of 3s can be defined based on statistical analysis of

vibration properties of Chinese high-rise buildings [XXL14], spectral displacement

(SD) at 3s with damping ratio 5% was assumed as a ground motion proxy for the

fragility functions. In our framework SD is the maximum relative displacement

response w.r.t. time of the building w.r.t. the ground. It is computed as geometric

mean of the spectral displacement associated to each horizontal component, cf.

Section 1.6.

Figure 2.10 shows the probability of exceeding the LS damage state as a function

of Rrupt, for the four previously selected footprints corresponding to three scenarios

(Mw 6.5, 6.9 and 7.3). Note that these plots show footprints-based estimates, there-

fore they provide the probability of exceedance of damage state LS, conditioned to

the value of IM attained at any site of the model, i.e. P (DS ≥ LS|IM). Pink stars

represent P (DS ≥ LS|IM) for all the receivers included in our computational model

within a given distance bin, while the black dots and bars show the corresponding

mean and ±σ values, respectively. Results obtained from the PBS are compared

with those obtained employing the median and 16/84th percentiles values of SD(3s)

provided by CAEA15. Consistently with the previous comment on ground motion,

the probability of LS damage state differs significantly at short distances: PBS es-

timates provides remarkable higher values compared to the GMPE based one. At

around 10 km distance the discrepancy tends to vanish also due to the fact that 3

footprints out of the 4 selected, are clearly showing an almost negligible probability

associated to this specific damage state.

In Figure 2.11 we report the probability of exceeding the different damage states,
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(a) Footprint 4/15 – Scenario Mw 6.5 (b) Footprint 6/15 – Scenario Mw 6.5

(c) Footprint 8/10 – Scenario Mw 6.9 (d) Footprint 1/5 – Scenario Mw 7.3

Figure 2.10: Probability of exceeding damage state (DS) greater than or equal to

Life Safe (LS) versus the closest distance to the fault rupture (Rrupt). Pink stars

denote the P (DS ≥ LS|IM) for each simulated receiver within the Beijing area,

while filled black dots and bars represent the corresponding mean and standard

deviation.
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(a) Scenario 5 – Mw 6.5 (b) Scenario 7 – Mw 6.5

(c) Scenario 21 – Mw 6.9 (d) Scenario 22 – Mw 7.3

Figure 2.11: Probability of exceeding all Damage States (DS) as a function of Rrupt:

white – No Damage (ND), green – Normal Operation (NO), yellow – Immediate

Occupancy (IO), orange – Life Safe (LS) and red – Collapse Prevention (CP). Filled

black dots: mean; bars: standard deviation.

specifically, white – No Damage (ND), green – Normal Operation (NO), yellow –

Immediate Occupancy (IO), orange – Life Safe (LS) and red – Collapse Prevention

(CP), as a function of Rrupt, for the 4 selected footprints. The plot interestingly

shows, on the one hand, a very steep reduction of the mean damage state proba-

bilities and, on the other, an impressively stable trend of the dispersion around the

mean value. Particularly because of the latter fact, it is important to consider PBS,

aiming at explaining this variability from a physical point of view and to spatially

correlate it to the fault rupture. In a nutshell, these preliminary analyses show that

in the near-field region a systematic bias between GMPE and PBS can be observed,

and that the probability of exceeding two critical damage levels (LS and CP) is very

significant.

Given the location of the Shunyi-Qianmen-Liangxiang fault, a rather large por-

tion of the metropolitan area of Beijing falls in this near-field range. In Tables 2.5

and 2.6, for the four selected footprints, the probability associated to each perfor-

mance level is depicted as a pie chart where the different colors denote the damage

states, specifically, white – No Damage (ND), green – Normal Operation (NO),

yellow – Immediate Occupancy (IO), orange – Life Safe (LS) and red – Collapse
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Prevention (CP). We observe the following: starting from footprint n.4 (Mw 6.5)

the dominating effects are null and slight damages (colors white and green), while

footprint n.1 (Mw 7.3) shows a predominance of significant and severe damages

up to collapse (colors yellow, orange and red). Furthermore, comparing results

obtained for the different sites, it is evident that sites 2, 3 and 4, located on the sur-

face projection of the fault, show, across all footprints, the most dangerous damage

estimates.

So far, seismic risk scenarios were generated for specific earthquake footprints

in a deterministic way (L1 risk analysis), focusing on the analysis of the damage

distribution as a function of the distance from the causative fault. Finally, to shed

light on the potential use of 3D PBS within probabilistic frameworks for seismic

risk assessment, the conditional probability P (DS ≥ ds|scenario) was computed

by the convolution integral of equation (2.1) according to the procedure proposed

in Section 2.1 (L2 risk analysis).

For the sake of brevity, we focus here on the earthquake scenario with magni-

tude Mw 6.5, for any site of the model, the probability of different damage states

was derived by taking into account all 15 earthquake footprints simulated for this

scenario (see Table 2.4). This means that, under the assumption of a log-normal

probability density function for SD(3s) (see equation (2.2)), µSD(3s) and σSD(3s)

are estimated, for the selected scenario, from the corresponding set of footprints by

using the maximum likelihood method. Then, in order to be able to compare PBS

and CAEA15 results, we need to attribute µSD(3s) and σSD(3s) to a log-normal base

10 distribution. The median µSD(3s) does not change, whereas σSD(3s) becomes

σlog10 SD(3s). The computed results along with the SQL fault obtained at the 7 sites

under consideration are shown in Table 2.7 in terms of µSD(3s), σlog10 SD(3s) and

P (DS = ds|Mw 6.5) for the different damage states. Figure 2.12 illustrates the

spatial distribution of damage probabilities P (DS ≥ ds|Mw 6.5) obtained by means

of PBS. In order to highlight the differences that may arise adopting GMPEs, Ta-

ble 2.8 shows the analogous results obtained using CAEA15 for the same scenario

earthquake. Note that top rows of both Tables 2.7 and 2.8 illustrate the map of

µSD(3s), σlog10 SD(3s) from PBS and CAEA15, respectively. From the comparison of

these maps, it is clear that: (i) median values from PBS show a steep gradient of the

ground motion predicted in the proximity of the fault due to the coupling of source

rupture effects with complex site effects in the Beijing basin; (ii) σ values from

PBS tend to be smaller, on average, than the ones from CAEA15 as the former

are site-specific (i.e. ergodic assumption is removed, see [AA+10]); furthermore,

PBS produce dispersion values characterised by a strong spatial dependency, which

cannot, or can only partially, be accounted for in GMPEs.
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(a) P (DS ≥ NO) (b) P (DS ≥ IO)

(c) P (DS ≥ LS) (d) P (DS ≥ CP)

Figure 2.12: Seismic damage maps for high-rise buildings, in terms of P (DS ≥
ds|Mw 6.5), accounting for all footprints corresponding to a scenario earthquake

with Mw 6.5.

2.5 Concluding remarks

In this work we have introduced a simple and effective approach for seismic risk

assessment which couples 3D physics-based scenarios (PBSs) and fragility func-

tions in order to obtain risk estimate. This approach uses PBSs as an alternative

to standard empirical approaches, based on Ground Motion Prediction Equations

(GMPEs). The latter may provide inaccurate results, especially in the near-field

of an earthquake, because the number of records might be not sufficient to sat-

isfactorily constrain the expected site-specific ground motion spatial distribution,

including peculiar effects, such as directivity or spatial correlation of the ground mo-

tion. For this reason, instead of GMPEs, we proposed a mathematical framework

that exploits PBSs by solving the wave propagation problem. Once a relatively

large set of synthetic scenarios was generated, we combined suitable ground motion

intensity measures with classical fragility functions in order to finally evaluate the

seismic risk for any specific class of buildings. As a case study of the proposed

approach, the large metropolitan area of Beijing was considered, the seismic hazard

of which is governed by the Shunyi-Qianmen-Liangxiang and Nanyuan-Tongxian
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faults. For this purpose, a set of PBSs was obtained with magnitudes ranging from

a minimum of 6.5 Mw up to a maximum of 7.3 Mw; the location of hypocenter,

the slip patterns and other parameters have been systematically varied, aiming at

covering, as much as possible, the variability of seismic shaking, associated with the

different ruptures that might realistically take place in the future. The potential

consequences of such scenarios have been investigated, focusing on the structural

response of the high-rise building class, particularly relevant in Beijing. To this end,

we adopted fragility functions explicitly calibrated for the Chinese building stock.

Our analysis suggest that PBSs can be successfully adopted for seismic risk

assessment purposes. The comparison of our results with similar ones obtained by

GMPEs highlighted that systematic differences take place especially in the near-

field region. Considering the fact that GMPEs tend to lack of calibration data in

this area and that PBSs are intrinsically physically constrained, we conclude that

the PBS methodology may be complementary to GMPEs when the seismogenic

structure that governs local seismic hazard is known and a sufficiently accurate 3D

model of the local geology may be constructed.
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Table 2.5: Damage predictions for selected earthquake footprints and selected lo-

cations in the Beijing area. For each footprint (left: n.4 – Mw 6.5 and right: n.6

– Mw 6.5) and each location (from 1 to 7) we report: 1) maps in terms of SD at

T = 3 s; 2) values of PGV and SD(3s) and 3) pie charts showing P (DS = ds),

with colors denoting the different damage states (white: no damages – ND; green:

very light damages, normal operation – NO; yellow: light damages, immediate occu-

pancy – IO; orange: moderate damages, life safe – LS; red: severe damages, collapse

prevention – CP).

Footprint n.4 – Scenario Mw 6.5 Footprint n.6 – Scenario Mw 6.5

ND
NO
IO
LS
CP

Location Rrupt PGV SD(3s) DS Rrupt PGV SD(3s) DS

ID [km] [m/s] [m] [%] [km] [m/s] [m] [%]

1 9 0.23 0.15 7 0.31 0.22

2 6 0.39 0.18 4 0.47 0.29

3 5 0.81 0.35 1 2.10 0.81

4 6 0.47 0.21 4 0.55 0.28

5 16 0.09 0.10 16 0.10 0.07

6 11 0.16 0.07 10 0.16 0.09

7 14 0.10 0.04 13 0.10 0.05

52



2.5. Concluding remarks

Table 2.6: Damage predictions for selected earthquake footprints and selected lo-

cations in the Beijing area. For each footprint (left: n.8 – Mw 6.9 and right: n.1

– Mw 7.3) and each location (from 1 to 7) we report: 1) maps in terms of SD at

T = 3 s; 2) values of PGV and SD(3s) and 3) pie charts showing P (DS = ds),

with colors denoting the different damage states (white: no damages – ND; green:

very light damages, normal operation – NO; yellow: light damages, immediate occu-

pancy – IO; orange: moderate damages, life safe – LS; red: severe damages, collapse

prevention – CP).

Footprint n.8 – Scenario Mw 6.9 Footprint n.1 – Scenario Mw 7.3

ND
NO
IO
LS
CP

Location Rrupt PGV SD(3s) DS Rrupt PGV SD(3s) DS

ID [km] [m/s] [m] [%] [km] [m/s] [m] [%]

1 7 0.39 0.25 8 1.32 0.67

2 4 0.68 0.41 5 1.86 1.04

3 1 1.75 0.84 4 3.10 1.26

4 4 0.67 0.49 5 1.38 1.04

5 11 0.20 0.16 12 0.55 0.51

6 10 0.25 0.10 11 0.78 0.43

7 12 0.18 0.08 13 0.56 0.28
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Table 2.7: Damage predictions for selected locations in Beijing area, considering all

footprints for earthquake scenario with Mw 6.5. For each location (from 1 to 7),

the first statistical moments of SD(3s), i.e. (µSD(3s), σlog10 SD(3s)), along with the

pie charts of damage probabilities, are shown. Colors for damage states are white:

no damages – ND; green: very light damages, normal operation – NO; yellow: light

damages, immediate occupancy – IO; orange: moderate damages, life safe – LS;

red: severe damages, collapse prevention – CP.

µSD(3s) (m) σlog10 SD(3s)

ND
NO
IO
LS
CP

ID 1 2 3 4

µSD(3s) (m) 0.16 0.19 0.29 0.24

σlog10 SD(3s) 0.22 0.31 0.31 0.30

DS

ID 5 6 7

µSD(3s) (m) 0.09 0.08 0.05

σlog10 SD(3s) 0.24 0.19 0.21

DS
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Table 2.8: Damage predictions for selected locations in Beijing area, considering

GMPE predictions (CAEA15) for earthquake scenario with Mw 6.5. For each loca-

tion (from 1 to 7), the first statistical moments of SD(3s), i.e. (µSD(3s), σlog10 SD(3s)),

along with the pie charts of damage probabilities, are shown. Colors for damage

states are white: no damages – ND; green: very light damages, normal operation –

NO; yellow: light damages, immediate occupancy – IO; orange: moderate damages,

life safe – LS; red: severe damages, collapse prevention – CP.

µSD(3s) (m) σlog10 SD(3s)

ND
NO
IO
LS
CP

ID 1 2 3 4

µSD(3s) (m) 0.12 0.15 0.18 0.16

σlog10 SD(3s) 0.36 0.36 0.36 0.36

DS

ID 5 6 7

µSD(3s) (m) 0.09 0.11 0.10

σlog10 SD(3s) 0.36 0.36 0.36

DS
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CHAPTER 3

Seismic risk assessment based

on three-dimensional

physics-based simulations with

coupled ground motion and

structural analysis models

In this chapter, we present a seismic risk assessment strategy based on physics-

based scenarios that model both earthquakes and build environment. The differ-

ential model is discretized in space based on employing the discontinuous Galerkin

spectral element method coupled with a leap-frog time integration scheme for the

solution of seismic wave propagation problems in three-dimensional realistic geolog-

ical configurations (see Chapter 1). As output of the proposed coupled approach,

we provide physical seismic response predictions for the building typology that is

in the computation model.

3.1 Three-dimensional physics-based simulations by cou-

pling earthquake and building models for seismic

risk analysis

Understanding the physics of earthquakes and predicting their impacts on the hu-

man and natural environment is of crucial importance for delineating seismic risk

reduction strategies. Nowadays, the most employed approaches to predict ground

motion are: (i) empirical models, (e.g. ground motion prediction equations) and (ii)

physics-based approaches (e.g. numerical methods to approximate differential mod-

els describing the expected ground motion), cf. [DA08]. In this application we focus

on approach (ii) which, boosted by the continuous development of computer facili-
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ties, is the most advanced strategy for the prediction of earthquake dynamics. The

spectral element (SE) method nowadays is among the most popular techniques in

computational seismology due to its capability of providing fast and highly accurate

solutions [KV98]. Discontinuous Galerkin spectral element formulation (DGSE) has

been proposed and analyzed for the elastodynamics equation to allow for variable

mesh size h and polynomial approximation degree p, cf. [Ant+12], making it well

suited for capturing local variations of the physical solution. Moreover the DGSE

methods preserve the same accuracy of SE approaches while improving their flex-

ibility by using non-conforming grids and different local approximation degrees in

the numerical model. Based on the DGSE method, in the recent years, three-

dimensional (3D) physics-based simulations have been employed for the study of

real earthquake ground motion (e.g. Po Plain, L’Aquila) [Eva+17; PMS15] and

recently for seismic risk scenarios in large urban areas [Pao+14; Ant+21]. However,

accounting for multi-scale nature of earthquakes within a single model poses chal-

lenging demands on computational methods and resources due to the coexistence

of very different spatial scales, from a few tens of kilometers, with reference to the

seismic fault, up to a few meters, or even less when considering some structural

elements.

In order to correctly simulate the earthquakes and the built environment via

physics-based scenarios, we propose to couple suitable differential models for seis-

mic ground motion and building structures. To model the ground motion of the

earthquakes, we consider the elastodynamics equations presented in Chapter 1. On

the other hand, we want to introduce suitable differential models for the description

of the structures. Here we propose two of them. The first model for the structural

analysis is based on the assumption that the building has full elastic behaviour

and therefore it can be described with the same model of Chapter 1 with suitable

transmission condition for its interaction with the ground. A second different set

of equations is based on the fact that the structure has a non-linear behaviour due

to its seismic response after an earthquake, but also because it can be modelled by

few blocks that are in contact with each other. For this description, we can adopt

suitable contact-friction laws (see later Chapter 4). In Figure 3.1 we show an illus-

trative schematic representation of the proposed coupled approaches for the seismic

risk assessment based on three-dimensional physics-based models for earthquakes

and structural analysis. Thanks to the proposed approaches, numerical simulations

provide as output the full waveform of ground motion compatible with the source

rupture process, the source-to-site path and the local geological conditions, but also

with the seismic response of the built environment.

To validate the proposed approach, we present three-dimensional physics-based

numerical simulations of the 1999 Mw6 Athens (Greece) earthquake. The three-

dimensional numerical model includes the surface topography of the region of At-

tica, a kinematic earthquake source description, and the major geological features
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Elastodynamics equations for seismic
wave propagation phenomena

Suitable elastic
differential models to 
describe the seismic
response of buildingsElastodynamics equations

and transmission 
conditions between
ground and structures

Elastodynamics equations with 
contact-friction laws between
• ground and structure
• blocks of structure

3D physics-
based

numerical
models

Vulnerability
model:

structural
analysis

Seismic risk 
analysis

Figure 3.1: A methodological approach for seismic risk assessment based on earth-

quake simulations and structural analysis.

of the region, including the most important geological units in the metropolitan

area of Athens. Suitable models of the Acropolis hill and of the Parthenon are

included in the computational domain. As first level of investigation, we consider

the simplest differential model fully based on elastodynamics equations, cf. Chapter

1, for both the ground motion and structural analysis with suitable transmission

conditions. In particular, at the interface between ground and structure, we impose

a weak continuity condition on the displacement u and enforce strongly continuous

tractions σ, that is [[u]] = 0 and [[σ]] = 0, respectively. Here [[·]] denotes the jump of

a quantity across a given interface, see (1.13). In this application we demonstrate

the ability of three-dimensional discontinuous Galerkin spectral element numerical

simulations to jointly study multi-scale engineering-seismology problems, compris-

ing the earthquake source, complex wave propagation paths, and interaction with

the built environment.

Remark 3.1. The ambition of the last part of the thesis is to introduce and code in

SPEED the contact-friction laws within the structural analysis. This model features

many challenges both mathematically and computationally (e.g. to handle with

non-linearities and variational inequalities, higher computational costs, see later

Chapter 4). For this reason, for the Athens case we considered simplified equations

to model buildings that are the so-called transmission conditions. These laws act

like suitable DG conditions across the interface, and they have been analyzed and

suitably coded in SPEED (e.g. simplified modeling of the interaction between the

Acropolis and the Parthenon).

The chapter is organized as follows. In Section 3.2 the 3D physics-based nu-

merical simulations of the 1999 Athens earthquake (Mw6) are presented with the
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numerical description of the geophysical and geological models. Finally in Section

3.3 we give a summary of the results achieved and propose improvements as future

work.

3.2 Numerical modeling of the seismic response of the

Acropolis and the Parthenon under theMw6.0 Athens

(Greece) 1999 earthquake

On September 7, 1999 at 14:56:50 (local time) an earthquake of magnitude Mw6

struck Attica region (Greece) within a few kilometers from the center of the city

of Athens. This event was unexpected because no important earthquakes were

recorded before, therefore this area was considered to have a very low seismicity

[Pap+97; MDL89]. Although the earthquake magnitude was moderate, the intensity

reached IX as major damage was observed, especially in the north–northwest part

of the city, close to the earthquake rupture. 143 people were killed, more than

2000 were injured and over a hundred ordinary buildings collapsed. On the other

hand, historical monuments were nearly untouched except for small displacements

observed at some columns [TZ00; Pap+00a; Rou+03; Ana+99; Pap+00b; Gaz01].

The Acropolis of Athens, a worldwide renowned symbol of the cultural and historical

heritage of Greece within the context of western civilization, hosts the Parthenon,

one the most important surviving buildings of Classical Greece, generally considered

the apotheosis of the Doric order. Within the last two decades extensive restoration

and conservation works have been carried out in the Acropolis of Athens, focusing

on the Parthenon, that also include a seismic monitoring network.

In this section, we investigate the fully-coupled seismic response of the Acrop-

olis hill and the Parthenon during the Athens 1999 Mw6 earthquake, by means of

a multi-scale approach. In particular we consider a kinematic model of the earth-

quake source, the crustal structure, the major geological features of the Athens

area, the geometry of the Acropolis hill and a simplified model of the Parthenon.

The final aim of this study is to develop a numerical model well suited for source-

site-structure 3D numerical simulations of the seismic response of the Parthenon

during the 1999 Mw6 Athens earthquake. The simulations will be performed using

the high-performance open-source code SPEED (http://speed.mox.polimi.it,

cf. also [Maz+13]), which is based on high-order discontinuous Galerkin spectral

element methods on hexahedral/tetrahedral meshes. SPEED can accurately sim-

ulate large-scale seismic events by including a kinematic source model suitable to

predict both far and near-field ground motions, an arbitrary complex propagation

path throughout the crustal layers, up to the dynamic response of structures. In

this work we will provide insights into the seismic wave propagation features in the

1999 Athens earthquake including the Acropolis hill and the Parthenon. To validate
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the model, we will compare our synthetic results with available recordings in terms

of amplitude, duration and frequency content.

3.2.1 Numerical simulations of the 1999 Athens earthquake

In this section we present physics-based simulations of the ground shaking gener-

ated in Athens (Greece) by theMw6 earthquake occurred on September 7 1999 in the

proximity of the metropolitan area (see https://esm-db.eu/#/event/GR-1999-0001)

based on employing the model introduced in Chapter 1. The numerical model com-

prises the earthquake source, the crustal layering, the major geological features of

the Athenian basin, the Acropolis and a simplified model of the Parthenon. The

complexity of the problem at hand required adopting a multi-scale approach. In

particular all the components of the numerical model were designed to account for:

(i) the large variations of the characteristic dimensions of the computational mesh

across the computational domain which encompasses the source region and the city

of Athens (Attica region 45km×39km×30km, Athens city 1.2km×1.4km×0.6km

and Acropolis hill area 580m × 380m × 40m, cf. also Figure 3.4); and (ii) the

need of propagating relatively high frequencies through the computational domain

in order to study the dominant features of the site response of the Acropolis and

the Parthenon. The simulations have been carried out based on employing the

open-source software SPEED (http://speed.mox.polimi.it, cf. also [Maz+13])

which can handle sharp changes of the mesh size and locally varying polynomial

approximation orders [Ant+12] and allows a highly flexible description of the spa-

tial variation of geophysical properties of the geo-materials [Pel+10]. Thanks to

the flexibility of DG methods, we were able to relax the meshing constraints typical

of SE approaches and build a computational domain that takes into account for

the different geological features and large scale variations of the considered region,

especially for the geometrical accuracy of the Acropolis hill and the Parthenon.

A first set of simulation was carried out to ensure that the large-scale regional

model assembled for this study could yield results consistent with the previous

findings of [Cau+15b], who investigated the seismic response of the Acropolis using a

local model and high-frequency (fmax = 30Hz) plane-wave excitations. Encouraged

by the good outcome of this sanity check, we proceeded with two advanced numerical

simulations of the 1999 Athens earthquake: (a) the first focuses on the ground

shaking across the metropolitan area including the Acropolis hill; (b) the second

focuses on the Acropolis and the Parthenon.

3.2.2 Numerical model of the source process, regional crustal prop-

erties and geological setting

We adopted the kinematic representation of the seismic fault proposed in [Rou+03],

where broadband seismograms recorded at regional distances are used to estimate
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the source features of the Athens 1999 Mw 6 mainshock, occurred on 7 September

1999. The earthquake had a normal faulting style, and most likely occurred on the

Fili fault [PPG02], one of the major tectonic features in the area [Gan+04]. In our

study the total fault length and width are considered to be about 25km. The aver-

age slip across the rupture area is 0.16m, while the maximum slip approaches 1m in

the proximity of the hypocenter (Figure 3.2). The rise time is equal to 0.3s, while

the rupture velocity is 2.7km/s. Strike, dip and rake of the fault plane are 115°,
57°, −80° respectively. Consistent with [Rou+03], we use the hypocenter location

of [Pap+00a], at 8km depth. The geophysical properties of the 1D layered regional

crustal model are the same used by [GB04] and [TZ00]. The shear-wave velocity

increases with depth, from 1.5km/s at the free surface to 3.6km/s at the bottom

of the numerical model. The free surface of the model follows the regional geo-

morphology, smoothed starting from Shuttle Radar Topography Mission (SRTM)

1 Arc-Second (30m) global data. Water bodies are not included. Since a detailed

representation of the complexity of the geological and seismotectonic settings of the

regions of Attika and Athens is beyond the scope of this study, the model comprises

only the dominant regional geological features, besides those crucial to the develop-

ment of the case study at hand. In the Athens metropolitan area the model includes

simplified representations of the Athenian Schist formation - a slightly metamor-

phosed series of Cretaceous marls and shales with lenses of sandstone and limestone

- and of the recent deposits of the Athens basin, along with a high-resolution model

of the limestone outcrop of the Acropolis. The geometry of the contact between

recent deposits and bedrock was obtained from [KS00]. The extent of the Athenian

Schist formation was derived merging information from [KS00; Arg+13] and the

1:50,000 geological map of Greece (Athinai, Piraieus sheet). Our representation

of the Athens Schist formation is necessarily gross and only aims at representing

the overall footprint of the formation and its likely depth in the metropolitan area.

The Acropolis hill is a block of late Cretaceous limestone resting on the Athenian

Schist. The Acropolis ridge is well approximated by an ellipse elongated in the EW

direction with major axis length ∼ 250m and minor axis length ∼ 150m. The hill

is characterized by very steep topography on the northern, eastern and southern

edges, where the geomorphology is dominated by a 30−35m thick limestone outcrop

and the average slope of the hill flanks exceeds 30°. Large portions of the Acropolis

are covered by anthropic infill overlaying the limestone unit. The anthropic infill

unit was not included in the model because the dominant frequencies (> 10Hz, see

[Cau+15a]) of its dynamic response are beyond the maximum frequency for which

the computational grid was designed. The Parthenon and its foundation are made

of porous-stone blocks with dry masonry structure, cf. [KE13]. The geophysical

properties of the geomaterials as included in the numerical model are given in Ta-

ble 3.2. Each ID block number of the computational model refers to a geophysical

layer in which we assign the material and numerical parameters, see also Figure 3.4.
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In particular, given zq, q = 0, 1, 2, 3, that represent the projection of a generic point

with coordinate z into the topografical surface, outcrop of the Acropolis, the Athe-

nian basin and Schist, respectively, the properties of the first layer are described in

Table 3.1 and Figure 3.3, where the different velocity profiles are in m/s and the

soil density in kg/m3.

Figure 3.2: Distribution of the slip amplitude values on the fault plane after

[Rou+03] and location of the hypocenter (star) after [Pap+00a].

Table 3.1: Properties of the first layer.

Sublayer vs [m/s] vp [m/s] ρ [kg/m3]

z1 < z ≤ z0, z ≤ z3 1500 2670 2500

z2 < z ≤ z0 380 760 1800

z3 < z ≤ z0, z ≤ z1, z ≤ z2 700 1250 2300

As mentioned in the previous sections, we carried out two main numerical sim-

ulations of the 1999 Athens earthquake: (a) the first focuses on the ground shaking

across the metropolitan area including the Acropolis hill; (b) the second focuses on

the Acropolis and the Parthenon.

Simulation of 1999 Athens earthquake Mw6 ground motion

In order to be able to propagate accurately waves with a frequency content up to

fmax = 5Hz, we built a non-conforming mesh with size of 5−20m on the Acropolis

hill, and of 70m in the metropolitan area of Athens. Outside the city and in the

source region, the mesh size ranges from 200 − 300m within the topmost layer to

700m at depth, see Figure 3.4. The model consists of 1.319.941 hexahedral elements

and, by using a polynomial approximation degree Nk varying from 1 to 4 (Tables

3.2 and 3.3), it has 253.599.612 degrees of freedom. We fixed the total observation
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Figure 3.3: Top: digital terrain model encompassing the geographic extent of the

simulations. The white lines delimit the computational area. The orange and blue

curves represent the simplified boundaries of the Athens Schist and alluvial deposits,

obtained as described in the text. Bottom: vertical cross-section along the East-

West (EW) direction (see horizontal red line A−B in top figure). zq, q = 0, 1, 2, 3

represent the surfaces that delimit the sublayers with different material properties

(z1 outcrops of the Acropolis, z2 and z3 denote the Athenian basin and Schist (blue

and orange curves on top), respectively.

time T = 30s and we used a time step ∆t = 10−4s with CCFL = 0.1702 (see (1.34)).

The wall-time for the simulation was around 50 hours on 1024 cores on the Marconi

cluster at CINECA, Italy (https://www.hpc.cineca.it/hardware/marconi).
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Figure 3.4: 3D computational model for the Attika region with indication of the

surface projection of the Fili fault and of the epicentre of the 1999 Athens earth-

quake, (left) and zoom on the Athens metropolitan area and Acropolis hill (right).

Numbers denote ID blocks, see Tables 3.2 and 3.3.

Seismic response of the Parthenon under the 1999 Mw 6 earthquake

In the second simulation we considered the previous computational model with

the following simplification: homogeneous geophysical properties for the topmost

layer (vs = 1500m/s, vp = 2670m/s and ρ = 2500kg/m3) with constant mesh

size of 300m. Then we integrated a simplified model of the Parthenon using

a non-conforming mesh with size of 0.5m (Figure 3.5 and Table 3.4). The nu-

merical model of this simulation has 738.109 hexahedral elements and, by choos-

ing a first order polynomial degree for the computational mesh of the Parthenon

Nk = 1, it has 127.900.548 degrees of freedom. The time step was ∆t = 10−5s with

CCFL = 0.1157 (see (1.34)). In this case the wall-time for the simulation was around

210 hours on 512 cores on the Galileo and Marconi–100 cluster at CINECA, Italy

(https://www.hpc.cineca.it/hardware/marconi100, https://www.hpc.cineca.

it/hardware/galileo).
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Table 3.2: Horizontally stratified crustal model.

Layer ID Block Depth [km] vs [m/s] vp [m/s] ρ [kg/m3] ξ [mHz]

1 1–3 top – 1 see Table 3.1 see Table 3.1 see Table 3.1 50π/vs

2 4 1 – 2 2500 4450 2500 62.83

3 5 2 – 5 3200 5700 2840 49.09

4 6 5 – 18 3370 6000 2900 46.61

5 7 18 – 30 3600 6400 2980 43.63

Layer ID Block hk [m] Nk

1 1–3 see Table 3.3 see Table 3.3

2 4 200 – 300 4

3 5 700 4

4 6 700 4

5 7 700 4

Table 3.3: Horizontally stratified crustal model: zoom on first layer.

ID Block hk [m] Nk

1 5 – 20 1

2 65 2

3 70 – 300 4

Figure 3.5: 3D computational meshes of the Acropolis hill and the Parthenon.
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Table 3.4: Mesh size (hk) and elastic properties of the Parthenon modelled as a

single geophysical unit.

hk [m] Nk vs [m/s] vp [m/s] ρ [kg/m3] ξ [mHz]

0.5 1 600 1000 2450 261.80

3.2.3 Numerical results and comparison with records

In the following, the results of the 3D physics-based numerical simulations will be

discussed with emphasis on the characterization of earthquake ground motion and

the seismic response of the Acropolis hill and its Parthenon.

Simulation of 1999 Athens earthquake Mw6 ground motion

Figure 3.6 (top panel) depicts the spatial distribution of peak ground velocity (PGV ,

maximum of the two orthogonal horizontal components) generated by simulation

(a), along with the surface projection of the ruptured fault (dashed polygon) and

the epicentre (star). The largest PGV values approach 46cm/s in the source

area and decrease to a few cm/s across the metropolitan area. On the Acropo-

lis hill, the simulated PGV values are 6.5 cm/s. The figure shows the locations of

seven strong-motion accelerographs operating at the time of the event. Information

about these stations as retrieved from the Engineering Strong Motion Database

(https://esm-db.eu) is given in Table 3.5, including the recorded PGV values.

Figure 3.6 (mid panel) shows the macroseismic intensity levels (I) obtained from

the synthetic PGV values and the largely used ground-motion conversion equation

of [FM10], i.e.:

I = 5.11 + 2.35 ∗ log10(PGV [cm/s]). (3.1)

The bottom panel of Figure 3.6 shows the macroseismic intensity ShakeMap

available in the global earthquake atlas of the United States Geological Survey

(USGS) at https://earthquake.usgs.gov/earthquakes/eventpage/iscgem165

5758/shakemap/intensity. There is a good match between the maximum inten-

sity values yielded by simulation (a) and the USGS ShakeMap, while the spatial

distribution of intensity shows some discrepancies that can be mainly attributed to

the following issues. (i) The geology of the area was necessarily simplified in the

numerical model; in particular the geometry of the as-modelled Schist formation is

clearly controlling the spatial distribution of synthetic intensities in the metropolitan

area. (ii) The intensity distribution in the USGS ShakeMap is mainly constrained

by felt reports and field observations which may be affected by local site amplifica-

tion effects. In spite of these limitation, the overall agreement between the synthetic

intensities and the USG ShakeMap demonstrates the soundness of the simulations

as input to seismic hazard an risk studies in the area of Athens.
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The soundness of the predictive tool is further corroborated by the compari-

son with the global empirical ground motion model (GMM) CEA15 [Cau+15a],

as shown in Figure 3.7. The physics-based synthetic (PBS) PGV values are color-

coded according to the surface geology at the location of the synthetic receivers (the

free surface nodes of the numerical mesh): green–limestone (L), orange–Athenian

Schist (AS), blue–Athenian alluvial basin deposits (AB). We used vs,30 = 1500m/s

for the GMM, i.e., the vs of the topmost layer of the crustal structure and of the

Athens limestone. Consistent with the chosen GMM, the closest distance to the

fault rupture (Rrupt) is used on the x-axis of Figure 3.7. The agreement with the

GMM is remarkable, especially in the near-field region (Rrupt . 20km), where PBS

and GMMs often tend to disagree. The comparison remains very good at larger

distances: the rate of attenuation seems to be the same for the synthetics and the

GMM; the median values of the PBS show a rather constant offset w.r.t. the GMM

and are always within the standard deviation ±σ bounds of the GMM.

Table 3.5: List of stations in the area of Athens and comparison of PGV values

from ShakeMap and SPEED simulation.

ID Station code Lat (°) Lon (°) Elevation [m] Geology

1 ATH2 38.0176 23.7890 167.3 Athenian schist – limestone

2 ATH3 37.9724 23.7053 22.4 alluvium

3 ATH4 37.9951 23.7383 105.0 alluvium

4 ATHA 38.0008 23.7735 170.3 Athenian schist

5 DMKA 37.9970 23.8210 291.9 limestone

6 SGMA 37.9755 23.7353 89.0 Athenian schist

7 SPLB 38.0040 23.7103 45.8 alluvium

ID Station code ShakeMap PGV [cm/s] SPEED PGV [cm/s]

1 ATH2 8.4 3.0

2 ATH3 15.9 4.8

3 ATH4 8.9 5.7

4 ATHA 7.4 4.2

5 DMKA 2.4 1.7

6 SGMA 13.6 4.9

7 SPLB 21.5 8.1

The comparison of the synthetic waveforms generated by simulation (a) with the

actual recordings of the 1999 Athens earthquake poses some challenges due to the

characteristics of the contemporary strong-motion monitoring infrastructure and

associated data / metadata. The exact start time of the recordings is unknown, as

are the actual orientation and polarity of the orthogonal horizontal components of

the accelerographs. In spite of these difficulties, we propose in Figure 3.8 a com-

parison at station SGMA, located on the Athenian Schist formation in the iconic
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Figure 3.6: Synthetic peak ground velocity (PGV , top panel), synthetic macroseis-

mic intensity (I, middle panel), ShakeMap intensity (I, bottom panel) computed /

obtained as described in the text.

Syntagma Square. All data were filtered in the range [.5 − 5]Hz using a causal

Butterworth filter with order Nf = 3; the recorded data retrieved by the Engi-

neering Strong-Motion Database were delayed by 1.1s. The comparison is overall

satisfactory, since the synthetics seem to capture well the orientation and polarity

at the onset of ground shaking – the signature of the fault mechanism – and the
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Figure 3.7: Synthetic peak ground velocity (PGV , top panel) values compared with

the empirical ground motion model of CEA15 [Cau+15a] as explained in the text.

Colored stars refer to PGV values at each receiver with assigned material properties:

green–limestone (L), orange–Athenian Schist (AS), blue–Athenian alluvial basin

deposits (AB).

dominant periods / frequencies of the recorded data both in the time and frequency

domains. The recorded peak amplitudes are larger on the horizontal components,

most likely due to amplification induced by small-scale geological features that are

not included in the numerical models. The comparison between the synthetic and

the recorded data further improves if the low-cut of the filters is set to 1Hz, not

shown here for brevity. The comparison of the Fourier Amplitude Spectra (FAS) of

the vertical components hints a stronger vertical attenuation than in the numerical

models, or a lower quality factor QP .

Seismic response of the Parthenon under the 1999 Mw 6 earthquake

Simulation (b) was devoted to jointly modelling the Athens 1999 earthquake and

the shaking induced by the earthquake to the Parthenon. The Acropolis of Athens

is monitored with a local network of strong-motion accelerographs operated by the

Institute of Geodynamics, National Observatory of Athens (NOA-IG), in collabo-

ration with the Acropolis Restoration Service (YSMA). The array consists of 10

strong-motion sensors (Guralp CMG-5TD) recording in continuous mode on 24-bit

digitisers, sampling the main geological units constituting the Acropolis and includ-

ing two sites devoted to monitoring monumental elements of the Parthenon (Table

3.6). In particular, stations C and B are located respectively at the crest and base

of a marble column pertaining to the northern colonnade of the Parthenon. Even

if the Acropolis array was not yet operational in 1999, the abundant recordings
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Figure 3.8: Comparison of synthetic and recorded data at station SGMA (Syntagma

Square ID 6) on Athenian Schist. Waveform data processed as described in the text.

LHS panels: time-domain displacement waveforms; RHS panels: Fourier Amplitude

Spectra (FAS).
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of earthquakes and ambient vibration acquired since its installation allow empir-

ically assessing the key features of the seismic response of the Acropolis and the

Parthenon, as e.g. in [Cau+15b]. Figure 3.9 shows the spectral ratios between

station C and B. The thick curve shows the ratio (geometric mean of the horizontal

components) as computed in [Cau+15b] based on local earthquakes and ambient

vibrations; the dashed curve is the ratio obtained from numerical simulation (b).

The dominant frequencies at ∼ 1.5 − 2Hz of the empirical seismic response of the

northern colonnade are well captured by the simulation, although the amplitude

of the empirical spectral ratio is higher. Given the drastic simplifications adopted

in this to model the Parthenon as a homogenous continuous geophysical unit, this

result is quite remarkable and encouraging towards future refinements.

Table 3.6: List of stations on the Acropolis hill.

Station code Lat (°) Lon (°) Elevation [m] Location Geology

ACRA 37.9716 23.7277 152.2 free-field limestone

ACRB 37.9716 23.7265 159.8
Parthenon porous stone blocks

basement on limestone

ACRC 37.9716 23.7265 173.6
Parthenon N

(-)
colonnade

ACRD 37.9712 23.7272 151.6 free-field
limestone –

anthropic infill

ACRE 37.9718 23.7279 154.6 free-field limestone

ACRF 37.9723 23.7262 148.9 free-field limestone

ACRG 37.9721 23.7249 113.7 free-field Athenian schist

ACRH 37.9719 23.7249 137.7 free-field limestone

ACRI 37.9714 23.7266 155.1
Parthenon porous stone blocks

basement on limestone

ACRJ 37.9711 23.7273 130.8 free-field limestone

3.3 Concluding remarks

In this work we presented and validated on a real test case a numerical model

for complex multi-scale engineering-seismology problems, including soil-structure

interaction.

The simulations are based on a DGSE method and carried out based on employ-

ing the open source code SPEED. SPEED is based on discontinuous Galerkin spec-

tral element method, suitable for handling non-matching grids as well as variable

approximation orders. This approach can accommodate sharp geophysical disconti-

nuities and / or complicated geometrical settings, which often occur in engineering

wave propagation problems. The proposed application to the Athens 1999 earth-
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Figure 3.9: Comparison of the recorded and simulated spectral ratios at two stations

(C, B) located respectively at the crest and base of a marble column pertaining to

the northern colonnade of the Parthenon.

quake showed that SPEED offers major advantages for modeling multi-scale seismic

scenarios, by relaxing constraints imposed by standard conforming SE methods and,

therefore, reducing the simulation costs while attaining high order accuracy as typ-

ical of spectral element methods. To accomplish the multi-physics feature of the

problem under investigation, we described the Athens 1999 Mw6 earthquake with

a set of simulations to capture all the main features.

Indeed, by taking into account for the need of propagation at high frequen-

cies, the different geological features and the geometrical accuracy of the model

(e.g. Acropolis hill and the Parthenon), in our simulations we choose small mesh

size/large polynomial degree for the DG approximations and therefore a very small

∆t due to the CFL condition. In order to reduce the computational costs related

to that condition and be able to propagate the phenomenon up to 30Hz, necessary

to investigate the seismic response of the Acropolis hill, it is possible to consider

space-time DG discretizations [AMM20] that relax the choice of the time step. Fur-

ther development to improve the description of the seismic phenomenon in a more

accurate way could be the contact-friction laws that model the dynamic fault spon-

taneous rupture and the non-linear seismic response of the buildings, in our case of

the Parthenon. This new model is currently under investigation.

The proposed validation test case demonstrates the effectiveness of seismic simu-

lations within the framework of the seismic risk mitigation strategies for the cultural

heritage.
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CHAPTER 4

Simulation of seismic wave

propagation problems with

contact-friction laws by

discontinuous Galerkin

discretizations

In this chapter we describe the formulation, the numerical analysis and the imple-

mentation of contact-friction laws that are at the basis of dynamic seismic source

modelling and of the description of the non-linear interaction between ground and

structures. Suitable contact-friction laws are incorporated within the elastodynam-

ics model and the discontinuous Galerkin method is adopted for the semidiscrete

approximation. The convergence analysis of the resulting semidiscrete formulation

is presented. A wide set of verification tests for a spontaneous dynamic rupture test

case have been carried out and the results have been compared with the numerical

data available in the literature.

4.1 Contact-friction laws in elastodynamics models

Physics-based modelling of dynamic fault rupture and non-linear behaviour of the

structures is of crucial importance in seismic risk applications. Indeed, the repre-

sentation of the seismic source is one of the main key ingredients when describing

seismic wave propagation phenomena, whereas an improvement of the description of

the buildings is fundamental within the seismic structural analysis. In the literature

there are two main descriptions of the seismic source for earthquake applications:

kinematic representation of the fault rupture and dynamic source modelling. In

Chapter 1 we have shown the kinematic representation of the fault rupture (see
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(1.6)) that is then employed in the applications presented in Chapters 2 and 3.

Here we address the dynamic source modelling which is based on the coupling of

contact-friction laws with the elastodynamics equations, c.f. [And76; DA77; Day82].

On the other hand, at the best of our knowledge, the contact-friction laws within the

seismic vulnerability models have not been addressed so far and they can describe

the non-linear behaviour of the buildings within the structural analysis framework,

cf. Chapter 3.

Within the computational seismology framework, many numerical methods have

been adopted to simulate the dynamic fault rupture. Since this model is based on the

coupling of elastodynamics equations and contact-friction laws, we observe that the

numerical approaches that are presented in literature have the same drawbacks when

solving the elastodynamics equations for seismic propagation phenomena. Indeed,

numerical methods employed for dynamic rupture simulations have shown that, for

example, the FD method is accurate but cannot be employed efficiently in com-

plex geophysical settings (see [And73; And99; Day82; EDM09; MOA98; Moc+07;

Day+05; DD06; Dal12]). The FE method are geometrically flexible, but they are

very dispersive for wave propagation problems since they have low-order accuracy

(see [Hug+76; AHH01; OAN98; OAN00; GMK08]). Moreover FD and FE meth-

ods that describe the fault discontinuity by adding the discontinuity terms at grid

nodes are called traction-at-split-node (TSN) methods, c.f. [DD07; And73; And99;

Day77; Day82]. Instead the SE methods provide highly-accurate solutions, but they

suffer geometric limitations due to the fact that are based on hexaedral elements,

c.f. [Amp02; KLA08; VFA06; KLA08; Gal+14; FV05]. Finally, DGSE methods, as

already mentioned before, are both accurate and flexible and have been employed to

simulate the spontaneous dynamic rupture in a successful way, see [PAK09; Pue+07;

Pue+08; DK06; KD06; Käs+07; KMD07; Pel+12; KI05; KHP08; TT02].

From the mathematical point of view, at the best of our knowledge, the dynamic

fault rupture modelling with its mathematical and numerical analysis has not been

addressed so far within the discontinuous Galerkin framework. Moreover, solving

and analyzing the dynamic-fault rupture problem is a challenging task due to the

non-linear nature of its governing equations. In literature there is a number of

theoretical and numerical analysis related to contact, friction and contact-friction

problems that can be the basis of our study.

The main theoretical results for the class of contact-friction problems in the

elasticity and elastodynamics setting were established by Duvaut and Lions [DL76]

within the framework of variational inequalities. See also [Hla+88; EJK05; Lau02]

for an overview. The numerical analysis based on the variational inequality princi-

ples within a finite element framework can be found, for example, in [MO83; KO88;

Lau02; Woh11; COK82; TP82; Pan79; LK79; Pan77; Sew69; Kal79].

The most employed methods to solve numerically the problem of contact-friction

within the framework of elasticity and elastodynamics that can be found in literature
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are the following.

1. Penalty methods make use of penalty parameters to transform a set of inequal-

ities into a non-linear equation, c.f. [MO83; KO88; KS81; OK82b; OK82a].

2. Mixed methods are based on Lagrange multipliers that represent the normal

and tangential stress on the contact boundary, see e.g. [HH06; BeHW07;

HW12; SWW15; AMR14; HW05; HW12; HMW07; HSW08; BD18].

3. The Nitsche method treats the boundary or interface conditions in a weak

sense, c.f. [Nit71; Cho+19; Cho14; Cho+17; CMR18; CEP20].

In the following we introduce the mathematical model based on the elasto-

dynamics equations supplemented with the contact-friction laws that govern the

dynamic fault rupture and non-linear behaviour of constructions. We present its

variational formulation within the inequality framework, c.f. [DL76; KO88; MO83],

and show theoretical and numerical results for the simulations of dynamic-fault rup-

ture wave propagation by non-conforming discontinuous Galerkin discretizations,

c.f. [Ant+12].

The chapter is organized as follows. In the following we introduce the mathemat-

ical model for the dynamic source description and non-linear behaviour of structures.

Then we present its variational formulation within the inequality framework. In ad-

dition we provide theoretical results for the variational inequality introduced before

under suitable simplified hypothesis. In Section 4.2 we derive the semi- and fully-

discrete formulations; space-discretization is based on the discontinuous Galerkin

discretizations whereas the leap-frog scheme is employed to integrate in time. We

also introduce a suitable method to solve the non-linearity in the governing equa-

tions. In Section 4.3 we present the theoretical stability and error estimates for the

semi-discrete formulation. In Section 4.4 we report some numerical computations

carried out on a benchmark 2D test case of seismic dynamic rupture problem. Fi-

nally, in Section 4.5 we discuss the achieved results and we draw some conclusions.

4.1.1 Statement of the problem and governing equations

Let Ω ⊂ Rd, d = 2, 3, be a fixed polygonal bounded domain and let ∂Ω be the

corresponding boundary that we assume to be sufficiently regular. We suppose that

Ω is subdivided into two connected subdomains Ω+ and Ω− by the internal planar

surface ΓC , that represents the fault surface across where displacement disconti-

nuities are allowed. Moreover let the external boundary ∂Ω be decomposed into

three disjoint portions ΓD, ΓN and ΓNR, where ΓD, |ΓD| > 0, is the portion of

the boundary where the displacements are assigned, ΓN is the one where surface

loads are imposed and on ΓNR are set non-reflecting boundary conditions to avoid

unphysical reflections.
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Given a final observation time T > 0, we consider the temporal interval (0, T ]

and the dynamic equation for an elastic material with contact-friction laws leads to

the following system:

ρü−∇ · σ(u) = f , in Ω× (0, T ],

u = 0, on ΓD × (0, T ],

σ(u)n = t, on ΓN × (0, T ],

σ(u)n = t∗, on ΓNR × (0, T ],

[u]N = 0,

σN ≤ 0, on ΓC × (0, T ],

|σT | ≤ −µfσN ,
u = u0, in Ω× {0},
u̇ = u1, in Ω× {0}.

(4.1)

As before, the quantity ρ = ρ(x) ∈ L∞(Ω) is a strictly positive function describ-

ing the material density, u = u(x, t) is the displacement field, σ(u) = σ(x, t) is the

stress tensor, n = n(x) is the unit outward normal vector to ∂Ω and f = f(x, t)

is a given external load. On the boundary we impose null displacements on ΓD, a

traction t = t(x, t) on ΓN and a fictitious traction t∗ = t∗(x, t) on ΓNR introduced

to avoid unphysical reflections on the artificial boundaries, see [Sta88; Ant+18a].

Moreover we impose contact-friction conditions on ΓC . We assume that the fault

is made of a single smooth surface with continuous normal vector n. Implicit in

this definition is that the interface ΓC can be described as two surfaces, Γ+
C and

Γ−C , in frictional contact: each geometric point x located on ΓC corresponds to two

material points x± located on each side of the fault, cf. Figure 4.1. We define the

orientation of n as going from Γ+
C to Γ−C and the displacements on each material

side of the fault as

u± = u(x±).

The displacement discontinuity (slip) across ΓC is denoted by

[u] = u+ − u−.

The normal and tangential components of [u] are defined as

[u]N = [u] · n = u+
N − u

−
N , (4.2)

[u]T = [u]− [u]Nn = u+
T − u−T , (4.3)

respectively. With these conventions [u]N is negative for separation and positive

for penetration between the two fault sides. Similar definitions are adopted for

velocities u̇ and accelerations ü.
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Figure 4.1: Illustrative geometry, the fault interface ΓC = ∂Ω̄+ ∩ ∂Ω̄− with Ω =

Ω+ ∪Ω−. The normal vector to the surface Γ+
C , pointing towards Γ−C , is denoted by

n.

We observe that we can write the slip, the slip-rate on the fault in the following

form:

v = vT + vNn, vN = v · n,

respectively.

The tractions acting on each side of the fault are denoted by

σ± = ±σ(u±)n,

for which it follows that σ = σ+ = −σ− and σ = σNn + σT . The normal and

tangential components of σ, denoted as σN and σT , respectively, are defined as

in (4.2)–(4.3) respectively. Here, σN is negative for compression and positive for

tension. With the notation introduced before, mixed interface conditions are pre-

scribed on the fault: friction and contact laws relate σ to [u], [u̇] or to other

variables describing the fault state. The friction and contact conditions apply to

the total fields, including the initial values for fault stress, slip and state variables.

The normal components of σ and [u], i.e. σN and [u]N , respectively, are typically

related by unilateral contact conditions, also known as Signorini conditions. These

imply no interpenetration of the two fault sides and vanishing normal stress on open

faults. In our study we only consider the case of no opening faults, i.e. [u]N = 0.

On the other hand, the tangential components are related by friction conditions

that imply that shear tractions are bounded by frictional strength proportional to

normal tractions. The friction coefficient µf ≥ 0 can depend on |[u]T |, |[u̇]T | or on

other fault state variables, such as normal stress or thermal and mechanical quan-

tities, cf. [Biz+01]. In the case of linear slip-weakening the following friction law is

considered, see e.g. [PR73; Ida72],

µf (u) = µs − (µs − µd) min(|[u]T |/Dc, 1), (4.4)
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where |[u]T | is called the slip length. When |[u]| is large the friction coefficient µf

drops linearly from the static value µs to the dynamic value µd over the critical

slip distance Dc. The linear slip weakening friction law (4.4) is capable of modeling

initial rupture, arrest of sliding and reactivation of slip. In particular the condition

|σT | ≤ −µfσN can be formulated as{
|σT | < −µfσN =⇒ [u̇]T = 0

|σT | = −µfσN =⇒ ∃γ > 0 : [u̇]T = −γσT
. (4.5)

Finally, as initial conditions for the displacement and the velocity we assign

the functions u0 = u0(x) and u1 = u1(x), respectively. Moreover we assume to

have linear elasticity (Hooke’s law) for the constitutive equation σ(u) = D ε(u) , cf.

Section 1.1.

Remark 4.1. In this chapter, for the sake of simplicity, we are addressing the elas-

todynamics equation without the damping term that was in the model problem

introduced in Chapter 1. Further developments in the future include considering

visco-elastic materials and suitably generalizing the contact-friction laws.

4.1.2 Variational formulation

In this section we present the variational inequality associated to problem (4.1)

following the main results obtained by Duvaut and Lions [DL76] within the frame-

work of contact-friction equations. We introduce the product space V = {v =

(v+,v−) ∈ V+ ⊗V−}, where the spaces V± are defined by V± = {v ∈ H1(Ω±) :

v = 0 on ΓD ∩ ∂Ω±}. Therefore the variational formulation of problem (4.1) reads:

find u(t) ∈ V, for any t ∈ (0, T ], such that

(ρ ü(t),v − u̇(t))Ω + B(u(t),v − u̇(t)) + P(u(t),v − u̇(t))

+ J (u(t),v) − J (u(t), u̇(t)) ≥ F(v − u̇(t)) ∀v ∈ V,
(4.6)

where

B(u,v) = (σ(u), ε(v))Ω + 〈ηN [u]N , [v]N 〉ΓC
,

P(u,v) = 〈−σN (u), [v]N 〉ΓC
,

J (u,v) = 〈−µf (u)σN (u), |[v]T |〉ΓC
,

F(v) = (f(t),v)Ω + 〈t(t),v〉ΓN
+ 〈t∗(t),v〉ΓNR

.

Here (·, ·)D and 〈·, ·〉∂D denote L2(D) and L2(∂D) inner products, respectively.

Moreover ηN > 0 is a parameter introduced to penalize the normal discontinuity of

the displacements in the formulation. The variational inequality introduced (4.6)

follows from

(ρ ü(t),v − u̇(t))Ω + B(u(t),v − u̇(t)) − F(v − u̇(t))

= 〈σN , [v]N 〉ΓC
− 〈σN , [u̇(t)]N 〉ΓC

+ 〈σT , [v]T 〉ΓC
− 〈σT , [u̇(t)]T 〉ΓC

,
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where we have integrated by parts the governing equations after multiplication by a

test function v = v−u̇. Then, by adding and subtracting P(u,v−u̇(t)), J (u(t),v),

−J (u(t), u̇(t)), we obtain

(ρ ü(t),v − u̇(t))Ω + B(u(t),v − u̇(t)) + P(u,v − u̇(t))

+ J (u(t),v) − J (u(t), u̇(t)) − F(v − u̇(t))

= 〈σN , [v]N 〉ΓC
− 〈σN , [u̇(t)]N 〉ΓC

+ 〈σT , [v]T 〉ΓC
− 〈σT , [u̇(t)]T 〉ΓC

+ P(u,v − u̇(t)) + J (u(t),v) − J (u(t), u̇(t))

= 〈σT , [v]T 〉ΓC
− 〈σT , [u̇(t)]T 〉ΓC

− 〈µf (u)σN , |[v]T |〉ΓC
+ 〈µf (u)σN , |[u̇(t)]T |〉ΓC

≥ 0.

Indeed, if |σT | < −µfσN then [u̇]T = 0 (see (4.5)). Therefore it follows:

σT · [v]T − σT · [u̇(t)]T −µfσN |[v]T | + µfσN |[u̇(t)]T |
= σT · [v]T − µfσN |[v]T |
≥ − |σT | · |[v]T | − µfσN |[v]T |
= (−|σT | − µfσN )|[v]T | ≥ 0.

If |σT | = −µfσN then ∃γ > 0 : [u̇]T = −γσT , (see (4.5)), therefore it follows:

σT · [v]T − σT · [u̇(t)]T − µfσN |[v]T | + µfσN |[u̇(t)]T |
= σT · [v]T + γ|σT |2 − σN (|[v]N | + µf |[v]T |) + µfγσN |σT |
≥ − |σT | · |[v]T | + γ|σT |2 − σN (|[v]N | + µf |[v]T |) + µfγσN |σT |
= (− |σT | − µfσN ) · |[v]T | + γ|σT | (|σT | + µfσN ) = 0.

4.1.3 Regularized variational problem

In this section we introduce the regularized variational formulation of problem (4.6)

as done, e.g., in [DL76; KO88; MO83]. The first step is to consider a convex and

Gateaux differentiable regularization of the functional J , defined as follows

J ε(u,v) = 〈−µf (u)σN (u), ψε([v]T )〉ΓC
,

where ε is a real positive parameter with J ε → J as ε→ 0 and where

ψε(v) =


|v| − ε

2
if |v| > ε,

1

2ε
|v|2 if |v| < ε,

(4.7)

where | · | is the Euclidean norm. Therefore the regularized version of problem (4.6)

reads: for any t ∈ (0, T ], find uε(t) ∈ V, such that

(ρ üε(t),v)Ω + B(uε(t),v) + P(uε(t),v) + 〈Kε(uε(t), u̇ε(t)),v〉 = F(v) ∀v ∈ V,

(4.8)
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where

〈Kε(u,w),v〉 = 〈−µf (u)σN (u), ϕε([w]T , [v]T )〉ΓC
,

and

ϕε(w,v) =
v ·w
|w|

 1 if |w| > ε,

|w|
ε

if |w| < ε.
(4.9)

Here 〈Kε(uε(t), u̇ε(t)),v〉 is the Gateaux derivative of J ε at (uε(t), u̇ε(t)) in the

direction v. Since we have introduced the Gateaux differentiable functional J ε, the

variational formulation of the regularized problem is now an equation and not an

inequality as in (4.6) was. For more details see [DL76; MO83].

4.1.4 Analysis of the continuous variational formulation

In this section we briefly provide some results of the variational problems (4.6)

and (4.8), cf. [DL76; MO83; II02; CCR09]. We assume to have σN = FN on ΓC

assigned, with FN ≤ 0, and µf = µf (x, t). Moreover, for the sake of presentation,

we consider |ΓD| = ∂Ω and ΓN ,ΓNR = ∅. Therefore the variational formulation of

problem (4.1) becomes: find u(t) ∈ V, for any t ∈ (0, T ], such that

(ρ ü(t),v − u̇(t))Ω + B(u(t),v − u̇(t)) + J (v) − J (u̇(t)) ≥ F(v − u̇(t)) ∀v ∈ V

(4.10)

where

B(u,v) = (σ(u), ε(v))Ω + 〈ηN [u]N , [v]N 〉ΓC
,

J (v) = 〈−µfFN , |[v]T |〉ΓC
, (4.11)

and

F(v) = (f(t),v)Ω + 〈FN (t), [v]N 〉ΓC
.

The regularized reduced variational formulation of problem (4.10) reads: find

uε(t) ∈ V, for any t ∈ (0, T ], such that

(ρ üε(t),v)Ω + B(uε(t),v) + 〈Kε(u̇ε(t)),v〉 = F(v) ∀v ∈ V (4.12)

where

J ε(v) = 〈−µfFN , ψε([v]T )〉ΓC
, (4.13)

〈Kε(w),v〉 = 〈−µfFN , ϕε([w]T , [v]T )〉ΓC
.

4.1.5 Well-posedness of the formulation

The space V is equipped with the norm:

||v||2B = ||D1/2ε(v)||20,Ω + ||η1/2
N [v]N ||20,ΓC

.
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Remark 4.2. By employing Poincaré and Korn’s inequalities it holds:

||v||0,Ω . ||∇v||0,Ω . ||D1/2ε(v)||0,Ω . ||v||B. (4.14)

As a consequence of the properties of the elasticity tensor, Cauchy-Schwarz,

Poincaré’s and Korn’s inequalities, the bilinear form B(·, ·) can be shown to have

the following properties:

• continuity: B(u,v) . ||u||B||v||B ∀u,v ∈ V.

• coercivity: B(v,v) & ||v||2B ∀v ∈ V.

In the following we consider the energy norm of the problem given by:

||v||2E = ||ρ1/2v̇||0,Ω + ||v||2B. (4.15)

The main approach to prove existence and uniqueness of the solution of problem

(4.10) employs the following theorem from convex analysis and variational inequal-

ity, cf. [OK79; COK82; KO88].

Proposition 4.1. Let X be a reflexive Banach space. Moreover let J ε : X→ R be

a convex and Gateaux-differentiable functional and let Kε : X→ R be its derivative.

Then it holds:

〈Kε(u),v − u〉 ≤ J ε(v) − J ε(u) ∀u,v ∈ X.

Remark 4.3. Proposition 4.1 holds for the choice X = V and J ε(·), Kε(·) defined

in (4.13), cf. [COK82; MO83; KO88].

There hold the following results, cf. [DL76; MO83].

Theorem 4.1 ([DL76, Theorem 5.7]). Let us assume that the data posses the follow-

ing regularity: f , ḟ , f̈ ∈ L2(0, T ; L2(Ω)), FN , ḞN , F̈N ∈ L2(0, T ;L2(ΓC)), −µfFN ∈
L∞(ΓC) be given and independent of time, u0 ∈ H2(Ω) ∩ V, [u0]N = 0 on ΓC ,

u1 ∈ H1(Ω), [u1]T = 0 on ΓC , 〈σ0T , [v]T 〉ΓC
= 0 ∀v ∈ V. In addition, let

ΓN ,ΓNR = ∅. Then, there exists one and only one solution u of problem (4.10).

Moreover,

u, u̇ ∈ L∞(0, T ; V) and ü ∈ L∞(0, T ; L2(Ω)).

Remark 4.4. The following property holds for the functional Kε defined in (4.13):

〈Kε(w,w)〉 = 〈−µfFN , ϕε([w]T , [w]T )〉ΓC
≥ 0 ∀w ∈ V.

Indeed −µfFN ≥ 0 and

ϕε(w,w) =
w ·w
|w|

 1 if |w| > ε,

|w|
ε

if |w| < ε,
=


|w| if |w| > ε,

|w|2

ε
if |w| < ε,

≥ 0.

83



Chapter 4. Contact-friction laws in elastodynamics problems by discontinuous
Galerkin discretizations

Theorem 4.2 ([MO83, Theorem 2.3]). Let u be the solution of the variational

inequality (4.10) and let uε be the solution of the regularized problem (4.12). Then

there exists a constant K > 0 independent of ε and t such that, for every t ∈ [0, T ],

||uε(t)− u(t)||2E = ||ρ1/2(u̇ε(t)− u̇(t))||20,Ω + ||uε(t)− u(t)||2B ≤ Kε. (4.16)

Remark 4.5. The estimate (4.16) implies that

uε → u strongly in L∞(0, T ; V),

u̇ε → u̇ strongly in L∞(0, T ; L2(Ω)),

cf. [MO83].

4.2 Numerical approximation

In this section we describe the numerical approximation of the variational formula-

tion (4.8). We make use of discontinuous Galerkin methods for space discretizations

coupled with the leap-frog scheme for time integration. For the sake of presentation

we suppose that Ω ⊂ R2 is a convex polygonal domain. Moreover we assume that

ΓN ,ΓNR = ∅. The proposed formulation and related results can be easily extended

in the three-dimensional case.

4.2.1 Discontinuous Galerkin approximation

Here we introduce the DG semi-discrete formulation of problem (4.8) for the sponta-

neous earthquake rupture propagation on a pre-existing fault surface ΓC embedded

in an elastic polyhedral domain Ω. For the sake of presentation, the surface ΓC sep-

arates the domain Ω into two sub-domains Ω+ and Ω−, that is ΓC = ∂Ω̄+ ∩ ∂Ω̄−.

The fault ΓC is represented by a (regular) interface composed of two matching

geometrical surfaces Γ+
C and Γ−C in contact. See Figure 4.2.

We consider a shape-regular partition Th± of Ω± into disjoint open triangular or

quadrilateral elements E± such that Ω± = ∪E±∈Th±E
±. For a given mesh Th± , we

define the mesh size of the partition as h± = maxE±∈Th±
hE± with hE± = diam(E±)

and assign a polynomial approximation degree N± ≥ 1. We define Th to be the

union of the grids Th± and its mesh size is h = max(h+, h−). We collect all the

interior (boundary, respectively) edges in the set FIh (FBh , respectively) and set

Fh = FIh ∪ FBh . In particular, FBh = FDh ∪ FCh , where Fbh = FBh ∩ Γb, b = D,C,

contains respectively all Dirichlet and contact-friction boundary edges. Implicit in

this definition is the fact that Γ±C can be described by different (non matching)

meshes. In Figure 4.2 we show an illustrative example.
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n+ n−

n

Γ+
C Γ−C

ΓC
Ω+, Th+ Ω−, Th−

E+

E−

Figure 4.2: Illustrative geometry and mesh partition Th± , the fault interface ΓC =

∂Ω̄+ ∩ ∂Ω̄− with Ω = Ω+ ∪Ω−. Each subdomain Ω± is meshed independently. The

normal vector to the surface Γ+
C , pointing towards Γ−C , is denoted by n.

We assume to have a bounded local variation property, cf. Chapter 1. In

addition, for the sake of simplicity we also assume that, for any element E ∈ Th and

for any face F ∈ ∂E, it holds hE . hF , cf. Chapter 1. This last condition can be

relaxed, cf. [CGH14; AM18; AFV20].

We introduce the space V
N±
h±

(Ω±) = {v ∈ L2(Ω±),v = 0 on ∂Ω± ∩ΓD : v|E± ∈
[PN±(E±)]2 ∀E± ∈ Th±}, where PN (E) is the space of polynomials of total degree

at most N on E. Then we define the space VDG as VDG = VN+

h+
(Ω+)⊗VN−

h−
(Ω−).

The semi-discrete DG formulation reads as follows: for any t ∈ (0, T ], find uh =

uh(t) ∈ VDG such that

(ρ üh,vh)Th + Bh(uh,vh) + P(uh,vh) + Kεh(uh, u̇h,vh) = F(vh) ∀vh ∈ VDG

(4.17)

with

Bh(u,v) = (σ(u) : ε(v))Th − 〈{σ(u)}, [[v]]〉FI
h
− 〈[[u]], {σ(v)}〉FI

h

+ 〈η [[u]], [[v]]〉FI
h

+ 〈ηN [u]N , [v]N 〉FC
h

(4.18)

where we have used the short-hand notation (w,v)Th =
∑

E∈Th(w,v)E and 〈w,v〉Fb
h

=∑
F∈Fb

h
〈w,v〉F , b = I, C, and

Kεh(u, u̇,v) = 〈−µf (u)σN (u), ϕε([u̇]T , [v]T )〉FC
h
. (4.19)

For any two neighbouring elements Ei,j that share a face F ∈ Fh we denote

with vi,j and τi,j the traces of (regular enough) vector- and tensor-valued functions
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v and τ on Ei,j , respectively. We also denote with ni,j the unit normal vector to F

pointing outward to Ei,j . Averages {·} and jumps [[·]] operators (see [Arn+01]) are

defined as in (1.13).

On each face F ∈ Fh shared by two elements Ei and Ej the penalty parameter

η is defined as

η = α{λ+ 2µ}A
N2

h
, (4.20)

where {q}A = 2q+q−/(q+ + q−) is the harmonic average of the quantity q across

F , α is a (large enough) positive constant to be properly chosen, and N and h are

defined on each face F ∈ Fh as N = max{Ni, Nj} and h = min{hi, hj}.

4.2.2 Algebraic formulation

In this section we introduce the algebraic formulation of problem (4.17). Let

{Φi}
Ndof

i=1 = {Φ1
i ,Φ

2
i }
Ndof

i=1 be a set of basis functions for the finite element space

VDG, where Ndof is the number of degrees of freedom for each component of the

problem and Φ1 = (Φi, 0)T and Φ2 = (0,Φi)
T for i = 1, . . . , Ndof . We write the

function u ∈ VDG as a linear combination of the basis functions, i.e.,

u(x, t) =

Ndof∑
j=1

Φ1
j (x)U1

j (t) + Φ2
j (x)U2

j (t),

with U1
j , U

2
j ∈ R, j = 1, . . . , Ndof . Then we write equation (4.17) for any test func-

tion {Φi}
Ndof

i=1 and we obtain the following non-linear system of ordinary differential

equations

MÜ + K(U, U̇) + AU = F, (4.21)

where U, U̇ and Ü are the vectors of expansion coefficients of the displacement,

velocity and acceleration, respectively. The mass and stiffness matrices are defined

as

Mij = (ρΦj ,Φi)Th i, j = 1, . . . , Ndof ,

Aij = Bh(Φj ,Φi) + P(Φj ,Φi) i, j = 1, . . . , Ndof ,

respectively, and F is the vector of the external load defined as

Fi = (f ,Φi)Th + (t,Φi)FN
h

+ (t∗,Φi)FNR
h

i = 1, . . . , Ndof .

In (4.21) K is the vector of the friction forces on ΓC defined as

Ki(U, U̇) = Kεh(u, u̇,Φi) i = 1, . . . , Ndof .
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4.2.3 Time integration scheme

In this section we briefly describe the time integration scheme adopted to find the

numerical solution of the semi-discrete problem (4.21). To approximate in time

the non-linear equation, we proceed as proposed in [MO83]. We first subdivide

the time interval (0, T ] into NT subintervals of length ∆t = T/NT . Then we set

tn = n∆t, n = 0, . . . , NT and denote by Un/U̇n/Ün the numerical approximation

of U(tn)/U̇(tn)/Ü(tn), respectively, for any n = 0, . . . , NT . We consider the Leap-

Frog scheme:

Ün = −Ün−1 +
2

∆t
(U̇n − U̇n−1),

Un = Un−1 + ∆tU̇n−1 +
1

2
∆t2Ün−1.

Applying the Leap-Frog method, to solve the system (4.21) where the unknown is

the velocity, we obtain
2

∆t
MU̇n + K(Un, U̇n) = Fn

∗ (4.22)

with

Fn
∗ = Fn + M

(
Ün−1 +

2

∆t
U̇n−1

)
− A

(
Un−1 + ∆tU̇n−1 +

1

2
∆t2Ün−1

)
.

Equation (4.22) is, of course, nonlinear since K(Un, U̇n) depends on the solution

Un, U̇n.

At each time-step we solve the non-linear equation (4.22) by employing a semi-

implicit method. When t = 0 we have U0 = U(0), U̇0 = U̇(0), suitable approxi-

mations in VDG of the initial data u0 and u1. We find the initial acceleration by

solving

MÜ0 + K(U0, U̇0) + AU0 = F0.

Then for t > 0, we solve for each step in time the non linear equation given by

(4.22). To solve the non-linearity of the algebraic system, we employ a fixed-point

iteration and we stop it by employing suitable stopping criteria (e.g. tolerance tol

on residual and maximum number of iterations Nmax). See Algorithm 1.

We recall that the leap-frog method is explicit and is stable if the Courant-

Friedrichs-Lewy (CFL) condition is satisfied, i.e. ∆t ≤ CCFL(p)h/cP , where CCFL ∈
(0, 1) is a constant depending on the parameters involved in the model and the poly-

nomial degree and h is the mesh size, see e.g., [AM18].

4.3 Analysis of the semi-discrete formulation

In this section we address the analysis of the semi-discrete formulation following

[Ant+18a; Ant+16]. First we introduce the DG semi-discrete formulation of the
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Algorithm 1 Pseudocode to solve the non-linear system advancing on time steps

iteration

for all tn, n = 1, . . . , NT do

Compute Un with Leap-Frog’s formulas . n− th step in time

i = 0

U̇n
(0) = U̇n−1 . Initialization

while ||K(Un, U̇n
(i+1))−K(Un, U̇n

(i))|| < tol & i < Nmax do

Find U̇n
(i+1), solution of . i− th iteration for non-linearity

2

∆t
MU̇n

(i+1) + K(Un, U̇n
(i)) = Fn

∗

i = i+ 1

end while

Set U̇n = U̇n
(i)

Compute Ün with Leap-Frog’s formulas . n− th step in time

end for

regularized variational formulation of the simplified problem (4.12) by employing the

space discretization technique presented in Section 4.2. Then the DG formulation

of problem (4.12) reads: for any t ∈ (0, T ] find uh = uh(t) ∈ VDG such that

(ρ üh,vh)Th + Bh(uh,vh) + Kεh(u̇h,vh) = F(vh) ∀vh ∈ VDG (4.23)

with

Kεh(u̇,v) = 〈−µfFN , ϕε([u̇]T , [v]T )〉FC
h
, (4.24)

being the Gateaux-derivative of

J εh (v) = 〈−µfFN , ψε([v]T )〉FC
h
. (4.25)

We introduce the following (discretization parameters dependent) norms

||v||2DG = ||D1/2ε(v)||20,Th + ||η1/2[[v]]||2
0,FI

h
+ ||η1/2

N [v]N ||20,FC
h
∀v ∈ H1(Th) ∩VDG,

|||v|||2DG = ||v||2DG + ||η−1/2{Dε(v)}||2
0,FI

h
∀v ∈ H2(Th).

By employing the trace-inverse inequality of Lemma 1.1, it can be shown that

the norms || · ||DG and ||| · |||DG are equivalent when restricted to the space VDG.

The following results ensure the stability and a-priori error estimate of the DG

formulation (4.23).

Lemma 4.1. The bilinear form Bh(·, ·) : VDG × VDG → R defined as in (4.18)

satisfies

|Bh(w,v)| . ||w||DG||v||DG, Bh(v,v) & ||v||2DG ∀v,w ∈ VDG,
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where the second estimate holds provided that the parameter α appearing in the def-

inition of the stabilization function cf. (4.20) is chosen sufficiently large. Moreover,

|Bh(w,v)| . |||w|||DG||v||DG ∀w ∈ H2(Th)∀v ∈ VDG.

Proof. Taking into account of the equivalence between the ||| · |||DG and || · ||DG-

norms, the continuity properties follow from the definition of the ||| · |||DG-norm

by applying the Cauchy-Schwarz and trace inequality. Finally, it is possible to

prove the coercivity estimate with the definition of the || · ||DG-norm and a results

analogous to (1.21) in Lemma 1.4.

Proposition 4.2. Let J εh : VDG → R be defined as in (4.25). It follows that J εh is

a convex and Gateaux-differentiable functional and Kεh : VDG → R is its derivative

(4.24). Moreover it holds:

Kεh(u,v − u) ≤ J εh (v) − J εh (u) ∀u,v ∈ VDG.

Proof. (Sketch.) Following similar arguments presented in [COK82; MO83; KO88],

we proceed as follows. By straightforward calculations we verify that ψε(v) in (4.7)

is continuous, convex and ψε(u+ϑv) ∈ C1[0, 1] for any u,v ∈ VDG. Then, it follows

that J εh is a convex and Gateaux-differentiable functional, cf. [KO88, Theorem 3.6].

Finally, we apply Proposition 4.1 to get the final bound result.

Remark 4.6. The following property holds for the functional Kεh defined in (4.24):

Kεh(w,w) = 〈−µfFN , ϕε([w]T , [w]T )〉ΓC
≥ 0 ∀w ∈ VDG.

This results can be proved with same arguments introduced in Remark 4.4.

4.3.1 Stability

In this section we present a stability analysis of the semi-discrete formulation (4.23)

in the following (mesh dependent) energy norm

||uh(t)||2E = ||ρ1/2u̇h(t)||20,Th + ||uh(t)||2DG t ∈ (0, T ]. (4.26)

For t = 0 we have

||uh(0)||2E = ||ρ1/2v0,h||20,Th + ||u0,h||2DG,

where u0,h,v0,h ∈ VDG are suitable approximations of the initial data u0 and u1,

respectively. To prove the following theorem we consider the outline of the results

given in [Ant+18a; Ant+16] and Remark 4.6.
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Theorem 4.3 (Stability). For any time t ∈ (0, T ] and for a sufficiently large penalty

parameter α in (4.20), let uh(t) ∈ VDG be the solution of problem (4.23). If f ∈
L2(0, T ; L2(Ω)) and FN ∈ L2(0, T ; L2(ΓC)), then

||uh(t)||E . ||uh(0)||E +

∫ t

0
(||f(τ)||0,Ω + ||FN (τ)||0,ΓC

) dτ, 0 < t ≤ T.

Proof. By taking v = u̇h in (4.23), we obtain

(ρüh, u̇h)Th + (σ(uh), ε(u̇h))Th − 〈{σ(uh)}, [[u̇h]]〉FI
h
− 〈[[uh]], {σ(u̇h)}〉FI

h

+ 〈η [[uh]], [[u̇h]]〉FI
h

+ 〈ηN [uh]N , [u̇h]N 〉FC
h

+ Kεh(u̇h, u̇h)

= (f , u̇h)Th + 〈FN , [u̇h]N 〉FC
h
,

that is

1

2

d

dt

(
||uh||2E − 2〈{σ(uh)}, [[uh]]〉FI

h

)
+ Kεh(u̇h, u̇h) = (f , u̇h)Th + 〈FN , [u̇h]N 〉FC

h
,

(4.27)

where we have used the definition of the energy norm (4.26). Moreover we consider

that from Remark 4.6, by taking w = uh(τ) for all τ ∈ [0, t], t < T , it holds∫ t

0
Kεh(u̇h(τ), u̇h(τ)) dτ ≥ 0. (4.28)

Integrating the equation (4.27) over the time interval (0, t) and considering (4.28),

we have

||uh(t)||2E − 2〈{σ(uh(t))}, [[uh(t)]]〉FI
h

≤ ||uh(0)||2E − 2〈{σ(uh(0))}, [[uh(0)]]〉FI
h

+ 2

∫ t

0
(f(τ), u̇h(τ))Th dτ + 2

∫ t

0
〈FN (τ), [u̇h]N (τ)〉FC

h
dτ.

From Lemma 1.4 we get

||uh||2E − 2〈{σ(uh)}, [[uh]]〉FI
h
& ||uh||2E ,

||uh(0)||2E − 2〈{σ(uh(0))}, [[uh(0)]]〉FI
h
. ||uh(0)||2E ,

where the first bound holds provided that the stability parameter α appearing in

the definition of the penalization function (4.20) is chosen large enough. Then

||uh(t)||2E . ||uh(0)||2E + 2

∫ t

0
(f(τ), u̇h(τ))Th dτ + 2

∫ t

0
〈FN (τ), [u̇h]N (τ)〉FC

h
dτ.

The Cauchy-Schwarz inequality leads to

2

∫ t

0
(f(τ), u̇h(τ))Th dτ .

∫ t

0
||f(τ)||0,Th ||ρ

1/2u̇h(τ)||0,Th dτ ≤
∫ t

0
||f(τ)||0,Ω||uh||E dτ.
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The Cauchy-Schwarz and trace inequalities leads to

2

∫ t

0
〈FN (τ), [u̇h]N (τ)〉FC

h
dτ .

∫ t

0
||FN (τ)||0,FC

h
||ρ1/2u̇h(τ)||0,FC

h
dτ

.
∫ t

0
||FN (τ)||0,ΓC

||ρ1/2u̇h(τ)||0,Th dτ .
∫ t

0
||FN (τ)||0,ΓC

||uh||E dτ

The thesis follows based on employing the Gronwall’s lemma.

4.3.2 Semi-discrete error estimates

In this section we derive a priori error estimates for the semi-discrete problem (4.23)

in the energy norm (4.26) following the outline given in [Ant+18a; Ant+16]. We

start by recalling some useful interpolation estimates, cf. [BS87a].

Lemma 4.2. For any function v such that v|E ∈ HsE (E), sE ≥ 0,E ∈ Th, there

exists vI ∈ VDG such that

||v − vI ||2r,E .
hE

2mE−2r

N2sE−2r
E

||v||2sE ,E , ∀r, 0 ≤ r ≤ sE ,

||v − vI ||20,∂E .
hE

2mE−1

N2sE−1
E

||v||2sE ,E ,

||∇(v − vI)||20,∂E .
hE

2mE−3

N2sE−3
E

||v||2sE ,E ,

where mE = min(sE , NE + 1).

Therefore, by summing over all the elements E ∈ Th and F ∈ Fh, it follows that for

any function v such that v|Th± ∈ Hs±(Th±), s± ≥ 0, there exists vI ∈ VDG such

that

||v − vI ||2r,Th .
∑
Th±

h
2m±−2r
±

N
2s±−2r
±

||v||2s±,Th± , ∀r, 0 ≤ r ≤ s±,

||v − vI ||20,FI
h
.
∑
Th±

h
2m±−1
±

N
2s±−1
±

||v||2s±,Th± ,

||v − vI ||20,FC
h
.

∑
E±∈Th± ,
∂E±∩FC

h 6=∅

h
2m±−1
±

N
2s±−1
±

||v||2s±,Th± .
∑
Th±

h
2m±−1
±

N
2s±−1
±

||v||2s±,Th± ,

||∇(v − vI)||20,FI
h
.
∑
Th±

h
2m±−3
±

N
2s±−3
±

||v||2s±,Th± ,

where m± = min(s±, N± + 1).

The previous estimates are employed to prove the following interpolation bounds.
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Lemma 4.3. For any function v such that v|Th± ∈ Hs±(Th±), s± ≥ 2, there exists

vI ∈ VDG such that

|||v − vI |||2DG .
∑
Th±

h
2m±−2
±

N
2s±−3
±

||v||2s±,Th± (4.29)

where m± = min(s±, N±+1). Moreover, if in addition v|Th± , v̇|Th± ∈ Hs±(Th±), s± ≥
2, then

||v − vI ||2E .
∑
Th±

h
2m±−2
±

N
2s±−3
±

(
||v̇||2s±,Th± + ||v||2s±,Th±

)
. (4.30)

Proof. We first show (4.29). With this aim, we use Lemma 4.2 to bound each

contribution appearing in the definition of the DG norm ||| · |||2DG:

||D1/2ε(v − vI)||20,Th .
∑
Th±

h
2m±−2
±

N
2s±−2
±

||v||2s±,Th± ,

||η1/2[[v − vI ]]||20,FI
h
.
∑
Th±

h
2m±−2
±

N
2s±−3
±

||v||2s±,Th± ,

||η1/2
N [v − vI ]N ||20,FC

h
.
∑
Th±

h
2m±−1
±

N
2s±−1
±

||v||2s±,Th± ,

||η−1/2{Dε(v − vI)}||20,FI
h
.
∑
Th±

h
2m±−2
±

N
2s±−1
±

||v||2s±,Th± .

This yields

|||v − vI |||2DG .
∑
Th±

h
2m±−2
±

N
2s±−3
±

(
1

N±
+ 1 +

1

N2
±

+
h±
N±

)
||v||2s±,Th±

.
∑
Th±

h
2m±−2
±

N
2s±−3
±

||v||2s±,Th± .

Next we show (4.30). We recall the definition of energy norm and employ again

the interpolation estimates of Lemma 4.2 to get

||ρ1/2(v̇ − v̇I)||20,Th .
∑
Th±

h
2m±
±

N
2s±
±
||v̇||2s±,Th± ,

||v − vI ||2DG .
∑
Th±

h
2m±−2
±

N
2s±−3
±

||v||2s±,Th± .
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Finally, summing up the above contributions we obtain

||v − vI ||2E .
∑
Th±

h
2m±−2
±

N
2s±−3
±

(
h2
±

N3
±
||v̇||2s±,Th± + ||v||2s±,Th±

)

.
∑
Th±

h
2m±−2
±

N
2s±−3
±

(
||v̇||2s±,Th± + ||v||2s±,Th±

)
.

Theorem 4.4 (A-priori error estimate in the energy norm). Assume that, for any

time t ∈ [0, T ], the exact solution u(t) = uε(t) of problem (4.12) together with

its two first temporal derivatives satisfy u(t)|Th± , u̇(t)|Th± , ü(t)|Th± ∈ Hs±(Th±),

s± ≥ 2. Let uh be the corresponding solution of the semidiscrete DG formulation

given in (4.23), with a sufficiently large penalty parameter α in the definition of the

stabilization function (4.20). Then,

sup
t∈[0,T ]

||eh(t)||2E . sup
t∈[0,T ]

∑
Th±

h
2m±−2
±

N
2s±−3
±

||u||2s±,Th±

+

∫ T

0

∑
Th±

h
m±−1/2
±

N
s±−1/2
±

||u̇||s±,Th±dt

+

∫ T

0

∑
Th±

h
2m±−2
±

N
2s±−3
±

(
||ü||2s±,Th± + ||u̇||2s±,Th±

)
dt

Proof. The discrete formulation (4.23) is strongly consistent, that is the exact so-

lution u of (4.12) satisfies equation (4.23) for any time t ∈ (0, T ]

(ρ ü,v)Th + Bh(u,v) + Kεh(u̇,v) = Fh(v) ∀v ∈ VDG

Subtracting (4.23) from the above identity and setting e = u − uh, we obtain the

error equation

(ρ ë,v)Th + Bh(e,v) + Kεh(u̇,v) − Kεh(u̇h,v) = 0 ∀v ∈ VDG

We next decompose the error as e = eI − eh, with eI = u− uI and eh = uh − uI ,

uI ∈ VDG being the interpolant defined as in Lemma 4.2, and rewrite the above

identity as

(ρ ëh,v)Th +Bh(eh,v) = (ρ ëI ,v)Th +Bh(eI ,v) +Kεh(u̇,v)−Kεh(u̇h,v) ∀v ∈ VDG

By taking as test function v = ėh, we get

(ρ ëh, ėh)Th + Bh(eh, ėh) = (ρ ëI , ėh)Th + Bh(eI , ėh) + Kεh(u̇, ėh) − Kεh(u̇h, ėh),

that is
1

2

d

dt

(
||ρ1/2ėh||20,Th + ||eh||2DG − 2〈{σ(eh)}, [[eh]]〉FI

h

)
= (ρ ëI , ėh)Th + Bh(eI , ėh) + Kεh(u̇, ėh) − Kεh(u̇h, ėh).
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Using the definition of the energy norm we obtain

1

2

d

dt

(
||eh||2E − 2〈{σ(eh)}, [[eh]]〉FI

h

)
= (ρ ëI , ėh)Th + Bh(eI , ėh) + Kεh(u̇, ėh) − Kεh(u̇h, ėh).

Integrating in time between 0 and t, using the Cauchy-Schwarz inequality to bound

the term (ρ ëI , ėh)Th and that eh(0) = uh(0)− uI(0) = 0, we get

1

2

(
||eh||2E − 2〈{σ(eh)}, [[eh]]〉FI

h

)
≤
∫ t

0
||ėI ||E ||eh||E dτ

+

∫ t

0
Bh(eI , ėh) dτ +

∫ t

0
(Kεh(u̇, ėh) − Kεh(u̇h, ėh)) dτ.

Employing Lemma 1.4 we obtain

1

2
||eh||2E ≤

∫ t

0
||ėI ||E ||eh||E dτ +

∫ t

0
Bh(eI , ėh) dτ

+

∫ t

0
(Kεh(u̇, ėh) − Kεh(u̇h, ėh)) dτ.

(4.31)

We next estimate the last two terms on the right hand side. For the first one, the

integration by parts formula together with the observation that eh(0) = uh(0) −
uI(0) = 0, and Lemma 4.1 lead to∫ t

0
Bh(eI , ėh) dτ = Bh(eI(t), eh(t)) − Bh(eI(0), eh(0)) −

∫ t

0
Bh(ėI , eh) dτ

. |||eI |||DG||eh||DG +

∫ t

0
|||ėI |||DG||eh||DG dτ

. |||eI |||DG||eh||E +

∫ t

0
|||ėI |||DG||eh||E dτ,

(4.32)

where in the last step we have used the definition of the energy norm. For the

second term in (4.31) we have (considering that it is linear w.r.t. second argument)

Kεh(u̇, ėh) − Kεh(u̇h, ėh) = Kεh(u̇, u̇h ± u̇− u̇I) − Kεh(u̇h, u̇h − u̇I)

= Kεh(u̇, u̇h − u̇) + Kεh(u̇h, u̇I − u̇h) − Kεh(u̇, u̇I − u̇)

≤ J εh (u̇h) − J εh (u̇) + J εh (u̇I) − J εh (u̇h) + |Kεh(u̇, u̇I − u̇)|

≤ |J εh (u̇I) − J εh (u̇)| +
∑
F∈FC

h

∫
F
g
|[u̇]T · [u̇I − u̇]T |

|[u̇]T |

. ||g||0,FC
h
||u̇I − u̇||0,FC

h
. ||u̇I − u̇||0,FC

h
.

To obtain that result we have used: the convexity and Gateaux differentiability

of J εh ,the definition of Kεh(u̇,v), in particular the fact that 0 ≤ ψε(w) ≤ 1, and the

Cauchy-Schwarz inequality. Therefore for the second argument of the right-hand

side in (4.31) it holds∫ t

0
(Kεh(u̇, ėh) − Kεh(u̇h, ėh)) dτ .

∫ t

0
||ėI ||0,FC

h
dτ. (4.33)
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By substituting the above two bounds (4.32) and (4.33) in (4.31) we get

1

2
||eh||2E .

∫ t

0
||ėI ||E ||eh||E dτ + |||eI |||DG||eh||E

+

∫ t

0
|||ėI |||DG||eh||E dτ +

∫ t

0
||ėI ||0,FC

h
dτ

= |||eI |||DG||eh||E +

∫ t

0
||ėI ||0,FC

h
dτ +

∫ t

0
(||ėI ||E + |||ėI |||DG) ||eh||E dτ.

From the Young’s inequality, it follows

1

2
||eh||2E . δ|||eI |||2DG+

1

δ
||eh||2E+

∫ t

0
||ėI ||0,FC

h
dτ+

∫ t

0
(||ėI ||E + |||ėI |||DG) ||eh||E dτ

(4.34)

and therefore we can chose δ = 4C, being C the hidden constant in (4.34), and

obtain

1

4
||eh||2E . |||eI |||2DG +

∫ t

0
||ėI ||0,FC

h
dτ +

∫ t

0
(||ėI ||E + |||ėI |||DG) ||eh||E dτ.

By applying the Gronwall’s lemma 1.6 we get

||eh||2E . |||eI |||2DG +

∫ t

0
||ėI ||0,FC

h
dτ +

∫ t

0

(
||ėI ||2E + |||ėI |||2DG

)
dτ.

The interpolation estimates of Lemma 4.2 and Lemma 4.3 lead to

|||eI |||2DG .
∑
Th±

h
2m±−2
±

N
2s±−3
±

||u||2s±,Th± ,

||ėI ||0,FC
h
.
∑
Th±

h
m±−1/2
±

N
s±−1/2
±

||u̇||s±,Th± ,

||ėI ||2E + |||ėI |||2DG .
∑
Th±

h
2m±−2
±

N
2s±−3
±

(
||ü||2s±,Th± + ||u̇||2s±,Th±

)
.

Therefore we obtain

sup
t∈[0,T ]

||eh(t)||2E . sup
t∈[0,T ]

∑
Th±

h
2m±−2
±

N
2s±−3
±

||u||2s±,Th±

+

∫ T

0

∑
Th±

h
m±−1/2
±

N
s±−1/2
±

||u̇||s±,Th±dt

+

∫ T

0

∑
Th±

h
2m±−2
±

N
2s±−3
±

(
||ü||2s±,Th± + ||u̇||2s±,Th±

)
dt

and the proof is complete.
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4.4 Numerical results

In this section we present preliminary numerical tests. For the dynamic fault-

rupture problems, no analytical solution exists to be used as reference one for the

validation. For this reason we consider a 2D version of the benchmark problem

for spontaneous rupture propagation of the Southern California Earthquake Center

(SCEC). The original 3D SCEC test (TPV3) was proposed by Harris et al. [Har+04]

and its 2D analogue is described and used as validation test in [PAK09; KLA08;

Roj+08].

We consider a straight fault of length 30 km embedded in a homogeneous elastic

body with material properties ρ = 2670 kg/m3, vP = 6000m/s and vS = 3464m/s.

The center of the fault is characterized by a nucleation patch of 3 km with higher

initial shear stress. The initial stress field and frictional parameters of the LSW law

are given in Table 4.1.

Table 4.1: Parameters describing the fault rupture segment for the SCEC test case

Parameter Nucleation zone Outside Nucleation zone

Initial shear traction σT (MPa) 81.6 70

Initial normal stress −σN (MPa) 120 120

Static friction coefficient µs 0.677 0.677

Dynamic friction coefficient µd 0.525 0.525

Critical slip distance Dc (m) 0.4 0.4

To perform the simulations we use a large computational domain of size 72 ×
72 km with absorbing boundary conditions. Beyond the fault segment, the rupture

does not occur. In agreement with our model, the horizontal segment of the fault

subdivide the domain Ω in two subdomains Ω±. The fault plane is then subdivided

in different portions in which we assign the rupture conditions in agreement with

Table 4.1. Figure 4.3 shows a sketch of the 2D SCEC spontaneous rupture problem.

All meshes are made by unstructured triangles, for the sake of simplicity with

regular mesh spacing forced along the fault plane. The mesh is gradually refined

nearby the rupture area of the fault (h±min), while it remains coarse near the bound-

ary (h±max). We test our model for the solution of the proposed problem on different

computational domains with mesh size h±min ranging from 400m to 1500m, while

h±max ≈ 1500m is fixed. We have employed different orders, from N± = 1 to 4. In all

the simulations, we consider the same discretization parameters on both partitions

Th± and ∆t = 10−4s. Moreover we fix ε = 10−4 in (4.19). In particular, due to the

high computational cost of the numerical problem, we consider Algorithm 1 with 1

maximum number of iterations and a tolerance of tol = 10−6.

The first results that we propose are a comparison of the slip rate |[u̇]T | and

traction σT solutions for the reference point Q = (7500m, 0m) that lies on the fault
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4.4. Numerical results

Figure 4.3: Sketch of 2D domain for SCEC problem. Yellow, orange and red:

segment fault. Orange: nucleation, red: rupture, yellow: plane of fault where no

rupture occurs.

(see Figure 4.3) and obtained with our method, cf. Section 4.2. In Figure 4.4 we

show the profile of the solutions for fixed degree polynomial N = 3 and two different

mesh parameters hmin ≈ 400, 1500m. In Figure 4.5 there are the solutions obtained

with fixed mesh parameter hmin ≈ 800m and two choices of polynomial degree

N = 2, 4. From the results presented in Figures 4.4 and 4.5, we observe a good

agreement of the behavior of the solutions w.r.t. the numerical parameters. We

also perform a set of simulations by varying the parameter ε in (4.9) that represents

a threshold to regularize the absolute value near zero value, therefore we select

ε = 10−2, 10−4, 10−6. The results are shown in Figure 4.6. We observe that for

larger regularization parameters ε (and within the range of reasonable values), then

the main peak values of the slip rate |[u̇]T | and traction σT are larger and slightly

shifted in time.

A second set of results in which we are interested is the physical behaviour

of the solution. For this reason we show in Figure 4.7 the two profile of the slip

rate and traction quantities for two different points that lie on the fault, that are

P = (2500m, 0m) and Q = (7500m, 0m). We can observe that the main peaks

of the solutions arrives first in P and then in Q. This is in agreement with the

spontaneous rupture propagation phenomenon in which we expect that the rupture

starts from nucleation and propagates from all other points of the fault domain.

Therefore we observe a coherent direction of rupture propagation.
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Figure 4.4: Comparison of slip rate |[u̇]T | and traction σT solutions of the proposed

method (see Section 4.2) for fixed polynomial degree N = 3 and mesh size of

hmin ≈ 1500, 400m.
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Figure 4.5: Comparison of slip rate |[u̇]T | and traction σT solutions of the proposed

method (see Section 4.2) for fixed grid mesh size hmin ≈ 800m and polynomial

degree N = 2, 4.
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Figure 4.7: Evaluation of slip rate |[u̇]T | and traction σT solutions of the proposed

method (see Section 4.2) with fixed N = 4 and hmin ≈ 800m at two different points

on the fault plane: P = (2500m, 0m) and Q = (7500m, 0m).
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Figure 4.6: Comparison of slip rate |[u̇]T | and traction σT solutions of the proposed

method (see Section 4.2) for fixed grid mesh size hmin ≈ 800m, polynomial degree

N = 4 and ε = 10−2, 10−4, 10−6.

Finally, we compare our results with ones in literature of [Pue+08].1 In Fig-

ure 4.8 we represent the reference solutions at point Q = (7500m, 0m) of slip rate

and traction of literature w.r.t. the one obtained with our proposed method, cf.

Section 4.2. We can appreciate the same behavior which is approximately in good

agreement.

1This data were kindly provided by Josep de la Puente, one of the authors of the cited work.
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Figure 4.8: Comparison of slip rate |[u̇]T | and traction σT solutions of the proposed

method (see Section 4.2) w.r.t. the literature ([PAK09]).

From our preliminary results, we observe that we are able to capture the spon-

taneous rupture phenomenon. In order to correctly validate our contact-friction

model with the reference solution available in literature [PAK09], we are going to

investigate suitable ways to improve physically the proposed models. Moreover,

due to the need of accurate solutions for the spontaneous rupture problems, we

would like to improve the quality of the proposed solver (e.g. increasing the poly-

nomial degree or the number of iterations in the time algorithm) by keeping low the

computational costs.

4.5 Concluding remarks

In this chapter we addressed the main mathematical aspects of the contact-friction

laws in elastodynamics models. We first described the governing equations of the

dynamical fault rupture and non-linear behaviour of buildings. Then we pro-

vided the variational formulation within the inequality framework. We derived

the semi-discrete discontinuous Galerkin formulation and then we carried out the

well-possdness, stability and convergence analysis. Then, after a leap-frog scheme

for the integration in time, we described the algorithm to solve the non-linear fully-

discrete formulation. Finally, we proposed a set of numerical tests to demonstrate

the effectiveness of our proposed model to simulate the dynamic source phenom-

ena. Possible further improvements include a suitable adaptation of physical laws

in our model w.r.t. the validation test in consideration, new algorithms to solve

accurately the numerical problem by keeping low the computational cost. More-

over it is of interest considering new validation tests with different properties of the

fault (e.g. inclination, general shape-curve), but also to consider case studies within

the structural analysis and, finally, to extend the model in 3D and consider real

applications.
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In this thesis we presented advanced models for the seismic risk assessment in case of

both large urban areas and cultural heritages. The novelty of the proposed methods

consists of employing three-dimensional physics-based numerical simulations to de-

termine earthquake ground motion instead of more standard empirical approaches.

The project is truly interdisciplinary since it required the numerical developments

of high performance mathematical computing tools and the evaluations of seismic

actions and of structural vulnerability for risk assessment.

We developed a first approach where we propose to employ physics-based three-

dimensional wave propagation models to simulate earthquake ground motion time

histories, which can then be used to provide the key input for fragility curves of dif-

ferent structural types and to quantify seismic risk. 3D simulations are obtained by

solving the wave propagation problem with discontinuous Galerkin spectral element

methods. Then we employ the synthetic scenarios as input for vulnerability models,

in our case for the fragility curves. Since 3D numerical simulations can provide a

more detailed picture of the seismic event, e.g. characterization of the ground mo-

tion in the near-field of an earthquake, this allows a more reliable risk analysis. The

proposed coupled approach has been tested considering the high seismicity Beijing

metropolitan area focusing on the the class of high-rise building. This application

demonstrates the capability of the combination of 3D physics-based scenarios with

suitable vulnerability models to yield an accurate seismic risk assessment.

As second approach we considered three-dimensional physics-based description

for both the ground motion and the building behavior under a seismic event. For

that purpose we made use of the discontinuous Galerin spectral element methods

implemented in the high-performance code SPEED to handle the 3D modeling of

complex multi-scale engineering-seismology problems, including soil-structure in-

teraction. This approach can be more accurate than the one presented before, but

it requires more computational effort. However it may be the only possibility for

structures that are unique, for example in the case of cultural heritage for which

fragility curves are not available. To show the ability of the proposed approach we
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presented the application of the Athens 1999 earthquake in which we investigated

the seismic response of the Parthenon. The proposed application study, despite

the simplifications, demonstrates the effectiveness of seismic simulations within the

framework of the seismic risk mitigation strategies for the cultural heritage.

As we could experienced from previous applications, physics-based simulations

can provide a complete picture of the seismic wave propagation phenomenon and can

be the basis to construct the description of a seismic scenario for the risk analysis. In

order to improve the models introduced before, we would like to describe in a more

realistic way the earthquakes and the behavior of the buildings. For that reason

we consider the elastodynamics equation with the contact-friction laws that are at

the basis of both the dynamic source modelling and the interactions of the main

blocks that compose a structure. We shown a theoretical analysis of the introduced

model and then the discontinuous Galerkin approximations have been adopted to

discretize the problem. Convergence and numerical error estimates are investigated.

It has also been proposed a 2D validation test for a spontaneous dynamic rupture.

Future developments that arise from the work carried out in this thesis are the

following.

• After the validation of the proposed methodological approach based on the

coupling of three-dimensional physics-based scenarios and fragility curves, it

would be of great interest to apply it for the seismic risk assessment in high

seismicity Italian urban areas, e.g. L’Aquila and Sulmona.

• The simulations performed on the Athens 1999 (Mw6) earthquake showed

encouraging results. However we would need to propagate relatively higher

frequencies through the computational domain in order to capture the domi-

nant features of the site response of the Acropolis (30Hz). For that reason the

model should be improved by considering, for example, the contact-friction

laws that better describe the seismic source w.r.t. high frequency and a dis-

continuous Galerkin approximation in time to reduce the computational cost

that comes from CFL condition in problems with high frequencies. Moreover

in order to improve the structural description of the Parthenon, we should

describe it as composed by blocks with different material properties and that

can move one w.r.t. the other governed by a suitable generalization of the

contact-friction laws.

• As mentioned before, in three-dimensional realistic cases the use of contact-

friction laws would be of great interest. For that reason we should extend

the proposed algebraic development from 2D up to 3D and then employ it to

perform physics-based simulations.

• In order to improve the physics-based description of earthquakes phenomena,

we should adopt suitable nonlinear elasticity models or elasto-acoutstic cou-
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plings in presence of water ([ABM19; ABM20; Ant+20]). In specif the latter

method could be employed in our case of the Athens earthquake.

• In each of the test cases for which we applied the different proposed techniques,

we numerically observed a very high computational cost. For that reason, the

development of a fast and robust solver would improve the performance to

get the numerical solution. Therefore in Appendix A we investigate algebraic

multigrid methods for linear systems arising from high-order nodal disconti-

nous Galerkin approximations of elliptic problems. In future the proposed

approach should be extended to elasticity and elastodynamics equations.
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APPENDIX A

Algebraic multigrid schemes for

high-order discontinuous

Galerkin methods

The numerical solution of partial differential equations is of fundamental impor-

tance in the description of phenomena in Engineering and Applied Science. An

obvious demand that arises is the high accuracy of the numerical solution of the

mathematical model, and therefore highly efficient arbitrarily accurate numerical

techniques are needed.

The mathematical models and applications introduced in the previous chapters

are governed by the elastodynamics equations with the discontinuous Galerkin (DG)

approximations. They require accurate solutions against a large computational cost.

Therefore an efficient solver for these problems is needed. Here, to start in simple

and ideal conditions, we want to propose an investigation of the efficient algebraic

multigrid (AMG) methods for the 2D-Laplace problem with DG schemes. Then the

proposed study can be at the basis of future developments that possibly include the

solution of the elastodynamics equations with the AMG solvers.

Therefore here we present algebraic multigrid methods for the efficient solution

of the linear system of equations stemming from high-order discontinuous Galerkin

discretizations of second-order elliptic problems. For discontinuous Galerkin meth-

ods standard multigrid approaches cannot be employed because of redundancy of

the degrees of freedom associated to the same grid point. We present new aggrega-

tion procedures and test them on extensive two-dimensional numerical experiments

that demonstrate that the proposed AMG method is uniformly convergent with re-

spect to all the discretization parameters, namely the mesh-size and the polynomial

approximation degree.
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A.1 Introduction to algebraic multigrid schemes for dis-

continuous Galerkin methods

High-order discontinuous Galerkin (DG) methods are widely employed for the nu-

merical solution of partial differential equations because of their flexibility in dealing

with non-conforming grids and elementwise varying approximation orders, see, e.g.

[Riv08; HW08; DPE12] for an overview on DG methods.

In this work we focus on multigrid methods and present a new algebraic multigrid

iterative scheme for the efficient solution of the linear system of equations stemming

from high-order discontinuous Galerkin finite element approximations of second or-

der elliptic differential equations. Since the pioneer work of Gopalakrishnan and

Kanschat [GK03], multigrid methods for discontinuous Galerkin finite element dis-

cretizations of partial differential equations have been intensively studied.

The first developments of geometric multigrid methods for low-order, i.e. linear,

discontinuous Galerkin methods can be found in [GK03; RH05; BZ05; Dob+06;

BO07; BCS09; Bre+11; Bas+12; BBC14]. Multigrid techniques coupling geometric

and p-multigrid approaches have also been studied, cf. [HA06; HA08; MHA10]. Re-

cently, new hp-multigrid schemes for high-order discontinuous Galerkin discretiza-

tions have been proposed and analyzed, cf. [ASV15; Ant+17; AP18; Ant+ a].

Algebraic multigrid techniques for matrices stemming from low-order discontinu-

ous Galerkin finite element discretizations of elliptic equations can be found in

[PLMH09; BBS12; Sch12]. The first scalable algebraic multigrid method for high-

order discontinuous Galerkin discretizations of the Poisson operator is developed

by Olson and Schroder [OS11]. It assumes the access to mesh points in order to

perform the first step of coarsening, therefore employing a geometric information.

To the best of our knowledge, purely algebraic multigrid methods for high-order

discontinuous Galerkin discretizations have not been addressed so far. Indeed the

work by Prill et al. [PLMH09] requires the knowledge of the grid in order to build

all the aggregates, Olson and Schroder [OS11] assume the access to the mesh in-

formation for the first coarsening step and the method of Bastian et al. [BBS12]

requires that the natural embedding operator is provided. More precisely, the AMG

method proposed by Olson and Schroder [OS11] is a quasi-purely algebraic multi-

grid because it employs the geometric assumptions only for the first aggregation

step.

In this chapter we present a new algebraic multigrid method for the efficient so-

lution of the linear systems of equations stemming from high-order discontinuous

Galerkin approximations of second-order elliptic problems. We modify the first step

of coarsening of the AMG method of Olson and Schroder [OS11] within an algebraic

framework proposing a block-aggregation scheme applied to the finest level. For the

coarse levels we employ the classical aggregation of Vaněk et al. [VMB96] following

the guideline given in [OS11]. With these steps our algorithm is fully algebraic
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because it employs only the entries of the matrix. We demonstrate that for the

proposed AMG iterative scheme convergence is achieved independently of both the

discretization parameters, namely the mesh-size and the polynomial approximation

degree, making the method well suited for both low- and high-order DG approxi-

mations.

The remaining part of the chapter is organized as follows. In Section A.2 we in-

troduce the model problem and its discontinuous Galerkin discretization. In Sec-

tion A.3 we propose our algebraic multigrid method based on smoothed aggregation

and extend it to high-order discontinuous discretizations. In Section A.4 we present

extensive numerical experiments to investigate the efficiency and robustness of our

method. In Section A.5 we give a summary of the achieved results and we draw

some remarks.

A.2 Model problem and its discontinuous Galerkin dis-

cretization

In this section we present the model problem and its discontinuous Galerkin dis-

cretization. Throughout the chapter we use the standard notation for Sobolev

spaces, cf. [Ada75]. Let Ω ⊂ R2 be a bounded polygonal domain and let n be the

unit outward normal vector to the boundary ∂Ω. For a given function f ∈ L2(Ω)

and a given g ∈ H
1
2 (∂Ω), we consider the weak formulation of the Poisson problem

subject to essential boundary conditions: find u ∈ V = {v ∈ H1(Ω): u = g on ∂Ω}
such that ∫

Ω
∇u · ∇v dΩ =

∫
Ω
fv dΩ ∀v ∈ H1

0 (Ω). (A.1)

Now we describe the numerical solution of (A.1) based on employing the dis-

continuous finite element method. We begin by constructing a conforming mesh Th
of the domain Ω ⊂ R2 made of non-overlapping shape-regular triangles/quads of

diameter hK , and set h = maxK hK . We assume that each K is the affine map of

a fixed master element K̂, i.e. K = FK(K̂), where K̂ is either the unit reference

simplex T̂ = {(x, y) : x, y ≥ 0, x+ y ≤ 1} or the reference square Q̂ = (−1, 1)2. Let

EI be the set of interior edges of the mesh Th, EB the set of boundary edges and

E=EI ∪ EB the set of all edges. Let e ∈ EI shared by two neighbouring elements

K±, for (regular enough) scalar and vector-valued functions v and τ , respectively,

we define the averages and jumps as

{{v}} =
1

2
(v+ + v−) JvK = v+n+ + v−n−

{{τ}} =
1

2
(τ+ + τ−) Jτ K = τ+ · n+ + τ− · n−

where n± is the unit normal vector to e pointing outward to K±, and v± and τ± are

the traces of the functions v and τ on K±, cf. [Arn+01]. If e ∈ EB belongs to the

107



Chapter A. Algebraic multigrid schemes for high-order discontinuous Galerkin
methods

boundary ∂Ω we extend these definition as follows {{v}} = v, JvK = vn, {{τ}} = τ

and Jτ K = τ · n, cf. [Arn+01]. Let Vhp be a family of finite dimensional spaces

defined as

Vhp = {v ∈ L2(Ω) : v ◦ FK ∈Mp(K̂) ∀K ∈ Th},

where Mp(K̂) is either the space Pp(·) of polynomials of degree lower than or equal

to p ≥ 1 on K̂ if K̂ ≡ T̂ is the reference triangle, or the space Qp(·) of all tensor-

product polynomials on K̂ of degree p in each coordinate direction if K̂ ≡ Q̂ is the

reference square. The space Vhp is equipped with the norm

|v |2DG =
∑
K∈Th

|∇v |2L2(K) +
∑
e∈E
|√γeJvK |2L2(e),

where, for a given penalty parameter σe > 0, γe is defined edgewise as γe = σep2/|e|,
|e| being the length of the edge e.

Next we define the bilinear form A : Vhp × Vhp → R as

A(u, v) =
∑
K∈Th

∫
K
∇u · ∇v dΩ−

∑
e∈E

∫
e
{{∇u}} · JvK dγ

−
∑
e∈E

∫
e
{{∇v}} · JuK dγ +

∑
e∈E

γe

∫
e
JuK · JvK dγ,

and the functional F : Vhp → R as

F (v) =

∫
Ω
fv dΩ−

∑
e∈EB

∫
e
∇v · ne g dγ +

∑
e∈EB

γe

∫
e
vg dγ,

The discontinuous Galerkin discrete problem reads: find uh ∈ Vhp such that

A(uh, vh) = F (vh) ∀vh ∈ Vhp, (A.2)

which is known as symmetric interior penalty (SIP) method [Whe78; Arn82]. The

following result ensures the well-posedness of (A.2), cf. [Whe78; Arn82; Arn+01],

see, e.g., [PS02; HSS02; SW10; GS05] for hp−version error estimates.

Proposition A.1. If σe > σmin, the solution of (A.2) exists and is unique.

Let {ϕj}Nh
j=1 be a basis for the discrete space Vhp, i.e. Vhp = span{ϕj}Nh

j=1, then

(A.2) is equivalent to the following linear system of equations

Au = f , (A.3)

where u = [u1, . . . , uNh
]T ∈ RNh is the vector containing the unknown coefficients

of the expansion of the discrete solution uh in the chosen basis. The stiffness matrix

A in (A.3) is symmetric and positive definite, provided that σe is large enough.

Next we describe the choice of the shape functions employed to span the dis-

continuous finite element space. We point out that, since in the DG framework
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the shape functions are supported on a single mesh element, we trivially fit the

smoothed aggregation AMG framework of Vaněk et al. [VMB96] requiring that

the support of each basis function is bounded. To span the discrete space Vhp we

require that a nodal basis is employed, i.e. vh ∈ Vhp is characterized by the values

it takes at the points Pi = (xi, yi), with i = 1, . . . , Nh, and consequently the shape

functions associated to the finite element space Vhp are defined as the Lagrangian

functions associated to these interpolation nodes with support on a single element.

Remark A.1. We point out that our AMG method is developed assuming that

a nodal basis associated to suitable (stable) interpolation points is employed to

span the discrete space. The extension to modal, e.g. tensor product of Legendre

polynomials, requires a completely different algorithm to identify connections and

build the interpolation operator, such an extension is under development and will

be the subject of further research.

To specify the interpolation points, on the reference triangle T̂ we define therein

the Fekete points [TWV00; BSV12]; on the reference square Q̂ we consider the

Gauss-Legendre-Lobatto (GLL) points [Can+06]. Then, for any K ∈ Th, K being

a shape-regular triangle or quad, those points are mapped, through the linear map

FK : K̂ → K, K ∈ Th, K̂ = T̂ , Q̂. We point out that the choice of Fekete and

GLL interpolation points is dictated by the fact that we are interested in high-order

approximations, where it is known that equidistributed interpolation points lead

to numerical instabilities. In Figure A.1 we show the Fekete/GLL points on the

reference triangle/square for p = 4, 7.

Remark A.2. We point out that other choices of interpolation points for the reference

triangle could be employed. Among them we mention the warped interpolation

points of Warburton and Hesthaven, cf. [Hes98; War06]. We tested our AMG also

employing the warped interpolation points [Hes98; War06] and from the numerical

results it seems to be robust also for this choice of interpolation points; for brevity

these results have been omitted.

0 1
0

1

(a) p = 4, K̂ = T̂

0 1
0

1

(b) p = 7, K̂ = T̂

−1 1
−1

1

(c) p = 4, K̂ = Q̂

−1 1
−1

1

(d) p = 7, K̂ = Q̂

Figure A.1: Fekete (left) and GLL (right) points on the reference triangle/square

for different choices of p (a, c) p = 4, (b, d) p = 7.

Remark A.3 (Condition number of A). It is of our interest considering the condition

number K2(A) of the matrix A stemming from the DG approximation of problem

109



Chapter A. Algebraic multigrid schemes for high-order discontinuous Galerkin
methods

(A.2). We observe that, with the above choice of interpolation points, the condition

number K2(A) of A, defined as the ratio of its extreme eigenvalues, seems to behave

as K2(A) = O(p3/h2), if the underlying grid is made of triangles and K2(A) =

O(p3/h2) if the underlying grid is made of quads, as shown in Figure A.2.

These results seem to show that, at least on triangular meshes in two-dimensions,

a set of Lagrangian basis functions associated with Fekete points seems to lead to

an improvement of the condition number as a function of p. Indeed, in [AH11] it is

proved that, whenever a modal basis based on Legendre polynomials is employed,

the condition number of the resulting stiffness matrix behaves asK2(A) = O(p4/h2).

On the other hand the results obtained for quadrilateral meshes in two-dimension

are in agreement with the literature on spectral-element methods, cf. [BM92].

We point out that, in the conforming setting for triangular grids, i.e. continuous

triangular spectral element methods, Pasquetti and Rapetti [PR04; PR06] observed

that the condition number is of order p4/h2, whenever Fekete points are employed,

whereas Toselli and Widlund [TW05] and Bernardi and Maday [BM92] proved a

behaviour of order p3/h2 if the interpolation points are obtained based on map-

ping, through the Dubiner map, the classical Gauss-Legendre points defined on the

reference square onto the reference triangle.

The issue of proving sharp bounds on the condition number of A, stemming from

DG methods when the discrete space is spanned based on employing Lagrangian

functions associated to Fekete points is under investigation and will be the subject

of further research.
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Figure A.2: Condition number K2(A) as function of p (left) and h (right), unstruc-

tured triangular grids and quadrilateral meshes , σe = 10 ∀e ∈ E .

A.3 Smoothed-block aggregation algebraic multigrid

In this section, we introduce the main ingredients for the AMG algorithm. We

assume to have a sequence of successively coarser matrices Ak ∈ RNk×Nk , k =
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1, . . . K, with the convention that A1 = A, Nk > Nk+1, and

Ak+1 = Ik+1
k AkI

k
k+1 k = 1, . . . ,K − 1.

Here, Ik+1
k : RNk → RNk+1 is a linear operator to be properly defined and Ikk+1 =

(Ik+1
k )T , see [MMB87; BHM00; XZ17], for example.

By considering a suitable smoother (e.g. damped Jacobi, symmetrized Gauss-

Seidel,...), one iteration of the algebraic µ-cycle scheme, µ = 1, 2, is shown in Algo-

rithm 2, cf. also [BM87; XZ17]. More precisely given ulk, ul+1
k =AMG-µCycle(. . . ,ulk, . . .)

returns the (l+1)−th iteration to solve Akuk = fk. If we have a µ-cycle scheme with

µ = 1 we refer to it as a V-cycle, whereas for µ = 2 we call the method W-cycle.

In particular we denote with V(ν1,ν2)-cycle and W(ν1,ν2)-cycle the two methods

above with ν1 pre-smoothing and ν2 post-smoothing iterations [BHM00]. Algebraic

multigrid can be used as a stand-alone solver or as a preconditioner to accelerate the

convergence of Krylov-based iterative schemes, such as conjugate gradient method.

Algorithm 2 One Iteration of AMG-µCycle to solve Akuk = fk

function ul+1
k =AMG-µCycle(ν1,ν2,Ak,u

l
k,fk,I

k+1
k ,Ikk+1)

if k = K then

uK = A−1
K fK . Coarsest level

return uK

else

Relax ν1 times on Akuk = fk with initial guess u0
k . Pre-smoothing

fk+1 = Ik+1
k

(
fk −Akuν1k

)
. Restriction of the residual

e0
k+1 = 0k+1

for λ = 1 : µ do

eλk+1 = AMG-µCycle(ν1,ν2,Ak+1,eλ−1
k+1,fk+1,Ik+2

k+1 ,Ik+1
k+2 )

end for

uν1+1
k = uν1k + Ikk+1e

µ
k+1 . Interpolation and Correction

Relax ν2 times on Akuk = fk with initial guess uν1+1
k . Post-smoothing

return uν1+ν2+1
k

end if

end function

Our method is based on smoothed aggregation [VMB96], and extends the results

of Olson and Schroder [OS11] to high-order DG methods. The main challenge in

the DG setting is the redundancy of the degrees of freedom associated to the same

grid points. A similar issue occurs, for example, for systems of partial differential

equations where there exists multiple unknowns at the same grid point. This diffi-

culty can be solved with strategies known as ”point” or ”block” approaches [RS87;

VMB96]: these techniques are based on local aggregation of variables associated to
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the same grid point. Here we extend this idea to deal with the multiple unknowns

associated to the same grid point typical of DG methods. It is based on the use

of the local aggregation for the first level coarsening, then for all the other levels

different aggregation schemes can be used.

In the next sections we detail the main steps at the basis of our AMG solvers.

A.3.1 Algebraic block-aggregation algorithm

In the literature we can find different algorithms of the aggregation techniques for

AMG methods applied to problem with DG discretizations that exploit the idea of

the local aggregation, but all are based on the knowledge of geometric or topological

information, cf. [JV01; PLMH09; OS11].

Here we propose a new purely algebraic block-aggregation coarsening strategy based

on block-aggregation. Our approach differs from the ones proposed in the works

by Prill et al. [PLMH09] or by Olson and Schroder [OS11] because it selects co-

inciding nodes typical of DG discretizations by employing only the entries of the

stiffness matrix, whereas in [PLMH09; OS11] this step is made based on employing

the knowledge of the mesh information. On the other hand the classical smoothed

aggregation proposed by Vaněk et al. [VMB96] is not able to deal with the redun-

dancy of degrees of freedom associated to the same grid point, therefore we modify

their aggregation technique in order to take into account of this characteristic of

DG methods and we employ our block-aggregation approach for the first level of

coarsening. The algorithm that we present is built through to the analysis of the

matrix entries associated with each degree of freedom, as described in the following.

Given the matrix Ak ∈ RNk×Nk , its entries aij , i, j = 1, . . . , Nk, and its set of

unknowns V = {1, . . . , Nk}, namely the degrees of freedom of the problem, we split

the set of points in a disjoint covering such that V =
⋃Nk+1

j=1 Vj , Nk+1 ≤ Nk, and

Vl∩Vj = ∅ for l 6= j. In particular, the algorithm aims at providing suitable disjoint

sets such that each one of them contains the multiple variables associated to the

same physical grid point, cf. Algorithm 3.

Algorithm 3 is made of three steps: startup singleton or aggregation, enlarge-

ment of the decomposition sets, and cancellation of the empty sets. First, for each

i ∈ V, the function find strongest connection(i) chooses the node I ∈ V to which the

unknown i has the strongest connection, cf. Section A.3.3 below. If the strongest

connection between i and I is negative, i.e. aiI < 0, then the nodes i and I are

grouped together (startup aggregation), otherwise the node i is processed alone

(startup singleton). Once the startup phase is concluded, the algorithm proceeds

with the enlargement of the decomposition sets, based on joining sets with at least

one node in common. Finally, empty sets are deleted from the disjoint covering.

Algorithm 3 is based on the function find strongest connection, that is detailed in

the following. We introduce a symmetric, positive strength function s(i, j) that
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Algorithm 3 Algebraic Block-Aggregation Algorithm

h = 0

for all i ∈ V do

I=find strongest connection(i)

if aiI ≥ 0 then

if ∀h : Vh ∩ {i} = ∅ then . Startup Singleton

h = h+ 1, Vh = {i}
end if

else

if ∀h : Vh ∩ {i, I} = ∅ then . Startup Aggregation

h = h+ 1, Vh = {i, I}
else . Enlarging the Decomposition Sets

if ∃h̃ : Vh̃ ∩ {i} 6= ∅ & ∀h : Vh ∩ {I} = ∅ then

Vh̃ = Vh̃ ∪ {I}
else if ∃h̃ : Vh̃ ∩ {I} 6= ∅ & ∀h : Vh ∩ {i} = ∅ then

Vh̃ = Vh̃ ∪ {i}
else if ∃h̃1 : Vh̃1 ∩ {i} 6= ∅ & ∃h̃2 : Vh̃2 ∩ {I} 6= ∅ & h̃1 6= h̃2 then

Vh̃1 = Vh̃1 ∪ Vh̃2 , Vh̃2 = ∅
end if

end if

end if

end for

j = 0 . Deleting the Empty Sets

for all h do

if Vh 6= ∅ then

j = j + 1, Vj = Vh
end if

end for

quantifies the ”amount” of connection between nodes i and j. Hereafter, we focus

on strength functions s(i, j) ≥ 1 such that small values of s(i, j) indicate ”strong”

connections, whereas large values of s(i, j) indicate ”weak” connections. With this

framework, we assume that the strongest connected points to i are given by

Si = {j : s(i, j) ≤ ϑ}, (A.4)

where ϑ ≥ 1 is a given user-defined threshold. Next, by fixing ϑ the function

find strongest connection(i) returns a point in the set Si.
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A.3.2 Interpolation operator Ik+1
k : RNk → RNk+1

Given the disjoint partition V =
⋃Nk+1

j=1 Vj , Nk+1 ≤ Nk given by Algorithm 3, it is

natural to construct the interpolation operator in a similar manner as done for the

smoothed aggregation algebraic multigrid by Vaněk et al. [VMB96].

In particular, we modify the scheme of Vaněk et al. [VMB96] in an energy-

minimization framework as follows. We define algebraically smooth error modes to

be grid functions with a small Rayleigh quotient, cf. [MR82] and therefore equiv-

alent to the near null-space or low energy modes. Hence, a tentative interpolation

operator is constructed in such a way that it preserves the near null-space mode

vector wk ∈ RNk , cf. [MBV99; WCS99; XZ04; Bre+05; Bra+06; OST11]. More

precisely, the vector wk is the numerical solution of Akwk = 0k obtained after η

smoothing steps with initial guess w0
k = 1k.

We first set

[Ĩkk+1]ij =

wi i ∈ Vj
0 otherwise

, i = 1, . . . , Nk, j = 1, . . . , Nk+1,

where wi is the i−th component of vector wk, and apply the Gram-Schmidt or-

thonormalization algorithm to each column of Ĩkk+1 to improve conditioning. Then,

the interpolation operator is defined by a classical damped-Jacobi smoothing step,

i.e.,

Ikk+1 = (Ik − ωD−1
k Ak)Ĩ

k
k+1,

where ω = 2/3, Dk is the diagonal of Ak and Ik is the identity matrix.

Remark A.4. Other approaches can be employed to construct the interpolation

matrix. For example, since our problem is symmetric and positive definite, we

can employ the Krylov-based framework, cf. [OST11; OS11], where we substitute

the simple damped Jacobi smoothing step with a fixed number of iterations of the

conjugate gradient method.

A.3.3 Evolution measure

In this section we recall the evolution measure proposed by Olson et al. [OST10],

which combines the local knowledge of both algebraic smooth error and the be-

haviour of the interpolation. In the DG framework this measure is necessary to

define the strongest connections in Algorithm 3 and in the aggregation scheme, cf.

[VMB96; OS11]. This choice is motivated by the fact that most of strength mea-

sures proposed in the literature so far are not well suited to take into account the

connections between the degrees of freedom typical of DG methods as outlined in

[OS11].

In order to take into account the algebraic smooth error, we define zk ∈ RNk as

zk = (Ik − ωkD−1
k Ak)

mek(i),
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where ek(i) ∈ RNk is the unit vector centered at i ∈ V, ωk = 1/ρ(D−1
k Ak) and m is

an integer that has to be properly chosen.

Then we have to consider the local knowledge of the interpolation. Assume that the

interpolation operator is defined as in Section A.3.2. Given a point i ∈ V we would

like to be able to measure the ability of each column of the tentative interpolation

operator Ĩkk+1 to interpolate zk for all points j in the algebraic neighborhood of i,

i.e. j ∈ Ni, where Ni = {j : aij 6= 0}. Therefore this quantity is measured only for

points j ∈ Ni, in particular with exact interpolation enforced at point i.

We define the evolution measure as

e(i, j) =

∣∣∣∣1− wjzi
wizj

∣∣∣∣ i, j = 1, . . . , Nk,

where wj and zj are the j−th components of vectors wk, defined in Section A.3.2,

and zk, respectively. Since our problem is symmetric, we define the symmetrized

version of the evolution measure as

eS(i, j) = e(i, j) + e(j, i).

Finally the symmetric evolution strength function is defined as

s(i, j) =
eS(i, j)

mink 6=i eS(i, k)
. (A.5)

The symmetric evolution measure defined above is employed to identify the con-

nections in our algorithm, cf. Section A.4 below. Our algorithm makes use of

the following two steps that are the block- and classical aggregations, respectively.

On the finest level, we employ Algorithm 3 with the choice of evolution strength

function (A.5) and ϑ = 1 in (A.4). On the coarser levels we use the aggregation

scheme of Vaněk et al. [VMB96] with still evolution strength function (A.5) but

with ϑ ∈ [2, 4], cf. (A.4).

This choice is guided by the following properties that hold in the DG framework:

we employ our block-aggregation for the finest level because it is suited to aggre-

gate the multiple degrees of freedom associated to each grid point, on the other

hand we use the classical aggregation for the coarser levels because it builds larger

agglomerates and this is better to have less unknowns associated to these levels.

In Figure A.3 we show some examples of block-aggregation for matrices stem-

ming from linear DG discretizations on structured/unstructured triangular and

Cartesian meshes and with penalty parameter σe = 5, 10, 20, 30, cf. Section A.2.

For σe = 30, we obtain the same aggregations as for σe = 20. For simplicity, these

results have been omitted. Moreover, when we compute the evolution measure, we

fix wk = 1k. Each aggregate set is represented with a distinct number as mark.

We notice that, as expected, our block-aggregation algorithm seems to be fairly

insensitive on the value of the penalty parameter.
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Figure A.3: Examples of block-aggregation for different meshes with p = 1, h ∼= 1/2

and σe = 5 (top), σe = 10 (middle) and σe = 20 (bottom).

A.4 Numerical experiments

In this section we test the robustness and the efficiency of our algebraic multigrid

method in solving the linear system of equations stemming from high-order discon-

tinuous finite element discretizations of problem (A.1). We consider a sequence of

structured/unstructured triangular and Cartesian meshes with granularity h = 2−l,

l = 1, . . . , 5, and let the polynomial approximation degree p vary from 1 to 10.

Moreover we also take into consideration l = 6, 7 when p = 1. For each h and

p, we obtain a linear system of equations that we solve with our smoothed block-

aggregation AMG, cf. Section A.3. At the first step of coarsening, i.e. k = 1, we

use the block-aggregation algorithm, cf. Algorithm 3 with the strongest evolution

connection defined in (A.5) and with ϑ = 1, cf. (A.4). For the coarser levels, i.e.

k = 2, . . . ,K, we use the classical aggregation of Vaněk et al. [VMB96] with still

the evolution strength function in (A.5) and ϑ = 2 in (A.4), cf. also [OS11]. In our

numerical experiments we compute the evolution measure with m = 4 and m = 2

when we solve the problem on triangular and quadrilateral grids, respectively, cf.

Section A.3.3 and [OST10; OS11].
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For any multigrid level k, the associated interpolation operator is the one pro-

posed in Section A.3.2 with η = 0 and η = p smoothing iterations of classical

Gauss-Seidel, where p is the polynomial degree, when the problem is discretized on

triangular and quadrilateral meshes, respectively. For the smoothing interpolation

we compare both the Jacobi iteration and the Krylov-based framework with 2 and

4 iterations of conjugate gradient method whenever triangular and quadrilateral

grids are employed, respectively, cf. Remark A.4. We remark that for moderate

values of p, one iteration of CG is enough. In our numerical results we denote by

J-smoother/CG-smoother the smoothed block-aggregation algebraic multigrid with

Jacobi/CG smoothing interpolation step, cf. Remark A.4.

In our numerical tests we test the W(ν1,ν2)-cycle with the classical Gauss-Seidel

relaxation as a stand-alone AMG solver. Moreover, we also consider a PCG method

with a preconditioner given by the the W(ν1,ν2) iteration with a symmetric Gauss-

Seidel smoother. We refer to the preconditioned conjugate gradient with W(ν1,ν2)-

cycle preconditioner as PCG W(ν1,ν2)-cycle. We point out that in each step of

the proposed algebraic multigrid we employ Jacobi, Gauss-Seidel and conjugate

gradient as pointwise-smoothers.

Let N be the iteration counts needed to reduce the initial relative residual below

a tolerance tol = 10−8, we compute the convergence factor ρ defined by

ρ = exp

(
1

N
log
||rN ||
||r0||

)
,

where rN and r0 are the final and initial residuals, respectively.

In Sections A.4.1 and A.4.2 we report the results when employing the W-cycle algo-

rithm as iterative scheme and as preconditioner for the conjugate gradient method,

respectively. We first present results obtained with the W-cycle iteration; in Sec-

tion A.4.3 we report a comparison between the V- and W-cycle in terms of con-

vergence factor and computational costs. All the proposed solver components are

summarized in Figure A.4.

Remark A.5. In case of triangular grids we can employ different sets of interpolation

points as degrees of freedom to span the discrete space such as Fekete [TWV00;

BSV12], Warburton [War06] and Hesthaven [Hes98] points. Here, for the sake of

brevity, we present the results obtained based on employing Fekete nodes. We have

tested our AMG algorithm also by using the Warburton [War06] and Hesthaven

[Hes98] nodes and our schemes provides the same performance; for the sake of

brevity these results have been omitted.

Remark A.6. Algorithm 3 has been tested based on employing different ordering of

the degrees of freedom (DOFs). For example on triangular meshes we order DOFs

in the two following ways:

1. first we number the DOFs associated with the vertices, then DOFs associated

with the internal edges and finally interior DOFs;
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2. first we order DOFs associated with the edges in anticlockwise order and then

the interior DOFs.

On quadrilateral grids we order DOFs based on employing the lexicographic order.

For all the cases our AMG algorithms exhibit the same performance and get consis-

tent results suggesting that Algorithm 3 seems to be robust w.r.t. DOFs ordering.

For brevity such a comparison has been omitted.

Remark A.7. The choice of parameters m and ϑ in the aggregation strategy follows

from the considerations in work [OS11] together with additional empirical tests.

A.4.1 W-cycle algorithm as iterative scheme

In this section we present some numerical results to investigate the performance of

the W-cycle AMG algorithm as iterative scheme. In Figures A.5 and A.6 we com-

pare the W-cycle AMG with J- and CG-smoother in terms of p- and h-scalability,

respectively, when employing ν1 = ν2 = ν = 1, 3 pre- and post-smoothing itera-

tions. We note that if we employ the AMG method with the CG- rather than the

J-smoother we obtain better results both in terms of convergence factor and scala-

bility.

We remark that in our tests the W-cycle AMG with J-smoother does not converge

for p = 4, . . . , 10 and for p = 10 in case of Cartesian and triangular grids, respec-

tively, therefore in Figure A.6 these results have been omitted.

Concerning the h- and p-scalability we observe that the J-smoother AMG method

seems to be scalable only if the number of smoothing steps is sufficiently large.

Whenever we employ the J-smoother AMG with smaller values of smoothing steps

(e.g. ν = 1, 2, 3), we observe in any case hp-weak-scalability for p = 1, . . . , pmax

and all tested configurations with pmax = 7 on triangular and pmax = 3 on quadri-

lateral meshes. On the other hand, for both triangular and quadrilateral grids, we

have that the CG-smoother AMG method is hp-quasi-scalable for ν = 1, 2 and hp-

scalable for ν = 3 for all considered h and p. The difference in h- and p-scalability

when varying ν = 1, 2, 3 for AMG method with CG-smoother is small, so it is worth

considering the method with ν = 1 because it has lower computational costs. For

brevity, in the following we focus on the results obtained on triangular meshes.

In Table A.1 we report the computed convergence factors for the J- and CG-

smoother AMG methods on both structured and unstructured triangular grids when

varying the number of smoothing iterations ν1 = ν2 = ν = 1, 2, 3. From the results

reported in Table A.1 we can conclude that, as expected, the AMG algorithms

performs better for larger number of smoothing iterations.

In Table A.2 we report the results obtained for the J- and CG-smoother AMG

methods when varying the number of coarsening levels K = 2, . . . , 10 and solving

the problem discretized on structured and unstructured grids, respectively. From

the results reported in Table A.2, it seems that all the proposed methods converge
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AGGREGATION

m =

2 quadrilateral grid

4 triangular grid

See Section A.3.3

Finest level (k = 1). Block-

aggregation of Algorithm 3

with evolution strength (A.5)

and ϑ = 1 in (A.4).

Coarsest levels (k = 2, . . . ,K).

Aggregation of Vaněk et

al. [VMB96] with evolution

strength (A.5) and ϑ = 2 in

(A.4).

INTERPOLATION

η =

0 quadrilateral grid

p triangular grid

See Section A.3.2

Damped Jacobi (J-smoother).

Conjugate gradi-

ent (CG-smoother).

iter =

4 quadrilateral grid

2 triangular grid

SMOOTHING

AMG solver:

Gauss-Seidel.

PCG AMG solver: sym-

metric Gauss-Seidel.

Figure A.4: Aggregation, interpolation and smoothing steps in our AMG algorithm.

uniformly with respect to the number of levels K. As already observed we can

summarize the following considerations:

• the J-smoother AMG method seems to be scalable w.r.t. both the discretiza-

tion parameters h and p, and the number of multigrid levels provided that the

number ν of smoothing steps is chosen large enough (ν � 3). It seems to be

hp-weak-scalable for p = 1, . . . , 7 and all tested h for smaller values of ν;

• the CG-smoother AMG method seems to be scalable w.r.t. both the dis-
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cretization parameters h and p, and the number of levels provided that the

number of smoothing steps is large enough (in our computations ν = 3);

• the J-smoother AMG method, even if it seems to be only hp-weak-scalable,

features lower computational costs compared to the CG-smoother AMG one.

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(a) h = 1/8, TS

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(b) h = 1/8, TU

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(c) h = 1/8, C

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(d) h = 1/16, TS

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(e) h = 1/16, TU

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(f) h = 1/16, C

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(g) h = 1/32, TS

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(h) h = 1/32, TU

1 2 3 4 5 6 7 8 910
0

0.2

0.4

0.6

0.8

1

p

ρ

(i) h = 1/32, C

Figure A.5: Convergence factor of the W-cycle algorithm as a function of p for dif-

ferent values of h = 1/8, 1/16, 1/32 on structured triangular (TS, left), unstructured

triangular (TU, center) and Cartesian (C, right) meshes: J-smoother, ν = 1 ( );

J-smoother, ν = 3 ( ); CG-smoother, ν = 1 ( ); CG-smoother, ν = 3 ( ).
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Figure A.6: Convergence factor of the W-cycle algorithm as a function of h for

different values of p = 1, 4, 7, 10 on structured triangular (TS, left), unstructured

triangular (TU, center) and Cartesian (C, right) meshes: J-smoother, ν = 1 ( );

J-smoother, ν = 3 ( ); CG-smoother, ν = 1 ( ); CG-smoother, ν = 3 ( ).
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Table A.1: Convergence factor of the W-cycle algorithm as a function of ν, K = 4.

Structured Triangular Grids

ν p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

1 0.1418 0.0792 0.2923

J-smoother 2 0.0282 0.0587 0.2342

3 0.0113 0.0456 0.2070

1 0.1432 0.0696 0.1053

CG-smoother 2 0.0228 0.0245 0.0346

3 0.0082 0.0224 0.0243

Unstructured Triangular Grids

ν p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

1 0.1226 0.0639 0.2798

J-smoother 2 0.0257 0.0225 0.2096

3 0.0143 0.0206 0.1840

1 0.1405 0.0796 0.0762

CG-smoother 2 0.0277 0.0249 0.0217

3 0.0136 0.0226 0.0184

A.4.2 W-cycle algorithm as preconditioner for preconditioned con-

jugate gradient method

In this section we repeat the numerical tests presented in Section A.4.1, and we

present some numerical results to test the efficiency of the W-cycle algorithm as

preconditioner for the PCG method.

In Figures A.7 and A.8 we report the computed convergence factors based on

employing the J- and CG-smoother AMG as preconditioners for PCG method in

terms of p- and h-scalability, respectively, when employing ν1 = ν2 = ν = 1, 3 pre-

and post-smoothing iterations. We remark that in our tests the J-smoother PCG

method does not converge for p = 4, . . . , 10 and for p = 10 in case of Cartesian

and triangular grids, respectively, therefore in Figure A.8 these results have been

omitted. For sake of brevity, in the following we report the results obtained with

triangular grids.

In Table A.3 we report the convergence factor for the J- and CG-smoother PCG

methods both on structured and unstructured triangular grids, respectively, when

varying the number of smoothing iterations ν1 = ν2 = ν = 1, 2, 3.

In Table A.4 we report the results obtained for the J- and CG-smoother PCG

methods when varying the number of coarsening levelsK = 2, . . . , 10 and solving the

problem discretized on structured and unstructured triangular grids, respectively.
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Table A.2: Convergence factor of the W(1,1)-cycle algorithm as a function of the

number of levels K.

Structured Triangular Grids

K p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

2 0.1418 0.0718 0.2853

J-smoother 3 0.1418 0.0792 0.2919

5 0.1418 0.0792 0.2924

7 0.1418 0.0792 0.2924

10 0.1418 0.0792 0.2924

2 0.1432 0.0695 0.1053

CG-smoother 3 0.1432 0.0695 0.1053

5 0.1432 0.0696 0.1053

7 0.1432 0.0696 0.1053

10 0.1432 0.0696 0.1053

Unstructured Triangular Grids

K p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

2 0.1225 0.0639 0.2784

J-smoother 3 0.1226 0.0639 0.2798

5 0.1226 0.0639 0.2798

7 0.1226 0.0639 0.2798

10 0.1226 0.0639 0.2798

2 0.1405 0.0796 0.0719

CG-smoother 3 0.1405 0.0796 0.0762

5 0.1405 0.0796 0.0762

7 0.1405 0.0796 0.0762

10 0.1405 0.0796 0.0762

For the sake of comparison, in Tables A.3 and A.4 we also report the computed

converge factor when we employ the unpreconditioned conjugate gradient (CG)

method. In particular we specify that the ”–” notation indicates that the CG

method does not satisfy the stopping criteria within 1500 iterations.

As before, we observe that the J-smoother seems to be scalable w.r.t. all the

discretization parameters and the number of multigrid levels provided that the

number of smoothing iterations is sufficiently large and the CG-smoother AMG

seems to be scalable for smaller values of ν (in our computations ν = 3). In

addition we notice that when we employ the two algorithms as preconditioner for

the conjugate gradient method we obtain better values of the convergence factor.
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Figure A.7: Convergence factor of the PCG W-cycle algorithm as a function of

p for different values of h = 1/8, 1/16, 1/32 on structured triangular (TS, left),

unstructured triangular (TU, center) and Cartesian (C, right) meshes: J-smoother,

ν = 1 ( ); J-smoother, ν = 3 ( ); CG-smoother, ν = 1 ( ); CG-smoother,

ν = 3 ( ).

A.4.3 Comparison between V-cycle and W-cycle algorithms

In this section we compare the performance of V- and W-cycle algorithms based

on employing both J-smoother and CG-smoother AMG method with ν = 1 pre-

and post-smoothing iterations. In this set of experiments the V-cycle and W-cycle

AMG algorithm are employed both as iterative scheme and preconditioner for the

conjugate gradient to solve the linear system (A.3). We test the V- and W-cycle

iterations in case of structured/unstructured triangular and Cartesian grids and we

124



A.4. Numerical experiments

1/2 1/8 1/32 1/128
0

0.1

0.2

0.3

h

ρ

(a) p = 1, TS

1/2 1/8 1/32 1/128
0

0.1

0.2

0.3

h

ρ

(b) p = 1, TU

1/2 1/8 1/32 1/128
0

0.1

0.2

0.3

h

ρ

(c) p = 1, C

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(d) p = 4, TS

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(e) p = 4, TU

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(f) p = 4, C

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(g) p = 7, TS

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(h) p = 7, TU

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(i) p = 7, C

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(j) p = 10, TS

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(k) p = 10, TU

1/2 1/4 1/8 1/16 1/32
0

0.1

0.2

0.3

h

ρ

(l) p = 10, C

Figure A.8: Convergence factor of the PCG W-cycle algorithm as a function of h

for different values of p = 1, 4, 7, 10 on structured triangular (TS, left), unstructured

triangular (TU, center) and Cartesian (C, right) meshes: J-smoother, ν = 1 ( );

J-smoother, ν = 3 ( ); CG-smoother, ν = 1 ( ); CG-smoother, ν = 3 ( ).
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Table A.3: Convergence factor of the PCG W-cycle algorithm as a function of ν,

K = 4 and comparison with CG.

Structured Triangular Grids

ν p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

1 0.0918 0.0359 0.1141

J-smoother 2 0.0110 0.0260 0.0773

3 0.0049 0.0231 0.0607

1 0.1694 0.0388 0.0298

CG-smoother 2 0.0128 0.0127 0.0126

3 0.0040 0.0102 0.0098

CG 0.9862 – –

Unstructured Triangular Grids

ν p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

1 0.1227 0.0283 0.0949

J-smoother 2 0.0132 0.0137 0.0626

3 0.0071 0.0115 0.0554

1 0.1640 0.0419 0.0280

CG-smoother 2 0.0092 0.0143 0.0114

3 0.0036 0.0114 0.0071

CG 0.9814 0.9836 0.9841

obtain similar performance. For sake of brevity we only report the results for un-

structured triangular meshes.

In Figure A.9 and A.10 we compare the V- and W-cycle AMG methods with J-

and CG-smoother in terms of p- and h-scalability, respectively, when employed as

a standalone iterative scheme and as a preconditioner for the conjugate gradient

method with ν1 = ν2 = ν = 1 pre- and post-smoothing iterations. In both cases

we note that if we employ the V- and W-cycle AMG method with the CG- rather

than the J-smoother we obtain better results both in terms of convergence factor

and scalability. In particular we observe a similar performance for V- and W-cycle,

but for large values of p we can appreciate a more robust behavior of the W-cycle.

We remark that in our tests the J-smoother AMG does not converge for p = 10 in

case of triangular grids, therefore in Figure A.10 we report only the results for the

CG-smoother AMG when p = 10.

In Figure A.11 we compare our CG-smoother AMG with the classical smoothed

aggregation scheme by Vaněk et al. [VMB96]. We can conclude that our scheme

seems to be both h- and p-scalable, whereas the standard smoothed aggregation
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Table A.4: Convergence factor of the PCG W(1,1)-cycle algorithm as a function of

the number of levels K and comparison with CG.

Structured Triangular Grids

K p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

2 0.0916 0.0358 0.0953

J-smoother 3 0.0918 0.0359 0.1127

5 0.0918 0.0359 0.1146

7 0.0918 0.0359 0.1146

10 0.0918 0.0359 0.1146

2 0.1693 0.0385 0.0298

CG-smoother 3 0.1694 0.0388 0.0298

5 0.1694 0.0388 0.0298

7 0.1694 0.0388 0.0298

10 0.1694 0.0388 0.0298

CG 0.9862 – –

Unstructured Triangular Grids

K p = 1 p = 4 p = 7

h = 1/128 h = 1/32 h = 1/16

2 0.1227 0.0215 0.0930

J-smoother 3 0.1228 0.0283 0.0949

5 0.1227 0.0283 0.0949

7 0.1227 0.0283 0.0949

10 0.1227 0.0283 0.0949

2 0.1640 0.0419 0.0277

CG-smoother 3 0.1640 0.0419 0.0280

5 0.1640 0.0419 0.0280

7 0.1640 0.0419 0.0280

10 0.1640 0.0419 0.0280

CG 0.9814 0.9836 0.9841

seems to be only h-scalable.

In Figure A.12 we compare the V-cycle AMG algorithm employed as iterative

scheme when we the damped-Jacobi (J), symmetric successive over-relaxation (SSOR)

and conjugate gradient (CG) methods are used for the smoothing interpolation step.

Similar performance have been obtained in case of W-cycle AMG iteration, for the

sake of brevity these results have been omitted. We observe a worsening of the

convergence factor and scalability as we increase the number of Jacobi iterations,

whereas we note that the SSOR smoother seems to be efficient only in case where
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the number of coarse levels is kept small. Instead the CG-smoother seems to be

competitive both in terms of hp-scalability and overall efficiency. For the sake of

presentation, in the previous sections we report only the results obtained with the

J-smoother with 1 iteration and with the CG-smoother.

In Figure A.13 we investigate the AMG setup cost (measured in terms of CPU

time) to perform the evaluation of the evolution measure (see Section A.3.3), the

aggregation operation (see Section A.3 and Section A.3.1), the interpolation step

(see Section A.3.2) and the sum of all runtime. To make a fair comparison we have

measured the relative CPU time normalized with respect to the maximum CPU

time (obtained with the total runtime of the test with p = 1, h = 1/128). For

sake of brevity, we show only the results when the CG-smoother is employed in

the smoothing interpolation step. We observe that the most expensive operation is

the computation of the strength measure. We next investigate the memory require-

ments of our AMG algorithm.

In Figure A.14 we report the dimension and the sparsity pattern (number of non-

zero entries in the matrix) of the fine and coarser matrices (left, center) and a

comparison of the computational costs between the V- and W-cycle in terms of

runtime per iteration as a function of the number of coarse levels (right). We focus

the discussion on the computational costs by considering only CG-smoother AMG

since from the results reported in Sections A.4.1 and A.4.2 it seems to have a better

behavior in terms of scalability. For sake of brevity we only show the results for the

AMG method employed as iterative scheme, similar performance were observed if

the AMG method is employed as preconditioner for CG method.

Concerning the overall efficiency, we can conclude that the W-cycle algorithm seems

to be more robust than the V-cycle at least for high values of p, but it is more ex-

pensive in terms of overall runtime.

A.5 Concluding remarks

We have presented a new algebraic multigrid method for solving the linear systems

of equations stemming from high-order discontinuous Galerkin finite element dis-

cretizations of second order elliptic problems.

We have extended the standard algebraic multigrid approach of Vaněk et al. [VMB96],

by proposing a new algebraic block-aggregation scheme that suitably handles the

redundancy of the degrees of freedom associated to the same grid point. In addition,

we have employed a different definition of strength function of connections and an

adaptive smoothed aggregation method, following the ideas of Olson and Schroder

[OS11]. In particular we modified the first step of geometric coarsening within an

algebraic framework leading our schemes to be purely AMG methods for high-order

DG discretizations. A set of numerical experiments carried out on both triangular

and quadrilateral grids suggest that the proposed AMG methods are scalable with
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Figure A.9: Convergence factor of the V- and W-cycle algorithms with ν = 1 as

a function of p for different values of h = 1/8, 1/16, 1/32 as iterative scheme (left)

and as preconditioner for CG method (right): V-cycle, J-smoother ( ); V-cycle,

CG-smoother ( ); W-cycle, J-smoother ( ); W-cycle, CG-smoother ( ).

respect to the mesh-size h, the polynomial degree p and the number of multigrid

levels.

Possible further developments include the testing for time-stepping solutions and in

3D problems. In addition we will expand the proposed methods to variable diffu-

sion coefficient, cf. [Sch12]. We could also deepen new algebraic multigrid methods

whenever modal shape functions are employed to span the discrete DG space. Fi-

nally, concerning the computational aspects we point out that for higher values of p

the construction of the coarser matrices and interpolation operators becomes more

expensive, therefore we should develop a new implementation based on massively
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parallel strategies. These are some of the many goals to be achieved to possibly

apply AMG methods to elastodynamics equations.
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Figure A.10: Convergence factor of the V- and W-cycle algorithms with ν = 1

as a function of h for different values of p = 1, 4, 7, 10 as iterative scheme (left)

and as preconditioner for CG method (right): V-cycle, J-smoother ( ); V-cycle,

CG-smoother ( ); W-cycle, J-smoother ( ); W-cycle, CG-smoother ( ).
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Figure A.11: Convergence factor of the V- and W-cycle algorithms as iterative

scheme with ν = 1 as a function of h (left, center) and p (right) : V-cycle, SA

( ); V-cycle, CG-smoother ( ); W-cycle, SA ( ); W-cycle, CG-smoother
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Figure A.12: Convergence factor of the V-cycle algorithm as iterative scheme with

ν = 1 as a function of h (left, center) and p (right) : J-smoother, iter = 1 ( );

J-smoother, iter = 3 ( ), J-smoother, iter = 8 ( ), CG-smoother, iter = 2

( ); SSOR-smoother, iter = 1 ( ); SSOR-smoother, iter = 3 ( )
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Figure A.13: Relative CPU time (normalized with respect to the maximum CPU

time) of the setup phase of the AMG algorithms as a function of the number of

coarse levels k = 2, . . . ,K, CG-smoother. p = 1, h = 1/128: total ( ), evolution

( ); aggregation ( ); interpolation ( ) cost. p = 4, h = 1/32: total ( ),

evolution ( ); aggregation ( ); interpolation ( ) cost. p = 7, h = 1/16: total
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[RS87] J. W. Ruge and K. Stüben. “Algebraic multigrid”. In: Multigrid meth-

ods. Vol. 3. Frontiers Appl. Math. SIAM, Philadelphia, PA, 1987,

pp. 73–130.

[RT83] P.-A. Raviart and J.-M. Thomas. Introduction à l’analyse numérique
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