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Abstract: 

In the last few years, we have assisted to and extended and shared effort in the 

scientific community: build AI-powered systems embracing the Human Centred AI 

discipline which aim is on amplifying, augmenting, and enhancing human performance in 

ways that make AI systems reliable, safe and trustworthy.  

In this direction, Explainable AI, the branch of artificial intelligence that encompasses 

the methods and processes that enable users to understand and trust the results and 

output created by machine learning algorithms, is one of the most promising fields.  

Even if literature about explainable AI techniques is growing and growing every day, since 

the necessity to cope with the explainability-performance trade off of the most effective 

deep learning algorithm or the new regulations that made mandatory providing ‘right for 

explanations’, only in the last few years the XAI research community has embraced a 

more broader and multidisciplinary view on the topic shifting from serving only data 

scientist and domain experts and adopting an end user-centred approach. From this 

efforts literature agreed on the necessity to improve explanation effectiveness in terms 

of understandability and usability. AI novices, user with without any or little previous 

experience in the AI field are the user group most disregarded by them that’s why they 

has been selected as the main target of this work. 

This thesis covered the topic of Understandable AI and Explanation Usability from AI 

novices’ perspective and contributed to the literature on designing explainable AI user 

experiences in the context of explainable interfaces providing actionable insights for 

practitioners to design explanatory narratives serving user needs, expressed, according 

to the question driven design approach for explainable AI, as question users may have in 

mind while they are seeking for explanations. 

The methodology has exploited a participatory design approach which involved 10 semi 

structured interviews with AI novices to answer to the following research questions: 

What is the AI novice reasoning at the first interaction with explanation types? What 

information are easily caught, what mental model they inform, what is their perceived 

usefulness and their intention of use? and Explanatory forms/explanation type can 

convey the information needed to AI novices to answers the prototypical questions given 

by the question driven design approach? 

The discussion has covered the first research question providing insights in terms of 

user friendliness and perceived usefulness and highlighting user’s opinion in terms of 

applicable context of use and possible strategies to improve their visualisation in order 
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to overcome possible misleading factors. Additionally, from this analysis we have been 

able recognize patterns of user-explanation interaction for AI novices. 

For what concern the second research question, from the first user study focused on 

the capability of explanation type to serve user explanatory needs (namely, answer the 

10 prototypical questions) resulted the a fine-grained explanatory forms analysis, an 

actionable resource for XUI designers which list, for each of them, what question are 

able to answer differentiating the one given in an efficient manner i.e., providing 

complete or partial answer and if they are given with effectiveness aka if the information 

grasped to answer them are directly or indirectly given, thus, more or less cognitive 

demanding. 

Additionally, we have reversed the explanatory forms’ results providing an additional 

fine-grained question analysis which provide, for each of the 10 prototypical questions 

what the most suitable explanatory form are to answer them in order to fulfil user needs 

(i.e. providing complete answer). For each question the elements extracted from the 

form to answer them are summarised differentiating what ones can provide complete or 

partial hints to serve the whole XAI community in the development of new XAI 

techniques able to provide the most effective explainable experiences even for AI 

novices, in the near future. 
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1.1 Introduction 

In the last few years, we have assisted to and extended and shared effort in the 

scientific community: build AI-powered Systems embracing the Human Centred AI 

discipline which aim is on amplifying, augmenting, and enhancing human performance in 

ways that make AI systems reliable, safe and trustworthy.  

 

In this direction, Explainable AI is one of the most promising field which has grown and 

grown in the last years pushed from the capillarity of the development of AI powered 

solutions as well as the need to accomplish the new regulations spread up to control 

and ensure the so called Trustworthy AI, such as the AI Act from the EU commission in 

April 2021 which states the necessity of the ‘right of explanation’ especially for AI 

solutions involved in high stake scenarios. 

 

But let’s take a step back, what is Explainable AI? 

The terms explainable AI refers to the branch of artificial intelligence that encompasses 

the methods and processes that enable users to understand and trust the results and 

output created by machine learning algorithms. 

 

And why we need explainable AI? 

While the origins of AI can be traced back decades, only in the last years as grown a 

broad and proven agreement on the capability for such machine intelligence AI powered 

systems to improve many aspects of human life, especially in the assisted decision-

making field. It has been demonstrated that the capabilities of AI-based applications 

achieve a high degree of performance in complicated activities compared to humans, 

establishing them as a critical component for future industrial development (West, 

2018). 

 

According to The User Centric AI approach we intend such systems as able to enhance 

and increase users performance under the so-called AI augmentation, acting as 

companion in the decision making process thanks to the shared effort between 

designers and developers to build effective human-AI collaborations, in comparison to 

the opposite concept, the AI automation, which refers to the AI application in which the 

human is completely substituted by the machine.  

 

 



9 
 

It’s the purpose to ensure this effective Human-AI collaboration the key reason behind 

the need to make such systems explainable and transparent (Goodman and Flaxman, 

2017) and a way to achieve that is providing explanations exploiting explainable AI 

techniques thus developing explainable AI systems. 

 

1.2 Explainable AI techniques 

 

The techniques of explainable AI, which are the domain of data scientists and AI 

engineers, are mainly classified based on the approach used. At present, there are 

mainly two types of solutions for explainable AI techniques: ante-hoc, involving models 

explainable by design and thus model-based, or post-hoc, used afterwards in a new 

round of training usually using reverse engineering methods on machine learning models 

to explore how a specific output can be generated given a single input enlighting the 

process the machine followed to took decision and thus model-agnostic. There’s a 

proven threshold between Performance and explainability of models that may be used 

to build AI based decision support system: traditional algorithm (such as linear 

regression, decision trees, and Bayesian networks), belonging to the category explainable 

by design, nowadays cannot compete with the performance accuracy reached by the 

modern neural networks: to overcome their ‘black box’ nature in the last years we have 

assisted to the development of more and more post hoc methods, in order to overcome 

the lack of explainability of this algorithm and guarantee their performativity in terms of 

output accuracy. 
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Performance explainability trade-off 

 

Ensure models performativity is only the iceberg peak of why we need explainable AI: AI 

infused product are increasingly being use in sensitive areas and high-stakes scenarios 

(e.g. autonomous cars or military drones) and to ensure an effective human—AI 

collaboration in order to supervise it with the intended purpose we need to know how 

they make decisions generally [providing global explanations] and in a particular event 

[providing local explanation]. Additionally, in these scenarios embracing sensitive areas, 

as anticipated, current laws and regulations already require a precise level of 

explainability. As a matter of facts, the field of legal argumentation and reasoning deals 

with the boundaries of explainability: as an example, The General Data Protection 

Regulation (GDPR) in the European Union already defines a right to explanation, and it 

necessitates reasonable explanation on the logic of the AI systems when a citizen is 

subject to automated decision making. Finally, explainable AI became necessary to 

detect bias especially for systems trained on historical data, in order to not reinforce the 

discrimination of the past.  

 

1.3 Explainable AI and calibrated trust 

 

Based on those promises it’s already clear that designing explainable systems brings 

numerous benefits: not only in terms of improving the models on which they are based 

with regard to fairness, transparency and accountability, but adopting explainable AI 

techniques also plays a fundamental role for the users who are going to use them. 

 

In fact, it has been amply demonstrated in the literature that explaining the functioning 

of AI based decision support systems through explanations that make the process 

behind the generation of the output understandable, helps in building of the so-called 

calibrated trust, which makes it possible to avoid the problems of algorithmic bias, 

which occur when users put too much trust in the system and not rationally questions 

the output, or of algorithm aversion, when the support and benefits that the system 

could bring are rejected because there is no trust in them. 
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From XAI, calibrated trust definition 

 

1.4 Explainable systems 

The DARPA XAI program illustrates the XAI process as a two-staged approach. It 

distinguishes between the explainable model and the explanation user interface 

(Gunning & Aha, 2019 cited by Chromik & Butz, 2021, pp. 1-3). Explainable AI systems 

consist not only of the explainable AI model but also of an explainable interface, where 

the user-system interaction takes place. Explainable interfaces design therefore plays a 

fundamental role in the field of AI augmentation, maintaining the so-called human-in-

the loop, and, in decision support systems, allows the user to have the tools to 

understand how the system works and, by calibrating trust in it, be able to evaluate the 

suggestion or prediction it gives, before making the final decision. 

 

 

From Mohseni et al.: Explainable AI systems 

This thesis is focused on how to design explainable AI experiences within the context of 

explainable interfaces design to enhance an effective human AI collaboration in decision 

making support systems. The aim of this work is to evaluate the current state of art of 

explainability methods and explainable interface design. 
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2.1 The shift between data science domain and HCI domain: 

Broadening the user groups which can benefit from the development of Explainable AI 

systems moved the explainable AI field from the data science domain to the end user.  

Answering to recent calls to study AI systems from end users and XAI from the HCI 

perspective (Brennen, 2020; Weitz et al., 2019b). researchers in the field of XAI have 

increased their attention to the fact that the development of explanations from an AI-

system requires a tailor-made approach considering the context of use in which the 

interaction takes place as well as a concrete analysis of the target groups to which the 

explanations are delivered and their needs. 

Since then, the focus within XAI development has started to shift from a mainly 

technical approach to a more integrated sociotechnical one in which human-centered 

design (HCD) is paramount (e.g., Lim, Yang, Abdul, Wang, 2019; Mittelstadt, Russell, 

Wachter, 2019; Neerincx et al., 2019; Madumal, Miller, Sonenberg, Vetere; see 

Arrieta et al., 2020 for an overview of recent papers on HCD for XAI). 

 

2.1.1 Terminology clarification 

Before going deeper on the topic is worth to be mentioned that this shift of perspective 

has boosted the spreading of terminology referred to the XAI discipline, and nowadays 

there still a lack of a broader agreement on specific terms. 

⁠⁠⁠⁠⁠⁠⁠For the aim of this thesis we adopt the terminology as described by Arrieta et al. (2020): 

•Explanation: an interface between human and system that accurately approximates the 

model of the system and is comprehensible to the human (Guidotti et al., 2018b). 

•Explainability: the ability to deliver explanations. The model that is used by the system 

needs to be interpretable to be able to provide an explanation (Guidotti et al., 2018b). 

•Causability: the ability the enable a user to achieve causal understanding with 

effectiveness, efficiency, and satisfaction in a specified context of use (Holzinger et al., 

2019). 

•Interpretability: the ability to provide meaning to a human in understandable terms 

(Guidotti et al., 2018b). 

•Transparency: a model is transparent if it is understandable by itself (Adadi and 

Berrada, 2018). 

https://www.emerald.com/insight/content/doi/10.1108/INTR-08-2021-0600/full/html#ref009
https://www.emerald.com/insight/content/doi/10.1108/INTR-08-2021-0600/full/html#ref064
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•Comprehensibility: the ability of a model to represent its knowledge in an 

understandable fashion (Adadi and Berrada, 2018). 

•Understandability: the ability to make a human understand the model’s function 

without the need to explain its internal structure or the algorithms that are used 

(Montavon et al., 2018). 

 

 

2.2 XAI stakeholders 

 

As introduced, the shift of the domain of the XAI research has been a direct 

consequence of the increasing awareness about the fact that user groups which can 

benefit from explainable AI application has grown and grown. Mohseni et al recognised, 

through an extensive literature review based on Meske et al., 2022 and 

Arrieta et al., 2020, five major stakeholder groups for XAI and a rationale for each one.  

 

 
From Mohseni et al: XAI stakeholders groups 

 

According to literature there’s a distinction between people who freely utilize AI systems 

and people who are impacted by the decisions made by AI systems when it comes to 

end users (Meske et al., 2022).  
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Also, two stakeholder organizations are monitoring AI systems from various angles: while 

managers and executive board members make sure AI systems fulfil their goal in the 

larger company environment, regulatory bodies ensure that they do it to complying 

regulations.  

Finally, AI system developers are regarded as a separate stakeholder group (Arrieta et al., 

2020; Meske et al., 2022) which mainly diagnose, supervise and detect system errors to 

improve systems. 

According to any user centred design approach is critical to keep the audience in mind 

while putting transparent AI and XAI into reality (Parsa et al., 2020; Ribeiro et al., 2016).  

For instance, data scientists or AI auditors typically have more technical skills and 

knowledge of ML systems than the common public (Dodge et al., 2019; van der Waa et 

al., 2021; Weitz et al., 2019a). The objectives and motivations behind XAI design must 

therefore be made clear to the systems users, as well as the way of communicating the 

explanations themselves before starting the development phase.  

Non-technical end-users, or end-users for short, include both laypeople and domain 

experts. For example, doctors employing AI-assisted technology in diagnostic tasks 

(Caruana et al., 2015; Holzinger et al., 2017; Jin et al., 2020 cited by Laato et al., 2022, pp. 

8-10), judges using AI to support reaching a guilt decision (Kleinberg et al., 2017) and 

bankers using AI to help with loan application approval. 

According to their latest literature reviews laypeople could be pinpointed as a key end 

user group in a multitude of studies but as they claim it’s clear that, in the current 

development of XAI research, the non-technical end-users are mostly disregarded, as a 

matter of facts not a single publication has mentioned “user" in the title. A few portions 

focus on the promotion of user-centric variables, such as adoption (Kwon, 2018; 

Meacham, 2019; Ming, 2018; Vellido, 2019), which, are all from the health context; 

fairness from the human-resources context and acceptance from meta explainability 

Datta, 2016; Goebel, 2018). Other variables are very related to technology and for experts, 

such as debugging and error resilience (Dimitrova, 2019; Theodorou, 2017), verifiability 

(Yeganejou, 2019), the performance of communication networks (Santos, 2019), among 

others. 

Because, as anticipated, the primary focus of the XAI development has been debugging, 

comprehending, and enhancing AI models for technical users including data scientists, AI 

researchers, and developers (Dodge et al., 2019; Santos and Abel, 2019), the development 

of XAI techniques never took into consideration their precise needs by design. However, 
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XAI is critical across all areas where ML is used (Goebel et al, 2018), thus is needed to 

properly understand the user in order to promote an adequate explanation (Ribera and 

Lapedriza, 2019). 

That’s the reason behind this work go deepen in understanding and improve end users’ 

needs and goal to design Explainable AI.  

 

2.2.1 Explainable AI for AI novices  

According to Mohseni et al. literature review on user group’s goal in explainable AI, there 

are four primary design goals for XAI system's end users who are AI novices:   

 

•Transparency in Algorithms 

In contrast to an incomprehensible intelligent system, a XAI system's immediate purpose 

is to aid end users in understanding how the intelligent system functions.  

By offering comprehensible transparency for the intelligent algorithms, machine learning 

explanations enhance users' mental models of the underlying algorithms (Weller, 2017). 

Furthermore, by helping users comprehend model output better (Lim, 2015), 

transparency of a XAI system can enhance user interactions with the system (Kulesza et 

al., 2015). 

 

•User Trust and Reliance:  

By offering explanations, XAI systems can increase end-users' trust in the intelligent 

algorithm. Users can calibrate their reliance on the system's outputs and rationally 

question the system's suggestions. This result in a bond between the user and the AI 

system through the XAI design. 

Recommendation systems (Berkovsky et al., 2017), autonomous systems (Wiegand et al., 

2019), and crucial decision-making systems (Bussone et al., 2015) are a few examples of 

applications where XAI attempts to increase user reliance through its transparent nature.  

 

•Bias Mitigation:  

A dark – side - effect of intelligent systems may be unfair and biased algorithmic 

decision-making. 

This may result from feature learning and biased training data and may lead to 

discriminatory algorithmic decision-making (Mehrabi, 2019). But implementing AI 



17 
 

techniques thus providing explanations End-users become able to check and see if 

those bias occurs.  

Criminal risk assessment (Binns et al., 2018; Lee et al., 2019), loan and insurance rate 

prediction (Chen et al., 2019), and fairness assessment are a few examples of context of 

use in which XAI is applied for bias mitigation.  

•Privacy Awareness:  

Offering to end users a way to evaluate their data privacy is another objective in the 

creation of XAI systems. End users can learn through machine learning explanations 

what user data is analysed during algorithmic decision-making. 

 

Based on this, Mohseni et al. synthesized for the five key objectives the underlying goals 

for explaining AI systems for end users: the increasing of (1) understandability, (2) 

trustworthiness, (3) transparency, (4) controllability and (5) the fairness of the system. To 

guarantee those benefits other studies also discussed general goals not particularly 

related to the ML system, such as usability, ease of use and satisfaction (Oh et al, 2018) 

To the aim of this thesis to enhance AI novices XAI interaction central focus is posed to 

understandability and explanation effectiveness as a matter of explanation usability, 

easiness of use and satisfaction.  

 

2.3 State of art of XAI user experiences for end users 

To ensure that XAI systems meet users’ needs evolved, in HCI research for XAI, the field 

of evaluation of explanations, which answers whether an explanation is good enough, 

and how to compare different explanations.  

 

The HCI community is demonstrating visible efforts around designing and studying user 

interactions with explainable AI (Binns et al., 2018; Cai et al., 2019; Cheng et al., 2019; 

Dodge et al. 2019; Hohman et al., 2019; Kolcielnik et al., 2019; Lai and Tan, 2018; Rader et 

al., 2018). These recent studies largely focused on empirically understanding the effect 

of explanation features on users’ interaction with and perception of ML systems, usually 

through controlled lab or field experiments. Notably, although explanations were found 

to improve user understanding of the AI systems, The reality of practical AI applications 

in sensitive areas reveals the inability of those systems to communicate effectively with 

their users (Erickson et al., 2008) and conclusions about its benefits for user trust and 

acceptance were mixed (Cheng et al., 2019; Kolcielnik et al., 2019; Lai and Tan, 2018; 
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Poursabzi-Sangdeh et al., 2018), suggesting potential gaps between algorithmic 

explanations and end user needs. As a matter of facts, the current AI techniques, exactly 

because developed by engineers with the primarly scope to debug systems are not 

enough to deliver explanations directly understandable by the diversified user group 

constituted by lay users. (Yang et al., 2021) 

According to Naiseh studies on Human-AI interaction on collaborative human-artificial 

intelligence decision-making tools (Naiseh et al., 2021), users are subjected to two 

systematic errors while interacting with explanations: skipping or misapplying. The 

reason behind the former is the inadequacy of the current XAI solution to engage users’ 

curiosity or meet the explanatory need that lead their explanation-seeking as well as 

the tendency of explanations to be too much cognitive demanding; for the latter the 

problem lay on the unintended purpose for XAI developer or designers to ensure their 

explanation are plain enough to be caught from a non-expert audience. 

In fact, the AI academic community has been active in exploring mathematical 

approaches that can increase the explainability of models (e.g., LIME (Ribeiro et al., 

2016), Shapley value (Lundberg and Lee, 2017), counterfactual explanations (Kim and 

Austin, 2016). Anyway, if such efforts remain predominantly based on computer 

scientists’ perceptions of what constitutes an explanation there will always be a gap 

between explainability techniques and what it means to explain to real users (Wang et 

al., 2019; Liao, Gruen and Miller, 2020).  

 

2.3.1 Understandable AI 

The gap between the state of art of explainable AI techniques and non-technical end 

users is even more evident if we deepen the differences between what is explainable AI 

and the new emerging field in the HCI research of Understandable XAI. An 

understandable explanation is an explanation which provide a human with information 

that is extracted from and/or based on its internal model and makes a human 

understand (part of) the functioning of the model, to understand a given output. This 

thin difference between Explainable AI and Understandable AI is the key concept that 

has moved the research within XAI from a model-centred approach to a user-centred 

one. If explainability deals with extracting explanations from a system’s model, which 

may be not inherently human-understandable, with the goal of deliver understandable 

AI an explainable model and an explainable interface is required to create explanations 
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that can be understood by humans (Holzinger et al., 2019 cited by Schoonderwoerd et 

al., 2021). Thus, while XAI is concerned with developing methods to make machine 

models transparent and traceable, causability is about measuring the quality of such 

explanations to increase causal understanding of a user (Holzinger et al., 2020). In that 

direction the human-centered design methodology provides methods to determine 

exactly what information is understandable and useful to humans and thus should be 

used in designing explanations from the system.  

As the human use of computing is the subject of inquiry in HCI (Oulasvirta and 

Hornbaek, 2016 cited by Chromik and Butz, 2021, p. 2), this thesis tackles the challenge 

proposed to our discipline to “take a leading role by providing explainable and 

comprehensible AI, and useful and usable AI” (Xu, 2019) to “provide effective design for 

explanation UIs” (Xu, 2019). 

But what we should design when we want to design effective explanations delivered 

through an explanatory User Interface? 

 

  

https://www.sciencedirect.com/science/article/pii/S1071581921001026#bib0025
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 3.1 Explanations as interactions  

With all the promises in the first two chapters is clear how nowadays design explainable 

systems able to deliver effective explanation is an interaction design matter: actually, 

Mueller et al. (Mueller, 2019 cited by cited by Chromik and Butz, 2021, p. 3) consider an 

effective explanation to be “an interaction” and “not a property of statements”; Adadi et 

al. (Adadi , 2018) state that “explainability can only happen through interaction between 

human and machine” and Abdul et al. (Abdul et al., 2018) present research on interactive 

explanation interfaces as an important trajectory to advance the XAI research field.  

The design of interfaces that “allow users to better understand underlying computational 

processes” is still considered a grand challenge of HCI research (Shneiderman, 2016) but, 

according to Shneiderman, is directly with XUIs the strategy to pursue the human-

centered AI approach, which, as introduced in the first chapter, aims “to amplify, 

augment and enhance human performance” instead of automating it Shneiderman, 

2020. 

 

To describe Human XAI interaction, Miller frames XAI as one kind of a human-agent 

interaction problem where an ”explanatory agent [is] revealing underlying causes to its 

or another agent’s decision making” (Miller, 2019). As such, it is about the interplay 

between a human user and an AI agent that is mediated through an XUI. 

As Shneiderman, we consider explanation user interface (XUI) as the sum of outputs of 

an XAI process that the user can directly interact with. He outlines two modes of XUI. 

Explanatory XUIs aim to convey a single explanation (e.g., a visualization or a text 

explanation). In contrast, exploratory XUIs let users freely explore the ML model 

behaviour (Shneiderman, 2020). They are most effective when users have the power to 

change or influence the inputs. Arya et al. (Arya, V., et al., 2019) distinguish between 

static and interactive explanations. A static explanation “does not change in response to 

feedback from the consumer”. In contrast, interactive explanations allow “to drill down 

or ask for different types of explanations [...] until [...] satisfied”. 

Even if, as Ribera et al. mentions in their work, there is no agreement on a specific 

definition for an explanation, from their review results that some relevant points are 

shared in almost every definition. For example, many definitions relate explanations with 

"why" questions or causality reasonings. Also, and more importantly, there is a key 

aspect when trying to define what an explanation is: there are two subjects involved in 

any explanation, the one who provides it (the system), or explainer, and the one who 
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receives it (the human), or explainee. Thus, when providing AI with explainability 

capacity, one cannot forget about to whom the explanation is targeted and what are 

their needs and goal while seeking for an explanation. 

If the explanation come out from the general interplay between the XAI system and the 

user, the focus of designing XAI user experiences become be the interactive qualities of 

the XUI itself. Vilone et al. define interactivity as “the capacity of an explanation system 

to reason about previous utterances both to interpret and answer users’ follow-up 

questions” (Vilone and Longo, 2020 cited by Chromik and Butz, 2021, p. 15). Moore and 

Paris (Moore and Paris, 1991) proposed that a good explanation facility should, among 

others, fulfil the requirements of naturalness (explanations in natural language following 

a dialogue), responsiveness (allow follow-up questions), flexibility (make use of multiple 

explanation methods), and sensitivity (provided explanations should be informed by the 

user’s knowledge, goal, context, and previous interaction). [Human-XAI Interaction: A 

Review and Design Principles for Explanation User Interfaces] 

From this first two statements became natural considering explanations as interactive 

dialogues, conversation between the explainer and the explainee. 

 

3.2 Explanations as conversations 

The increasing demand of explainable AI systems and the different background of 

stakeholders of machine learning systems has highlight the need to propose the creation 

of different user-cantered explainability solutions, simulating human conversations with 

interactive dialogues or visualizations that can be explored.  

The literature about considering explanations as conversations has roots in the work of 

Miller and Wang, the former, by conducting a literature review in social science on how 

humans give and receive explanations, identified a list of human-friendly characteristics 

of explanation that are not given sufficient attention in the algorithmic work of XAI, 

including contrastiveness (to a counterfactual case), selectivity, social process, focusing 

on the abnormal, etc. The latter, proposed a conceptual framework to connect XAI 

techniques and cognitive patterns in human-decision making to guide the design of XAI 

systems.  

 

The critique of Miller (Miller, 2019 cited by Ribera and Lapedriza, 2019, p. 5) on current 

proposed explanations as being too static because not able to support "an interaction 
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between the explainer and explainee" is the milestone of the parallelism on explanations 

as conversations and lead us to the main desiderata that must be coped to deliver 

effective explanations.  

 

An effective explanation should follow the cooperative principles of Grice [9] (Grice, 

1975) and its four maxims:  

- Quality: Make sure that the information is of high quality: (a) do not say things that you 

believe to be false; and (b) do not say things for which you do not have sufficient 

evidence;  

- Quantity: Provide the right quantity of information. (a) make your contribution as 

informative as is required; and (b) do not make it more informative than is required; 

-Relation: Only provide information that is related to the conversation. (a) Be relevant. 

This maxim can be interpreted as a strategy for achieving the maxim of quantity;  

- Manner: Relating to how one provides information, rather than what is provided. This 

consists of the ’supermaxim’ of ’Be perspicuous’, and according to Grice, is broken into 

various maxims such as: "(a) avoid obscurity of expression; (b) avoid ambiguity; (c) be 

brief (avoid unnecessary prolixity); and (d) be orderly". 

 

Notably, the first threee statements refer to the content of the explanation, while forth 

refers to the type of explanation.  

With this premises is clear that designing Explainable AI system targeting end users, 

aimed to the deliver understandable AI can benefit from the theoretical frameworks 

developed for human communication-  

We postulate that to make explanation effective we must ensure the explanations ability 

to answer questions users may have in mind while they are in search of explanation with 

great quality and quantity, thus with enough details to fulfil their needs without 

overwhelm them.  

We believe that this may overcome the skipping user error found in the previous 

literature analysis.  
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To achieve the relation maxim is needed to precisely target the explanations provided 

according to the question and investigate what elements do not serve the forth maxim: 

thus, overcoming the misleading factors that may lead users to misapply explanations. 

The social nature of explanation also maps to an essential requirement for interactivity 

in XAI applications (Krause, 2016 cited by Liao and Varshney, 2021, p. 14). User 

interactions do not end at receiving an XAI output but continue until an actionable 

understanding is achieved. In other words, as users’ explainability needs are expressed 

in questions, they will keep asking follow-up questions until satisfied, thus engaging in 

back-and-forth conversations.  

Miller reviewed several relevant theories including Hilton’s conversational model of 

explanations (Hilton, 1990), which postulates that a good explanation must be relevant 

to the focus of a question and present a topology of different causal questions. Antaki 

and Leudar (Antaki and Leudar, 1992) extended this model to a wider class of 

argumentative dialogue for the common pattern of claim-backing in explanations. 

Walton (Walton, 2004) further extended this line of work into a formal dialogue model of 

explanation, including a set of speech act rules. From their work has born the research 

path on a question driven design approach for explainable AI user experiences. 

 

3.3 Related work on XAI for end users and XAI user experience design 

The literature is clear: explanation are conversations, XAI development should include 

social and behavioural science point of view and support human-AI dialogues taking 

place through Explanatory interfaces. The dialogue has to be interactive allowing the 

user to ask follow-up question until his explanation need is satisfied. Overall, the design 

of this explanatory experiences may serve different categories of users, all the XAI 

stakeholders thus need to be developed with a user-centred approach.  

As a matter of facts, the theoretical approach presented since now has been deepened 

and criticized. The main point against it, given the underlying benefits to consider 

explanations as dialogues or conversations has been mark it as too abstract and not 

able to provide practical guidance on how to design explanatory interfaces for 

explainable user experiences.  

Wang et al. conducted a review on explanation theory literature, and further provided a 

theory-driven, user-centered XAI framework that describes how the human reasoning 

process and explanation theories guide explanation system requirements (Wang, 2019 
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cited by Jin et al., 2021, p. 6). They suggested the XAI system should support reasoning 

while mitigating heuristics and bias. Their work is a first attempt in developing user-

centered XAI design guidance, but again remained at a conceptual and abstract level, 

and lacked actionable guidance on how to practically implement explanation theories for 

context-specific tasks and needs. In their follow-up paper, Lim et al. (Lim et al., 2019), 

extended the framework by detailing the explanation types (input, output, certainty, why, 

why not, what if, how to, and when), and by proposing pathways to link these types to 

users’ three explanation goals: filter causes, generalize and learn, and predict and 

control.  

This explanation type taxonomy was first identified by Lim and Dey in 2009 (Lim et al., 

2009), by surveying users’ questions in crowdsourcing user studies for context-aware 

systems. Based on their work, Jin at al. (Jin et al., 2021) has defined 12 end user friendly 

explanatory forms which compose EUCA, End User Centred Explainable AI prototyping 

framework. They explored the XAI solution space by extracting the resulting explanation 

information from existing technical literature in AI, HCI, and information visualization 

fields via literature review, then they selected and summarized end-user-friendly 

explanatory forms based on the following criteria:  

- The explanatory forms must be end-user-friendly, i.e., users are not required to have 

background knowledge in AI or machine learning techniques to understand the 

explanation.  

- The explanatory forms must be generally mutually exclusive regarding their underlying 

information in order to compose a library of items, building blocks that represent the 

elemental explanation information, and their combination would not be 

redundant/repeated in an XAI system. 

EUCA work included a variety of explanation goals, exploited in the user study they 

conducted with 32 interviewees, as the trigger point or motivation to check the 

explanation of an AI system. They based their findings on the correlation between 

explanatory forms and users’ needs with quantitative and qualitative user study data, 

that may vary in different contexts or usage scenarios. Their results provide fine-grained 

details of end-users’ requirements for different explanation goals. 

Their work is a great contribution in providing practitioners with actionable insights 

about how and why choose an explanatory form instead of one another providing a table 

which analysed user friendliness level, pros, cons of using them from an end user 

perspective, UX/UI recommendations, applicable explanatory goal and algorithm 
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examples to implement each of them. The granularity level of their analysis is notably, as 

well their attention on following a participatory approach with end users, but the user 

friendliness level associated to each explanatory form is vague and the approach to 

consider explanatory forms as building block is not suitable to optimize the explanatory 

space and develop a proper narrative around the explanation experience reducing 

cognitive effort for users. Additionally, their explanatory goals, even if summarized from 

prior works miss the link between user needs and question to answer in a dialogue with 

the AI system proved to be effective to guide the design process for XAI user 

experiences. 

On the contrary Liao et al. (Liao et al., 2020), further explored the idea of providing 

mapping guidance between users’ requirements and explanation types to facilitate 

human-centered explanation design developing a question driven framework. Thought 

their first effort, based on prior HCI work using prototypical questions to represent 

“intelligibility types” (Lim and Dey, 2009), and social science literature showing that 

people’s explanatory goals can be expressed in different kinds of questions (Hilton, 1990) 

they proposed to identify users’ explainability needs by eliciting user questions to 

understand the AI (Liao, Gruen and Miller, 2020).   

By interviewing 20 designers, they collected common questions users ask across 16 ML 

applications and developed an XAI Question Bank, with more than 50 detailed user 

questions organized in 9 categories:  

• How (global model-wide): asking about the general logic or process the AI follows to 

have a global view.  

• Why (a given prediction): asking about the reason behind a specific prediction.  

• Why Not (a different prediction): asking why the prediction is different from an 

expected or desired outcome.  

• How to be That (a different prediction) : asking about ways to change the instance to 

get a different prediction.  

• How to Still Be This (the current prediction): asking what change is allowed for the 

instance to still get the same prediction.  

• What if: asking how the prediction changes if the input changes.  

• Performance: asking about the performance of the AI.  

• Data: asking about the training data.  
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• Output: asking what can be expected or done with the AI’s output.  

 

The XAI question bank from Liao et Al. 

 

In a follow-up work (Liao et al., 2021), they propose the complete question-driven user 

centred design method that starts with identifying key user questions by user research, 

then uses these questions to guide the choices of XAI techniques and iterative design. To 

facilitate this process and foreground users’ explainability needs, they suggested to 

reframe the technical space of XAI by the user question that each XAI technique can 

address. For example, a feature-importance explanation technique can answer the ‘Why 

question’, while a counterfactual explanation can answer the ‘How to be that question’. 

 

Table from question driven design approach: correlation between method and questions. 
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Additionally. they provide a suggested mapping between the question categories and 

example XAI techniques, focusing on techniques that are available in current open-

source XAI toolkits accessible for practitioners (H2O.ai Machine Learning Interpretability, 

2017; Model Interpretation with Skater, 2018; IBM AIX 360, 2019; Microsoft InterpretML, 

2019). 

 

Table from question driven design approach: correlation between questions and XAI methods 

 

Their results revealed rich details on users’ needs for XAI but failed to show evidence 

(such as user studies) that the corresponding XAI methods will answer users’ questions. 

Their framework directly guides the choice of explanation types based on user questions 



29 
 

(explanation needs) but, since the lack of user studies their correlation between 

explanation type and questions is based on assumptions.  

Additionally, their results link multiple question to the same explanation type and 

viceversa.  

 

Visualisation from UXAI: correlation between questions and methods 

 

As user goal and needs may be conflicting with one another, designers of XUI “need to 

make trade-offs while choosing or designing the form of interface” (Tsai et al, 2019) but, 

as far as we know, there’s a lack of knowledge about based on what designers, exploiting 

the question driven framework and recognising user questions as user needs, should 

decide which explanation type use in build the explanatory interface. 

It’s worth to be mentioned an additional work with valuable resources for practitioner 

who works on defining end user centred XAI experiences: UXAI. UXAI is an online 

resource seeking to surface critically informative, granular information otherwise buried 

in academic papers, in an approachable way that is more in line with current industry 

guidelines from IBM, Google and Microsoft. The website is divided into sections, working 

from a broad overview of AI to a tangible brainstorming tool. This last resource is clearly 
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based on Liao et al question driven design approach and their taxonomy question-

explanation type. Deepening their work an additional question appear from the 9 

category identified in the Liao et al. question bank: the How (under what conditions) 

question, associated to local explanation types. Surprisingly, while comparing the 

associations between question and explanation type, new matches results [appendix]. 

Even for their work is not possible to find any justification from a user study to validate 

question-explanation type pairings making even more prominent the necessity to 

conduct a study validate them with end user themselves. 

 

 

From UXAI website: example of two toolkit brainstorming cards 
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4.1 Understandable AI 

From the literature review described in the first 3 chapters is clear how design 

explainable AI user experiences built around user needs is nowadays central in the HCI 

XAI research. As deepened in the third chapter, by and large, literature agrees that 

explanations in XAI systems are answers to a question, usually about the outcome of a 

computation. In the root of this research field, the question was expected to be focusing 

on the individual computation performed by the system (a local question) and to the 

causes of such outcome, so it could be phrased as a “why” or “how” question, and 

specifically a “Why did I obtain this result (as opposed to some other ones)?”.  

As previously mentioned the state of art of explainable AI techniques often fails to 

deliver understandable and usable explanation for end users, able to overcome skipping 

and misapplying errors and, from the analysis of related work on XAI for end users, 

there’s a lack of evidences coming from user studies that the explanations that can be 

generated by the state of art of XAI techniques are directly linked to the prototypical 

questions identified from the literature on the intelligibility types exploited in the 

question driven design approach and UXAI toolkit. 

Another missing element resulting from the literature is a fine grained analysis of 

Understandability of the current state of explainable AI technique that may ensure the 

intelligibility of the explanation we deliver to end users especially to an AI novice 

audience.  

Because of that, the aim of this thesis is to investigate and validate the proposed 

association between explanation type and question they may answer and a fine-grained 

user study on users perceptions in terms of understandability while interacting with the 

state of art of explainable AI techniques.  

For what concern the user group chosen to validate our hypothesis, since the lack of 

literature investigating non-technical-end user needs deepened in the chapter 2, the 

sample for the experiment has been composed of layusers without or with little previous 

experience in the XAI field or AI based decision making support systems, thus AI novices, 

postulating that, if the experiment will meet their mental models it will be possible 

generalize the insights in terms of understandability and even for a more expert 

audience. 

RQ1: What is the AI novice reasoning at the first interaction with explanation types? 

What information are easily caught, what mental model they inform, what is their 

perceived usefulness and their intention of use? 
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4.2 Usable XAI 

Thanks to the analysis of user perception on each explanatory form will be possible to 

understand what the misleading elements are and provide hints in terms of how 

improve the explanations visualisation as well as recognize patterns of user-explanation 

interaction for AI novices. 

RQ2: Explanatory forms/explanation type can convey the information needed to AI 

novices to answers the prototypical questions given by the question driven design 

approach? 

We assume that this activity may confirm Liao et al. results and thus more than one 

explanatory form will result able to answer the same questions. In the process of 

designing explanatory interfaces following the question driven design approach, to not 

cognitive overload users and avoid the skipping error, is clear that designers have to took 

decisions to provide an explanatory form instead of one another, but as highlighted in 

the section 3 there’s no clear reference in literature on how of why base this choice.  

Tackling the challenge to inform designers to develop effective explanatory interfaces we 

want to investigate explanatory forms from a usability perspective based on the 

definition of usability of explanatory narrative from Sovrano (Sovrano et al.2020): 

‘We consider an explanatory narrative as a sequence of information (explanans) to 

increase understanding over explainable data and processes (explanandum), for the 

efficiency, effectiveness, and satisfaction of a specified explainee that interacts with the 

explanandum having specified goals in a specified context of use.’ 

We built our experiment on their definition intending as the sequence of information the 

information conveyed by each explanatory form able to answer the question seeked by 

the user i.e. the question to answer is the specified goal of the interaction. To evaluate 

the interaction usability we rely the definition of usability as the combination of 

effectiveness, efficiency, and satisfaction, as per ISO9241-210, that defines usability as 

the “extent to which a system, product or service can be used by specified users to 

achieve specified goals with effectiveness, efficiency, and satisfaction in a specified 

context of use” (Norris et al., 2005). 

 

For what concern the evaluation of efficiency to explain (‘accuracy and completeness 

with which users achieve specified goals’) we will investigate the quality of information, 

i.e. if the explanatory form provide enough element to fulfil the need to provide a 
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complete answer to the question or only some partial hints. On the other hand the 

effectiveness (“resources used in relation to the results achieved, usually including time, 

human effort, costs and materials.”) of providing an answer will be evaluated according 

to the ability, of the explanatory form to provide an answer in a direct or indirect way 

thus if requiring additional cognitive effort compared to an answer given at a first sight. 

The satisfaction will be evaluated on the overall interaction in terms of explanatory form 

easiness to be interpreted, so easiness to extract the information needed to answer the 

question and how this question is given (completely or partially, directly or indirectly).  

For the reasons mentioned before the specific explainee is a lay users with no previous 

experience with XAI methods and techniques, thus, an AI novice. The context of use will 

be set thanks to the exploitation of a scenario-based experiment in which AI powered 

system can be used to boost decision making support tasks. 

The results will be analised with the purpose to cope with the following hypothesis: 

H1: different explanations addressing the same question has different level of 

effectiveness. 

H2: different explanations addressing the same question has different level of efficacy.  

H3: different explanations addressing the same question has different level of 

satisfaction. 

The experiment will lead us to understand what explanatory form are more suitable to 

be chosen to answer a precise question and why. 

Additionally, all the insights derived by the explanatory forms analysis will be exploited 

to understand the state of art explainable AI techniques to meet the user’s question-

seeking needs and drive the focus of XAI community to develop new user-needs-

informed explanations. 
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In this study, we aimed to investigate the level of Understandability of the state of art 

explainable AI techniques and methods from an AI novice perspective as well as to 

validate the question driven design approach for explaninable AI and provide 

practitioners with actionable insights on which base their decisions to design effective 

explainable AI experiences through XUI. 

The thesis experiment followed a participatory design approach methodology involving a 

round of ten semistructured interviews composed by open and closed questions to 

guide the conversation and generate quantitative and qualitative insights, a scenario-

based task aimed to introduce a possible context of use of an AI based decision support 

system and the exploitation of the think aloud technique aimed to investigate 

participants mental model built around the scenario settings. 

The 10 online semi-structured interviews, lasted 1.53 minutes in average and were 

structured as follow: the first phase has been aimed to introduce the research space 

and experiment goal and investigate participants information about their age, gender, 

educational background, familiarity with AI and related concepts, as well as their 

attitudes towards the use of AI in decision-making. Constraint for the participants 

selection has been select only the ones without prior experience in the field of XAI and 

AI based decision support systems.  

The following phase consisted in a user test settled in a scenario-based task delivered 

with the auxilium of materials showed in a sequence of presentation slides (appendix). 

Participants were asked to imagine themselves as the protagonist of a scenario in which 

an AI system is used to help them take a decision in a daily context. The two scenarios 

used in the experiment has been selected between the fourth used in the user study 

conducted by Jin, et al. to validate the EUCA Framework. The reason behind this 

decision is that the scenarios had to serve the same experimental scope: should include 

examples of AI augmentation applications for an AI novices audience. As a matter of 

facts, the decisions involved in EUCA scenarios don’t require any domain knowledge to 

be taken. Our experiment targeted 10 persons and, according to literature in qualitative 

research the sample of users for interviews should be between 5 and 8 to collect 

valuable insights. That’s the reason why, among the fourth proposed by EUCA we have 

proposed to our interviewers two of them, to allow a generalisation and to avoid any 

kind of scenarios bias in analysis that followed:  

•House task: users use AI to get a proper estimate of their house price. 

•Health task: users use AI to predict his/her diabetes risk.  
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These tasks are critical decision-making scenarios, because their decisions have 

significant consequences on one’s health and life (Health Task) and finance (House Task). 

Additionally, using two of the EUCA scenarios allowed us to compare our results with 

their as well as give the chance to improve our research in the future in exploring 

explanatory narratives correlating explanatory goals and question-seeking, more details 

can be found in the further development section. 

Finally, we have referred to EUCA scenarios because of their use of publicly available 

datasets to prepare the related explanatory forms: so, the experiments participants, 

were able to interact with realistic and or seemingly explanations as generated running 

different XAI techniques.  

Experiments participants were assigned to one out of the two scenarios randomly. At the 

end of the scenario introduction the participants have been provided of information 

about the input used by the AI system in the scenario to generate the corresponding 

prediction. 

After the scenario introduction was needed to introduce some vocabulary needed to 

deepen the context of the research and establish a common ground of preliminary 

knowledge intended to inform participants to be able to take over the interview and 

provide valuable insights. For that reason participants have been provided with 

definitions of explainable AI, prediction, explanation, explanatory UI, explanatory form 

and question type. The last ones has been showed in details and some time has been 

dedicated to familiarize with them and, eventually, solve any doubt since, later on, they 

was going to constitute the central part of the conversation. 

Established the needed common ground the experiment turned out into a fine-grained 

analysis of each of the explanatory forms selected combining the explanation type 

presented in the question driven design approach and UXAI with the EUCA framework 

ones. They were presented to participants in a randomized sequence to avoid bias in the 

following up analysis.  

Based on the previously mentioned combination of QDDA-UXAI-EUCA 14 end user 

friendly explanatory form have resulted: Feature relevance, Rule flowchart, Decision 

rules, Feature shape, Similar example, Decision tree, Feature interaction, Counterfactual 

example, Typical example, Global feature importance, Feature importance, Dataset, 

Output accuracy, Performance. 

For each scenario the 14 explanatory forms have been prepared with contextualized 

information and were presented to participants as possible component of the XAI 
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interface that may be built by designer to help them in make decision in those 

scenarios.  

This experiment phase, aimed to guide the participants analysis of each explanatory 

form followed the same structure. At a first sight, participants have been asked to think 

out loud deepening what information they were able to extract from the explanatory 

forms In order to get what mental model they were able to inform and if those 

information were easy to retrieve. This qualitative information has been exploited to 

determine the user friendliness level of each explanatory form and identify, if occurred, 

elements that may make it hard to understand, according to literature, factors of 

misapplying. Other questions investigated if the explanatory form has been considered 

useful to support the prediction given by the system and if yes, why. Those qualitative 

data has been analysed to determine the qualitative perceived usefulness of each 

explanatory form. After having collected all those direct and spontaneous information 

about the perceived usefulness and easiness to use of each explanatory form we moved 

to ask to what, within the 10 questions proposed by the XAI question bank from Liao et 

al. may be completely or partially answered with the information retrieved by each 

explanatory form and why. Each question has been reframed to fit scenarios context 

(e.g. from ‘how it works?’ to ‘how does the system estimate house prices?’ or ‘how does 

the system predict diabetes risk?’). 

The results of this experiment phase have been aggregated and analysed both from a 

qualitative and quantitative point of view: the former has been exploited to understand 

what elements served the participants to find an answer to the questions; the latter to 

determine a scale of probability that different user’s may find the question answered 

from each explanatory form and to determine the usability properties (efficiency and 

effectiveness) of each explanatory form in the context of use of answering to a precise 

question. The quantitative analysis must be intended only as a support to the qualitative 

one since the user sample involved in the experiment is not enough to conduct 

comprehensive quantitative research. 

Combining the results of this analysis, we were able to determine what question, within 

all the one answered by the explanatory form is more likely to be answered, in a 

complete or partial manner and, thanks to the analysis of why the user determine these 

answering properties if it is directly or indirectly given thus requiring more or less 

cognitive effort.  We postulate that great usability is achieved if the explanatory form 

resulted easy to be interpreted and the answer resulted as given by most of the 

participants in a complete and direct way thus providing a piece of an effective 
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explanation informing XUI designers to shape the explanatory narrative following user’s 

need.  

Additionally, this analysis has served to help XAI community to solve the second user 

error found in literature: skipping explanations. According to [nohsemi] We claim that the 

curiosity needed to deepen explanations and to not skip them lay in the designers’ 

capability to provide explanation serving user needs [answering the question they have in 

mind] in a usable format [exploiting the most usable explanatory form(s) to build the 

XUI].  

During the analysis, the same data used to develop the fine-grained explanatory form 

analysis: user’s correlation between explanatory form and questions answered, has been 

exploited to analyse the state of art of the ability of the XAI techniques/explanatory form 

to answer the prototypical questions to AI novices, generating qualitative insights to 

understand what pieces of information give user’s elements to answer completely or 

only partially to questions and ways of interaction that require more or less cognitive 

effort to provide answers according to the direct or indirect way to provide hints. This 

analysis composes the fine-grained analysis of the question presented in the third 

chapter of the discussion. Each question has been analysed determining which 

explanatory forms are most suitable to be chosen to answer it for XUI designers 

following the same usability prioritisation [easy to be interpreted + providing a complete 

and direct answer].  We claim that those results may inform the XAI research community 

with actionable insights to lead next development of XAI techniques. 

Experiments materials can be found in the Appendix. 
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The analysis of experiment results is divided in three sections: AI novices – XAI 

interaction, Explanatory form analysis, and question analysis. 

The first one summarizes general insights gained from the user study about AI novices - 

XAI interaction in the context of AI based decision support systems.  

The second one cover firstly a general evaluation of the state of art of explanation 

visualisations comparing them according to the user study findings before going deeper 

into the fine-grained analysis which cover the quantitative/qualitative analysis of each 

explanatory form in terms of understandability (easiness to be interpreted, perceived 

usefulness and intention of use) and usability (ability to provide answers to the 

prototypical question proposed by the questions driven design approach according to 

the usability paradigm). In the analysis are highlighted found inconsistencies and 

contribution to literature, as conclusions for each explanatory form are listed the 

questions – the needs – that its able to fulfil, following the already mentioned usability 

scale from an AI novice point of view. 

Lastly, the third one deals with the evaluation of the state of art of explainable AI 

technique to answer the protypical question given by literature.  The discussion again 

starts with the general findings come from the user study on user perceptions of 

question highlighting correlation between question and explanatory goals before moving 

to a detailed analysis of each of the question which discuss what elements, pieces of 

information, are exploited by AI novices to catch complete or partial answers to them 

and what way of interaction make the process directly or indirectly provided. As 

conclusions, for each question the most usable explanatory form available in literature 

is provided. 
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6.1.1 AI novices – XAI interaction patterns: 

Qualitative analysis of participants claims during the natural interaction with the 

explanatory forms pointed out common patterns and general knowledge about how AI 

novices interact with explanations. The main insights have been elaborated as follows: 

 

Correlation between user friendliness and perceived usefulness and 

question answering 

There’s a direct correlation between the user friendliness and the perceived usefulness 

and the explanatory form capability to serve user’s needs, as a matter of fact If 

participants was not considering an explanatory form useful or easy to interpret it 

resulted as not able to answer to any or really few prototypical question (P06 claimed 

that the similar example explanatory form was useless to support system prediction, 

and when directly asked what answer was able to give, no one has been selected. The 

same for P04 about the feature interaction explanatory form.) 

 

Interactivity affect explanation perceived utility and effectiveness 

As find in literature Interactivity is a factor that affect perceived utility: as an example 

the feature relevance explanatory form has been appreciated especially for the 

possibility to direct interact with it and intervene to change parameters (P08: ‘this one 

can be useful to me because I can intervene! I can program it I can see what changes if I 

change the data, I can snoop on it!). 

 

Combining explanatory form is a way to fulfil user’s explanation needs. 

As literature claims there not a one-fits-all solution when you deal with 

explanations, the information conveyed by different explanatory forms are 

complementary and may be combined to fulfil explanation needs (P01 referring 

to feature shape: “Nice combo with the graph from earlier [feature importance].” 

Or P10: “in decision rules all the possible and imaginable answers should be 

formulated and so I might get lost but then I would like to have in the side a 
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schematic thing that would make me lose less [suggesting to match decision 

rules and the decision tree]”.; P05 commenting similar example: “It tells me a lot of 

information because it gives me other houses with similar characteristics and so it gives 

me more information than the range, but it gives me a very high variability, maybe then I 

would also like to have the different characteristics [counterfactual example] and I 

would understand the comparison better.” 

Interestingly, participants suggested to merge information from explanatory form 

belonging to the same category [rules, feature, examples], confirming that, since 

explanations can overlap in terms of intent or scope the XAI research 

community should focus to develop new solution that can boost explanation 

effectiveness having care to propose the right amount of information that not 

cognitively overwhelm users. 

 

 

Correlation between questions and information extract that help to answer 

them. 

 

As the literature about question driven design approach suggests, different 

question and relative answers are correlated, as an example participants found 

what if question as a different way to see the how to be that and how to still be 

this one. Additionally some information extracted from explanatory form are 

able to provide hints to answer different questions especially for the Why and 

Why not question (P05 and P06 agreed:” feature shape answer to the Why not 

question for the same reason is able to answer to the why question”; P07 on 

decision tree: “Why yes, it tells you the values of the characteristics; Why not, 

yes again for the values”).  

 

Notably, overall, the why question is harder to be answered than the why not 

one, probably because accepting a why explanation requires an higher level of 

confidence in the system capability than the other (P02: It doesn't tell you 'why' 

like none of the others [explanatory forms] because probably to really know why 

you would have to be the system designer/developer; P04:” Decision tree doesn't 

answer to the why question but to the why not yes, I trust more the why not but 

to get a complete answer to the why I would like more information, only the 
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parameters is not enough”; P08 commenting similar example “Why [question] 

yes I get it in relation to others, but only partially, there are no sufficient dat. To 

why not [quesiton] on the other hand answers completely”). 

 

 

Not all the explanatory form has the same level of capability to answer 

questions. 

 

As the fine-grained analysis which follow in the discussion has confirmed, some 

explanatory forms are more able than others to answer to the same question. During the 

experiment, participants, after having seen some explanatory form, has begun to 

compare their ability to answer question and, thus, expressed preferences. That resulted 

by their evaluation on the level of completeness of the given answer (P01, commenting 

the ability of feature interaction to answer how it works question: “same response as 

feature shape but less partially than before” or commenting the rule flowchart:” How to 

be that: you see the characteristics as they might be changed, but the hierarchy tree 

[decision tree] does it better because it tells me all of them”; P04 at the 13th explanatory 

form: “What if? Yes, probably is the one that answer better”; P05 commenting feature 

interaction and before seeing the rules based explanatory forms: ”Yes, this can help but 

I would prefer a different visualisation like: if house bigger than 75 square metres the 

price would be higher”; P07 on counterfactual example:” that was what I could test with 

feature relevance and it's smarter because it gives you the ones you can actually 

change.”; P08 at the output accuracy, the 14th explanatory form: “How confident yes, 

completely answered and much better than all the others”) as well as the cognitive 

effort needed to get it (P05 on rule flowchart: "I get the answer from the Flow of 

decision, a bit like the tree [decision tree], maybe a little more directly").  

Additionally, accordingly to the law of quantity from [], participants disregarded to have 

the same information given multiple times through different explanatory forms (P07 

seeing the similar example: "What data is answered, but I already knew that information 

from the input. I don't need this additional explanation, I guess, information given where 

already knew before”)  

 

User friendliness and understandability directly depend on the 

visualisation method. 
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Explanatory forms are characterized by different visualisation method which affect 

explanation effectiveness and the overall understandability. In general schemes are 

preferred, because are easier to be interpreted (P04 while interacting with the 

rule flowchart: ”Again arrows [referring to Decision Tree], schemes are easy to 

be interpreted”; P01 commenting decision rules: “They are just cells of the ends 

of the tree conditioned to two features, the tree was easier, so time consuming 

to read everything, it seems to me not very complete.”). Then pure text and 

images, that resulted still easy but requiring more cognitive effort to get 

interpreted. (P04 and P05 agreed while commenting Decision rules "writing in 

letters makes it more complicated for me to understand at least." “It is easy to 

interpret but it is very heavy, because there would be many cases, so something 

schematic would be better”; P05 on similar examples:" Easy to interpret, a little 

less complicated than graphs."). Math graphs resulted the harder to be 

interpreted, because [as euca has already underlined] require user to have a 

higher level of math literature to extract information from them ([P07 on feature 

shape: “the graph is not much useful just write that the 75 kg feature had had 

diagnostics between 52% and 80%, and you had solved”; P09 unable to 

understand the dataset explanatory form and interpreted wrongly the feature 

interaction one commenting decision rules claimed: “If I have all the case 

histories I can compare the rules and understand, easier to interpret than graphs 

information”- 

 

 

Flow of explanation matter for explanation effectiveness 

During the experiment analysis resulted clear that the order in which the explanations 

are presented to the users and their position in the interaction flows influence their 

overall understanding. This means that designing explainable AI user experiences require 

additional efforts to understand users need and make the explanatory narrative as 

flexible as possible in order to meet all of them for all the possible of users as well, as 

said before, allow user to get answers to follow up questions until they are satisfied. 

(P01 asked about database while seeing the first explanatory form [output accuracy] in 

order to better understand the system behind; both P04 and P10 has some difficulties in 

understanding the global feature importance because both of them has already 
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interacted with the local one; P05 suggested to have the confidence and data 

information in a side page to deepen the reliability and accuracy of the system before 

starting to use it) 

Additionally, local and global explanation has different role’s in informing user’s mental 

model, referring generally on the system functioning (global) or directly to the predicted 

outcome (local). If XUI designers don’t take into consideration this differentiation while 

designing the explanation interaction flow user’s may get confused missing the 

explanation effectiveness goal (P09 on the decision tree: “But is not directly related to 

my house, this confuse me”; P01 on system performance: “I think it is marginal 

information, because since what I get from the system is an estimate so we know when 

it is accurate. But so here we're talking about the system and not the prediction, it's 

something that has to be said a priori, it's not something that has to do with the 

prediction and so I think it has to be said a priori.”). 

Lastly, to design effective explanatory user experiences is important to test the 

interaction flow and understand what better improve the user AI collaboration, as P02 

pointed out: “Do they always put the explanatory form with the prediction? Because if 

they give it to you before times you can already get an idea of the possible result”.   

 

Domain/previous knowledge counts 

Users tent to overcome their doubts due to their previous experience on the topic and 

the task, especially to answer questions like ‘how to be that’, ‘how to still be this’ but 

even why questions: P05 commenting on feature importance: "How to be that: I can 

refer to the more weighted parameters, here I am more confident from my personal 

experience”; P07 Answering about questions in similar example: “How to still be this not 

[answered by the form] but I can intuitively base on my past experience that I can 

decrease my body weight”; P08 on similar example how to be that: “yes because in 

comparison to the other but I know because I know how diabetes works”; P09 on 

Similar example: “help me to understand with what confidence because I compare with 

what I already know”. 

 

Vocabulary importance 
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In general, to drive understandability and explanation effectiveness is important to have 

care of the terminology choices, in our experiment the main misinterpretations come out 

from explanations about algorithm performance, accuracy metrics and labels on graphs. 

 

The more you interact with explanation the more you understand the 

system and trust it 

Overall, it’s worth to be mentioned that our experiment, which let participants explore 

and freely interact with all the possibility that the explanatory space can provide, show 

evidence about the benefit that explanations provide in informing users’ mental models 

on AI systems functioning and enhancing their trust on them in a step by step process. 

Even if, as anticipated in the analysis of participants level of confidence on AI infused 

product for assisted decision making, at the beginning of the interaction most of them 

was suspicious and ‘scared’, as the experiment proceeded, by each new explanatory 

form presented their level of understanding of the system grew as did their confidence 

and awareness of limitations and opportunities in using the system in the real world. 

One participant, even for not so effective or useful explanatory form claimed: 

“Regardless however it is useful, extra information is always good”.  

 

  



49 
 

 
  



50 
 

6.2.1 General insights 

The analysis of users’ interaction with the 14 explanatory forms extracted from the 

literature reveals insightful results on their overall understandability for an AI novice 

audience as well as their perceived usefulness and intention of use. All those findings 

are discussed in the fine-grained explanatory forms analysis which follow. This research 

must be intended as able to provide mainly qualitative insights to inform the XAI 

research community. The quantitative analysis performed must be considered only as a 

support for the qualitative one since the sample of respondents is not enough to 

consider the results able to represent comprehensive qualitative research. 

With regards to the user friendliness of explanatory forms extracted analysing user 

comments on the easiness of interpretation, most of them got great results. The ones 

resulted less easy to be used in the context of use to get insightful information in the 

decision-making support scenarios has been the feature shape, the dataset, and the 

feature interaction explanatory forms. The reason why is directly linked with one of the 

findings presented in the previous chapter about the visualisation method used to 

convey information: these three explanatory forms are represented with math graphs 

which requires previous knowledge to be correctly read and interpreted. 

 

 

 

Explanatory forms user friendliness comparison 
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Directly linked to the easiness to be interpreted we found as the less perceived as 

useful the same explanatory forms previously mentioned [feature shape, feature 

interaction and dataset], highlighting the direct correlation between easiness of being 

understood and perceived usefulness of explanations. In addition to those one, either 

the similar and typical examples hasn’t resulted with a great level of perceived utility, 

suggesting the possibility that explanation through example is not the best one to 

provide meaningful information to support users in the decision-making process. 

 

 

 

Explanatory forms perceived usefulness comparison 

 

For what concern the explanatory from ability to answer to the 10 prototypical questions 

proposed by the question driven design approach for explainable AI user experiences the 

results have been elaborated merging together a qualitative and quantitative analysis to 

highlight, for each of them what among the questions are most frequently considered 

answered by experiment participants. Additionally, we were able to extract if the 

question given has been considered complete or partial and if the way of interacting 

with the explanation is able to provide the answer directly or indirectly thus requiring 

additional cognitive effort. 
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Overall, the 14 explanatory forms analysed resulted as able to serve user needs: in 

average 8,71/10 experiment participants were able to extract an answer, while interacting 

with them, at least one out of the 10 prototypical questions proposed.  

Overall the state of art of XAI techniques, represented through the explanatory forms 

resulted as efficient in terms of meeting user needs, most of the them cover a wide 

range of questions. In details, 5 explanatory forms covered all the needs represented by 

the questions (feature relevance, rule flowchart, decision rules, feature shape and 

similar example), all the other covers most of the question, at least 7 out of 10 and only 

the two related to the confidence level of the system and the prediction [the output 

accuracy and the performance score] due to their focalized purpose cover only 1 or two 

of questions (not surprisingly, the how confident one.) 

 

Explanatory form flexibility: question based 
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Explanatory form flexibility: mentions based 

 

 Analysing the sum of mentions of question answered from experiment participants we 

can evaluate the explanatory form flexibility, so their ability to convey information that 

make them suitable to meet most of user needs (answer questions). At the top of the 

list we find the decision tree, which totalized 70 mentions among the experiment 

participants making this explanatory form the most flexible. Notably, this list doesn’t 

take into consideration the quality of the answer provided (complete or partial; directly 

or indirectly) 

 

Of course, not all the question covered by the explanatory forms are answered with the 

same level of details. The following table and visual representation highlight the result in 

terms of completeness or partiality of the answer among the one answered by each 

explanatory form thus their overall effectiveness. 

 

explanatory form 
N° question 

answered Completely (%) Partially (%) 

Rule flowchart 10 8/10 80% 2/10 20% 

Feature relevance 10 6/10 60% 4/10 40% 

Decision rules 10 6/10 60% 4/10 40% 

Feature shape 10 1/10 10% 9/10 90% 

Similar example 10 0/10 0% 10/10 100% 

Decision tree 9 9/9 100% 0/9 0 % 

Feature interaction 9 3/9 33,3% 6/9 66,7% 

Counterfactual example 8 1/8 12,5% 7/8 87,5% 

Typical example 8 1/8 12,5% 7/8 87,5% 

Global feature 

importance 8 1/8 12,5% 7/8 87,5% 

Feature importance 7 2/7 28,6% 5/7 71,4% 

Dataset 7 0/7 0,0% 7/7 100% 

Output accuracy 2 1/2 50% 1/2 50% 

Performance 1 1/1 100% 0/1 0% 
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The following images highlight if the information conveyed by the explanatory forms are 

considered able to answer completely or partially to the questions covered by them. As 

we can see notice the decision tree and the performance cover all the answers given in 

a complete manner, on the contrary the similar example and the dataset only partially. 

 

Distribution of partial (orange) or compete (yellow) answers given  

Following the same reasoning, not all the question covered by the explanatory forms are 

answered convey information able to inform users with the same level of efficiency. The 

following table and visual representation highlight the result in terms of directness or 

indirectness in informing the answer among the one answered by each explanatory form. 

 

explanatory form N° question answered directly (%) indirectly (%) 

Rule flowchart 10 8/10 80% 2/10 20% 

Feature relevance 10 3/10 30% 7/10 70% 

Decision rules 10 7/10 70% 3/10 30% 

Feature shape 10 1/10 10% 9/10 90% 

Similar example 10 0/9 0% 9/9 100% 

Decision tree 9 9/9 100% 0/9 0% 

Feature interaction 9 8/9 89% 1/9 11% 

Counterfactual example 8 3/8 38% 5/8 63% 

Typical example 8 3/8 38% 5/8 63% 

Global feature importance 8 1/8 13% 7/8 88% 

Feature importance 7 2/7 29% 5/7 71% 

Dataset 7 1/7 14% 6/7 86% 

Output accuracy 2 2/2 100% 0/2 0% 
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Performance 1 1/1 100% 0/1 0% 

The following image highlight if the information conveyed by the explanatory forms 

resulted able to inform users directly or indirectly to answer the questions covered by 

them. As we can see notice the decision tree the output accuracy and the performance 

ones cover all the answers given in a direct manner, on the contrary the similar example 

gives all the answers indirectly. 

 

Distribution of direct (green) or indirect (purple) answers given 

To conclude with an overview of the state of art of explanatory forms ability to answer 

prototypical questions has been realised three tables which visually show it that can be 

found in the appendix.  

The first one differentiates them in terms of ability to provide complete or partial 

answers. 

The second one highlight, with the help of a gradient, the percentage of participants 

which evaluated the explanatory form (row) to answer a question (column) so 

representing the probability that user would find the answer interacting with the 

explanatory form. 

The third one shows their ability to convey information to answer each question directly 

or indirectly. 
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6.2.2 Fine grained analysis: 

Thanks to the qualitative analysis of the data resulted from our experiment we were able 

to elaborate a fine-grained analysis of each explanatory form. The following pages 

provide the detailed analysis of each of them structured as follows: the first section is 

dedicated to a description resulted from the literature review: definition and questions 

answered according to related works. The second section covers the explanatory form 

analysis in terms of understandability form AI novice perspective: their User friendliness 

level is accompanied with some highlights on the the identified factors of misapplying 

turned into suggestion to improve the proposed visualisation and the analysis about 

their perceived usefulness and applicable context of use. Lastly, the third section covers 

the quantitative and qualitative analysis of the prototypical questions answered by each 

explanatory form: what questions are more probably answered for an AI novice audience 

and why, and if these answers are completely or partially and directly or indirectly given.  

It’s worth to be specified that, the raw data resulted from the experiment has been 

filtered and evaluated as follow:  

To determine user friendliness and perceived usefulness level the participants answers 

to the questions ‘the explanatory form is easy to be interpreted?’ and ‘the explanatory 

form is useful to support the system prediction?’ has been synthetized in three 

numerical level between 1 (no) and 3 (yes), and the average has been calculated to 

determine the final score 

To determine what question-type are answered by each explanatory form only the 

question mentioned as answered by at least three of respondents has been selected 

and quantitatively evaluated, and to determine if the question is partially or completely 
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answered in a direct or indirect way was been considered the majority resulted by 

respondent analysis.  

The raw data of the experiment result can be found in the appendix 

 

 

Output accuracy 

 

The output from AI models is usually probabilistic and that the certainty score shows 

the case-specific level of confidence in the prediction.  

One way to express the certainty of the AI model in its prediction is through a category 

system, such as "high" or "low" certainty. Another way is to use numbers, such as a 

percentage or a probability score. The model can also provide n-best alternatives, which 

are the top n predictions with the highest certainty scores. Visualizations can also be 

used to indicate the certainty of the prediction. 

The certainty level of the model can vary depending on the input and the specific task. It 

is also dependent on the quality of the data and the design of the model. 

In our experiment the output card contains prediction information, including a point 

prediction, a prediction range, and the corresponding uncertainty levels expressed by a 

percentage. 

 

 

 

 

Understandability 

 

User friendliness and perceived usefulness 
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The model confidence explanatory form has been evaluated easy to be interpreted by 9 

out of 10 participants, the difficulties encountered has been deepened in the factor of 

misapplying section. 

At the question ‘what information this explanatory form is able to convey’ 

Participants was able to extract multiple information from this explanatory form: 

analysing them can provide us insights on how the explanatory form is interpreted and 

what can be the perceived usefulness by users.  

  

Participants mostly agreed that accuracy is a measure of the confidence of the 

prediction. To participants was intuitive that the accuracy presented in the form of a 

range, had higher certainty level than the point prediction. That is why P07 considered it 

unnecessary to have been provided with both. 

 

This way to provide a measure of the reliability of a prediction, has been compared P08 

to how usually are communicated weather predictions. This means that that way of 

indicating how likely a prediction is to be correct generally matches user’s mental 

models, confirming the results on the easiness to be interpret. 

 

Even if in general this explanatory form has been considered easy to be interpret and 

participants has matched literature definition of output accuracy it is important to 

underline that accuracy may be not a well-known concept and sometimes is needed to 

be explained. (P06: ‘What is accuracy? truthfulness?’, P09: ‘I don’t know what accuracy 

means, so for me this is completely useless’) 
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This results into a design recommendation: clearly define and explain the concept of 

accuracy to users, as it may not be a well-known term for some of them. 

 

Applicable context of use 

 

According to participants, output accuracy may be a useful tool for evaluating the 

reliability of the given prediction and that can be used to compare different predictions 

to make decisions.  

Participants also suggested that output accuracy gives an indication of the 

trustworthiness of the prediction and can provide peace of mind when using the system. 

However, the text also mentions that accuracy may not be useful in certain cases, such 

as when the system is already known to be reliable, and P06 highlighted the assumption 

that the market doesn't allow low accurate prediction tools.  

Overall, participants were able to extract from this explanatory form knowledge about 

the probabilistic nature of AI predictions, thus, talking about accuracy increase their 

awareness of possible errors and lead users to calibrate their trust in the prediction. 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the model confidence 

explanatory form as been mentioned only in the UXAI work which claimed that is able to 

answer to a why, why not and how confident questions 
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Study results 

Nine participants out of ten found this explanatory form able to answer to at least one 

of the protypical questions analised. 

 

 

Output accuracy helps user to answer to how confident question in a complete and direct 

way. Participants agreed that accuracy is directly link to confidence and it is a measure of 

the precision of the predictions made by the AI model. Accuracy is considered a precise 

measure of the reliability of the prediction, giving the user an idea of how much to trust the 

prediction. Compared to other way to understand how confident the system is, about the 

given prediction, output accuracy has been mentioned as better than the other methods. 

 

 

Conclusions 

 

 

Confirming literature findings the model confidence explanatory form is able to answer 

to the how confident question. Inconsistently with literature, No one of the interviewers 

mentioned that this explanation can provide any clue to answer to a why or why not 

question. 

 

 

 

 

 

Dataset 

 

Dataset information, such as the metadata on the dataset where the model is trained, 

show what information the system has access to in order to make decisions. It can help 

end-users understand the model and identify potential flaws in the data. Interacting 

with dataset information may happens that users would like to check their own data 

point within the training data distribution and use it as a dashboard to navigate, identify, 
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and filter interested instances such as similar, typical, and counterfactual examples, to 

compare what are the same and different features between their input and the 

interested instances. 

 

In our experiment the dataset card contains information on the training dataset 

distribution of the prediction outcomes. 

 

 

Understandability 

 

User friendliness and perceived usefulness 

 

 

 

Overall, the dataset explanatory form has been considered not so easy to be understood 

by half of participants, the reason are deepened in the factors of misapplying section 
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Analyzing what participants are able to extract from the graph is easy to explain 

why the explanatory form is considered not so easy to be interpreted and, 

consequently, perceived as useful.  

 

First difficulties were in understanding what ‘distribution in data’ means. That’s 

why a dataset may be not a well-known concept and to meet different AI 

expertise probably is needed to be gurther explained. In addition, presenting a 

dataset in the form of a graph or chart, requires a higher AI/math/visualization 

literacy, as a matter of facts participants had difficulty understanding the 

movement or trend in the graph and underlined the hardness to find information 

such as the total number of patients directly. 

Anyway, Once extracted this preliminary information, it is also been mentioned 

the need to be able to filter the data according to their own interests to 

accomplish a desire to be able to compare their own data to the data in the 

graph in order to understand their prediction or position in relation to others. 

 

It’s worth to be noted that users without previous knowledge about AI algorithm has the 

tendency to consider dataset data as the number of Instances that have been evaluated 

by the model and not the ones used to train it. As a matter of facts talking about the 

output that the system can provide P01 stated ‘since they are the results provided since 

now’. Thus, in terms of output, the dataset information may mislead the users making 

them think that only the output provided by the chart are the ones that the model is 

able to provide. 

 

As design recommendation to provide effective dataset explanation we found: 

 

●Clearly labeling and explaining the title of the graph or chart, so that participants can 

better understand the data being presented. 

●Providing additional information such as the total number of instances in the dataset. 

●Allowing for filtering of the data according to the participant's interests. 

●Help users to compare their input data to the other in the dataset in order to 

understand their prediction in relation to others. 

 

 

Applicable context of use: 
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Since the explanatory form was not so easy to be interpreted participants had 

difficulties to extract information and consequentially hasn’t find it so useful. 

 

 Anyway, some applicable context of use of the dataset explanatory form has been 

mentioned such as: 

●Deepening the task-context by exploring the dataset instances 

●Comparing their own data to the data in the graph to understand their position in 

relation to other 

●Understand the reliability of the system 

 

 

 

Explanation Usability 

 

Literature claims: 

In the literature about question driven design approaches the dataset explanatory form 

as been mentioned only in the UXAI work which claimed that is able to answer to a what 

data question 

 

Study results: 

Due to lack of userfriendliness of the explanatory form only 7 out of 10 found the dataset 

explanatory form able to answer to at least one of the protypical questions analised. 
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Half the participants of the experiment has declared that the dataset explanatory form 

is able to answer to a what output question, that’s because they could see the results 

on the Y-axes of the graph. Still, this question can be only partially answered because, as 

P05 stated: ‘I can see the price range, but it is not certain, in the sense that this is the 

dataset but maybe [my result] could also go out of range’. Again has to be underlined 

that the poor AI literacy of some user can led them to think that this graphs shows all 

the possible results. 

 

 

The dataset explanatory form was not associated to the what data question, as the 

literature suggests, by a lot of partecipants. This may be due to multiple factors such as 

the difficulties encountered on the interpretation of the graph and the previous 

knowledge about what a dataset is in the context of AI models. Anyway, for those who 

associated the explanatory form to the What data question, its ability to answer it is 

considered not so complete again due to the nature of the visualisation: partecipants 

expresses the need of interact with the to fully answer the question so we can assume 

that if it’s given by a system then the question would be completely answered. 

 

 

Even if it has been mentioned only by 2 participants up to 7 the dataset explanatory 

form may be able to answer to ‘How confident question’ by providing information about 

the number of Instances that have been evaluated by the model. Knowing that the 

model has been trained on a large number of them, participants feel that it increases 

the reliability of the predictions made by the system. It’s worth to be noted that users 

without previous knowledge about AI algorithm has the tendency to consider dataset 

data as the number of Instances that have been evaluated by the model and not the 

oned use to train it .Additionally, the ability to filter the data according to their own 

interests allows them to compare their own data to similar cases in the dataset and 

make more informed decisions. This gives them a sense of confidence in the predictions 

made by the system. Anyway, this information about the confidence has been 

considered by participants partial and indirectly extractable. 
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Conclusions: 

 

 

 

The dataset explanatory form is able to answer to the what data question. Additionally, 

the dataset form has been evaluated by some participants as able to provide even hints 

to other question: the ‘what output’ and ‘how confident’. 

 

Confirming literature findings, the dataset explanatory form has resulted as able to 

answer to a what data question even if for less than the half of participants. This result 

highlights that, at the state of art of the dataset explanatory form, end users find 

difficulties in understanding the value that may provide in terms of explanation quality 

and usefulness. Two more question enriches the literature about this form: the’ ‘what 

output’ and ‘how confident’ 

 

 

 

Feature relevance 

 

Feature influence or relevance show how the prediction changes corresponding 

to changes of a feature (often in a visualization format). Is the output of the 

homonym XAI method aimed to understand the contribution of each feature or 

attribute of the input data to the output of a machine learning model. This is 

typically done by showing how the prediction changes corresponding to changes 

of the input features. Usually is interactive and help the user to identify the most 

important features, as well as any data that may be having a disproportionate 

effect on the model's predictions. The preliminary goal that lead to its 
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development is to understand how the model is making its predictions and to 

help identify potential issues or areas for improvement. 

 

In our experiment the feature influence or relevance explanatory form was 

composed by the list of characteristics taken into account to predict the 

outcome and their corresponding values, and the prediction given by the model. 

To let participants grab the interactivity of the explanatory form some ‘’chevron’’ 

has been added near the value of the characteristics according to the drop-down 

list standards in interface design. 

 

  

 

 

 

 

Understandability 

 

User friendliness and perceived usefulness 
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This explanatory form has been evaluated easy to be understand by all the experiement 

partecipants (10/10). As a matter of facts they were able to correctly extract the 

information about the characteristics of the input, getting to know what are the 

parameters that the system use the evaluate it and they recognized the possibility to 

interact with them to see how the result changes.  

While describing the information they were able to extract by the interaction with this 

explanatory form they mentioned the possibility to understand how different parameters 

influence the output according to the changes, and hypothesising changes in their input 

understand how to improve the prediction obtained by the system. 

 

Even we can’t speak about factors of misapplying some suggestion to improve has been 

given let the user interact only with the characteristics that can be changed in the 

context of use, provide additional information about what parameter is weighted more 

than one other in changing the outcome (in the diabetes risk scenario ‘the dangerous 

ones’), in this way adding a counterfactual goal to the explanatory form 

 

 

 

Applicable context of use: 

 

The feature relevance explanatory form can be useful in several ways according to the 

partecipants: 

●it can aid in planning for future actions by understanding the impacts of different input 

data on the model's output. 
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●it can provide an understanding of the factors that the model takes into account and 

how they interact to produce the output. 

●it can be used to identify the most important features that are being considered by the 

model. 

●it can be used to understand how the model is making its predictions and can aid in 

understanding the inner workings of the model. 

●it can be used to experiment with different input values and see how it affects the 

model's output in real-time, which can help in understanding the system better. 

●it can be used to understand how to reach a certain risk or prediction outcome. 

●it can be used to understand what changes can be done in the input data to obtain a 

different outcome. 

 

Overall, the feature relevance explanatory form is seen as useful in providing insights 

into how the model is making its predictions, understanding the factors and attributes 

that the model takes into account, and providing a way to experiment with different 

input values and see how it affects the model's output. 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the model confidence 

explanatory form as been evaluated in the first work about a question driven design 

approach for XAI as able to answer mainly to a what if question, but less precisely even 

to the how to be that and how to still be this questions. Lately, the UXAI work added two 

more questions that may be answered by the form: why and why not. 

 

User study results 

All the ten participants found this explanatory form able to answer to at least one of the 

protypical questions analised. 

 

 

 

The feature influence and relevance explanatory form is able to give some general 

information on how it works, but it does not provide specific details that why has been 
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evaluated mostly as partially able to answer the question. Thus, the explanatory form 

may help to understand the general logic of the system by showing the parameters that 

are taken into consideration, and some users may be able to infer more information by 

interacting with the system and experimenting with different parameters. 

 

 

The feature influence and relevance explanatory form can answer the 'how' question by 

providing information by showing the features and corresponding values and helping in 

understanding that depends on the correlations between features. However, some of the 

responses indicate that understanding the exact calculation and reasoning behind the 

predictions may not be clear. 

 

 

The feature influence and relevance explanatory form can partially answer the "why" 

question by paying attention on the values of the different parametres that generate the 

AI output, but it may not be completely clear or accurate. Some partecipants claimed 

that’s not enought to fully understand how the calculation is performed. 

 

 

The feature influence and relevance explanatory form may be able to partially answer 

the "why not" question. The reasons for this include the ability to understand the 

reasoning behind a decision by changing parameters, and the ability to adjust values to 

arrive at an answer, but not necessarily understanding the specific factors that carry the 

most weight. 

 

 

The feature influence and relevance explanatory form can be used to understand how to 

obtain a precise result, and thus what changes make to the input to achieve it, by 

adjusting values of features by trial and error. This activity can even help to identify 

specific data points as influential. Anyway, the process described is perceived by user as 

risky, as P01 claim ‘I could blame one feature more than another’. Generally speaking the 

process to gain an answer to the question is considered as indirect and time-consuming 

so, for most of the users, not so efficient. 
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The feature influence and relevance explanatory form can be used to answer the 

question of "how to still be this" by experimenting with different combinations of values 

and using trial and error method. However, some respondants express concerns about 

potentially inefficient or unhealthful methods (in relation to the context of the diabetes 

risks) that may be used in the process. 

 

 

The feature influence and relevance explanatory form is able to completely answer 

"what if" question by trial and error thanks to the direct ability to modify parameters. 

 

 

Few respondents claimed about the feature influence and relevance explanatory form to 

give some partial and indirect information to answer to the ‘how confident question’. In 

particular P05 stated: 'making all these changes would help me a lot to understand how 

the accuracy of the modification would have a different and therefore more accurate 

and reliable result' the others two respondents only appreciated the range in the results. 

 

 

More then the half of respondents claimed the what output question may be answered 

through the interaction with the feature influence and relevance explanatory form, by 

the way the process to get all the possible results has been of course described as too 

effortful 

 

 

Few respondents found the feature influence and relevance explanatory form, able to 

answer to the ‘what data’ question. This answer was given by partecipants to which 

having information about the features taken into consideration by the model to take 

decision was enough to consider the question answered. 
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Conclusions 

 

 

 

The feature relevance explanatory form is able to answer completely the the what if 

question but the results highlight a great ability to answer even to the How it 

works/How, How to be that and How to still be this questions. Less mentioned the why, 

why not how confident and what data questions. 

 

Confirming literature findings, the model confidence explanatory form is able to answer 

completely the what if question. Most of participants agreed either to the ability of the 

form to answer to the How to be that and the How to still be this question. Despite the 

UXAI findings only the half of participants considered the form able to answer to a why 
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question and only three to a why not one. Outside of literature findings our experiment 

shows that the feature influence explanatory as able to provide hints even to the how it 

works, how, what outputs, and less frequently to the how confident and what data 

questions.  

 

Local Feature importance 

 

Local feature importance and saliency explanatory form is used to explain how a 

model's prediction is made by identifying which features of an input are 

important to the decision and their contribution to the prediction. This can 

include a list of key features and their importance scores for a specific task or a 

visual representation, such as a color map, to indicate important parts of an 

image for recognition. These methods assume that the prediction is explainable 

by linearly addable important features. 

 

In our experiment the Local feature importance and saliency explanatory form 

showed the list of the characteristic of the user input with their value in bracket 

and a bar chart to represent their importance score to the prediction 

 

  

 

 

Understandability 

 

User friendliness and perceived usefulness 



73 
 

 
“This explanatory form is easy to be interpreted? Yes = 3, No = 1 

 

The feature importance explanatory form has been evaluated as easy to be interpreted 

by 9 out of 10 participants to the experiment. 

 

Pertecipants to the experiment found the form easy to interpret, as a matter of fact they 

were able to understand his main goal: explain the weight or influence of different 

features on a prediction or outcome.  

 

Even if we can’t speak about factors of misapplying the lack of units of measurement for 

the importance scale make user doubt about the precise weight of the features, thus, to 

improve the visualisation this information can be added directly on the lines which 

convey the importance or in hover when the mouse enter in. In addiction, if the task can 

have a numerical output, partecipants expressed their interest in knowing if the 

influence is positive or negative. 

 

 

Applicable context of use: 
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The participants generally found the feature influence explanatory form to be useful in 

supporting the system output. They noted that it can help in understanding the weight 

of different features in determining the final result. Identifying which features are most 

important and influential in the output, it’s useful to inform what changes can be made 

to improve the given output. Some participants also mentioned that the explanatory 

form can provide a better understanding of how the system works and how data is used 

in calculations. One participant expresses the usefulness that the explanatory form 

would have ifyou would like to learn about the system main goal. 

 

Overall, the feature influence explanatory form is seen as helpful in identifying which 

features and data are most impactful and in modifying the output. 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the feature importance 

explanatory form has been mentioned in the first work from Liao et al. as ablet to only 

aswer the why question. Lately UXAI mentioned it as able to answer to the why not and 

how to be that question. Euca, agreeing with Liao, mentions the form as able to answer 

why question but even tha a how one. 
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Study results 

All the ten participants found this explanatory form able to answer to at least one of the 

protypical questions analised. 

 

  

 

The feature importance explanatory form helps users understand the logic behind the 

model showing the weight of each feature, which gives users an understanding of how 

the model is making its predictions. However, it should be noted that the form does not 

necessarily provide a complete understanding of the model's workings, and it may not 

be clear that the given weights are consequential of the consequences of your input 

data and not the overall logic behind the system 

 

 

 
The feature importance explanatory form helps users understand how certain 

parameters influence the result, but it may not provide full understanding of all other 

cases. 

 

 

 
The feature importance explanatory form allows users to understand the "why" behind a 

result combining insights from their feature values, and their weights, or other factors 

that led to a certain outcome. It also gives users a clear understanding of which factors 

are considered most important and how they contribute to the final result. This 

information can provide users with greater confidence in the logic and accuracy of the 

result. 

 

 

Allowing users to see which features have the greatest weight or impact on the result, 

the feature importance explanatory form may suggest to users which parameters, if 

modified, would consequentually lead to another outcome. To 5 respondants to 10 

changing the most relevant parametres would improve the result, anyway, this indirect 

process has been recognized to provide only a partial answer to the how to be that 
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question since don’t provide any hints about the result that would be obtained through 

the change of the feature. It’s worth to be mentioned that there’s not a linear correlation 

between the change of a feature and the result, and, for not experienced user, this is 

probably needed to be explained, maybe through a tooltip in the interface. 

 

 

 

Allowing users to see which features have the lower weight or impact on the result, the 

feature importance explanatory form may suggest to users which parameters, if 

modified, would probably not change the result significantly. As for the how to be that 

question, some participants express the conviction that change one feature would 

automatically change the prediction, misunderstanding the principle behind AI systems 

functioning. 

 

 

Conclusions 

 

 

 

The feature importance explanatory form has been evaluated has able to greatly answer 

to the how it works question. Then, in order of frequency, we found the Why, How to be 

that, How to still be this, and How questions 

 

The experiment findings mainly confirm the literature about what question the feature 

importance explanatory form is able to answer: as Euca suggested user found the form 
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able to provide multiple hints about the general functioning of the system and how it is 

able to predict outputs. Confirming Liao results more than half participants found the 

form able to provide why answers, and, confirming UXAI addition half of them mentioned 

the How to be that question. Additionally, the form has been evaluated as able to 

provide hints about the how to still be this question. Contradicting literature findings, 

only two out of 10 participants mentioned the why not question, that according to our 

methodology is not enough to be considered in the list of question answered by the 

form.  

 

 

 

Similar example: 

 

Similar examples are instances that are similar to the input data in terms of their 

features, and they have the same record as the prediction. 

In our experiment the visualisation of the similar examples comprehends information 

about the main features or characteristic of the instances provided as similar to the 

partecipants input and their prediction result 

 

 

 

 

 

Understandability 

 

User friendliness and perceived usefulness 
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The similar example explanatory form has been evaluated as easy to be interpret by 

10/10 participants at our experiment. 

 

Seeing the similar example explanatory form participants focused their attention on the 

characteristics of the similar instances provided identifying their properties. Some found 

the visualization useful for understanding the variability and correlation between data 

and outputs, while others wanted more information and context to better interpret the 

results. Anyway, most of participants agreed on the intention to comparing their own 

data to that of others in order to better understand their own prediction. It’s worth to be 

underlined that the first interaction with this explanatory form has been conflictual for a 

good amount of participants which struggled to find it truly useful in the purpose of 

supporting their predicted outcome. 

 

No element in the similar example explanatory form has been recognised as able to be 

misunderstood or misapplied by the participants. Anyway, to still improve the form 

visualisation and maybe affect the overall perceived usefulness one possible direction 

can be allow the user to navigate and explore all the feature of the similar examples 

provided. 

 

Applicable context of use: 
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As the quantitative analysis suggest overall partecipants haven’t identyfied the similar 

example as an explanatory form useful to support the system predicted outcome. 

Especially because the main information extracted, the characteristics on which is 

based the algorithm functioning has been mentioned as already known by the couple 

input-output. Anyway, this explanatory has been mentioned as useful to: 

●Compare properties of the different instances and their predicted outcome 

●Understand what the correlations between data may be and partially understand how 

the evaluation is performed by the system 

●In some cases, can allow for imagining changes to obtain a different outcome 

 

 

Explanation Usability 

 

Literature claims: 

In the literature about question driven design approaches the similar example 

explanatory form as been evaluated in the first work about a question driven design 

approach for XAI as able to answer mainly to a why question, but less precisely even to 

the how to still be this question. Lately, the UXAI work added the why not question to 

the list of question that may be answered by the form. 

 

Study results: 
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Participants had mixed opinions on whether the explanatory form helps them 

understand how the system works and only 3/10 has answered positively but claiming 

that the answer provided is mostly indirect and partial. Those ones mentioned that they 

were able to understand from the similar examples that the system functioning is based 

on parameters and that it compares their data with similar cases, and this partially 

helps them understand the general logic. 

 

 

 

Even for the how question only 3/10  partecipants has answered positively and again 

claiming that the answer provided is mostly indirect and partial The answer has been 

mentioned to may be deducted analysing the characteristics of the instances with the 

similar prediction but at the same time acknowledging that there may be variations 

within a certain range. 

 

 

 

The similar example explanatory form has been evaluated by partecipants as not able to 

fully answer the "why" question (3/10, partially and indirectly). Some information about it 

can be given comparing the characteristics of the examples provided but they 

mentioned a lack of knowledge about how parameters values can vary to stay within a 

range, incomplete data, and a lack of sufficient data in relation to other factors. 

 

 

 

The similar example explanatory form has been evaluated by partecipants as able to 

provide some hints to answer the "how to be that" question by 3/10 participants. This 

would have been done by comparing input data with the given examples but only thanks 

to the use of previous knowledge about the task of the scenario. This confirms the low 

result in terms of participant which agreed about the ability to answer the question. 
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Four out of ten participants expressed the opinion that the similar example explanatory 

form is able to partially answer to a what data question. To answer, the information were 

found in the list of features, but as a participants claimed: ‘I had them already because 

of my inpu. Another participant mentioned the the question may be partially answered 

because ‘the example should came out from the database’. 

 

 

Conclusions 

 

 

 

The similar example explanatory form has been evaluated has able to partially answer to 

all the question extracted by the experiment analysis: What data, How it works, How, 

Why and How to be that. 

 

Overall, the similar example explanatory form has been recognised as able to answer to 

a very few amounts of question compared to the other explanatory forms analysed 

during the experiment, this result, confirm the direct answer from the participant about 

the perceived usefulness of it. Comparing the question answered to the one suggested 

by literature no participants has mentioned it as providing some answer to a why not or 

how to still be this question; for the last one, the reason is probably because the 

visualisation presented some examples with the same output of the input instance and 

some slightly different. Probably due to same reason few participants found the form 
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able to answer to a how to be that question. The experiment results suggest even that 

the similar example explanatory form may provide to some users hints about the How it 

works, How and what data questions. 

 

  

Decision tree 

 

A decision tree approximation explanatory form is a graphical representation of a model 

where the rule is represented as a tree structure, with branches representing the 

decision pathway and the leaves representing the outcome. The decision tree is used to 

approximate the model in a way that makes it interpretable. 

 

In our experiment the decision tree was simplified representing four possible paths and 

their corresponding predicted outcome ranges according to two particular 

characteristics taken in consideration by the scenario related AI based decision making 

support system. The case-specific path followed to provide the participant prediction 

was highlighted with a different colour. 

 

  

 

 

 

 

Understandability 

 

User friendliness and perceived usefulness 
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The decision tree explanatory form has been evaluated as easy to understand by 90% of 

participants (9/10) 

 

In general, this explanatory form has been appreciated in relation to the amount of 

information that it is able to convey, as one participant said ‘it gives me all the 

information that I need’, underlying that more information are even a matter of 

satisfaction, in the context of explanation seeking. 

 

Some of the key pieces of information that participants were able to extract from the 

decision tree explanatory form visualization are: 

●The logic and flow of the decision tree, which helped them understand how it worked 

and how to navigate it 

●The importance of certain features in relation to the decision tree and how they 

affected the final outcome 

●The range of percentage values based on the input data, which gave them a sense of 

the precision and reliability of the results 

●The flow of decision-making and how the system arrived at a final result 

●The factors that increase or decrease the final outcome 

●The relevance of certain factors in relation to the final outcome. 

 

With regards to the analysis of misapplying factors, some participants mentioned that 

the visualization was too standardized and not specific to their input, this suggests that 

the highlighted path for the ‘decision’ related to their feature was not so visible. Another 

factor of misapplying is linked to the approximative nature of the form, one participant 
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claimed: ‘I too could arrive at the same result with this data’ while discussing about the 

information it is able to convey, so the suggestion is to explicit in the visualisation or 

with a label that this explanatory form only an approximation of how the system perform 

its evaluation. 

 

Applicable context of use: 

 

In general participants agreed on the useful nature of the decision tree approximation In 

supporting the system predicted outcome 

In particular, the following context of use has been mentioned: 

- Helps participants understand the prediction by giving insight into the system's logic, 

by highlighting the features that led to the result and in general providing reasoning 

behind the outcome, 

- Helps participants understand how reliable the system is allowing them to perceive it 

as rational and trustworthy 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the decision tree 

approximation has been mentioned both by UXAI and the work from Liao et al. as able to 

answer expecially to a how it works question, but even to a why, why not and what if 

ones. 
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Study results 

Nine out of ten participants found this explanatory form able to answer to at least one 

of the protypical questions analised. 

 

 

 

The participants found the decision tree approximation explanatory form helpful in 

understanding how the system works in a mostly completed and direct way. They 

appreciated the visibility of what features were more influential according to the order of the 

flow and the ability to see the logic behind the results. Although it does not explain the 

exact reason for each decision, it gives a general idea of the decision-making process. The 

parameters and values were also noted as helpful elements in the explanatory form. 

 

 

 

The participants suggest that the decision tree approximation explanatory form helps 

users understand under quat condition does the system predict an outout by allowing 

them to see all parameters in reverse, thus providing a complete understanding and 

justification of the prediction process. 

 

 

 

Partecipants explained that the decision tree approximation explanatory form can 

provide answers to the "why" question mainly completely and directly by showing the 

values of the features and following the parameters. However, some partecipants 

expressed the need of more details to completely answer the question, one in particular, 

claimed that information about the values range which belong to the branch’s labels (e.g. 

alto, peso forma diabetes risk context can hinder their understanding, 

 

 

 

The summarization of the participants answers suggests that the decision tree 

approximation explanatory form can help users answer the 'why not' question by 
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providing the values of the features and allowing users to navigate through the tree 

structure to understand the decision making process. As for the why question a best 

practice should be don’t hide value ranges with general labels not clear for not expert In 

the task topic task. (e.g alto, peso forma) 

 

 

 

The explanatory form is completely able to directly answer to the how to be that to all 

the partecipants. To address the answer the decision tree approximation guide users 

through the caracteristics and their values letting them to follow alternative paths. 

 

 

 

According to participants the decision tree approximation explanatory form allows to be 

aware of how maintain their current prediction by checking the value of the parameters 

while considering multiple paths, through the tree structure. However, some users find 

the process to be not so efficient. The form assists in finding the answer by providing a 

systematic approach to evaluate various characteristics and make decisions based on 

their relative weight. 

 

 

 

All the partecipants agreed that the decision tree approximation is able to completely 

and directly answer to the what if question thanks to the tree structure that allow to 

follow different path and delve deeper in the prediction for all the possible combination 

of feature values 

 

 

 

The participants agreed that the decision tree approximation is able to completely and 

directly answer to the what output question setting current expectation of the possible 

results that can be provided by the system 
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Three to nine partecipants claimed that the decision tree approximation is able to 

provide hints for the what data question, especially because of the transparent 

communication of the feature and the corresponding values that compose the tree 

branches. 

 

 

Conclusions 

 

 

 

The decision tree approximation explanatory form has been evaluated as able to answer 

to most of the possible question that users may have in mind while interacting with an 

AI based decision support system. All participants found it able to answer to an How it 

works, How (under what condition), How to be that, and what if questions, whether 
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most of the found in it answers to a Why, How to still be this, What outputs and Why 

not questions. Only few participants mentioned even answers to a what data question.  

 

Our experiment confirms previous findings for what concern the Why, Why not What if 

and How it works questions as well as enriches the literature about the decision tree 

approximation explanatory form: based on our findings it may provide even great hints to 

answer to How to be that, How , How to still be this, and what outputs questions. Lastly, 

may provide answer to a what data question. 

 

 

 

Performance: 

 

Performance metrics, like accuracy, confusion matrix, ROC curve, and mean squared 

error, provide a general understanding of the quality of a model's decisions, and allow 

users to have realistic expectations of the model's abilities. They give a broad picture of 

the model's overall performance. 

In our experiment the performance explanatory form showed the system performance in 

terms of average error and maximum error. 

 

  

 

Understandability 

 

User friendliness and perceived usefulness 
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The decision tree explanatory form has been evaluated as easy to understand by 70% of 

participants (7/10), the three remaining has some difficulties. 

 

Participants were able to extract from the explanatory form visualisation information on 

the reliability and accuracy of the system predictions They understood that the system 

can make errors with a determined average and a maximum value. 

 

Some participants found challenging to interpret the difference between the average 

and maximum error, implying that this definition can be out from vocabulary domain of 

less literature people. One participant claimed: ”perhaps an error graph (box plot type) 

would be easier and to also understand how much the error affects the estimate, the 

perception of the error on the estimate could be offset from the value because 50,000 

may seem a lot”. As suggested an improving in terms of easiness to understand could be 

use a graphical representation and provide clarification on the scale of the error. This 

has been confirmed by another participant: “Better percentages of more or less”. Since 

participants also expressed confusion about the meaning of average and maximum error 

add a tooltip with a definition could be a nice to have. 

 

Applicable context of use: 
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Most of participants has found the information extracted useful as a support the 

predicted outcome of the decision support system (9/10) 

In particular they found the performance for useful to: 

● understand the reliability of the AI decision support system thus providing a sense 

of security about the system. 

● Overall, understand how much they can trust the AI. 

 

The only one participant which find the explanatory form as not useful provided hints 

about the moment of interaction in which it would be better to show it, as he suggested, 

it can be considered a marginal information about the overall system and, since it’s not 

referring to the given prediction it may be provided in a side page at the beginning of the 

system interaction. One other participant even though has declared the explanatory 

form as supportive and useful expresses the concern that might be useless sometimes, 

especially when the error rate is low, because may lead to an unjustified under trust. 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the performance explanatory 

form has been mentioned only in the UXAI work which claimed that is able to answer to 

a why, why not and how confident questions 
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User study results 

All the ten participants found this explanatory form able to answer to at least one of the 

protypical questions analised. 

 

 

The partecipants all agreed on the ability of the performance explanatory form to answer 

the how confident question mostly completely and directly. 

 

 

Conclusions 

 

 

 

The explanatory form has been recognised as greatly able to provide answer to the How 

confident question.  

Our results confirm the literature findings about the ability of the system performance 

explanatory form to answer to an How confident question. On the contrary its ability to 

provide hints to answers to even ‘why’ and ‘why not’ questions did not obtain 

confirmation in the results of our experiment. 

 

Feature shape 

 

The feature shape explanatory form displays the connection between a specific feature 

and its result. For example, it could demonstrate the relationship between the size of a 

house and its expected price. This form is typically represented through either a line 

graph (for continuous features) or a bar graph (for categorical features) to visualize if the 

relationship between the outcome and feature is simple or more complicated, such as 

being linear or monotonic. 

In our experiment the feature shape explanatory form showed a combination of the two 

common visualisation techniques: the line plot highlighting the average of the outcomes 

of instances with the feature value and a scatter plot highlighting the values of particular 

instances. A button with the standard visualisation of a drop-down list was added on the 
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top of the visualization, to let users understand the interactivity nature of the 

explanatory form, due the user possibility to change the feature of reference. 

Additionally, the max of the area covered by the graph-values along the two axes has 

been highlighted with a linear gradient, to have a glimpse on the variation of the possible 

results according to the feature value: in particular, the colour gradient intensity varied 

accordingly to the predicted outcome frequency. 

 

  

 

 

Understandability 

 

User friendliness and perceived usefulness 

 

Participants has a different perception about the easiness of understanding the feature 

shape. Only three out of ten participants have evaluated it as easy, all the others has 

difficulties in understanding what the line plot signified (one participant completely 



93 
 

misunderstood and commented that the line was the representation of his input values) 

and most of them were confused about what the scatter plot points signified. After a 

while mostly of the participants agreed on the good amount of information that the 

explanatory form can convey but, at the same time, this abundance of hints made them 

cognitive overloaded lead them to consider as complex the overall evaluation about the 

form interpretability. 

 

In general, participants were able to extract information regarding the correlation 

between feature values and predicted outcome from the feature shape explanatory form 

visualization.  

 

Even if some participants found the visualization to be difficult to interpret and not very 

intuitive, others appreciated the ability to see the variability of different features and 

compare the predicted outcomes. The visualization was seen as useful in understanding 

the feature relevance and the general trend and variability of various features by using it, 

but it has been highlighted the difficulty to interpret it rigorously making the forn lose 

the benefit of being considered as potentially complete in terms of information 

conveyed.  

 

Overall, the visualization was seen as a tool for changing features and getting a better 

understanding of their variations and impact affecting the overall result, but not very 

useful for simple explanations. 

 

For what concern the evaluation of the factor of misapplying, the correlation between 

the data showed in the form and the system dataset has not been clearly identified by 

the half of participants: not understanding the proper meaning of the line plot and the 

points of the scatter plot. In this direction may be useful for improving user 

understanding had additional information displayed through an hover interaction on the 

form elements. 

 

It’s worth to be noted that anyone between participants commented the gradient-

coloured area. 

 

 

Applicable context of use 
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The explanatory form has been considered as useful to support the system outcome by 

3/10 partecipants. Due to the difficulties in the interpretation and understandability the 

explanatory form the others participant expresses some concerns about the perceived 

usefulness, especially because it requires a lot of concentration and time to be 

understood. Another factor that affects the perceives usefulness is the relation with the 

data with which the system was trained on, considered as not always relevant to match 

users interests by one participant. 

 

Given some preliminary knowledge in data and statistics the explanatory for became 

perceived as more useful and complete: as one participant has stated: 

“If one knows about data analysis, one will find this explanation very comprehensive. 

One can see for each characteristic how much the data is estimated. Anyway, the values 

are clearly displayed.” Anyway, most of the participants agreed that the form clarifies 

how each parameter affects the prediction, even If in not a satisfactorily clear and direct 

way. At the same time, one participant claimed that seeing only one feature at the time 

is useless and suggested to increase the usefulness by showing all the features together 

in the same graph. 

 

 

Explanation Usability 

 

Literature claims 

This explanatory form has not been previously studied in the field of question seeking in 

human XAI-interaction. 
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User study results 

Eight out of 10 participants found this explanatory form able to answer to at least one of 

the protypical questions analised. This data directly correlate with the found difficulties 

in interpret it. 

 

 

 

Four interviewers up to 10 suggested that the explanatory form helps users to answer 

partially to the question how it works by allowing to see all the characteristics relevant 

for the calculation. Has been underlined that a complete understanding of the logic may 

not be possible since the weight of each characteristic. is not given. Another factor that 

makes the question answered not exhaustively is the fragmented nature of the 

information conveyed since they regard only one feature at the time. 

 

 

 
Six out of ten participants have found the feature shape explanatory form partially 

helpful in answering the "how (under what conditions)" question. As a participant 

explained that’s because: “I look at the 80% line [in the output axe of the graph], for 

each characteristic, the range of values it refers to but I struggle to correlate the various 

characteristics”. This difficulty in correlating the various feature explains even why other 

participants considered this process as unintuitive and time spending claiming that the 

answer is provided in an indirect wat. To truly answer they would like to see multiple 

variables and a more complete picture at the same time. 

 

 

  

Four out of ten participants claimed that the feature shape explanatory form is able to 

answer to the why question, but only partially and indirectly. This is done through the 

ranges provided for each feature, if the users value fit on it, then the answer is 

considered as given. Anyway, participants mentioned that the ‘decomposed’ nature of 

the information provided doesn’t allow them to have a complete, and thus, satisfying, 

answer. 
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As for the why question four to ten participants claimed that the feature shape explanatory 

form is able to answer to the why not question, again only partially and indirectly. The 

process to answer it is done with the same information as before: for the intended result the 

corresponding range are searched for and compared to the input values.  Even in this case 

the ‘decomposed’ nature of the information provided doesn’t allow them to have a complete, 

and thus, satisfying, answer. 

 

 

 

Six out of ten participants found the feature shape explanatory form able to give partial and 

indirect hints for answering to “how to be that” question. As the users mention factors that 

concur to not have a complete answer are the fact that they only have one feature at a time 

and therefore since they are unsure of the weight of each feature in predicting the outcome 

they can only suppose it. Thus, they recognize trial and error as a method for understanding 

how to achieve a desired result, but again they expressed the concern of not being sure if 

the relationship between feature is linear. 

 

 

 

As for the “how to be that” question only 4 participants up to 10 found a way to extract 

information to provide an “how to still be this” answer. Even in this case the feature 

shape explanatory form is able to answer partially and indirectly as the process has 

been described as complicated and time-consuming. The reasons are again the 

ineffective way to show only one feature at the time and the lack of knowledge about 

which feature weighs more or weights less in the system calculation. 

 

 

 

Again, only 4 participants up to 10 declared that the feature shape explanatory form is able 

to provide an answer to a ‘what if’ question partially and indirectly. The process to achieve it 

is recognized as time-consuming because only allow you to see one feature at the time 

without knowing which feature weighs more or less in the system calculation. 
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Three participants out of eight found partial and indirect information to answer to an ‘how 

confident’ question. This is done by providing the range of predicted outcome for each value 

feature, suggesting the ‘not absolute’ nature of the prediction given by the system and by 

checking the average value of each feature. This information, as one participant claimed, 

‘make me understand that there is a reasoning behind the functioning of the system’. 

However, as a factor not given to fully answer the question, has been mentioned the unclear 

correlation between the predicted values and what has been happened ‘in the real world’. 

 

 

The question ‘what output’ is considered as answered by 8 to 8 participants mainly in a 

complete and direct way thanks to the range of value thaty can see in the Y-axe in the graph. 

However some participants claimed that the answer can be only partial again due to the fact 

that is related to one feature at the time. 

 

 

The feature shape provides answers to the "what data" question, to six participants up to 

ten, but not always in a clear and concise manner. For some participants the answer is given 

by the list of characteristic considered, for others, the points with the instances in the 

dataset provides elements to understand the data. However, some participants were insicure 

about their answer at the point that one claimed that he can try to answer the question by 

‘pure hypothesis’, not trusting at all his capacity to understand the information provided by 

the form. 

 

Conclusion 
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The feature shape explanatory form has resulted as able to answer to all the question 

proposed by the question driven design approach for explainable AI: Listed in order of 

participants mentions: What outputs, How (under what conditions)/How to be that/what 

data, How it works/why/why not/How to still be this/what if/How confident. Not all of the 

answer that the form may provide has the same level of efficacy and effectiveness as a 

matter of fact, due to the difficulties mentioned in the previous analysis, most of them has 

been recognised by participants as partially given. As a consequence, the explanatory form 

results as characterised by a great flexibility in answering to question user may have in mind 

while interacting with AI based decision support system but, for what concern the overall 

usability, there’s still room for improvement. 
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Global feature importance 

 

The global feature importance explanatory form is a visual representation of the weights 

assigned to various features used by the model to make predictions. It highlights the key 

features and their importance scores in determining the outcome. The form provides an 

explanation of how the prediction is made assuming that is done through the linear 

combination of important features. It allows for a clear understanding of which features 

are important for the decision and what are their attributions to the prediction. 

 

In our experiment the global feature important explanatory form was composed by a 

horizontal bar chart listing all the features that has an impact on the system prediction, 

ordered by their average importance. Additionally, according to standards in box plot 

visualisation on the average value has been added the graphic sign called whisker to 

indicate the dispersion (also called variability, scatter, or spread) ending in the maximum 

and minimal value that the feature importance score may have in the prediction. 

 

  

 

 

 

 

Understandability 

 

User friendliness and perceived usefulness 



100 
 

 

Overall Partecipants found the global feature importance easy to be interpreted, even 

though less than the half of partecipants has some difficulties in understanding the 

whisker sign on the graph consisting in half the information conveyed by it. 

 

The participants in the interviews were able to extract information about the 

importance of the various features calculated to provide the prediction in each 

scenario. They understood that the longer the bar in the visualisation, the more 

important the feature is. Some of them noted that the black line indicates the 

variability of the feature weight in the system performance, but for others this 

was an element that made them doubt about their ability to correct interpret the 

form. Overall, they appreciated that the visualization helped them understand 

which features have the most impact on the final result. 

 

Overall, the main factor of misapplying has been identified in the whiskers on the graph 

visualisation, but this hasn’t affected the overall perception in terms of perceived 

usefulness. Anyway, since the sign convey important information in terms of variability of 

the importance that a feature could have, that allow users to better understand how the 

system works, an effort in make it more user friendly should be done. In this sense a 

suggestion for improvement may be to add the maximum and minimum score at the end 

of the sign while you hover it with your mouse. 

 

 

Applicable context of use 
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The global feature imprortance explanatory form has been evaluated as a good way to 

support the prediction provided by the system in the following context of use:  

 

●Understanding the most influential features that affect the estimate and 

understand the corrective actions to take in daily life based on factors like sugar 

level, calorie 

●Participants believe the form is useful because they know the hierarchy of 

weight that the features have and thus understand the evaluation better. 

-  

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the model confidence 

explanatory form as been mentioned both in the Liao and al.contribution and in the UXAI 

work. Bot of them consider it able to answer to the How it works and How (under what 

condition) questions. 

 

User study results 

All the experiment participants found this explanatory form able to answer to at least 

one of the protypical questions analised. 
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All the participants agreed on the capability of the global feature importance explanatory 

form to answer directly to the how it works question. This is perceived thanks to 

providing the average weight of each feature. That information let participants be aware 

that different feature may have thus understanding different impact on the prediction 

result. Half of them claimed that the explanatory form conveys enough information to 

have a complete answer to the question whether three of them considered it as partial. 

 

 

Four to ten participants found, thanks to the explanatory form, an answer to the How 

(under what conditions) question, but only in a partial way. They explained they were 

able to do some hypothesis in answering this question based on what they knew about 

the value of the feature of their input. This result can even have been conditioned by 

some personal bias due to previous knowledge in the scenario topic: as one participant 

claimed I’m able to understand how I get this result because I’m overweight [diabetes 

scenario – input value]. 

 

 

Participants have mixed opinions about the capability of the global feature importance 

to provide an answer to the how to be that question. Overall, only three to then of them 

found some hints to answer it making the information extracted for this purpose partial 

and indirect. As one participant claimed: “It only tells you which are most important or 

not to change the risk diagnosis, but not precisely how to be that, still be this, change 

the result”, so the only answer you may get is “probably by decreasing the characteristics 

with high importance”. 

 

 

Three to ten participants found some information about the ‘what data’ question 

because they claimed they has been provided with the feature list. One of them 

recognized that this has no added value since ‘but I had them even before’ referring to 

the input information provided with the prediction at the beginning of the experiment. 

 

Conclusions 
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The global feature importance explanatory form as been evaluated as completely able to 

answer to the How it work question by all the participants. Even though significatevely 

less in terms of number of mentions the other question answered by the form resulted 

the How (under what conditions), How to be that and What data. 

 

Compared to the literature our results confirm the ability of the form to directly provide 

answer to the How it works question. On the contrary, our findings don’t confirm a great 

link between the How (under what condition) question and the form as UXAI has 

suggested. In addition, our study enriches the pull of question answered somehow by 

the form with the How to be that and what data one. 

 

 

 

Feature interaction 

 

The Feature Interaction Explanatory Form considers the non-linear effects that occur 

when features interact with each other on the outcome. This form extends traditional 

feature analysis by considering the combined effect of two or more features on the 

outcome, rather than simply examining the individual impact of each feature. By 

considering the interactions between features, this form provides a more complete 

understanding of the relationships between features and the outcome. Thus, the 

explanatory form can be considered as an extension to the feature shape one. 

In our experiment the Feature interaction explanatory form presented a 2-axis graph 

(representing the two characteristics main character of the analysis and their scale of 
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values). The predicted outcome range has been graphically represented through a 

gradient coloured scale, illustrated near the graph and used to fill the graph area. The 

input features and the corresponding outcome has been explicated with a text and 

highlighted graphically with a point in the graph. To suggest that the analysis can involve 

all the features considered by the AI based decision support system, the two 

characteristic considered were displayed in a button designed following the standard 

visualisation of a drop-down list and thus highlighting the interactivity nature of the 

explanatory form. 

 

  
 

 

Understandability 

 

User friendliness and perceived usefulness 
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Overall the feature interaction explanatory form has resulted as hard to be 

interpreted by the experiment participant. As a matter of fact only 2 up to 10 has 

no difficulties to retrieve information from it, all the others has some difficulties 

and half of them has directly expressed their hardness-to-understand it. 

 

As previously mentioned, in general, the participants had mixed opinions about 

the feature interaction explanatory form: some participants found it difficult to 

understand especially in terms of cognitive effort and the time needed to 

interpret the information presented. Despite these difficulties, overall, the 

participants was able to understand that the feature interaction explanatory form 

shows the relationship between different features and their impact on the 

outcome. Participants understood the relation between the colour gradient and 

the predicted outcome; they recognized that the dot represented the input 

instance and the possibility to change the feature taken into consideration to 

generate it. As mentioned by one participant the explanatory form’ correlates two 

parameters together so it makes me realise that there are correlations between 

characteristics that I may not have known before’. 

 

For what concern factors of misapplying analysis and design recommendations, overall, 

the participants had differing opinions about the effectiveness of the form in presenting 

the information and suggested different ways in which it could be improved. Most of the 

participants found hard to understand the precise value of the prediction at a first 

glimpse due to the use of the colour gradient, described as not able to convey precise 

information because of the difficulty to separate the different shades of colour. At this 

regard some of them suggested to use more colours or to differentiate the different 

value through some geometrical shapes like squares or rows. 

 

Additionally, since it relates three variables at the same time some participants 

suggested that the form could be improved by using 3D visualization. Overall was 

mentioned that the explanatory form is quite overwhelming in term of information 

provided and would be better to improve the visual hierarchy of different elements to 

better highlight the most important information. However, others felt that the form was 

too confusing and that a simpler format, such as a line graph, would be more effective 

in showing the relationship between features. Lastly, some claimed lack of the precise 

values on the prediction colour gradient scale. 
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Applicable context of use 

 

Since the difficulties in interpreting and extracting information the perceived usefulness 

of the form doesn’t present so many results. Anyway, here some possible context of use 

identified by participants: 

Since the form correlates three variable at the same time it has been recognized the 

usefulness in evaluating multiple parameters simultaneously. 

At this regard, one of the participants claimed: ‘May be useful if I held one characteristic 

constant and saw how the other changes, I would understand how the risk diagnosis 

changes’ suggesting the possibility to understand better how the result may change 

variating one characteristic with respect to one another. Or, as another suggested: ‘if I 

identify two characteristics, I have the power to change I can use this explanatory form 

to understand how to optimize my efforts’. Additionally, the form may arise awareness 

about the interlink of different features in the outcome calculation because: ‘Make me 

understand that there are correlations between characteristics that I may not have 

known before.’ 

 

 

Explanation Usability 

 

Literature claims 

The feature interaction explanatory form hasn’t never taken into consideration in 

previous literature on a question driven design approach for explainable AI 
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User study results 

Due to the analysed difficulties in interpreting the form only 7 out of 10 participnats 

found this explanatory form able to answer to at least one of the protypical questions 

analised. 

 

 

The feature interaction explanatory form has been recognized as able to answer to the 

How (under what condition) question by 5 out of 7 respondents. All of them thought that 

the question may be answered only partially and indirectly because by considering only 

two features at the time they lose the overall vision, even if they recognized that 

interacting with the form, changing the features considered they would be able to have 

it back. For another participant the main obstacle to completely answer the question is 

the lack of a precise range of value for the output scale.   

 

 

 

Only 3 to 7 participants found the feature interaction explanatory form able to answer to 

a why question, and only partially. They claim that they can get an explanation due to the 

the relation of feature and outcomes but only relying on two characteristics at the time. 

 

 

 

As for the why question only 3 to 7 participants recognized the explanatory form able to 

answer partially to a why not question. Even in this case only relying on two 

characteristics at the time make the question answered only partially.  

 

 

 

Five out of seven participants suggested that the feature interaction explanatory form 

can provide some level of understanding about how to achieve a certain result, based on 

two features in average, but not necessarily for all other relationships. Thus, It provides 

partial and indirect answers, with the potential to understand more, but the confusion 

caused by the complexity of the information makes it difficult. The users can see how 
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their possible actions impact the results and make changes to achieve a desired 

outcome. However, there is still some uncertainty and a need for further clarification. 

 

 

 

Four out of seven participants claimed that the feature interaction explanatory form 

provides them with the information they need to answer "what if" questions. This is 

achieved by allowing the users to condition their analysis on two or more features, giving 

them all the information, they wanted, helping them understand relationships by the 

colour change in the graph, and allowing them to see the results of possible changes by 

moving around in the graph. Anyway, the process to get this information make the 

answer provided only indirectly and the piece of information highlighted by participants 

were considered enough to fully answer the question only by half of them. 

 

 

 

Three out of ten participants claimed about the capability of the explanatory form to 

answer at the ‘what outputs’ question. Anyway, as one participant highlighted: ‘the 

amount of result could be more than the reality because I think this kind of analysis 

consider all the possible feature combinations even if they are not realistic [such as 

being height 170 and weight 40 kgs]. 

 

 

 

Three out of seven participants recognized the feature interaction explanatory form able 

to answer at the ‘what data’ question. For them, this has been provided by the samples 

that can be found moving around the graph and because of the list of all the possible 

features taken into consideration to provide the outcome. 

 

Conclusions 
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The feature interaction explanatory form results to answer to Seven out of ten question 

found in the question driven design approach for explainable AI, but the ones most 

mentioned by experiments participants barely reached half of the total respondents: 

‘How’ local and ‘How to be that’. The smaller number of mentions resulted by the 

experiment are probably due to the difficulties in understanding the form mentioned in 

the previous analysis. Following the number of mentions ranking the experiment results 

suggest the form as able to provide some hints to answer even to What if, why, why not, 

what outputs and what data questions. 

 

 

Typical example 

 

The typical or prototypical example explanatory form describes a representative 

instance, for a precise prediction. Thus, the example communicates to the user the 

typical features that are used to get the outcome they got from the AI based decision 

support system. By providing similar examples with the same record as the prediction, 

the typical example explanatory form helps to reinforce and clarify the prediction made. 
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In our experiment the prototypical example cards presented one patient with the same 

diagnosis of the input in the diabetes risk scenario and a sample of three houses with a 

similar predicted price in the house cost estimation scenario. In both cases, the card 

displayed the list of the feature of the samples and the corresponding values. 

 

  

 

 

Understandability 

 

User friendliness and perceived usefulness 

 

Overall, the prototypical example explanatory form has been evaluated as easy to be 

interpreted (9/10) by the experiment participants. 

 

The participants agreed that the information extracted from the explanatory form allow 

them to compare the given example with their own feature and thus the prototypical 

example has been recognized as able to put the participant prediction in context. The 
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comparison performed has been said as able to let them understand the correlation 

between different features and the outcome (‘ it makes me realise that even if the 

features are different I could get the same price’) and how small differences in features 

can impact it (‘I can therefore understand how much the parameters can vary to get the 

range’) as well as the typical values and the distribution of the features in the context of 

their precise prediction.  

 

Even if the explanatory form has been considered easy to be interpreted the analysis of 

the interviews led us to underline some criticalities that can lead to a misapplication of 

the information extracted. First of all not all the participants understood the concept of 

the prototypical example confusing it with a similar example. One participant claimed: 

‘this is the perfect example with which the machine has been trained on’.  

For the diabetes risk scenario one participant claimed that the ‘lacking in labelling the 

features as 'good and bad'’ in terms of affecting the outcome make for him impossible 

do the comparison with their own values and this led them to consider the explanatory 

form as useless. 

 

Applicable context of use: 

 

Even if the typical example explanatory form has been considered as easy to be 

interpreted and let participants to easily compare their own feature with them, the 

information extracted by interacting with it wasn’t enough to perceive it as useful for 

half the participants; at the same time 4 out of 10 claimed on the contrary and here 

there’s a summarisation on the context of use in which can help to support the 

prediction given: 
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-‘Only if the characteristics of the example are the same of the mine ones, it can help 

me to understand better the prediction’ 

- ‘The explanatory for can be useful in hypothesizing how the AI system take 

decisions’ thanks to the comparison and thus let the user agree or disagree based on 

shared basis. In this sense, has been mentioned even that can help to perceive the 

system accuracy.  

- As mentioned in the previous analysis by comparing the example feature with 

yours can be useful to understand how slightly different characteristics (may not) affect 

the predicted outcome and for explaining the importance of them in the system 

computation. 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the typical example 

explanatory form has been mentioned firstly, in the work by Liao at al., as able to answer 

mainy to a Why question, but even able to provide some hints for an ’How to still be this’ 

question. Lately, the UXAI toolkit has added ‘why not’ to the list of questions answered 

by the explanatory form. 

 

User study results 

Seven out of ten participants found this explanatory form able to answer to at least one 

of the protypical questions analised. In this case ther reason behind this result has to be 

found not in the hardness to interpret the form but in the lack of perceived usefulness. 

 

 

 

Four out of seven respondents recognized the prototypical example explanatory 

form as able to partially answer the how it works question by providing 

information about the parameters it is based on. Said that has been mentioned 

that does not explain the general logic behind it, only offering comparisons. 
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Three out of seven participants claimed that the prototypical example provide partial 

hints to answer to a how (under what condition) question: the partiality of the answer is 

due to the possibility to understand the conditions only of the given outcome and not 

for all the ones that may be predicted by the system. In particular one participant 

explained that the how it works question in answered letting him understand that the 

system predicts outcomes by correlating different parameters and that different values 

can provide the same prediction; one another underlined the possibility to use the given 

examples to approximate the reason behind the calculation. 

 

 

 

Four up to seven participants declared that the prototypical example helped them to 

answer partially to the ‘why’ question because provides the value on which the 

predicted outcome is based on. The key elements that help users to have an answer for 

the question include the ability to relate different parameters, compare, and have 

coherence between the input features and the other cases. Anyway, this process slower 

the answer achievement only letting it given as indirectly. 

 

 

 

Four out of seven respondents recognized the prototypical example as directly able to 

provide an answer to the how to still be this question: this can be done by analysing the 

samples provided and compare their feature values with the input ones, thus 

understanding ranges to maintain the predicted outcome. 

 

 

 

Half of the respondents (5/10) considered the prototypical example as able to answer to 

a what if question. Of course, only providing a restricted amount of samples that has to 

be analysed in terms of feature and compared to the input ones, that answer can be 

given only partially and indirectly. 

 

 

The ability of the prototypical example explanatory form to answer the question "What 

data?" is limited, as a matter of fact, has been recognized only but four out of ten 
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participants and described as partial and indirect. Anyway, the elements that suggest 

them answers has been the list of parameters and the fact that they considered the 

sample provided as part of the database.  

 

Conclusions 

 

 
 

Overall, the typical example explanatory form has resulted as able to answer to 6 out of 

the 10 question proposed by the question driven design approach even if mostly partially 

and no one of them has been mentioned by more than half of the experiment 

participants. This result validates the insights about the perceived usefulness of the 

form discussed before. Anyway, the question answered by the explanatory from in order 

of mentions are: What if, How it works, Why, How to still be this, What data and How 

local. The only two mentioned as mostly completely answered by the respondent were 

the How to still be this and the what data ones.  

 

Compared to the literature findings our experiment confirms the ability of the typical 

example explanatory form to answer to the Why and How to still be this question, as the 

work from Liao et al suggested. Not the same confirm for the UXAI addition: only two of 

the experiment participants mentioned the ability of the form to answer partially and 

indirectly to why not question, a number not statistically significant and thus not 

considered in the experiment results. As a contribution to the literature, we can notice 
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that the list of question answered by the form, according to the experiment results 

counts new ones such as: what if, How it works, what data and How (under what 

condition) 

 

 

 

Rule flowchart 

 

A rule flowchart explanatory form is a graphical representation of the decision-making 

process that an instance fits through in order to arrive at a prediction. The tree structure 

of the flowchart illustrates the branches of decisions that must be taken, with each 

branch leading to a specific outcome represented by a leaf. This form serves to clearly 

explain the rules and decision-tree path that the instance follows to guarantee its 

prediction. 

 

In our experiment the rule flowchart explanatory form presented, as a sample, one floe 

composed by the analysis of two features value ranges. Each feature card presented two 

arrows (yes/no) and the corresponding prediction ranges. 

 

  

 

 

Understandability 

 

User friendliness and perceived usefulness 
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The participants to the experiment found the decision flowchart explanatory form 

mostly easy to be interpreted (7/10) but two out of ten had the opposite opinion. 

 

The participants in the interviews mostly agreed that all the information they 

were able to extract from the decision flowchart explanatory form was the same 

of the decision rules and decision trees. At this regard one participant expressed 

a preference in terms of straightforwardness: ‘is like the tree but it only takes 

one path and excluding the other, is more immediate. However, some 

participants found the flowchart difficult to interpret and preferred a decision 

tree visualisation because it was more intuitive for them. The comparison with 

the decision rules explanatory form has been deepened by another participant: 

‘It is like the other one (decision rules) with a different readability because it is a 

diagram and not a text, for me better’ 

 

Anyway participants interpreted the explanatory form as a way to convey feature 

hierarchy and the possible prediction results according to ranges related to the 

input data. This helped them even to extract information about how the system 

works.  

 

Lastly it’s worth to be mentioned on participant opinion about the accuracy of 

the information provided ‘seems to me a super simplification because some 

correlations are lost’ 
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How already explained analysing the interpretation of the explanatory form by 

participants, the flowchart may not match user preferences in terms of 

textual/visual information compared to decision rules or decision tree 

explanatory form. 

 

 

Applicable context of use 

 

 

Most of participants (8/10) found the explanatory form useful to support the system 

outcome: here the main context of use mentioned: 

• Correlating the various input data help in understanding the system logic, and in 

comparison to the decision tree, the rule flowchart has been recognized better in 

making the decision chain clearer. 

• As previously mentioned the form explain the hierarchy among parameters allowing the 

user to make they’re own consideration about possible changes 

. •Lastly as one participant claimed 'even just the word "overweight" helps, because it 

gives more information on how the various parameters have been evaluated as good or 

bad based on your input values'.  

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the rule flowchart explanatory 
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form has been mentioned firstly, in the work by Liao at al., as able to answer mainly to a 

Why question, but even able to provide some hints for an ’How to still be this’ question. 

Lately, the UXAI toolkit has added ‘why not’ to the list of questions answered by the 

explanatory form. 

 

User study results 

Eight out of 10 participants found this explanatory form able to answer to at least one of 

the protypical questions analised. This data directly correlate with the found difficulties 

in interpret it. 

 

 

 

All of the respondants believed that the rule flowchart explanatory form can provide 

answers to the question of "how it works" directly by taking parameters and 

understanding correlations, and by clearly showing the step-by-step decision-making 

process through all the input features. One participant claimed that the fact that the 

explanatory form doesn't deepen all the possibility but follows the flow according to the 

input feature is not enough to comprehend the overall logic, that's why they considered 

the how it works question only partially given. 

 

 

 

The analysis of the interview results suggests that the rule flowchart explanatory form 

helps most of users (8/8) to understand how (under what condition) predictions are 

made by providing information on the values that parameters must have, the conditions 

that must be met step-by-step, thus providing various outcome ranges. 

 

 

 

All of participants found the rule flowchart explanatory form able to answer mostly 

completely and directly to the "why" question. The explanation is given highlighting the 

values of the relevant features that are evaluated in each steps allowing the user to 

compare with the one of them. 
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All the respondents suggested that the rule flowchart explanatory form helped them 

understand completely why they did not receive a certain result by providing information 

about the feature values in each decision step, thus explaining the conditions that lead 

to the different results, allowing the user to directly check the correspondence with 

their own. 

 

 

 

For what concern the how to be that question again all participants claimed that the 

rule flowchart explanatory form helps in understanding the steps to achieve a different 

result by following different paths. They appreciate the ability to understand the 

characteristics and potential changes, but prefer the hierarchical tree because it 

provides a more complete overview, 

 

 

Seven out of eight participants found the explanatory form able to answer directly to the 

'how to still be this' question mainly following the arrow sequence. 

 

 

 

Most of participants (7/8) found the explanatory form able to directly answer to the 

"what if" question mainly following different path in the flowchart. 

 

 

 

Six out of ten participants suggested that the rule flowchart explanatory form can help 

to answer "what outputs" questions. Only one participant claimed it is able to only by 

providing partial results because of the value ranges. 

 

 

Conclusions 
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The rule flowchart explanatory form has been mentioned as able to answer to eight out 

of ten of the question proposed by the question driven design approach for explainable 

AI by most of the experiment participants in an almost complete way: How it works, 

How, Why, Why not, How to be that, but even how to still be this and what if, and lastly 

what outputs. 

 

From the experiment results is clear that the form is able to answer the How to still be 

this Why and Why not question has the literature about question driven design approach 

for explainable AI has suggested. Additionally, new question answered resulted by our 

work: the rule flowchart explanatory form is able to answer properly event to How it 

works, How (under what conditions), How to be that, What if and what outputs 

questions. 

 

 

 

 

Decision rules 
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The decision rules explanatory form is a representation of a predictive model that 

approximates it into a set of simple IF-THEN statements, known as decision rules, to 

explain the decision-making process that leads to a prediction. 

The decision rules specify the conditions that must be met for a certain prediction to be 

made, such as in the example of "IF blood sugar is high AND body weight is over-

weighted, THEN the estimated diabetes risk is over 80%."  This form allows for a clear 

explanation of how the model arrived at its predictions and provides insight into the 

underlying logic behind the model's decision-making process. 

  

 

 

Understandability 

 

User friendliness and perceived usefulness 
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All of participants to the experiment found the explanatory form easy to be interpreted 

even if two of them claimed that the textual nature of the information provided was less 

effective than a graph form. 

 

The participants generally found the decision rules explanatory form to be easy to 

interpret and extracted from it the rules laying behind the system functioning. They 

appreciated the list of parameters and corresponding values, evaluated as the main 

factor affecting the result. Easily, they recognized them as elements that could be 

changed to impact the given estimation. Anyway, some found the explanatory form 

incomplete and too long if all characteristics and possible scenarios were included. 

 

Overall, the participants found the form to be informative and easy to interpret, 

However, some participants found the form to be too text-heavy and some suggested a 

more concise or schematic representation especially because, with much more 

parameters, the form would become difficult to understand. At this regard, one 

participant suggested a combination between this explanatory form and the decision 

three. 

 

 

Applicable context of use: 

 

Overall participants has different opinions about the usefulness of the decision rules 

explanatory form but only 2 out of ten directly declared his usefulness in any context. 

One participant found the form to be not so functional but explanatory even if he found 

difficult to correlate it with the question they may have in mind, some other mentioned 
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the difficulty to relate it to their own prediction because of the amount of different 

possible cases. 

 

Anyway, overcoming these issues, the main context of use mentioned for the decision 

rules explanatory form has been to understand better the prediction and to have hints 

about what to change to have a different outcome. 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the model the decision rules 

explanatory form has been mentioned both by the first work by Liao at Al. and then in 

the UXAI work as able to answer to a why, why not, what if but mainly how it works 

questions 

 

User study results 

Nine out of ten participants found this explanatory form able to answer to at least one 

of the protypical questions analised.  

 

 

 

The participants (8/9) indicated that the decision rules explanatory form is partially able 

to answer the "how it works" question. It provides information on the predictions 

coupling condition and results, and explains the logic behind the decisions letting users 

to understand that is based on the value of the different parameters. However, to get 

this information, participants underlined again, that the textual nature of the form longer 

the process and make it more cognitive demanding. 

 

 

 

Eight out of nine of the interviewers suggested that the decision rules explanatory form 

hele them to have a complete and direct answer to the "how (under what conditions)" 

question by providing clear explanation, telling the precise range of values, conditions 
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under which the result is obtained, thus indicating the parameters and their values that 

has been considered to provide the result. 

 

 

 

The decision rules explanatory form provides users with an answer to the "why" 

question by linking the results to general characteristics and specific values considered 

thus enabling users to understand the connection between their outcomes and the 

relevant factors that have been considered. That reasoning has been mentioned by six 

out of nine participants during the experiment. 

 

 

 

In this case the why not question has been mentioned as answered as a consequence of 

what answer the ‘why’ question: because input feature is not in the ranges that would 

lead you to another result. The answer has been considered as mainly complete and 

directly given by half of participants. 

 

 

 

The decision rules explanatory form has been recognized all of the participants as 

helping to answer completely and directly to the "how to be that" question by providing 

all the values ranges thus allowing participants understanding what to change to have 

another result. However, participants considered the process to be potentially long and 

tedious, as well as time-consuming. 

 

 

 

The decision rules explanatory form might not provide a straightforward answer to the 

question "how to still be this." For most of users, as a matter of fact only 4 out of 9 

participants mentioned that question in their analysis and described the given answer as 

mainly partial and indirect. Even in this case the main cons are related to the potentially 

long and tedious, as well as time-consuming process to get the answer due to the 

amount of thing rule to consider and merge together. 
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The decision rules explanatory form has been recognised able to answer completely and 

directly to a what if question by 8 out of 9 respondents ‘because by reading all the 

sentences we have all the options’. 

 

 

By providing all the possible system predictions following the textual formula IF/THEN 

the decision rules explanatory form has been recognised able to answer completely and 

directly to ‘what output’ question by 6 out of 10 participants. 

 

 

 

Four out of nine participants considered the ‘what data’ question answered by the 

decision rules explanatory form due to the conveying of the different feature considered, 

thus able to explain what data are used to provide prediction. 

 

Conclusion 
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The decision rules explanatory form has been mentioned as able to answer to nine out 

of ten of the question proposed by the question driven design approach for explainable 

AI. most of the experiment participants mentioned it able to answer in approximatively 

complete way to the How to be that, How it works, How (under what conditions), What if 

and questions. Less mentioned in terms of frequency the What outputs, Why, Why not, 

How to still be this and the What data questions. 

 

From the experiment results is clear that the form is greatly able to answer to the what 

if and how it works questions has the literature about question driven design approach 

for explainable AI has suggested. Surprisingly, the literature doesn’t mention our most 

mentioned question: the How to be that and How (under what condition answers). The 

why and why not questions, even if confirmed by the experiment resulted not as much 

mentioned as we expected, they were claimed to be answered only by the half of 

respondent. Lastly, new question answered by the decision rules explanatory form 
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resulted by our work even if with not so many mentions: What outputs 6/10, Hot to still 

be this 4/10 and what data 4/10. 

 

 

Counterfactual example 

 

A counterfactual example is a variation of an input instance with minimal changes in 

its features that results in a distinct prediction outcome. These changes, whether 

they are absent or present, can be used to describe the feature(s) that would alter 

the original prediction if perturbed. For example, if an input instance (I) is predicted 

to have diabetes based on its high blood sugar level, a counterfactual example (C) 

would have all the same features as I, except for a lower blood sugar level, resulting 

in a prediction of good health. 

 

In our experiment the counterfactual example card contained a sentence describing 

what prediction could have been get by the system if the features and the 

corresponding values which followed it would have been used as input instance. 

 

  

 

Understandability 

 

User friendliness and perceived usefulness 
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The counterfactual example explanatory form has been evaluated as easy to be 

interpreted by almost all the participants to the experiment (8/10) 

 

Overall, the participants were able to extract from the counterfactual example 

information about how to modify certain features to improve the given prediction and 

get some clues about the logic behind why certain changes in the input features would 

be effective, Some participants appreciated that what the explanatory form provided 

seemed to be like a ‘recipe’ for how to improve the result, underlying only the features 

that can be effectively changed (e.g the age was not mentioned in the diabetes risk 

scenario) in comparison with the other explanatory form that conveyed similar 

information; Other participants expressed the preference to have the row data that can 

help them to understand that ‘recipe’ on their own. 

 

For the counterfactual example explanatory form, the experiment conducted hasn’t 

highlighted any factor of misapplying. 

 

Applicable context of use 
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The counterfactual example explanatory form has been recognized as useful to support 

the system outcome by most of the participants 

 

Here the main context of use mentioned: 

• To change the given prediction in order to improve it 

• To do comparison with the input features and to understand what influence positively 

or negatively the outcome thus, get to know the logic behind the prediction 

 

 

Explanation Usability 

 

Literature claims 

In the literature about question driven design approaches the model the counterfactual 

example explanatory form has been mentioned both by the first work by Liao at Al. and 

then in the UXAI work as greatly able to answer to Why, why not, how to be that 

questions  

 

User study results 

All of the participants found this explanatory form able to answer to at least one of the 

protypical questions analised. This data directly correlate with the found difficulties in 

interpret it. 

 

 



130 
 

 

Six out of ten participants recognized the counterfactual example explanatory form as 

able to provide some clues about how the system works thanks to the list of features 

provided and the hints about what values influence positively or negatively the outcome. 

 

 

 

A partial answer to the how question has been retrieved from the counterfactual 

example explanatory form by three out of ten participants, but only comparing with their 

input features, that’s why the process has been recognized as indirect and cognitive 

effortful. 

 

 

 

All of the participants claimed that the counterfactual example explanatory form is able 

to provide an complete and direct answer to the ‘how to be that’ question. Anyway one 

participant asked: what if I would change to get another prediction [compared to the 

given one]?’. 

 

 

A partial answer to a ‘What if question’ has been considered as given by the 

counterfactual example explanatory form in 7 out of ten cases during our experiment. 

The reason behind this answer partiality is obviously due to the fact that the explanatory 

form only provides one possibility to achieve one possible outcome. 

 

 

 

The counterfactual example explanatory form provided an answer to a ‘what data’ 

question according to 4 out of 10 participants thanks of the list of features provided: this 

has been recognized only as partial to understand on what data the system rely to 

provide predictions. 

 

 

Conclusions 
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The counterfactual example explanatory form resulted able to answer completely for all 

the experiment participants to the How to be that question. All the other questions 

resulted, listed in order of mentions were only partial answered: What if [7/10], How it 

works [6/10], What data [4/10], How (under what conditions) [3/10] 

 

The experiment results confirmed the ability of the counterfactual example explanatory 

form to answer to the How to be that question as the previous literature about question 

driven design approaches for explainable AI were suggesting. Not the same confirm has 

resulted from the analysis for the Why and Why not questions, mentioned only from 1 

participant out of 10 thus not reaching a statistically relevant number. Lastly, our 

experiment results highlight new – partial – answers that the counterfactual example 

may provide to What if, How it works, What data and How (under what conditions) 

questions. 
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6.3.1 Questions as user needs 

In the moment of familiarisation with the questions participants has been asked to 

comment their impression aloud, as well as the scenario/context of use in which they 

thought those question type would be helpful. The analysis allows us to highlight 

correlation between question and explanation needs from the user perspective and, in 

some cases, the information they would search to get an answer to them: 

 

How it works? 

According to participants impressions. having an answer to the how it works question 

can help to solve the disagreement with the AI (P01: ‘if I expect another output I can 

understand if I were wrong or if the data on which the systems rely are wrong) or to 

learn from the AI (P01: I can predict in the future without AI helping’). Some 

respondents claimed that this information is important to be given at the beginning of 

the interaction (P02: ‘I want to know it before starting to use the system and to learn 

how to use it.’; P05: ‘I’m interested to get to know how it works to grab an overall 

understanding of what’s behind, and to what data relies on’). Generally, an ‘How it 

works’ answer is important, especially for AI novices, to build the trust in the system 

and start to build a general understanding of the functioning behind AI based systems 

(P10: ‘since I don’t know anything of course I have this question in mind’) 

 

 

How (under what conditions)? 

The ‘How (under what conditions)’ answer is considered helpful to know ideal 

conditions to get a desired outcome and to change input parameters accordingly 

accomplish the goal to improve the predicted outcome. In this direction participants 

would search for information about the most important features considered to 

calculate the output (P01: I would like to know the most weighted thing for the risk to 

correct it’). For some respondents the How question is directly linked to the How it 

works, because the same information are able to provide an answer: what are the 

features and value considered that lead the system to give a precise output.  

 

 

Why? 

According to participants first sight, to answer to a why question is needed to 

communicate the most weighted features used in the computation as well as the list of 
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characteristic and values that made the output, again with the goal to improve the 

predicted outcome. It has been mentioned the need to get explanation in an 

understandable fashion with concrete and tangible data which can be actively changed 

(P06:’I need to understand the concomitant factors that lead to that result there and it 

can only be useful if they are tangible, concrete and variable, so I understand them and 

then I can change them’) 

 

 

Why not? 

Get an answer to a why not question has been recognised useful in case of a 

disagreement with the AI (P01:’When I disagree and wonder if there is something 

wrong’), P05 mentioned that answering this question may provide awareness on the 

system reliability. P06 claimed that knowing why directly provide an answer to a why 

not question. 

 

 

How confident?  

The how confident question has been considered as the most important: most of 

participants claimed that should be mandatory and included in every phase of the 

interaction. Of course, the main explanatory goal mentioned achieved answering this 

question has been calibrate the trust in the system. It’s worth to be mentioned that, 

from an AI novice perspective As Information able to provide the answer has been 

mentioned who developed the system, with what scientific consultancy, on what 

scientific knowledge (especially for the healthcare scenario) and who is using it. This 

align with the literature on social interactions as explanations in building trust in Ai 

based systems. 

 

 

What data? 

A ‘what data’ answer has been recognised as important in case of disagreement with 

the AI and related with the system reliability thus to build calibrated trust (P01:” When I 

disagree I ask myself if all the relevant data is there, it is related to reliability however if 

I trust it I don't ask that” or P02:” is like equations in mathematics that you learn 

knowing the result already, yes these data serve to build confidence”). Get to know the 

data is generally considered important, either to answer to the How it works question 
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and, additionally, answer a what data question has been recognised as well as related 

to the explanatory goal to detect bias. 

 

 

What output(s)? 

The ‘what output’ question has been subjected of tricky impressions, participants has 

not clear why should be interesting to know. After some reasonings participants 

considered it slightly useful to cope with curiosity and suggest to presented it in a side 

page of the system. 

 

 

How to still be this? 

The How to still be this question has been recognized as relevant to learn from AI (P02: 

“However, it makes sense to ask these questions, even to teach”) and to build trust 

toward the system. (P05: “Here it is related to the conditions for achieving a specific 

result and is perhaps related to reliability”). Additionally, has been recognised as 

important if you get a desirable result. To answer it participants mentioned to need 

information about the weight of feature used to compute the output. This question has 

been recognised as linked to the How (under what conditions) question. 

 

 

How to be that? 

Similar to the how to still be this question the ‘how to be that question’ has been 

recognized as relevant to learn from AI (P02: “However, it makes sense to ask these 

questions, even to teach”). Additionally, has been recognized as useful in case of 

disagreement with AI (P10: “I would not ask if I’m satisfied with the result, and if I am 

not satisfied probably yes”). Directly link in participants mind to the how to still be this 

question, considered as the contrary. 

 

 

What if? 

The what if question has been recognised as a broader view of the ‘How to be that’ and 

‘How to still be this’ one. To answer it participants assumed they would get to know, 

with trials and error the weight of features took into consideration by the AI system 

(P05:” This one gives me more weight than the features, with trial and error”). 
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6.3.2 State of art in meeting user’s needs  

Turning the experiment results into a question point of view we can evaluate the state of 

art of explainable AI techniques to meet user needs (aka answer prototypical questions). 

The following table summarizes it for each of them:  

 

 
State of art of questions answered by the state of art of explainable AI visualisations 

 

From an absolute point of view, so considering all the 14 explanatory forms to calculate 

this score the how confident question is the one less answered, followed from the why 

not and why ones and then the what data. On the contrary the most answered is the 

how it works one.  

 

From a relative perspective, thus calculating this score only considering the explanatory 

form resulted as able to answer the question the “how to be that” results as the one 

most probable to be answered for most of AI novices followed by the why not and again 

the How it works. Poor results for the how confident and the how to still be this and 

what data.  
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The max and min row has been added to make clear the span of effectiveness among 

the state of art of explainable AI techniques to answer those questions: when the max is 

1 there’s at least one explanatory form in literature certainly able to provide an answer to 

this, according to our study results. The minimum level, resulted as 0 for each question, 

inform practitioners about the possibility to not provide hints at all in answering the 

question thus warn them to take care of the explanatory form decision phase in the 

design process for XAI system in order to not make the system unable to meet all the 

possible user’s needs in explanation seeking.  

 

More importantly, we can notice that the max score of 1 for both the what data and the 

how to still be this question has been not achieved by any of the explanatory form in 

literature. This result may drive the XAI community to focus their effort in developing 

new XAI techniques to cover this gap. 

 

 

 

6.3.3 Fine-grained question analisys: 

As for the explanatory forms thanks to the qualitative analysis of the data resulted from 

our experiment, we were able to elaborate a fine-grained analysis of each question to 

guide practitioners which apply the question driven design approach for explainable AI to 

take informed decision in deciding the best explanatory form to meet user’s need to 

design effective XUI. The following pages provide the detailed analysis of each of the 10 

prototypical questions structured as follows. The first section is dedicated to a description 

resulted from the literature review: definition and sub questions belonging to the question 

type according to the literature review as well as general properties that this kind of 

explanation may have. The second section covers their analysis from our experiment 

results to orient the choice of the most usable explanatory form in the context of use of 

designing XUI. The paradigm followed to inform this decision is based on the explanatory 

form ability to provide usable answers to the prototypical question from an AI novices 

perspective. Thus, through the analysis, is differentiated between the explanatory form 

which answer completely or partially and in through a direct or indirect interaction 

highlighting  what elements conveyed by them can provide AI novices hints to answer the 

questions. 
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How it works 

Answering to an ‘how it works’ question helps users to get hints about How does the 

system make predictions, aiming to explain what is the overall model of how the system 

works. 

To provide an how it works explanation the work on Question Driven Design Approach by 

Liao et al suggested the following main question and the relative sub questions: 

How does the system make predictions?  

• What features does the system consider?  

•  Is [feature X] used or not used for the predictions?  

• What is the system’s overall logic?  

•  How does it weigh different features?  

•  What kind of rules does it follow? 

•  How does [feature X] impact its predictions?  

• What are the top rules/features that determine its predictions?  

• What kind of algorithm is used?  

• How were the parameters set? 

 

In our experiment context of use the how it works question were framed as follows:  

- What is the overall logic the system follows to predict the diabetes risk?’ (Diabetes 

risk scenario) 

- What is the overall logic the system follows to predict house prices?’(house selling 

scenario) 

 

According to Question-Drive Design Process for XAI UX, generally, an ‘how it works’ 

explanation describe the general model logic as feature impact, rules or decision-trees; 

sometimes it’s needed to explain with a surrogate simple model and, If a user is only 

interested in a high-level view, describe what are the top features or rules considered. 

 

Usable ‘How it works’ explanations 

 

Literature claims 
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According to literature, bot UXAI and QDDA state that feature importance, decision tree 

approximation and rule extraction explanatory forms are the best candidates to provide 

an ‘how it works’ explanation. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide an ‘How it works’ 

explanation, completely or partially and directly or indirectly. 

 

 

Efficient ‘How it works’ explanations 

The how it works question has been evaluated as completely answered by the following 

explanatory form, listed according to the number of participants mentions: Global 

feature importance (10/10), decision tree (9/9), rule flowchart (8/8), local feature 

importance (9/10).  
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The elements in the explanatory forms that helped participants to the research to get a 

efficient answer to the ‘how it works’ question were: 

•Clearly highlight the input influential features 

•The average weight of each feature and their precise value for each prediction 

•Show the Step-by-step decision-making process 

•Helping in understanding correlations between parameters and values 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘how it works’ 

question partially: Decision rules (8/9), Feature relevance (8/10), Counterfactual example 

(6/10), Typical example (4/7), Feature shape (4/8), Similar example (3/8) 

 

The elements in the explanatory forms that helped participants to the research to get a 

partial answer to the ‘how it works’ question were: 

•Showing parameters. 

•Offering comparisons through examples. 

 

Effective ‘How it works’ explanations 

The explanatory forms able to answer directly to the ‘how it works’ question are Global 

feature importance, Rule flowchart, Decision tree. Local Feature importance, Decision rules, 

Feature interaction. 

On the contrary, the remaining explanatory forms even though able to answer to the 

question provided hints just indirectly slowing the process of informing user mental 

models: Feature relevance, Counterfactual example, Typical example, Feature shape, Similar 

example, Dataset, Output accuracy. 

 

Conclusion: 

The global feature importance is the most usable explanatory form to answer to an ‘how 

it works’ question: 
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How (under what conditions) 

 

Answering to an ‘how (under what condition)’ question helps users to get hints about 

How does the system decide for a particular prediction, aiming to explain are the 

conditions that lead to a precise outcome. 

The work on Question Driven Design Approach by Liao et al hasn’t divided between how 

it works and how (under what condition) question. Since their nature is the same, to 

pursue the aim of this work, the How works question and related subquestion has been 

thus reframed to refer only to a precise prediction: 

 

• How does the system decide for a particular prediction?  

o What features does the system consider?  

o  Is [feature X] used or not used for the get [the prediction]?  

o What is the system’s overall logic?  

o  How does it weigh different features?  

o  What kind of rules does it follow? 

o  How does [feature X] impact [this] prediction?  

o What are the top rules/features that determine [the prediction]? 

o What kind of algorithm is used?  

o How were the parameters set? 

 

In our experiment context of use the how under what condition’ questions were framed 

as follows:  

- ‘Under what conditions the system predicts a diabetes risk of 80%?’ (Diabetes risk 

scenario) 
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- ‘Under what conditions the system predicts a house price between 420k and 470k?’ 

(House selling scenario) 

 

According to the Question-Drive Design Process for XAI UX discussion, an ‘how (under 

what condition)’ explanation may describe the general model logic as feature impact, 

rules or decision-trees; sometimes it’s needed to explain with a surrogate simple model 

and, If a user is only interested in a high-level view, describe what are the top features 

or rules considered to get a precise prediction 

 

Usable ‘How (under what conditions)’ explanations 

Literature claims 

As said, in literature, only the UXAI work has divided the how (under what condition) 

from the how it works question. In their analysis, the suggested explanatory form able to 

helps users to answer to the question is the feature importance one. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide an How (under what 

condition) explanation, completely or partially and directly or indirectly. 
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Efficient ‘How’ explanations 

The how (under what conditions) question has been evaluated as completely answered 

by the following explanatory form, listed according to the number of participants 

mentions: decision tree (9/9), rule flowchart (8/8), Decision rules (8/9). 

The elements in the explanatory forms that helped participants to the research to get a 

complete answer to the ‘how (under what conditions)’ questions were: 

•Information on the values that parameters must have recognized as the conditions that 

must be met, to get the various outcome ranges. 

•Justify the step-by-step prediction process with the relative outcome ranges 
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On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘how (under what 

condition)’ question partially: Feature relevance (8/10), Feature shape (6/8), Feature 

interaction (5/7), Typical example (3/7), Global feature importance (4/10), Similar example 

(3/8), Feature importance (3/10), Counterfactual example (3/10). 

The elements in the explanatory forms that resulted not enough to provide a complete 

‘how (under what conditions)’ answer for participants are: 

•Showing parameters value to get a prediction only for one or two features at the time. 

•Offering comparisons through examples or data points. 

•Clarify the weight of different parameters to get the predictions 

 

 

Effective ‘How’ explanations 

The explanatory forms able to answer directly to the ‘how’ question are the Decision 

tree, Rule flowchart, Decision rules, Feature relevance, Feature interaction, Global and 

local feature importance.  

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Feature shape, Typical example, Similar example and the Counterfactual 

example. 

 

Conclusion: 

The decision tree is the most usable explanatory form to answer to an ‘how’ question: 
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Why 

 

Answering to an ‘Why’ question helps users to get hints about Why did the system 

decide for a particular prediction. 

To provide a ‘why’ explanation the work on Question Driven Design Approach by Liao et 

al suggests to answer to the following main question and the relative subquestions: 

• Why/how is this instance given this prediction?  

o  What feature(s) of this instance determine the system’s prediction of it?  

o  Why are [instance A and B] given the same prediction 

 

In our experiment context of use the ‘why’ questions were framed as follows:  

- Why did the system evaluate my risk as 80%?’ (Diabetes risk scenario) 

- Why did the system estimate my house price between 420k and 470k?’ (House selling 

scenario) 

 

According to the Question-Drive Design Process for XAI UX a ‘Why’ explanation may 

describe what key features of the instance determine the model’s prediction of it, 

describe rules that the instance fits to guarantee the prediction, show similar examples 

with the same predicted outcome to justify the model’s prediction. 

 

Usable ‘Why’ explanations 

Literature claims 

The QDDA work from Liao et al. identified 7 explanatory forms as able to provide hints to 

answer a why question: Rules or trees as approximation or extractions, contrastive or 

counterfactual feature, feature importance and saliency, prototypical or representative 

and counterfactual examples. Later the UXAI contribution added the feature influence or 

relevance and the model confidence ones to the list. 

 

User study results 
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Our analysis deepened what explanatory forms are able to provide why explanation, 

completely or partially and directly or indirectly. 

 

 

 

Efficient ‘Why’ explanations 

The ‘Why’ question has been evaluated as completely answered by the following 

explanatory form, listed according to the number of participants mentions: Rule 

flowchart (8/8), Decision tree (8/9), Feature importance (6/10), Feature relevance (5/10) 

 

The elements in the explanatory forms that helped participants to the research to get a 

complete answer to the ‘why’ question are: 

-  the values of the relevant features that are evaluated in each steps of the decision 

making process allowing the user to compare with the input ones  

- Provide which factors are considered most important and how they contribute to the 

final result. 
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- Showing the values of the features and following the parameters 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘why’ question 

partially: Decision rules (6/9), Typical example (4/7), Feature shape (4/8), Feature 

interaction (3/7), Similar example (3/8). 

 

The elements in the explanatory forms were considered not enough to get a complete 

‘why’ answer from participants were: 

- Showing parameters value to get a prediction only for one or two features at the 

time. 

- Offering comparisons through examples or data points. 

- Clarify the weight of different parametres to get the predictions 

 

Effective ‘How’ explanations 

The explanatory forms able to answer directly to the ‘why’ question are: Rule flowchart, 

Decision rules, Decision tree, Feature importance, feature interaction. 

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Typical example, Feature relevance, Feature shape, Similar example, Global 

feature importance and Counterfactual example. 

 

Conclusion: 

The rule flowchart is the most usable explanatory form to answer to a ‘why’ question: 

 

 

 

Why not  
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Answering to an ‘Why not’ question helps users to get hints about Why did not the 

system decide for a particular prediction. 

To provide a ‘Why not’ explanation the work on Question Driven Design Approach by Liao 

et al suggests to answer to the following main question and the relative subquestions: 

• Why is this instance NOT predicted to be [a different outcome Q]? 

o Why is this instance NOT predicted to be [a different outcome Q]?  

o Why are [instance A and B] given different predictions 

 

In our experiment context of use the ‘why’ question were framed as follows:  

- ‘Why not the system has predicted my diabetes risk as 50%?’ (diabetes risk scenario) 

- ‘Why not the system has evaluated my house price between 300k and 350k?’ (house 

selling scenario) 

 

According to the Question-Drive Design Process for XAI UX a ‘Why not’ explanation may 

describe what changes are required for the instance to get the alternative prediction 

and/or what  features of the instance guarantee the current prediction; show 

prototypical examples that had the alternative outcome 

Usable ‘Why’ explanations 

Literature claims 

The QDDA work from Liao et al. identified 4 explanatory forms as able to provide hints 

to answer a why not question: constrastive or counterfactual features, counterfactual 

example, decision tree approximation, rule extraction. The UXAI work contributed adding 

five more explanatory forms: local rules or trees, feature importance and saliency 

method, prototypical or representative examples, feature influence and relevance and 

model confidence. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide ‘why not’ explanation, 

completely or partially and directly or indirectly. 
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Efficient ‘Why not’ explanations 

The ‘Why not’ question has been evaluated as completely answered by the following 

explanatory form, listed according to the number of participants mentions: Rule 

flowchart (8/8), Decision tree (7/9), Decision rules (5/9), Feature relevance (3/10). 

 

The elements in the explanatory forms that helps to get a complete answer to the ‘why 

not’ question are: 

- feature values in each decision-making process step, to highlight the conditions that 

may lead to different outcomes and allow the user to directly check the 

correspondence with their own features. 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘why’ question 

partially: Feature shape (4/8), Feature interaction (3/7), Typical example (2/7), Similar 

example (3/8) 

 

The elements in the explanatory forms considered as providing some ‘hints’ but not 

enough to get a complete ‘why not’ answer are:  

•Showing parameters value to get a prediction only for one or two features at the time. 
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•Offering comparisons through examples or data points. 

 

Effective ‘Why not’ explanations 

The explanatory forms able to answer directly to the ‘why not’ question resulted to be: 

Rule flowchart, Decision tree, Decision rules, feature interaction, Feature importance.  

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Feature shape, Feature relevance, Typical example, Similar example, Global 

feature importance, Counterfactual example. 

 

Conclusion: 

The rule flowchart is the most usable explanatory form to answer to a ‘why not’ 

question: 

 

 

 

How to be that 

 

Answering to an ‘how to be that’ question helps users to get hints about what would 

need to be changed for their instance to get a precise prediction, different from the 

given one. 

To provide a ‘How to be that explanation the work on Question Driven Design Approach 

by Liao et al suggests to answer to the following main question and the relative 

subquestions: 

 

• How should this instance change to get a different prediction Q? • 

o What is the minimum change required for this instance to get a different 

prediction Q? 
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o How should a given feature change for this instance to get a different 

prediction Q? 

o What kind of instance is predicted of [a different outcome Q]? 

 

In our experiment context of use the ‘How to be that’ questions were framed as follows:  

- ‘How to get a diabetes risk as 50%?’ (Diabetes risk scenario) 

- ‘How to get an estimated price as 500k?’ (House selling scenario) 

 

According to the Question-Drive Design Process for XAI UX a ‘How to be that’ 

explanation should highlight features that, if changed (increased, decreased, absent, or 

present) could alter the prediction or Show examples with minimum differences but had 

a different outcome than the prediction 

 

Usable ‘How to be that’ explanations 

Literature claims 

The QDDA work from Liao et al. identified 3 explanatory forms as able to provide hints to 

answer an how to be that question: constrastive or counterfactual features, 

counterfactual example, Feature influence or relevance method. Later on the UXAI work 

contributed to the list adding the feature importance and saliency one. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide ‘how to be that’ 

explanation, completely or partially and directly or indirectly. 
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Efficient ‘How to be that’ explanations 

 

The ‘How to be that’ question has been evaluated as completely answered by the 

following explanatory form, listed according to the number of participants mentions: 

Counterfactual example (10/10), Decision tree (9/9), Rule flowchart (8/8), Decision rules 

(9/9), Feature relevance (8/10) 

The elements in the explanatory forms that helps to get a complete answer to the ‘How 

to be that’ question are: 

- A list or a path for feature values needed to get a specific prediction. 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘how to be that’ 
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question partially: Feature shape (6/8), Feature interaction (5/7), Feature importance 

(5/10), Similar example (3/8), Global feature importance (3/10).  

 

The elements in the explanatory forms considered as providing some ‘hints’ but not 

enough to get a complete ‘How to be that’ answer from participants are: 

- Showing parameters value to get a prediction only for one or two features at the 

time. 

- Offering comparisons through similar examples 

- Providing the list of the most weighted features to get a prediction 

 

Effective ‘How to be that’ explanations 

The explanatory forms able to answer directly to the ‘How to be that’ question resulted 

to be: Counterfactual example, Decision tree, Rule flowchart, feature interaction,  

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Decision rules, Feature relevance, Feature shape, Feature importance, Similar 

example, and Global feature importance. 

 

Conclusion: 

The counterfactual example is the most usable explanatory form to answer to a ‘How to 

be that’ question: 

 

 

 

How to still be this  

 

Answering to an ‘how to still be this’ question helps users to get hints about what the 

scope of change is permitted to still get the same prediction they get from the decision 

making support system. 
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To provide a ‘How to still be this’ explanation the work on Question Driven Design 

Approach by Liao et al suggests to answer to the following main question and the 

relative subquestions: 

 

• What is the scope of change permitted for this instance to still get the same 

prediction?  

o  What is the range of value permitted for a given feature for this prediction to 

stay the same?  

o What is the necessary feature(s)/feature-value(s) present or absent to 

guarantee this prediction?  

o What kind of instance gets the same prediction? 

 

In our experiment context of use the ‘How to still be this’ question, even if highlighting 

inconsistences with scenarios task, were framed as follows:  

- ‘What can I change, in my lifestyle, to still get a diabetes risk as 80%?’ (Diabetes risk 

scenario) 

- ‘What can I change, of my house, to still get an estimated price between 420k- 

470k?’ (House selling scenario) 

 

According to the Question-Drive Design Process for XAI UX a ‘How to still be this’ 

explanation should describe features/feature ranges or rules that could guarantee the 

same prediction or show examples that are different from the particular instance but 

still had the same outcome. 

Usable ‘How to still be this’ explanations 

Literature claims 

Both The QDDA work from Liao et al. and the UXAI work agreed on the ability of Feature 

influence and relevance method, local rules or tree or prototypical and representative 

examples to provide hints to answer an how to still be this question. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide an ‘How to still be 

this’ explanation, completely or partially and directly or indirectly. 
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Efficient ‘How to still be this’ explanations 

The ‘How to still be this’ question has been evaluated as completely answered by the 

following explanatory form, listed according to the number of participants mentions: 

Decision tree (8/9), Rule flowchart (7/8), Feature relevance (7/10), Typical example (4/7) 

 

The elements in the explanatory forms that helps to get a complete answer to the ‘How 

to be that’ question are:  

- A list or a path for feature values for instances who would get the same given 

prediction. 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘how to be that’ 

question partially: Feature shape (4/8), Decision rules (4/9), Feature importance (4/10). 

 

The elements in the explanatory forms providing some ‘hints’ but not enough to get a 

complete ‘How to still be this’ answer are:  
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- Showing parameters value to get the prediction only for one or two features at the 

time. 

- Offering comparisons through examples with similar features but different 

predictions  

- Providing the list of the most weighted features to get predictions 

 

Effective ‘How to still be this’ explanations 

The explanatory forms able to answer directly to the ‘how to still be this’ question 

resulted to be: Decision tree, Rule flowchart, Typical example, Feature interaction. 

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Feature relevance, Feature shape, Decision rules, Feature importance. 

 

Conclusions 

The decision tree is the most usable explanatory form to answer to a ‘How to still be 

this question: 

 

 

What if 

Answering to a ‘What if’ question helps users to get hints about what whould be the 

system prediction if something different occur in the input instance, aiming to explain 

what the prediction in case of different input features could be. 

To provide a ‘What if’ explanation the work on Question Driven Design Approach by Liao 

et al suggests to answer to the following main question and the relative sub questions: 

 

- What would the system predict if this instance changes to…?  

o What would the system predict if a given feature changes to…? 

o What would the system predict for [a different instance]? 
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In our experiment context of use the What if’ question were framed as follows:  

- ‘What would be the diabetes risk estimation if I would have different clinical data?’ 

(Diabetes risk scenario) 

- ‘What would be my price estimation if my house would have different 

characteristics?’ (House selling scenario) 

 

According to the Question-Drive Design Process for XAI UX a ‘What if’ explanation 

should show how the prediction changes corresponding to the inquired change. 

 

Usable ‘What if’ explanations 

Literature claims 

Both The QDDA work from Liao et al. and the UXAI work agreed on the ability of Feature 

influence and relevance method, decision tree approximation and rule extraction 

explanatory forms to provide hints to answer to a ‘What if’ question.  

 

User study results 

Our analysis deepened what explanatory forms are able to provide a ‘What if’ 

explanation, completely or partially and directly or indirectly. 

 



158 
 

 

 

Efficient ‘What if’ explanations 

The ‘What if’ question has been evaluated as completely answered by the following 

explanatory form, listed according to the number of participants mentions: Feature 

relevance (10/10), Decision tree (9/9), Decision rules (8/9), Rule flowchart (7/8), Feature 

interaction (4/7)  

 

The elements in the explanatory forms that helps to get a complete answer to the ‘What 

if’ question are:  

- Allowing the user to control the instance features and get corresponding prediction at 

any change.   

- Providing a list of instances directly manipulated or providing graphs,  textual rules or 

tree visualisation and corresponding predictions ranges/values. 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘how to be that’ 
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question partially: Typical example (4/7), Counterfactual example (7/10), Feature shape 

(4/8) 

 

The elements in the explanatory forms considered as providing some ‘hints’ but not 

enough to get a complete ‘What if’ answer are:  

- Showing parameters value to get predictions only for one feature at the time. 

- Offering comparisons through examples or dataset instances 

 

Effective ‘What if’ explanations 

The explanatory forms able to answer directly to the ‘how to still be this’ question 

resulted to be: Feature relevance, Decision tree, Decision rules, Rule flowchart, 

Counterfactual example, Feature interaction. 

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Typical example and Feature shape. 

 

Conclusions 

The feature relevance is the most usable explanatory form to answer to a ‘What if’ 

question: 

 

 

What data  

Answering to an ‘What data’ question helps users to get hints about what data does the 

system use to learn/has learned from’ aiming to explain what are the information used 

by the system to take decisions. 

To provide a ‘What data’ explanation the work on Question Driven Design Approach by 

Liao et al suggests answering to the following main question and the relative sub 

questions: 
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• What kind of data was the system trained on? 

o What is the source of the training data?  

o  How were the labels/ground-truth produced? 

o  What is the sample size of the training data?  

o What dataset(s) is the system NOT using?  

o  What are the potential limitations/biases of the data?  

o What is the size, proportion, or distribution of the training data with given 

feature(s)/feature-value(s)? 

 

In our experiment context of use the ‘What data’ question were framed as follows:  

- ‘What are the data on which the system has been trained on? What are the data used 

by the system to predict diabetes risk?’ (Diabetes risk scenario) 

- ‘What are the data on which the system has been trained on? What are the data used 

by the system to estimate house price?’ (House selling scenario) 

 

According to the Question-Drive Design Process for XAI UX a ‘What data’ explanation 

•Document comprehensive information about the training data, including the source, 

provenance, type, size, coverage of population, potential biases, etc. 

 

Usable ‘What data’ explanations 

Literature claims 

The QDDA work from Liao et al. doesn’t provide any suggestion or example about 

explanatory forms able to answer a what data question. The UXAI mentions a generical 
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data source, as a list of features took into consideration by the system to get 

predictions. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide a ‘What data’ 

explanation, completely or partially and directly or indirectly. 

 

 

 

Efficient ‘What data’ explanations 

The ‘What data’ question has been evaluated as completely answered by the following 

explanatory form, listed according to the number of participants mentions: Dataset (4/7), 

Decision rules (4/9), Feature interaction (3/7), Decision tree (3/9), Feature relevance 

(3/10) 
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The elements in the explanatory forms that helps to get a complete answer to the ‘What 

data’ question are: 

- Showing samples of data points in the train set allowing the user to directly interact 

with them 

- Listing of the features considered by the system to give the predictions 

 

 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘What data’ 

question partially: Feature shape (6/8), Typical example (4/7), Similar example (4/8) , 

Counterfactual example (4/10), Global feature importance (3/10). 

 

The elements in the explanatory forms considered as providing some ‘hints’ but not 

enough to get a complete ‘What data’ answer are:  

- Showing parameters value to get the predictions only for one feature at the time. 

- Offering comparisons through examples  

- Providing the list of the most weighted features to get predictions 

 

Effective ‘What data’ explanations 

The explanatory forms able to answer directly to the ‘What data’ question resulted to be: 

Dataset, Decision rules, Feature interaction, Counterfactual example, decision tree, 

feature relevance.  

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Feature shape, Typical example, Similar example, Global and feature importance 

  

Conclusions 

There’s not a clear result for the most usable explanatory form to answer to a ‘What 

data’ question. In terms of serving the bigger pool of possible users the feature shape 

seems to be more satisfactorily but providing only partial answers and with a consistent 

cognitive effort. On the other hand, the dataset explanatory form, has less relevance in 
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terms of being recognised as able to answer the question but, for the one which make 

this effort provide complete and direct information. Anyway, compared to the other user 

needs, the one underlying the what data question is the less served by the current state 

of the explainable AI visualisation, at least for AI novices; that’s why we claim that 

should be the primary focus for further developments. 

 

 

 

How confident  

Answering to an ‘How confident’ question helps users to get hints about how certain the 

system in a prediction or outcome is.  

To provide an ‘How confident’ explanation the work on Question Driven Design Approach 

by Liao et al suggests to answer to the following main question and the relative 

subquestions: 

How accurate/precise/reliable are the predictions?  

o How often does the system make mistakes?  

o In what situations is the system likely to be correct/ incorrect? 

o What are the limitations of the system?  

o What kind of mistakes is the system likely to make? 

o Is the system’s performance good enough for…? 

 

In our experiment context of use the ‘How confident’ question were framed as follows:  

- ‘How reliable is the system diabetes risk estimated by the system?’ (Diabetes risk 

scenario) 

- ‘How reliable is the evaluation estimated by the system?’ (House selling scenario) 

-  
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According to the Question-Drive Design Process for XAI UX a ‘What data’ explanation 

should provide performance metrics of the model or Show uncertainty information for 

each prediction or Describe potential strengths and limitations of the model 

 

Usable ‘How confident’ explanations 

 

Literature claims 

The QDDA work from Liao et al. doesn’t provide any suggestion or example about 

explanatory forms able to answer an how confident question. The UXAI mentions generic 

model confidence examples as categories, numbers, N-best alternatives, or 

visualisations. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide a ‘How confident’ 

explanation, completely or partially and directly or indirectly. 

 

 

Efficient ‘How confident’ explanations 

The ‘How confident’ question has been evaluated as completely answered by the 

following explanatory form, listed according to the number of participants mentions: 

Performance (10/10) and Output accuracy (9/9). 

The elements in the explanatory forms that helps to get a complete answer to the ‘What 

data’ question were: 
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- Showing the overall performance how the system with the error range 

- Providing the accuracy score calculated for each prediction 

 

On the contrary the following explanatory forms, again listed according to the number of 

participants mentions, has been recognized as only able to answer the ‘How confident’ 

question partially: Feature shape (3/8) and Feature relevance (3/10) 

 

The elements in the explanatory forms considered as providing some ‘hints’ but not 

enough to get a complete ‘How confident’ answer are: 

- Provide the prediction as a range of values, suggesting the system capabilities and 

the uncertainty level 

- Showing parameters value that led to different outcomes 

- Offering examples or data samples making users evaluate prediction based on their 

own opinions. 

- Providing the list of the most weighted features to get predictions 

 

Effective ‘How confident’ explanations 

The explanatory forms able to answer directly to the ‘What data’ question resulted to be: 

Performance and Output accuracy. 

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Feature shape and Feature relevance. 

 

Conclusions 

System performance is the most usable explanatory form to answer to a ‘How confident’ 

question: 
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What outputs 

Answering to a ‘What output’ question helps users to understand what are the possible 

outcome that the system can produce, setting the proper expectation about its 

functioning and preventing misuse or misunderstandings. 

To provide a ‘What output’ explanation the work on Question Driven Design Approach by 

Liao et al suggests answering to the following main question and the relative sub 

questions: 

• What kind of output does the system give?  

o  What does the system output mean?  

o  What is the scope of the system’s capability? Can it do…?  

o  How is the output used for other system component(s) ?  

o  How should I best utilize the output of the system 

o  How should the output fit in my workflow? 

 

In our experiment context of use the ‘What output’ question were framed as follows:  

- ‘What are all the possible outcome that the system can give?’ (Diabetes risk and 

House selling scenario) 

 

 

 

According to the Question-Drive Design Process for XAI UX a ‘What output’ explanation  

should Describe the scope of output or system functions or Suggest how the output 

should be used for downstream tasks or user workflow. 
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Usable ‘What outputs’ explanations 

Literature claims 

The QDDA work from Liao et al. doesn’t provide any suggestion or example about 

explanatory forms able to answer an how confident question. The UXAI mentions generic 

system capability explanation aimed to show what the system can do. 

 

User study results 

Our analysis deepened what explanatory forms are able to provide a ‘What outputs’ 

explanation, completely or partially and directly or indirectly. 

 

 

 

 

Efficient ‘What outputs’ explanations 

The ‘What output’ question has been evaluated as completely answered by the following 

explanatory form, listed according to the number of participants mentions: Feature 

shape (8/8), Decision tree (8/8), Rule flowchart (6/8), Decision rules (6/9), Feature 

relevance (6/10), Feature interaction (3/7). 
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The elements in the explanatory forms that helps to get a complete answer to the ‘What 

data’ question were: 

- Listing/showing all the different results user could get based on different instance 

features 

 

On the contrary the dataset (5/7) explanatory form has been recognized as only able to 

answer the ‘What if’ question partially.  

The elements in the explanatory form considered as providing some ‘hints’ but not 

enough to get a complete ‘What outputs answer are:  

- Offering a bunch of similar examples or data samples from the database 

- Provide outcome as a range of possible values 

 

Effective ‘What outputs’ explanations 

The explanatory forms able to answer directly to the ‘What output’ question resulted to 

be: Feature shape, Decision tree, Rule flowchart, Decision rules. 

On the contrary, the remaining explanatory forms even though able to answer to the 

question, provided hints just indirectly slowing the process of informing user mental 

models: Dataset, Feature relevance, Feature interaction. 

 

Conclusions 

Feature shape is the most usable explanatory form to answer to a ‘What outputs’ 

question: 
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The analysis performed to extract the state of art of XAI techniques took as a reference 

the most promising frameworks found in literature to design explanatory interfaces, for 

that reason we may have inherited their limitation. Since conducting a systematic 

literature review on the topic was out of the scope of this thesis the results achieved by 

this work may not take into consideration the last developments of this everyday 

growing field.  

In addition, our experiment was constrained into the scenarios boundaries and the 

methodology that has followed, this means that there’s a possibility that the data we 

gained was biased by the fact that the explanatory forms was not truly interactive or 

related to a real world application and context of use as well as some of them or the 

questions, proposed with the aim to serve general consideration may not be so relatable 

in the scenario provided (e.g. in the diabetes risk, since the given prediction was a bad 

score, the question how to still be this may have been evaluated as useless by most of 

the participants.) affecting their results in terms of perceived usefulness or 

completeness of the given answer. 

Additionally, in relation to the experiment, even if designed ro follow a random sequence 

in showing the explanatory forms to participants to avoid bias, may not be enough to 

guarantee that already grasped information about the system functioning by the first 

ones showed has not biased the following ones during the activity.  

This work represents a first attempt to evaluate explanatory forms usability with a 

restricted pool of AI novices, next studies may took our results as a reference to 

conduct a focused analysis in terms of explanation usability and ability to answer 

questions with an higher pool of participants.  

As introduced in the methodology section, the quantitative analysis performed to 

aggregate experiment results must be taken only as a reference in supporting the 

qualitative one since, again, the pool of participants in the experiment has been not 

enough to conduct exhaustive qualitative research. 

This last consideration can be the starting point for the further development of this work 

in order to combine the new results with the quantitative analysis performed by Jin et 

al. for the EUCA framework which resulted in a granular analysis in pairing explanatory 

forms and explanatory goals. We claim that restricting the knowledge on the current 

state of XAI techniques and their visualisation (explanatory form) is still limited thus 

performing an additional analysis to correlate explanatory goals and question seeking 
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may truly generates actionable knowledge for practitioners to inform the development of 

effective explanatory narratives with end to end user flows which, triggered by the user 

need characterized by the explanatory goals and following the principle of progressive 

disclosure may overcome all the limitation found in the literature review we performed 

to finally provide interactive explanations targeted on user needs able to answer follow 

up question until the level of understanding needed for the intention of use [the 

explanatory goal] is fulfilled. 
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This thesis covered the topic of Understandable AI and Explanation Usability from AI 

novices perspective and contributed to the literature on designing explainable AI user 

experiences in the context of explainable interfaces providing actionable insights for 

practitioners to design explanatory narratives serving AI novices user needs, expressed, 

according to the question driven design approach for explainable AI, as question users 

may have in mind while they are seeking for explanations. 

The discussion has covered the first research question of this thesis (What is the AI 

novice reasoning at the first interaction with explanation types? What information are 

easily caught, what mental model they inform, what is their perceived usefulness and 

their intention of use?) analysing in detail the level of understandability of the 14 

explanatory forms, visualisations of the state of art of explainable AI techniques outputs, 

providing insights in terms of user friendliness and perceived usefulness and highlighting 

user’s opinion in terms of applicable context of use and possible strategies to improve 

their visualisation in order to overcome possible misleading factors. 

From the analysis of the AI novices’ experiences with the 14 explanatory forms we were 

able to extract actionable insights to characterize AI novices - XAI interaction patterns, 

to inform practitioners on how to enhance explanation effectiveness for this disregarded 

from literature target group. 

For what concern the second research question (Explanatory forms/explanation type can 

convey the information needed to AI novices to answers the prototypical questions given 

by the question driven design approach?), this work contributes to advance the field of 

the question driven design approach for explainable AI with the first user study focused 

on the capability of explanation type to serve user explanatory needs (namely, answer 

the 10 prototypical questions) directly involving end users themselves.  

This resulted into a general analysis of the state of art of explainable AI visualisation to 

serve AI novices needs and, within the fine-grained explanatory forms analysis, an 

actionable resource for XUI designers which list, for each of them, what question are the 

best answered following the usability evaluation differentiating the one given in an 

efficient manner i.e., providing complete or partial answer and if they are given with 

effectiveness aka if the information grasped to answer them are directly or indirectly 

given, thus, more or less cognitive demanding. 

In this direction our contribution to the field of usable explanations adopt the definition 

of usability as the combination of effectiveness, efficiency, and satisfaction, as per 
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ISO9241-210, that defines usability as the “extent to which a system, product or service 

can be used by specified users to achieve specified goals with effectiveness, efficiency, 

and satisfaction in a specified context of use” and postulates that the most usable 

explanation is the one which is most probable to serve user needs/goals (answer the 

prototypical question user have in mind) resulting in a higher level of satisfaction, 

secondly is needed to convey the right amount of information to fulfill their goal (thus, 

providing a complete answer) while requiring the minimum amount of cognitive effort 

(thus, providing a direct answer).  

Following the same reasoning, we have reversed the explanatory forms’ results providing 

a fine-grained question analysis to provide, for each of the 10 prototypical questions 

representing user needs while seeking for explanations what the most usable 

explanatory form are to answer them in order to fulfil user needs. 

 Additionally, for each question the elements extracted from the form to answer them 

are summarised differentiating what ones can provide complete or partial hints in order 

to serve the whole XAI community in the development of new XAI techniques able to 

provide the most effective explainable experiences even for AI novices, in the near 

future. 
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Tables: 

explanatory form user friendliness scale 

Explanatory form  User friendliness 

Feature relevance  3 

Similar example  3 

Decision tree  2,9 

Feature importance  2,9 

Typical example  2,9 

Output accuracy  2,9 

Decision rules  2,8 

Counterfactual example  2,7 

Performance  2,7 

Global feature importance  2,6 

Rule flowchart  2,5 

Feature shape  2,1 

Dataset  2 

Feature interaction  1,7 

 

Explanatory form perceived usefulness scale 

Explanatory form  Perceived usefulness 

   

Feature importance  2,9 

Decision tree  2,8 

Performance  2,8 

Global feature importance  2,8 

Feature relevance  2,7 

Output accuracy  2,6 

Counterfactual example  2,6 

Rule flowchart  2,5 

Decision rules  2,3 

Similar example  2,2 

Feature shape  2,1 

Feature interaction  2 

Typical example  1,9 

Dataset  1,7 
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Fine grained explanatory forms analysis 

explanatory 

form 
  

Questions answered 

question 

asweres 

mentioned 

Decision tree 
  

How it works [9/9] completely [7], partially [1], directly [9]: 

How (Local) [9/9] completely [7], partially [2], directly [9] 

How to be that [9/9] completely [7], partially [2], directly [7], 

indirectly [2] 

What if [9/9] completely [9], directly [8] 

Why [8/9] completely [6], partially [1], directly [6], indirectly [1] 

How to still be this [8/9] completely [6], partially [2], directly [6], 

indirectly [2] 

What outputs [8/9] completely [8], directly [8] 

Why not [7/9] completely [7] directly [7] 

What data [3/9] completely [3] directly [3] 70 

Rule flowchart 
  

How it works [8/8] completely [6], partially [1], directly [6] 

How (Local) [8/8] completely [6], partially [1], directly [8] 

Why [8/8] completely [6], partially [2], directly [6], indirectly [2] 

Why not [8/8] completely [8], directly [8] 

How to be that [8/8] completely [6], partially [1], directly [7] 

How to still be this [7/8] completely [6], directly [5], indirectly [1] 

What if [7/8] completely [5], partially [2], directly [7] 

What outputs [6/8] completely [4], partially [1], directly [4] 

what data [2/8] completely [1], partially [1], directly [1], indirectly 

[1] 

How confident [1/8], partially [1], indirectly [1] 63 

Feature 

relevance 
  

What if [10/10] completely , directly  

How it works [8/10] partially, indirectly  

How (Local) [8/10] partially [3], directly [6]  

How to be that [8/10] completely [5], indirectly [5] How to still be 

this [7/10] completely [3] indirectly [5] What outputs [6/10] 

completely [4],, indirectly [4] Why [5/10] completely [3], indirectly 

[3] Why not [3/10] partially [1], indirectly [2] How confident [3/10] 

partially [2], indirectly [2] What data [3/10] completely [2], directly 

[2] 61 
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How confident [3/10] completely [1], partially [2], directly [1], 

indirectly [2] 

What data [3/10] completely [2], partially [1], directly [2] 

Decision rules 
  

How to be that [9/9] completely [6/8], partially [2/8], directly [4], 

indirectly [3]  

How it works [8/9] completely [4], partially [4], directly [5], 

indirectly [3]  

How (Local) [8/9] completely [5], partially [3], directly [7], 

indirectly [1]  

What if [8/9] completely [6], partially [2], directly [6],  

What outputs [6/9] completely [6], directly [5], indirectly [1]  

Why [6/9] completely [3], partially [2], directly [3], indirectly [1]  

Why not [5/9] completely [3], partially [1], directly [3], indirectly [1]  

How to still be this [4/9] completely [2], partially [2], directly [1], 

indirectly [2]  

What data [4/9] completely [3], partially [1], directly [3], indirectly 

[1]  

How confident [2/9] partially [2], indirectly [1] 60 

Feature shape 
  

What outputs [8/10] completely [6], partially [2], directly [5], 

indirectly [1]  

How (Local) [6/10] completely [1], partially [5], indirectly [5]  

How to be that [6/10] completely [1], partially [5], indirectly [4]  

What data [6/10] completely [1], partially [5], directly [1], indirectly 

[3]  

How it works [4/10] completely [1], partially [2], directly [1]  

Why [4/10] completely [1], partially [3], directly [1], indirectly [3]  

Why not [4/10] completely [2], partially [2], directly [1], indirectly 

[3]  

How to still be this [4/10] partially [4], indirectly [2]  

What if [4/10] completely [1], partially [3], directly [1], indirectly [2]  

How confident [3/10] partially [3], indirectly [2]  45 

Counterfactual 

example 
  

How to be that [10/10] completely [9], partially [1], directly [10]  

What if [7/10] partially [7], directly [5], indirectly [2]  

How it works [6/10], partially [6], directly [3], indirectly [3]  

What data [4/10] partially [4], directly [3]  

How (Local) [3/10] partially [2], indirectly [2]  

How to still be this [2/10], partially [2], indirectlyt [1]  

Why [1/10], indirectly [1]  

Why not [1/10], indirectly [1] 34 
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Feature 

importance 
  

How it works [9/10] completely [4], partially [2], directly [6], 

indirectly [1]  

Why [6/10] completely [5], partially [1], directly [6],  

How to be that [5/10] completely [2], partially [2], indirectly [4]  

How to still be this [4/10] completely [2], partially [1], indirectly [3]  

How (Local) [3/10] completely [1], partially [2], directly [2]  

Why not [2/10] completely [1], partially [1], directly [1]  

What data [2/10] completely [1], partially [1], directly [1] 31 

Feature 

interaction 
  

How (Local) [5/7] partially [5], directly [1], indirectly [3]  

How to be that [5/7] partially [4], indirectly [4]  

What if [4/7] completely [2], partially [2], directly [1], indirectly [3]  

Why [3/7] partially [3], indirectly [1]  

Why not [3/7] partially [2], directly [1], indirectly [2]  

What outputs [3/7] completely [2], partially [1], directly [1], 

indirectly [1]  

What data [3/7] completely [3], directly [2]  

How it works [2/7] partially [2, indirectly [1]  

How to still be this [2/7] partially [2], indirectly [2] 30 

Typical 

example 
  

What if [5/7] partially [5], directly [1], indirectly [3]  

How it works [4/7] partially [4], directly [2], indirectly [1]  

Why [4/7] partially [4], directly [1], indirectly [3]  

How to still be this [4/7] completely [3], partially [1], directly [4]  

What data [4/7] completely [1], partially [3], directly [1], indirectly 

[3]  

How (Local) [3/7] partially [3], directly [1], indirectly [2]  

Why not [2/7] partially [2], directly [1], indirectly [1]  

How confident [2/7 partially [2], indirectly [2] 28 

Similar 

example 
  

What data [4/8] completely [2], partially [2], directly [1], indirectly 

[1]  

How it works [3/8] partially [2], indirectly [3]  

How (Local) [3/8] partially [3], indirectly [2]  

Why [3/8] partially [3], directly [1], indirectly [1]  

How to be that [3/8] completely [1], partially [2], directly [2], 

indirectly [1]  

Why not [2/8] partially [1], directly [1], indirectly [2]  

How to still be this [2/8, partially [2], directly [1], indirectly [1]  

What if [2/8] , partially [2], directly [1], indirectly [1]  

How confident [2/8] partially [2], directly [1], indirectly [1]  26 



180 
 

What outputs [2/8] completely [1], partially [1], directly [1], 

indirectly [1] 

Global feature 

importance 
  

How it works [10/10] completely [5], partially [3], directly [9]  

How (Local) [4/10] completely [2], partially [2], directly [2]  

How to be that [3/10] partially [3] indirectly [2]  

What data [3/10] completely [1], partially [2], directly [1], indirectly 

[1]  

How confident [2/10] 2 partially, 1 indirectly  

How to still be this [1/10, partially [1]  

Why [1/10] partially [1], indirectly [1]  

Why not [1/10] partially [1], indirectly [1] 25 

Dataset 
  

What outputs [5/7] 1 completely 3 partially / 2 directly,3 indirectly  

What data [4/7] 2 completely 2 partially 2 directly,1 indirectly  

How confident [2/7] 2 partially / 1 directly,, 1 indirectly  

How it works [1/7] partially [1], indirectly [1]  

How [1/7]  

What if [1/7] partially [1] indirectly [1] 14 

Output 

accuracy 
  

How confident [9/9] 5 completamente 2 parzialmente 8 

direttamente (?)  

What ouptputs [2/9] 2 parzialmente  

How it works [1/9] 1 parzialmente 12 

Performance 
  

How confident [10/10] completely [8], partially [1], directly [10] 10 

 

explanatory 

form 
 

how it 

works 

How 

local why 

why 

not 

how 

to be 

that 

how to 

stilll be 

this 

what 

if 

What 

data 

How 

confident 

What 

outputs 

Decision tree 
 

1,00 1,00 0,89 0,78 1,00 0,89 1,00 0,33 0,00 0,89 

Feature 

relevance 
 

0,80 0,80 0,50 0,30 0,80 0,70 1,00 0,30 0,30 0,60 

Rule flowchart 
 

1,00 1,00 1,00 1,00 1,00 0,88 0,88 0,25 0,13 0,75 

Decision rules 
 

0,89 0,89 0,67 0,56 1,00 0,44 0,89 0,44 0,22 0,67 

Feature shape 
 

0,50 0,75 0,50 0,50 0,75 0,50 0,50 0,75 0,38 1,00 

Counterfactual 

example 
 

0,60 0,30 0,10 0,10 1,00 0,20 0,70 0,40 0,00 0,00 

Feature 

importance 
 

0,90 0,30 0,60 0,20 0,50 0,40 0,00 0,20 0,00 0,00 
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Feature 

interaction 
 

0,29 0,71 0,43 0,43 0,71 0,29 0,57 0,43 0,00 0,43 

Typical example 
 

0,57 0,43 0,57 0,29 0,00 0,57 0,71 0,57 0,29 0,00 

Global feature 

importance 
 

1,00 0,40 0,10 0,10 0,30 0,10 0,00 0,30 0,20 0,00 

Similar example 
 

0,38 0,38 0,38 0,25 0,38 0,25 0,25 0,50 0,25 0,25 

Dataset 
 

0,14 0,14 0,00 0,00 0,00 0,00 0,14 0,57 0,29 0,71 

Performance 
 

0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 1,00 0,00 

Output accuracy 
 

0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 1,00 0,22 

 

explanatory 

form 
 

how it 

works 

How 

local why 

why 

not 

how to 

be 

that 

how to 

stilll be 

this 

what 

if 

What 

data 

How 

confident 

What 

outputs 

Decision tree 
 

9/9 9/9 8/9 7/9 9/9 8/9 9/9 3/9 
 

8/9 

Feature 

relevance 
 

8/10 8/10 5/10 3/10 8/10 7/10 10/10 3/10 3/10 6/10 

Rule flowchart 
 

8/8 8/8 8/8 8/8 8/8 7/8 7/8 2/8 1/8 6/8 

Decision rules 
 

8/9 8/9 6/9 5/9 9/9 4/9 8/9 4/9 2/9 6/9 

Feature shape 
 

4/8 6/8 4/8 4/8 6/8 4/8 4/8 6/8 3/8 8/8 

Counterfactual 

example 
 

6/10 3/10 1/10 1/10 10/10 2/10 7/10 4/10 
  

Feature 

importance 
 

9/10 3/10 6/10 2/10 5/10 4/10 
 

2/10 
  

Feature 

interaction 
 

2/7 5/7 3/7 3/7 5/7 2/7 4/7 3/7 
 

3/7 

Typical example 
 

4/7 3/7 4/7 2/7 
 

4/7 5/7 4/7 2/7 
 

Global feature 

importance 
 

10/10 4/10 1/10 1/10 3/10 1/10 
 

3/10 2/10 
 

Similar example 
 

3/8 3/8 3/8 2/8 3/8 2/8 2/8 4/8 2/8 2/8 

Dataset 
 

1/7 1/7 
    

1/7 4/7 02/07 5/7 

Performance 
         

10/10 
 

Output accuracy 
 

1/9 
       

09/09 02/09 
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explanatory 

form 
 

how it 

works 

How 

local why 

why 

not 

how to 

be 

that 

how to 

stilll be 

this 

what 

if 

What 

data 

How 

confident 

What 

outputs 

Decision tree 
 

9/9 9/9 8/9 7/9 9/9 8/9 9/9 3/9 x 8/9 

Feature 

relevance 
 

8/10 8/10 5/10 3/10 8/10 7/10 10/10 3/10 3/10 6/10 

Rule flowchart 
 

8/8 8/8 8/8 8/8 8/8 7/8 7/8 2/8 1/8 6/8 

Decision rules 
 

8/9 8/9 6/9 5/9 9/9 4/9 8/9 4/9 2/9 6/9 

Feature shape 
 

4/8 6/8 4/8 4/8 6/8 4/8 4/8 6/8 3/8 8/8 

Counterfactual 

example 
 

6/10 3/10 1/10 1/10 10/10 2/10 7/10 4/10 
  

Feature 

importance 
 

9/10 3/10 6/10 2/10 5/10 4/10 
 

2/10 
  

Feature 

interaction 
 

2/7 5/7 3/7 3/7 5/7 2/7 4/7 3/7 
 

3/7 

Typical example 
 

4/7 3/7 4/7 2/7 
 

4/7 5/7 4/7 2/7 
 

Global feature 

importance 
 

10/10 4/10 1/10 1/10 3/10 1/10 
 

3/10 2/10 
 

Similar example 
 

3/8 3/8 3/8 2/8 3/8 2/8 2/8 4/8 2/8 2/8 

Dataset 
 

1/7 1/7 
    

1/7 4/7 2/7 5/7 

Performance 
         

10/10 
 

Output accuracy 
 

1/9 
       

9/9 2/9 

 

 

Fine grained question analysis 

 

Explanatory forms which answer ‘how it works questions’ (completely, partially, directly, 

indirectly) 

Global 

feature 

importa

nce 

Decis

ion 

tree 

Rule 

flowc

hart 

Feature 

importa

nce 

Decis

ion 

rules 

Featur

e 

releva

nce 

Counterfa

ctual 

example 

Typic

al 

exam

ple 

Feat

ure 

shap

e 

Simil

ar 

exam

ple 

Feature 

interac

tion 

Data

set 

Outp

ut 

accur

acy 

1,00 1,00 1,00 0,90 0,89 0,80 0,60 0,57 0,50 0,38 0,29 0,14 0,11 

10/10 9/9 8/8 9/10 8/9 8/10 6/10 4/7 4/8 3/8 2/7 1/7 1/9 
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10/10 9/9 8/8 9/10 8/9 8/10 6/10 4/7 4/8 3/8 2/7 1/7 1/9 

             

 

Explanatory forms which answer ‘how it works questions’ (completely, partially, 

directly, indirectly) 

 

Decisi

on 

tree 

Rule 

flowch

art 

Decisi

on 

rules 

Featur

e 

releva

nce 

Featu

re 

shap

e 

Feature 

interact

ion 

Typica

l 

exam

ple 

Global 

feature 

importa

nce 

Simila

r 

exam

ple 

Feature 

importa

nce 

Counterfac

tual 

example 

Datas

et 

1,00 1,00 0,89 0,80 0,75 0,71 0,43 0,40 0,38 0,30 0,30 0,14 

9/9 8/8 8/9 8/10 6/8 5/7 3/7 4/10 3/8 3/10 3/10 1/7 

9/9 8/8 8/9 8/10 6/8 5/7 3/7 4/10 3/8 3/10 3/10 1/7 

 

Explanatory forms which answer ‘why’ question (completely, partially, directly, 

indirectly) 

 

Rule 

flowch

art 

Decisi

on 

tree 

Decisi

on 

rules 

Feature 

importan

ce 

Typical 

examp

le 

Feature 

relevan

ce 

Featu

re 

shape 

Feature 

interacti

on 

Simila

r 

examp

le 

Global 

feature 

importan

ce 

Counterfact

ual example 

1,00 0,89 0,67 0,60 0,57 0,50 0,50 0,43 0,38 0,10 0,10 

8/8 8/9 6/9 6/10 4/7 5/10 4/8 3/7 3/8 1/10 1/10 

8/8 8/9 6/9 6/10 4/7 5/10 4/8 3/7 3/8 1/10 1/10 

 

 

Explanatory forms which answer ‘why not’ question (completely, partially, directly, 

indirectly) 

Rule 

flowch

art 

Decisi

on 

tree 

Decisi

on 

rules 

Featu

re 

shape 

Feature 

interacti

on 

Feature 

relevan

ce 

Typical 

examp

le 

Simila

r 

examp

le 

Feature 

importan

ce 

Global 

feature 

importan

ce 

Counterfact

ual example 

1,00 0,78 0,56 0,50 0,43 0,30 0,29 0,25 0,20 0,10 0,10 



184 
 

8/8 7/9 5/9 4/8 3/7 3/10 2/7 2/8 2/10 1/10 1/10 

8/8 7/9 5/9 4/8 3/7 3/10 2/7 2/8 2/10 1/10 1/10 

 

Explanatory forms which answer ‘why not’ question (completely, partially, directly, 

indirectly) 

Counterfactu

al example 

Decisio

n tree 

Rule 

flowcha

rt 

Decisio

n rules 

Feature 

relevanc

e 

Featur

e 

shape 

Feature 

interactio

n 

Feature 

importan

ce 

Similar 

exampl

e 

Global 

feature 

importan

ce 

1,00 1,00 1,00 1,00 0,80 0,75 0,71 0,50 0,38 0,30 

10/10 9/9 8/8 9/9 8/10 6/8 5/7 5/10 3/8 3/10 

10/10 9/9 8/8 9/9 8/10 6/8 5/7 5/10 3/8 3/10 

 

Explanatory forms which answer ‘How to still be this’ question (completely, partially, 

directly, indirectly) 

Decisi

on 

tree 

Rule 

flowch

art 

Feature 

relevan

ce 

Typical 

examp

le 

Featu

re 

shape 

Decisi

on 

rules 

Feature 

importan

ce 

Feature 

interacti

on 

Simila

r 

examp

le 

Counterfact

ual example 

Global 

feature 

importan

ce 

0,89 0,88 0,70 0,57 0,50 0,44 0,40 0,29 0,25 0,20 0,10 

8/9 7/8 7/10 4/7 4/8 4/9 4/10 2/7 2/8 2/10 1/10 

8/9 7/8 7/10 4/7 4/8 4/9 4/10 2/7 2/8 2/10 1/10 

Explanatory forms which answer ‘What if’ question (completely, partially, directly, 

indirectly) 

Feature 

relevanc

e 

Decisio

n tree 

Decisio

n rules 

Rule 

flowchar

t 

Typical 

exampl

e 

Counterfactu

al example 

Feature 

interactio

n 

Featur

e 

shape 

Similar 

exampl

e 

Datase

t 

1,00 1,00 0,89 0,88 0,71 0,70 0,57 0,50 0,25 0,14 

10/10 9/9 8/9 7/8 5/7 7/10 4/7 4/8 2/8 1/7 

10/10 9/9 8/9 7/8 5/7 7/10 4/7 4/8 2/8 1/7 

 

Explanatory forms which answer ‘What data’ question (completely, partially, directly, 

indirectly) 
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Featu

re 

shap

e 

Datas

et 

Typica

l 

exam

ple 

Simila

r 

exam

ple 

Decisi

on 

rules 

Feature 

interact

ion 

Counterfac

tual 

example 

Decisi

on 

tree 

Featur

e 

releva

nce 

Global 

feature 

importa

nce 

Rule 

flowch

art 

Feature 

importa

nce 

0,75 0,57 0,57 0,50 0,44 0,43 0,40 0,33 0,30 0,30 0,25 0,20 

6/8 4/7 4/7 4/8 4/9 3/7 4/10 3/9 3/10 3/10 2/8 2/10 

6/8 4/7 4/7 4/8 4/9 3/7 4/10 3/9 3/10 3/10 2/8 2/10 

 

Explanatory forms which answer ‘How confident’ question (completely, partially, 

directly, indirectly) 

Performanc

e 

Output 

accurac

y 

Featur

e 

shape 

Feature 

relevanc

e 

Typical 

exampl

e 

Datase

t 

Similar 

exampl

e 

Decisio

n rules 

Global 

feature 

importanc

e 

Rule 

flowchar

t 

1,00 1,00 0,38 0,30 0,29 0,29 0,25 0,22 0,20 0,13 

10/10 9/9 3/8 3/10 2/7 2/07 2/8 2/9 2/10 1/8 

10/10 9/9 3/8 3/10 2/7 2/07 2/8 2/9 2/10 1/8 

 

 

Explanatory forms which answer ‘What output’ question (completely, partially, directly, 

indirectly) 

 

Feature 

shape 

Decision 

tree 

Rule 

flowchart Dataset 

Decision 

rules 

Feature 

relevance 

Feature 

interaction 

Similar 

example 

1,00 0,89 0,75 0,71 0,67 0,60 0,43 0,25 

8/8 8/9 6/8 5/7 6/9 6/10 3/7 2/8 

8/8 8/9 6/8 5/7 6/9 6/10 3/7 2/8 
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