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1. Introduction
Machine learning (ML) plays a crucial role in
developing intelligent and inventive solutions
across diverse sectors. The realm of TinyML
is empowering the deployment of such cutting-
edge technologies onto resource-constrained de-
vices.
In the context of elderly care, there is an emerg-
ing need for advanced technologies that can im-
prove health care delivery. ML technologies can
provide valuable support for health carers in
identifying significant changes in the conditions
of patients under their care.
The primary goal of this thesis is to create an
effective solution for monitoring the behavior
of older individuals in order to detect behav-
ioral anomalies early and deliver relevant no-
tifications. To achieve this goal, we designed
a novel smart sensor solution, encompassing an
Ultra-Wide-Band (UWB) radar sensor and an
in-sensor tinyML algorithm, and an anomaly de-
tection algorithm that uses the outputs of sen-
sors in the house.
The TinyML algorithm, exploiting the UWB-
radar data, allows us to assess both the pres-
ence and distance of an individual within the
various rooms, thus enabling comprehensive and

detailed monitoring of movement and activity
within the home environment. Successively, we
propose the usage of an anomaly detection algo-
rithm on an edge device that can identify devi-
ations from the standard habits of the patient
by collecting data in output from the TinyML
algorithm through the first period of use of the
device, personalizing it on the habits and sched-
ules of the specific patient.
After this phase, the algorithm becomes able to
notify a carer about possible anomalies occuring
in the house of the elder.

2. Backgroung
2.1. TinyML
Tiny machine learning (TinyML) is an innova-
tive domain in machine learning. It entails con-
densing complicated deep learning models to fit
on IoT devices and microcontrollers (MCUs),
extending the scope of AI applications. This
approach offers several significant advantages.
It facilitates machine learning with a minimal
memory foot-print, often utilizing only a few
hundred kilobytes. By employing TinyML for
ultra-low power tasks at the edge, a new ap-
proach called ML sensor emerges, providing a
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design where AI functionalities are not simply
appended via cloud or mobile connections but
are integrated within the sensor device itself.
ML sensors provide a new paradigm for sensing
by moving processing and analysis to the device
rather than the cloud. This strategy gives pri-
ority to the proximity of data resulting in lower
latency and increased data privacy as raw data
is never transmitted.
Despite the benefits, there are some challenges
to navigate: the efficiency of deep learning
models often comes with significant computa-
tional requirements, which prevent their inte-
gration into TinyML applications due to the se-
vere resource limitations of devices like micro-
controllers [4, 6].
These challenges can be efficiently addressed by
employing neural network compression methods,
such as quantization and pruning. Quantization
minimizes the network’s memory footprint by
decreasing the number of bits needed to repre-
sent neuron weights, whereas pruning removes
less consequential neural connections. This pro-
cess reduces the model’s complexity without sig-
nificantly affecting its performance.

2.2. UWB radar
Ultra-Wideband (UWB) radar belongs to a class
of radars that uses radio systems characterized
by very wide bandwidths. This means that it
enables the frequency spectrum to be shared
among different users, helping to manage inter-
ference and signal path complexity in radio com-
munications [5].
The unique ability of UWB radar to pass
through obstacles makes UWB as a promising
technology for ensuring accurate localization,
particularly in cluttered and challenging scenar-
ios. It stands out for its exceptional accuracy,
which allows it to precisely locate individuals
and objects within a range of just a few cen-
timeters [1].

3. Related Literature
In the scientific literature, the problem of in-
door location has received considerable atten-
tion, highlighting the importance of developing
reliable indoor positioning system. Some meth-
ods consider the use of wearable sensors by the
subject or the use of cameras to monitor the sur-
roundings. For example, Soo-Cheol Kim et al.

introduce a localization method based on radio-
frequency identification (RFID) technology to
accurately monitor the elderly. The RFID sys-
tem consists of readers and tags. Precisely an
RFID tag affixed to living beings comprises an
antenna designed to both receive and transmit
RF signals, while an RFID reader establishes
communication with one or multiple tags within
its range, transmitting the acquired data to the
backend server for additional processing [2].
The use of UWB radar for indoor tracking, as
in this study, represents a totally non-intrusive
system, eliminating the need for wearable tags
or sensors. This feature gives the system a sig-
nificant advantage in terms of convenience and
comfort for users, as it does not require any ad-
ditional device to be worn. A significant con-
tribution in this area is the study conducted
by Samuel G. Leitch et al. who have shown
that among the Wi-Fi, Bluetooth Low Energy
(BLE), Inertial Measurement Unit (IMU) and
UWB technologies, only WiFi and UWB demon-
strate the ability to achieve an average estima-
tion error of less than 10 cm [3].
While these studies have investigated the use of
UWB technology for indoor localization, none
have designed and developed a solution specifi-
cally for tiny devices. Such a solution is able to
perform operations or calculations quickly and
efficiently using a limited amount of computa-
tional resources.
Although numerous studies have explored the
application of UWB technology for indoor lo-
calization, as highlighted by the cited study,
and there are several solutions that take ad-
vantage of UWB technologies integrated into
resource-constrained devices, the presented dis-
tributed solution encompassing smart, tinyML
enabled, UWB-radar sensors present a promis-
ing and unique approach to the enhancement of
elderly care, offering a privacy-preserving and
non-invasive solution that can enhance the qual-
ity of life for seniors while at the same time lim-
iting the burden on their carers.

4. Problem Formulation
The main objective of this research is to develop
an advanced system for monitoring the behavior
of elderly people within their homes so that any
anomalies or deviations from normal behavior
can be quickly identified. The problem concerns
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the analysis of data acquired from a UWB
radar, particularly, the most recent k radar
acquisitions, being k, a parameter specific to
the application, that is chosen by the designer.
The problem can be reformulated as the de-
sign of a system fυ(xt, xt−1, xt−2...xt−(k−1))
able to map the frames of the radar
(xt, xt−1, xt−2...xt−(k−1)) into the label At,
being k defined as the length of the observation
window, xt the radar acquisition at time t with
dimensions N ×M , where N denotes the num-
ber of pulses produced and, therefore, returned
to the radar, and M denotes the number of bins,
or discrete intervals of space, and At the label
where At ∈ {abnormal, normal}. Abnormal in
this context refers to a pattern of behavior that
deviates significantly from the data collected in
the first period of device use, which is aimed at
collecting the subject’s habits.

5. Proposed Solution
The problem has been divided into two subprob-
lems: the design of a sensor based on UWB and
tinyML, which by analyzing data from the UWB
radar is able to recognize the presence of a sub-
ject in the room and its distance from the radar,
and an algorithm that performs anomalous pat-
tern detection in time series composed of the
outputs of these sensors deployed in the various
rooms.
The proposed solution for the sensor problem in-
volves the use of two TinyML algorithms, that
are deployed on the embedded devices placed in
each room and analyze the radar acquisitions:
• The in-sensor presence detection algorithm,

that aims to evaluate the presence or ab-
sence of the subject.

• The in-sensor distance estimation algo-
rithm, which provides detailed information
on its position in the room in the case of
detected presence.

Subsequently, an edge device aggregates the re-
sults generated from the TinyML algorithms
to compute information related to the collected
data, such as the mean and standard deviation
of distances recorded for each room in a given
time window. These new insights are then uti-
lized to construct a time series, which will be
fed into the multi-device anomaly detection al-
gorithm. This algorithm will evaluate the time
series to determine whether it deviates from the

subject’s typical behavior, consequently classi-
fying it as anomaly or normal.

5.1. In-sensor Presence Detection

Let st ∈ RN×M denote the acquisition obtained
by the UWB radar, where N,M ∈ N represent
the dimensions, where N denotes the number of
pulses produced and, therefore, returned to the
radar, and M denotes the number of bins, or
discrete intervals of space.
The problem is assigning to data st the label yt,
where yt ∈ {absent, present}.

yt = P (st) =

{
0 absent

1 present

The dataset obtained through UWB radar ac-
quisitions consists of a total of 805 data, each
lasting 1.1 seconds. Of these, 322 cases corre-
sponding to "non-presence" situations, in which
there were no objects detected within the radar
range, and remaining number of data, 483, rep-
resents "presence" situations, in which a subject
was positioned within the range of the radar.
This ensure a balanced representation between
the two classes.
Before feeding the data to the in-sensor pres-
ence detection algorithm it is essential to per-
form a preprocessing step on the it in order to
make it informative and clean. Data point ac-
quired by the radar UWB, which is rich in use-
ful information, has a size of 11x248, where 248
denotes the space dimension (spatial bins) and
11 the time dimension (1.1 seconds). The spa-
tial dimension contains a representation of sig-
nal amplitude and phase alternated, and thus
can be seen as 124 complex values. Then ab-
solute value was computed on the entire matrix
to refine the representation by preserving only
the amplitude information of the signal. Con-
sequently, the matrix was reduced to a size of
11x124 real values. Another crucial phase in
processing the data involved employing declut-
tering process, an essential technique designed to
eliminate noise from the dataset, preserving only
pertinent information. The employed declutter
method is the "moving average filter" technique.
After the decluttering phase, each data matrix
was subjected to targeted trimming to exclude
the least informative parts of the record, that
didn’t provide information regarding the sub-
ject’s behaviors, such as those contained in the
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Figure 1: Proposed solution.

near and far spatial bins, so, a matrix of size
11x56 was generated. In the last data prepro-
cessing step, each sample undergoes normaliza-
tion before being used as input for the algorithm.
Normalization is the process of changing the val-
ues of a data set so that they have a common
scale in order to facilitate data comparison and
analysis.
At the conclusion of this preprocessing step, the
data are ready to be used by the in-sensor pres-
ence detection algorithm.
To handle the task of distinguishing between
presence and absence, an approach involving the
use of a Convolutional Neural Network (CNN)
functioning as a binary classifier was imple-
mented. Its input layer is a Conv2D layer specifi-
cally engineered to process input images format-
ted as two-dimensional matrices sized 11x56. It
used 16 3x3 filters and relu activation function.
Then, a second Conv2D, now with 32 filters, is
employed for detecting more complex and ab-
stract patterns. The class head of the neural
network consists of a single dense layer with one
node and sigmoid activation function. This layer
produces a number between 0 and 1, with 1 de-
noting a high probability of presence and 0 a low
probability.

5.2. In-sensor Distance Estimation
This problem uses the same UWB radar acqui-
sition st ∈ RN×M previously described for the
presence detection problem. In particular, data
acquisitions were performed at three target dis-
tances: 0.50 meters, 1.25 meters and 2.50 me-
ters. In addition, also small angular ranges were
considered. Specifically, from -30 to 30 degrees
with respect to the axis of the radar at 1.25 me-
ters and -15 to 15 degrees at 2.5 meters.

This time, the goal is to assign to the data st
a real value d representing the distance between
the subject and the radar.

d = D(st)

The data preprocessing step is also identical to
that described for the presence detection prob-
lem.
A second Convolutional Neural Network was
employed to solve the distance estimation prob-
lem. It has the same two Conv2D layers, but
in contrast to the network utilized for pres-
ence/absence classification, this particular net-
work was set up for regression. As output layer
it uses a single neuron with liner activation func-
tion that produces a continuous value as output.
This implies that the objective of the neural net-
work is to forecast a continuous variable (dis-
tance) rather than a discrete one.
Finally, a total of 1725 data points have been
recorded during data collection exploited for the
CNN. These data were distributed among three
distances, with 437 collected positioning the tar-
get at 0.50 meters, 644 at 1.25 meters, and a
further 644 at 2.50 meters. This method tries to
enable the convolutional neural network to effec-
tively estimate continuous distances within the
certain range.

5.3. Anomaly Detection for Time Se-
ries

The problem aims to apply anomaly detection
techniques in a multivariate time series Ti, which
describes the behavior of the subject in an ex-
ample apartment and in a specific time window.
The time series Ti contains the key information
presence, mean distance, and standard deviation
for each room and for each time step, calculated
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from the collection of the outputs of the tinyML
algorithms.
The multi-device anomaly detection algorithm
assigning the value At to Ti, where At

is the output of the algorithm and At ∈
{abnormal, normal}.

At = AD(Ti) =

{
0 abnormal

1 normal

Using the outputs obtained with the two tiny
NNs, we compute the mean and standard de-
viation of the distances within each interval of
granularity of 1 minute only for data in which
the presence was detected. Utilizing the mean of
distances provides an approximation of the sub-
ject’s average positioning within each time in-
terval, while the standard deviation offers an in-
dication of the variability of these positions and
the amount of movement performed by the tar-
get. Following this, we proceeded to structure
this information into temporal windows, com-
posed of the data collected during each granu-
larity interval. These time windows function as
multivariate time series, enabling for a more de-
tailed analysis of behaviors over time. By exam-
inating these time series, specific patterns can
be identified and the presence of anomalous be-
haviors can be assessed. In particular, the time
series are analyzed in windows of 30 minutes.
Before the time series is given as input to the
anomaly detection algorithm, for each granular-
ity interval in the series, the corresponding time
is calculated in trigonometric format, that is, ex-
pressed in hours and minutes in the form of sine
and cosine. This continuous representation of
time highlights the cyclic nature of time, pre-
serving temporal information and allowing the
algorithm a more effective interpretation of time.
The anomaly detection algorithm consist of a
One Class SVM used to identify unexpected be-
haviors.
The dataset used for training the OCSVM model
was generated by exploting the outputs of the
in-sensor presence and distance estimation algo-
rithms, simulating their usage on a real-world
apartment composed of 3 rooms. This dataset
consists of 30-minute time series, each repre-
sented by a 13x30 matrix. Of the 13 rows of
the matrix, the first 9 rows represent the pres-
ence, mean, and standard deviation information
for the 3 rooms; the last 4 rows are used for

the trigonometric representation of time Each
column of the matrix corresponds to a single
minute summarizing values of the sensors (pres-
ence, average distance, standard deviation). Fi-
nally, the dataset used for the OCSVM has 2160
data in total composed mostly of normal data
and several anomalies used to test the model’s
ability to identify outliers.

6. Results
The results presented show the performance
metrics attained by the described models.

6.1. Results of Presence Detection
Table 1 demonstrates the accuracy obtained by
the CNN employed in the presence detection
problem across the three different sets (training,
validation, test).

train acc val acc test acc
0.9475 0.9304 0.8768

Table 1: CNN classifier results.

After training, the model undergoes a quanti-
zation process to reduce its memory consump-
tion. Specifically, quantization is applied to
the model’s weights, converting the values from
floating point to integers. This results in a re-
duction in the size of the model: from a memory
occupancy of 136360 B to only 28936 B with-
out any loss of accuracy in the model. This
claim was verified by running inference on the
same test set after conversion, showing that the
quantized model successfully retains its predic-
tive ability.
A simple method was tried for the purpose of
classification before using the machine learn-
ing model. This method calculated the peak
value for each data in the dataset and com-
pared this maximum with a threshold (maxi-
mum peak value among all data representing the
"non-presence" in the dataset). If the calculated
peak exceeded the threshold, the data was clas-
sified as "presence," otherwise "non-presence".
However, this method achieved a lower accuracy
than the adopted ML model, with an accuracy
value obtained on the test set of 0.7609, high-
lighting how such a simple approach is unable
to understand the complexity of the data.
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6.2. Results of Distance Estimation
The CNN used for solving the distance estima-
tion problem, is evaluated based on Mean Abso-
lute Error (MAE), a metric used to evaluate the
accuracy of predictions in regression problems.

train mae val mae test mae quantized
mae

0.1243 0.1199 0.1451 0.8769

Table 2: CNN regression results.

This model underwent identical quantization as
the CNN model employed for presence detection.
Subsequent to quantization, the memory foot-
print was substantially reduced from 89800 B to
16992 B. Nevertheless, this led to a degradation
in the model’s accuracy, as seen in Table 2 show-
ing the increase in mae on the test set.
A simple approach was also tried for the dis-
tance estimation problem before using the ML
algorithm. This method aimed to detect the bin
where the data had the peak value and, based
on the peak bin, to estimate the discrete posi-
tion of the subject (near, middle, far). Although
the level of accuracy obtained is good (0.9368 on
the test set), this approach was not able to pro-
vide a continuous distance value, but rather only
provides a discrete label.

6.3. Results of Anomaly Detection
The OCSVM has demonstrated strong compe-
tence in identifying outlier data, confirming the
effectiveness of the methodology used, with an
accuracy on the test set of 98.06%. The test
set consists of 103 data including normal and
anomalous data to test the model’s ability to
identify as anomalous the data that deviate from
those used for training.
Another method tested for the purpose of
anomaly detection was the use of three different
SVM models each aimed at identifying a specific
type of anomaly (SVMdouble for the anomaly of
the double appearances in two different rooms,
SVMabs for the anomaly of the absence at un-
scheduled times and SVMdiff for the anomaly
of the presence in a room other than the sched-
uled room). However, the use of different SVMs
requires a priopri knowledge of anomalous be-
havior, thus failing to generalize should a new,
nonspecific anomaly arise.

Specific datasets were also created for the three
SVM models. In particular, each dataset used
for the SVMs contains normal data and anoma-
lous data representing the specific anomaly for
which we are training the SVM. The dataset
used for the SVMdiff consists of 1170 data
points in total, the dataset for the SVMabs in-
cludes 1472 data points, while the dataset for
the SVMdouble includes 1148 data.
The SVMs used for detecting specific anomalies
have also shown high rates of accuracy. Each
of these SVMs is tasked with addressing specific
anomalies, resulting in simpler, more specialized
models that contribute to higher performance in
anomaly detection.
Nevertheless, when tested on a new type of
anomalous data representing presence at un-
scheduled times, the three SVMs, which were de-
signed to detect other types of anomalies, show
significat lower results w.r.t the OCSVM . This
result showed the inability of the SVM to gener-
alize on other type of data, due to their specific
design to detect specific types of anomalies. In
contrast, the OCSVM showed superior capabili-
ties in detecting the presence of unusual anoma-
lies, with significantly better results than the
other three SVMs. Table 3 shows and compares
all the results obtained by SVMs and OCSVM.

Specific SVMs OCSVM
Double Presence 0.9539 1.0

Unexpected Absence 1.0 0.9333
Different Room 0.9933 1.0

Average 98.24 97.78
New Problem 0.5229* 1.0

Table 3: SVMs and OCSVM results.

* Average of the 3 SVMs.

7. Conclusion
In conclusion, we have seen how Tinyml com-
bined with UWB technology leads to an excel-
lent aftermath in the field such as presence de-
tection and indoor localization, enabling accu-
rate and noninvasive monitoring, and how this
combination is therefore suitable in the world of
healthcare and indoor monitoring.
Of particular importance to this thesis is the
use of OCSVM for anomaly detection. It plays
a key role in detecting abnormal behavior pat-
terns. Its ability to distinguish normal behavior
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from potential risks greatly increases the effec-
tiveness of our system in keeping the elderly safe.
In short, we developed a distributed solution
that can combine the use of UWB and TinyML
for patient monitoring and an anomaly detection
algorithm to detect deviations in patient behav-
ior. In the future, we expect that as these tech-
nologies advance, these solutions will be increas-
ingly used in the elderly care context to meet the
growing demand of an aging population.
————————————
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