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Summary 

Prototypes are fundamental in the product development process as different types of 
prototypes can take different roles depending on the needs of the developers and the 
expected decision outcomes. Moreover, they can significantly impact a design project's 
success by working as a risk-reduction tool when used effectively. Due to this, several 
technologies have been developed to support the prototyping process. Among them, 
mixed prototypes have demonstrated to be valuable technology in product development.  

This type of prototypes comprises a physical part that allows for realistic user interactions 
and a digital replica that work as a canvas to allow real-time modifications. In order to 
create them the pose of the physical elements are tracked within the environment (i.e., 
through computer vision algorithms). Then, the pose information is used to align the 
digital model, allowing the projection or rendering of the digital elements over its surface 
with a corrected perspective. This effect can be achieved using head-mounted displays or 
projector-based augmented reality, the latter being the main method used during the 
research.  

Although several benefits have been found on the use of mixed prototypes created using 
projector-based augmented reality, it has yet to achieve a successful technology adoption 
due to a highly complex content authoring and setup process. In this context, the present 
thesis aims to reduce the existing adoption barriers of mixed prototyping and allow 
subjects involved in the design process to take advantage of the benefits of this 
technology. The main objectives are:  

O1: To develop a workflow and supporting tool that can be used to streamline the mixed 
prototyping content authoring process.  

O2: To develop a workflow and supporting tool that reduces the 3D modelling 
competence requirements to conduct the mixed prototyping authoring process. 

O3: To develop a workflow and supporting tool that allows subjects with low competence 
in 3D modelling to achieve a mesh segmentation of similar quality to one made by an 
experienced user using standard tools. 

The literature review shows that methods to support mixed reality content authoring 
have been developed in various contexts. Within these methods, those focused on 
creating 3D models that match the geometry of physical objects are the best suited to 
support the authoring process of mixed prototyping. However, it was found that most of 
the existing methods are limited to the use of primitive geometries and the creation of 
other simple shapes. Hence, they do not match the requirements of mixed prototyping, 
where the virtual and physical prototypes must be geometrically equal. Some methods 
based on surface reconstruction techniques allowed the creation of geometrically 
accurate replicas, using the results primarily for visualization or interactions with the 
environment. These methods have the potential to support the authoring of mixed 
prototypes. However, the segmentation of the models, needed to allow changes in the 
colour of different parts or the placement of graphical elements on the surface, has yet to 
be addressed. By focusing on the literature on image and mesh segmentation methods, 
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several solutions exist that could automatically execute this task can be found (e.g., using 
geometrical features or machine learning to create a part-based segmentation). However, 
as most of them rely on the use of geometric information to segment the 3D model, either 
directly or indirectly, they are not entirely suitable for mixed prototyping, at least in two 
opposite circumstances: 

• When two or more geometrical elements of the object must remain unsegmented to be 
treated as a unique part, e.g., the housing of a device that will be manufactured using the 
same material. 

• When one geometrical element of the object must be segmented to be treated as 
independent parts, e.g., a cylindrical bottle composed of two different materials. 

Considering the ability of surface reconstruction methods to replicate objects and the 
texture information they can provide, the first research question addresses the technical 
suitability of an approach that takes advantage of the texture information to generate a 
segmented model suitable for mixed prototyping. Moreover, as in any other supported 
process, it is essential to understand that the obtained ease of use has an associated cost 
related to reduced control over the results. Hence, the second research question 
addresses the differences in the results obtained using the proposed method against 
manual segmentation, which is the current method used to prepare 3D models for mixed 
prototyping. Finally, although the impact of the proposed approach on the overall 
technological adoption can be challenging to assess, the third research question aims to 
do this through the evaluation of the impact on the execution time, perceived ease of use, 
and reduction of the knowledge requirements in 3D modelling.  

This thesis presents an integrated workflow of content authoring for mixed prototyping 
spanning from the availability of a physical prototype to exporting a 3D model suitable for 
mixed prototyping. The main contribution is a texture-based mesh segmentation 
algorithm to generate part-based segmentations of reconstructed surface models. The 
integrated workflow is composed of multiple sequential stages. First, a physical prototype 
preparation stage ensures that the object has texture information that can aid the 
segmentation, that is, high-contrast features that define the boundaries of the output 
segments. Next, surface reconstruction creates a digital replica of the object with its 
texture information. The model is prepared for the projection system by applying the 
required transformations (e.g., rotation, location, or scale). Then, a feature detection 
algorithm is used to extract the information related to the boundaries of the segments 
from the original texture and uses it to select the corresponding vertices in the 3D mesh. 
Finally, all the polygons within the detected features are individually assigned to the main 
segments detected, and new UV maps are generated for each segment. Hence, producing 
a 3D model that complies with all the requirements of mixed prototyping. Two 
implementations of the supporting algorithms were developed, one integrated into an 
existing 3D modelling software and the other as a standalone application.  

The validation plan comprises three testing stages, each with different objectives and 
generating supporting data to answer the research questions. The first testing stage 
focuses on the technical suitability of the proposed approach. Consequently, the research 
activities begin with a simple setup, adding new variables and increasing the complexity 
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of the input at each step. First, synthetic input data is used, reducing the variables and 
complexity of the input model when compared to a reconstructed model and easing the 
development of the algorithms. After the core functionalities are implemented, the 
complete workflow is tested in a more realistic scenario using an actual physical prototype 
with added graphical marks. Finally, the evaluation is extended to multiple objects with a 
wide range of geometrical features and segmentation requirements. The results 
demonstrated the technical suitability of a texture-based mesh segmentation approach 
to process models used in mixed prototyping and its integration within the complete 
content authoring workflow. 

The second testing stage extends the evaluation of the functionality of the texture-based 
mesh segmentation approach to unmodified physical prototypes, i.e., using already 
existing texture features. Moreover, it also focuses on the proposed approach's usability 
and ease of use of the developed implementations. The results show that computer vision 
is a suitable method for feature detection in this context and that the resulting 
segmentation using the proposed approach is acceptable in mixed prototyping. 
Additionally, the subjects, who had low expertise in 3D modelling, chose parameters that 
generated a properly segmented 3D model for mixed prototyping without manually 
intervening in the mesh. Hence, demonstrating the capability of the approach to reduce 
the 3D modelling competence requirements for mixed prototyping content authoring. 

The third testing stage compares the results of the texture-based mesh segmentation 
method against the standard tools available in 3D modelling software. The comparison 
was focused on the quality of results relative to reference segmentations made by 
advanced users, the time required to execute the segmentation process, and the 
perceived ease of use of each method. The results show that the segmentations 
generated through the proposed approach are slightly less accurate than the manual 
segmentation. Nevertheless, they could still be suitable for applications where a low error 
level is acceptable. Moreover, the proposed approach demonstrated significant benefits 
in terms of time reduction, resulting in an average processing time of nearly 1/3 the time 
required for manual segmentation. Finally, regarding the perceived ease of use, the 
subjects perceived the proposed method as easier to use than the standard modelling 
tools to execute the mesh segmentation.  

The research process was composed of five stages to accomplish the previously 
mentioned objectives. The first stage comprises two descriptive studies of the practice 
and research contexts, gathering information to support the design decisions, detect the 
existing research gaps and define the research questions. Using this information, a new 
workflow to support the mixed prototyping content authoring process in the second 
stage. The third stage defines a validation plan to verify the contributions of the proposed 
approach and answer the research questions. The fourth stage comprises the execution 
of the validation plan with the analysis of the obtained results. Finally, the fifth stage 
discusses the overall results of the experimental activities concerning the research 
questions, the limitations of the proposed approach, and the conclusions of the complete 
research activity. 

Overall, the multiple research activities to validate the proposed texture-based mesh 
segmentation approach demonstrated its suitability to support the mixed prototyping 
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content authoring process. The three main objectives of this thesis were achieved, with 
only a small loss in the accuracy of the results to gain considerable improvements in 
processing time and reduction of the 3D modelling knowledge required to conduct the 
authoring process. The outcomes of this research contribute to understand the potential 
that a texture-based mesh segmentation can have and the limitations of that must be 
considered. This thesis is a step forward to reducing the existing adoption barriers of 
mixed prototyping and allowing users to take advantage of the benefits of this technology. 
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Chapter 1:  Introduction 

Prototypes are fundamental in the product development process as different types of 
prototypes can take different roles depending on the needs of the developers and the 
expected decision outcomes (X. Zhou & Rau, 2019). Using them effectively can 
significantly impact a design project’s success (Camburn et al., 2017) by working as a risk 
reduction tool (Ulrich & Eppinger, 2015). However, the use of prototypes has some 
drawbacks that must be considered. Designers commonly create several prototypes to 
test and refine until a satisfactory design is reached (Christie et al., 2012). Although 
prototypes can be made for a low cost at the initial stages of development, this is not 
true for more advanced stages where a higher fidelity is required (Liker & Pereira, 2018). 
Due to this, the prototyping process can become expensive. 

Additionally, high-fidelity prototypes usually represent only one design variation, and it 
can be challenging to iterate over them (Ulrich & Eppinger, 2015), making the 
manufacturing of several prototypes almost mandatory, further increasing the cost of 
this process. Moreover, whenever a prototype is evaluated, and changes are applied, 
time must be spent applying those changes before continuing with the design 
evaluation. Hence, increasing the required time to complete the product development 
process. 

These problems of the prototyping process, added to the continuous development of 
computer technologies that increased the interest of developers and users in 
technologies like virtual reality, augmented reality, and mixed reality (Ladwig & Geiger, 
2018), have fostered the creation of new methods of prototyping. Among them, mixed 
prototyping has been demonstrated to solve the problems mentioned above and offer 
several other benefits to the product development process. However, due to a highly 
complex content authoring process, it has yet to achieve successful technological 
adoption, preventing designers from taking advantage of this technology.  

In this context, this thesis aims to propose a solution to improve the technological 
adoption of mixed prototyping and evaluate its impact compared to the current state.  

This chapter briefly introduces the context of mixed prototyping, followed by the related 
technology adoption challenges, the research aims and objectives, the research 
approach and finally, the structure of the thesis.  

1.1 Mixed prototyping 

It has been challenging to reach a consensus on what should be considered Mixed 
Reality (Speicher et al., 2019). However, the “traditional” definition proposed by 
Milgram & Kishino (1994) is a mix of real and virtual objects on a spectrum that spans 
from a fully real to a fully virtual world. In this context, mixed prototypes are physical 
prototypes with the capability of synchronising the digital and physical domains in near 
real-time, anchoring virtual information into their surface (Kent et al., 2021). In some 
cases, most of the mixed prototype can be digital, with only the parts that the user will 
touch being physical (Barbieri et al., 2013). While on other cases, the surface of the 
physical object can be used as a canvas to project the digital elements (See figure 1.1).  
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Figure 1.1 - Physical Prototype (left) and Mixed Prototype (right) 

On one side, physical prototypes can provide passive haptic feedback during the 
interactions and naturally provide depth information, allowing designers to examine 
their physical look and feel, such as the dimensions and ergonomic fit (Akaoka et al., 
2010). Moreover, multiple persons can simultaneously view and interact with physical 
prototypes, easing the design process in collaborative setups. Nevertheless, this type of 
prototype can be expensive from a time and cost perspective and usually does not allow 
more modifications (Verlinden et al., 2003), especially in the later stages of 
development.  

Conversely, virtual prototypes allow designers to create and evaluate multiple design 
variants within a virtual environment reducing the time and cost of the product 
development process (Carulli et al., 2013). Moreover, in recent years, rendering engines 
have reached elevated levels of realism. Nevertheless, fully virtual platforms still lack 
haptic feedback, and when standard 2D displays are used, the depth information is lost, 
two aspects that play an essential role during the design process (Verlinden et al., 2003).    

By using physical and virtual prototype characteristics, mixed prototypes can take 
advantage of their benefits while overcoming some weaknesses.  

The creation of this type of prototype can be supported by different augmented reality 
technologies to add digital elements, such as see-through displays and projectors. 
Moreover, aside from a static physical prototype, haptic devices can also be used to 
simulate the physical response of buttons and other physical user interfaces (Kang et al., 
2021), further improving their functionality. Considering this, the system architecture of 
mixed prototyping platforms can vary depending on the specific objectives of the design 
process that will be supported.  

Mixed prototypes have allowed developers to avoid the need for physical prototypes; 
exhibit multiple designs of a product similar to the real one without the limitations of 
space (M. ki Park et al., 2015); create fully functional prototypes without the need for 
electronics, displays or physical buttons (Marner et al., 2011); create on-the-fly 
perceptual deformation and surface material manipulation during design evaluation 
(Takezawa et al., 2019); help find usability problems related to the appearance and 
functions of the product (X. Zhou & Rau, 2019); and enhance communication during co-
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creative design sessions (O’Hare et al., 2018). In conjunction, these benefits allow for 
speeding up the creation of design iterations and reduce the cost of prototyping, being 
especially suitable to support the design re-evaluation stage once the geometry has 
been defined (X. Zhou & Rau, 2019).  

1.2 Mixed prototyping content authoring workflow 

Since mixed prototyping is in early stages of development (Cascini et al., 2020), no 
standard method supports the complete workflow of content authoring on all 
implementations. Nevertheless, as presented in Figure 1.2, a general workflow that 
generates a connection between a physical prototype and a 3D model to create a usable 
mixed prototype can still be outlined. 

 

Figure 1.2 - General workflow of content authoring for mixed prototyping 

In mixed prototyping, a 3D model of the physical prototype (or of the relevant parts to 
be evaluated) is necessary to correctly project the virtual information over its surface. 
On one side, if the 3D model is created first, the physical prototype can be 
manufactured, e.g., through rapid prototyping technologies. On the other side, if the 
physical prototype is created first, the 3D model can be created, e.g., through CAD or 
surface reconstruction methods. In some applications where the physical prototype to 
be augmented is based on primitive shapes, the prototype can be easily replicated 
through CAD software. However, this is not always an option when dealing with 
freeform geometries such as handcrafted prototypes, which could require considerable 
time and skill to reconstruct. Furthermore, it is likely that, in the latter case, the resulting 
digital models will not correspond to the prototypes manufactured through manual 
techniques due to geometrical imperfections. Additionally, some prototypes made of 
soft materials could change their shape after user interaction, worsening the 
discrepancy between the physical and digital prototypes. In this perspective, and given 
the limitations of CAD-supported workflows,  suitable opportunities derive from surface 
reconstruction methods such as photogrammetry and structured light scanning. These 
techniques can reconstruct the majority of an object’s geometry within 0.1mm of the 
reference, and which utility has already been evaluated with promising results in the 
product prototyping context (Gebler et al., 2021; Misal et al., 2019). 

Once the 3D model is ready, regardless of the method used to create it, mixed 
prototyping applications focused on appearance modification also need to segment the 
digital model into several parts. This requirement allows the parts of the 3D model to 
receive a different treatment, e.g., to augment the corresponding portions of the 
physical model with diverse textures, annotations, and interaction modalities. 
Moreover, mapping bidimensional graphical elements on the surface of the physical 
object require a process known as UV mapping. This process correlates the coordinates 
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of the 2D object and the 3D coordinates of the vertices and polygons that make up the 
3D model.  

Additionally, to enable the user to physically interact with the mixed prototype (e.g., 
moving it to see different perspectives) and coherently map the digital content in real-
time, a tracking technology, which streams data of the position and rotation of the 
object, is needed. Tracking technologies use computer vision to detect fiducial markers, 
infrared markers or natural features of the object to use as input information to obtain 
a pose estimation (van Lopik et al., 2020). After the segmentation of the 3D model, UV 
mapping, and tracking preparation, the model is ready for integration into the mixed 
prototyping platform and be used during design sessions. Some other sub-steps, such as 
calibration of the system, the definition of graphical assets and the creation of an initial 
design layout, could be required according to the technologies and functionalities of the 
platform (O’Hare et al., 2018). 

1.3 Research problem 

Although the benefits of mixed prototyping and mixed reality technologies have been 
demonstrated, and users that have interacted with them agree that it could be helpful 
as a design tool (O’Hare et al., 2018), these technologies are still not widely adopted 
within product development processes as several reasons impact negatively the user 
acceptance.  

From a final use standpoint, some of these reasons include a lack of realism in the 
surface reproduction (Cascini et al., 2020), a limited field of view (Kruijff et al., 2010), 
high latency on the tracking data (Morosi et al., 2018), and its dependence on the 
surface properties of the physical prototype (Raskar et al., 1999).  

From a content authoring standpoint, both the physical and the virtual counterparts 
have an intrinsic realisation cost regarding skills, time and resources needed to create 
them (Kent et al., 2021). Moreover, since both must work coordinated, their creation is 
not trivial. Indeed, some of the reasons negatively affecting the user acceptance of this 
technology are the requirement of high levels of competence for content authoring 
(Bhattacharya & Winer, 2019) and a challenging set-up process for running the mixed 
prototyping platform consistently (Giunta et al., 2019). 

Research is being conducted to solve some of those problems. However, there is a 
discrepancy between the research and industrial interests. While most research focuses 
on technological challenges instead of organisational ones, they are equally relevant to 
the industry. This difference of interests becomes even more noticeable regarding user 
acceptance (Masood & Egger, 2019). Due to this situation, currently, content authoring 
depends mainly on the developers of the technology or IT experts. Therefore the scale-
up becomes difficult due to time requirements and content creation costs (Masood & 
Egger, 2020), counteracting some of the main benefits of mixed prototyping. 

1.4 Research Focus 

To properly take advantage of mixed prototyping and improve user acceptance, 
attention should be put on easing the content authoring process. As stated by previous 
research, there is a need to develop innovative tools that are more intuitive to create 
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augmented experiences (de Souza Cardoso et al., 2020). Moreover, these solutions 
should be developed with the user’s knowledge requirements in mind to avoid hindering 
the efficiency of the technology itself (Egger & Masood, 2020).  

Furthermore, solutions focused on the initial steps of the general workflow of content 
authoring could improve user acceptance for various applications due to its 
independence from the mixed prototyping platform to be used. Within the initial steps, 
the mesh segmentation and UV mapping stand out with the highest potential for 
improvement and further development. This part of the process is time-consuming, 
requiring specific knowledge of multiple 3D modelling operations to achieve a 
satisfactory result (Tarini et al., 2017). Moreover, a solution focused on this part of the 
process has a high potential to aid the content creation of other applications supported 
by 3D content.  

Considering this, the main objectives of the research towards the authoring process of 
mixed prototypes are:  

O1: To develop a workflow and supporting tool that can be used to streamline the mixed 
prototyping content authoring process.  

O2: To develop a workflow and supporting tool that reduces the 3D modelling 
competence requirements to conduct the mixed prototyping authoring process. 

O3: To develop a workflow and supporting tool that allows subjects with low 
competence in 3D modelling to achieve a mesh segmentation of similar quality to one 
made by an experienced user using standard tools.  

1.5 Research approach 

This thesis will seek a contribution to practice and the existing body of knowledge. To 
do so, as recommended by Isaksson et al. (2020), a parallel validation journey (See figure 
1.3) that takes into consideration both perspectives guided the research process.  

 

Figure 1.3 - PhD valitation journey 

As shown in figure 1.4, the research process considers five stages. The first stage 
comprises two descriptive studies to gather information on the practical and research 
contexts. The first study focuses on the practical context, analysing the core elements 
of a mixed prototyping platform and the technical knowledge and tools needed to 
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conduct the mixed prototyping content authoring process. The second study, on the 
other hand, focuses on the existing literature on methods that support the creation of 
mixed reality experiences, as well as the segmentation and UV mapping of 3D models. 
While the first study will support design decisions related to the technical development 
of the proposed approach, the second study, through critical analysis, will allow the 
detection of existing literature gaps and support the definition of the research 
questions.  

The second stage considers the knowledge from the practice and research contexts 
analysis and proposes a new workflow to support the mixed prototyping content 
authoring process. Within this workflow, the primary novel contribution is a texture-
based mesh segmentation algorithm to generate part-based segmentations of 
reconstructed surface models. 

The third stage defines a validation plan to verify the contributions of the proposed 
approach and answer the research questions. Accordingly, multiple experimental 
activities are included focusing on various parts of the workflow, input objects and 
knowledge of the test subjects.  

The fourth stage comprises the execution of the validation activities with the analysis of 
the obtained results. Finally, the fifth stage discusses the overall results of the 
experimental activities concerning the research questions, the limitations of the 
proposed approach and the conclusions of the complete research activity. 

 

Figure 1.4 - Overview of research process 

1.6 Thesis structure 

Following this introductory chapter, this thesis includes two background chapters, five 
chapters disclosing the thesis research, a discussion, and a conclusion chapter.  

Chapter 2 presents the enabling technologies for the development of the thesis 
research. It starts from the SPARK platform, the mixed prototyping platform where some 
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validation tests were conducted. Then, information on 3D modelling and the functions 
needed in the authoring process is presented. Finally, two surface reconstruction 
methods capable of generating textured models are explained, as they provide the 
primary input data for the proposed method.  

Chapter 3 presents a literature review on mixed prototyping content authoring methods 
in mixed reality. Additionally, the literature review is extended to segmentation 
methods to understand their limitations in mixed prototyping and how they can be used 
to improve the content authoring process. Finally, the chapter concludes with a critical 
analysis to identify the research gaps and define the research questions.  

Chapter 4 proposes a computer-vision-based method to improve the mixed prototyping 
content authoring process. First, the complete workflow is explained, spanning from the 
availability of a physical prototype to exporting a 3D model suitable for mixed 
prototyping. The chapter ends with the presentation of two implementations of the 
proposed method developed during the thesis. 

Chapter 5 presents the validation plan to respond to the previously defined research 
questions, including the motivations and methods for three testing activities. Their 
corresponding results are presented in chapters 6 to 8. 

Chapter 6 applies a series of tests to the proposed approach to evaluate its technical 
suitability within mixed prototyping. First, part of the proposed approach is evaluated 
with synthetic input data to develop the core functionality of the algorithm and better 
understand its capacity to segment a model using texture features. Then, the complete 
workflow is evaluated with an actual physical prototype to evaluate the tool’s 
robustness to handle complex geometries and input textures generated through surface 
reconstruction methods. Finally, a test includes users and multiple objects to evaluate 
its behaviour with various objects and gather early usability feedback.    

Chapter 7 tests the proposed approach in the context of fashion design and with users 
with low competence in 3D modelling to evaluate two new perspectives. First, the 
capacity of the proposed approach to properly segment physical prototypes without 
needing extra modifications, i.e., using already existing texture features. And second, 
the user interaction with the developed algorithm to validate its impact on reducing the 
required 3D modelling knowledge to prepare a segmented model for mixed prototyping. 

Chapter 8 compares the results of mesh segmentations with the proposed approach 
against manually done segmentations. The assessment includes the time required to 
finish the process, the quality from a geometrical standpoint, and the perceived ease of 
use. 

Chapter 9 presents a general discussion of the research outcomes in response to the 
research questions, the identified limitations related to the research methodology and 
the proposed approach.  

Chapter 10 concludes the thesis by presenting a summary of the findings related to the 
research focus and objectives; the implications for the scientific community, users, and 
the industry; and recommendations for future research. 
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Chapter 2:  Background and enabling technologies 

This chapter aims to provide the knowledge necessary to understand the choices made 
while developing the proposed mixed prototyping content authoring approach.  

The chapter starts by presenting the SPARK platform, the mixed prototyping system the 
author referred to for developing the content authoring approach. In particular, the 
development context, the platform’s aim, technology, and relationship with the 
research problem are explained. Then a short description of 3D modelling is provided 
with the primary operations that will be used or automated by the proposed approach. 
Finally, surface reconstruction methods are described as they generate the primary 
input data for the proposed method. 

2.1 SPARK platform 

2.1.1 Context 

The mixed prototyping platform called SPARK (See figure 2.1) is installed within the 
Virtual Prototyping Laboratory, where the author developed most of its work. This 
platform aims to enhance the communication within co-creative design sessions by 
allowing the different stakeholders (e.g., designers, engineers, final users, and 
marketing people) to simultaneously visualise and modify different design variants of a 
mixed prototype.  

 

Figure 2.1 - SPARK room at the Virtual Prototyping Laboratory of the Politecnico di Milano 

This platform was developed with funding from the European Union’s Horizon 2020 
Research and Innovation programme (Grant code H2020_ICT_2015_SPARK_688417). It 
was a joint project between the Politecnico di Milano, the University of Bath and the 
Grenoble Engineering and Management Institute. 

2.1.2 Spatial Augmented Reality  

The SPARK platform uses SAR (Spatial Augmented Reality), also known as projector-
based augmented reality, which was first introduced by Raskar et al. (1999).The SPARK 
platform uses projectors to add digital information onto the surface of physical objects, 
such as prototypes. This technology can show perceptually undistorted graphics on 
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tridimensional surfaces in the environment by pre-warping and colour-adjusting the 
virtual data (J. Zhou et al., 2012). Figure 2.2 shows a physical prototype of a soup 
container before and after the projector-based augmentation by the SPARK platform.  

   

Figure 2.2 - Mixed prototype before (left) and after (right) projector-based augmentation 

There are several benefits of this technology when it is compared to other mixed reality 
alternatives. Unlike head-worn and hand-held AR, SAR does not place the technology on 
the user but instead integrates it into their surrounding environment (Bimber & Raskar, 
2005). Hence, it allows the view of the mixed prototype from any angle simultaneously 
by all the participants without the need for wearables or other visual devices, making it 
ideal for collaborative tasks (Marner & Thomas, 2014). This benefit is demonstrated in 
a comparative analysis between SAR, AR and conventional conditions (O’Hare et al., 
2018), where the SAR condition scored well on the collaboration and exploration aspects 
of the Creativity Support Index developed by Cherry and Latulipe (2014). 

Regarding physical interactions, in contrast to CAD and other AR display technologies, 
SAR allows users to physically touch the virtual information, where surfaces provide 
passive haptic feedback and all stereoscopic depth cues are naturally provided (Marner 
et al., 2011). This is an advantage studied in early mixed reality research, which 
demonstrated that the ability to touch virtual objects and information could enhance 
user experience (Hoffman et al., 1998) and user performance (Ware & Rose, 1999). 

SAR systems can visually manipulate the user’s perception of some surface 
characteristics, such as the bending stiffness of fabric (Punpongsanon et al., 2018). 
Moreover, they can leverage the human brain’s multisensory integration of visual and 
haptic sensations to manipulate the user’s perception of the softness of physical objects 
(Punpongsanon et al., 2015). 

Finally, regarding the cost of these systems, contrary to those based on Head Mounted 
Devices, SAR systems can be made with low-cost off-the-shelf components (Giunta et 
al., 2018). Therefore, its adoption in industrial scenarios is continuously growing due to 
brighter, lighter and cheaper projectors (Uva et al., 2018). Although, it is worth noting 
that Head Mounted Devices for AR and MR are following a similar trend with higher 
resolution, lighter and cheaper devices being developed. Hence, could potentially be a 
more competitive alternative in the following years.  
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Thanks to the characteristics of SAR technology, several examples of mixed prototyping 
platforms using it can be found in the literature. These include WARP (Verlinden et al., 
2003), which demonstrated its functionality with a small car model by allowing the user 
to change its appearance and the lighting environment. DisplayObjects (Akaoka et al., 
2010) proposed a system capable of prototyping functional physical interfaces on 
models made from low-cost materials such as polystyrene foam, paper or cardboard. 
Marner et al. (2011; 2010, 2014) explored its application on interactive user interfaces 
and large-scale objects such as dashboards and cabinets. Furthermore, park et al. (2015) 
evaluated its suitability for appearance evaluation considering more complex surface 
characteristics. 

Additionally, although the focus of the thesis is not to solve the specific problems and 
limitations of SAR, they have been included to give the readers a complete overview of 
this technology.  

The main limitation of SAR is the incapability to drastically change the perceived shape 
of the mixed prototype due to the dependence on the unchanging surface of a physical 
object (Giunta et al., 2018). Research has been done to simultaneously modify a physical 
and virtual object (Marner & Thomas, 2010). However, usually, this is not possible on 
objects with complex geometries due to the lack of precision and methods to retrieve 
the new physical geometry in real-time. 

Moreover, although the system can be used with a single small projector, this limits the 
number of viewpoints that can view augmentations (Marner et al., 2011). Multiple 
projectors can be used to create more extensive areas of projection. However, this 
introduces the problem of overlapping projections and increases system requirements 
such as cabling, signal routing, networking, and environmental considerations such as 
air conditioning, projector mounting systems, and lighting (Marner et al., 2011). 
Furthermore, any physical object placed in the working area will cast shadows, causing 
occlusion of the projection in the surface of the interest object or projections on 
unwanted surfaces. This situation is especially relevant during physical interactions, 
where the user’s hands can occlude the added digital information (Akaoka et al., 2010).   

Finally, regarding the projection quality, the incident angle of the projected light changes 
the physical shape of the pixels and the corresponding covered area, affecting the 
resulting brightness of the surface and the colour fidelity (Kruijff et al., 2010). In addition, 
there is no clear focal distance when projecting onto three-dimensional objects or a flat 
surface at an angle. Therefore, some parts of the augmentations will appear sharp, and 
others will be out of focus (Bimber et al., 2005). Moreover, while systems have been 
developed where the augmentation is displayed at the correct location while the object 
or the projector moves (Ehnes et al., 2004), registration (i.e., the correspondence 
between the physical object and the projection) usually includes some lag or drift. This 
characteristic is often not acceptable for many users (Kruijff et al., 2010), as a prior 
investigation revealed that a latency of more than six milliseconds is perceivable by 
human observers in interactive SAR systems (Ng et al., 2012). 

2.1.3 System architecture 

Although several versions of the SPARK platform exist, they all have a similar system 
architecture. The main difference is the maximum size of the mixed prototype that can 
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be augmented and the degrees of freedom of it during user interactions. The version 
used during the project allowed mixed prototypes within a size range from 10 to 60 
centimetres approximately and complete freedom of movement and rotations, i.e., 6 
degrees of freedom.  

As shown in figure 2.3, several elements need to work together to generate a functional 
mixed prototype of these characteristics:  

1. The tracking system comprises several synchronised cameras that provide 
information to calculate the 3D location and rotation of groups of retro-reflective 
infrared markers. These markers are then placed on the surface of the mixed 
prototype, allowing the system to know its position and rotation in real time. 

2. The projector-camera system is used to project the virtual elements over the 
surface of the mixed prototype. 

3. The application offers a graphical user interface where the users can change 
some elements of the mixed prototype, such as the surface texture, colours and 
other 2D graphical elements. 

4. The SAR controller manages the communication between all the other systems 
and connects to the information system, where 3D models of the prototypes, 2D 
assets and the history of different design sessions can be saved. 

 

Figure 2.3 - Main elements of the SPARK mixed prototyping platform 

2.1.4 Surface requirements for projector-based mixed prototypes 

Four factors determine the quality of the colour reproduction on the surface of the 
mixed prototypes: the technology of the projector, the ambient illumination, the 
rendering algorithms implemented in the software of the mixed prototyping platform, 
and the surface characteristics of the augmented prototype. Nevertheless, from a 
content authoring perspective, in most cases, the platform setup already determines 
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the first three factors. Therefore, the only one that can be controlled on a per-prototype 
basis is the augmented prototype’s surface.  

For an accurate projection of digital information, a light-coloured object with smooth 
geometry is ideal, as it is practically impossible to render vivid images on highly specular, 
low reflectance or dark surfaces (Raskar et al., 1999). Although, regarding this last 
characteristic, the complete opposite, a perfectly white object, is not necessarily the 
best choice. When the projection surface gets darker, the brightness of the image 
displayed by the projector lowers, making the result more realistic and closer to the 
reference materials that are being simulated (Morosi & Caruso, 2020). Consequently, 
any material could be used if its natural properties comply with these requirements or 
some treatment is applied on its surface to get such characteristics. However, from a 
practical perspective, as shown in figure 2.4, applying white or light grey paint with a 
mate finish should be enough for good-quality colour reproduction.  

 

Figure 2.4 - Physical prototype painted with a white matte finish 

2.1.5 Relation to the main research problem 

As stated in section 1.3, where the research problem was presented, several 
technologies under the umbrella of mixed reality have their adoption hindered by highly 
specialised content authoring processes, and the SPARK platform is no exception. 
Research carried out with the platform showed that the usage of the platform offers 
benefits related to communication and reduction of cost and time required for product 
development (Cascini et al., 2020; Giunta et al., 2019; Morosi & Caruso, 2020; O’Hare et 
al., 2018). Nevertheless, underlying problems related to the preparation process were 
also found. Regarding this, professional design companies stated that the system’s 
reliability during the preparation of new content was a problem (O’Hare et al., 2018), 
and test subjects mentioned that the setup process for running the mixed prototyping 
platform consistently was challenging (Giunta et al., 2019). Moreover, even though the 
platform has been in development for many years, the researchers considered it is still 
in the early stages of development due to these and other technology-related limitations 
(Cascini et al., 2020).  
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2.2 3D modelling  

Here, 3D modelling is used broadly and refers to a set of operations that can be applied 
to a 3D model to change its characteristics. These operations are usually correlated to a 
specific type of 3D model and can serve different purposes. Some of these include 
changing the geometry, either at a macro or surface level; segmentation of the 3D model 
on independent parts; applying texture information; creating a rig for movement 
animation, among others.  

However, this thesis will focus on two 3D modelling operations, mesh segmentation and 
texture mapping, which will be applied over wireframe models. Their definition and 
relation to the research are explained in the following subsections.  

2.2.1 Wireframe models 

In computer graphics, a wireframe model is a mathematical representation of a 
geometrical object. This representation comprises several elements that allow the 
visualisation of the resulting 3D model. The most basic element is the vertices, points in 
the 3D space defined by the three coordinates X, Y and Z. Moreover, each of these 
vertices has a unique identifier or index. However, this information is not enough to 
reconstruct the surface of the 3D model, as there is no way to know how the vertices 
are connected to create an edge or a face. To provide this information, the second 
element that defines a 3D model is the faces. Each face is composed of a list of the 
vertex’s indexes that must be connected sequentially to create a surface or polygon. 
Ideally, to ensure that each face is planar and there is no ambiguity in its shape, each 
face must be composed of only three vertices. Nevertheless, faces can be composed of 
a higher number of vertices. Using these two sets of information, shapes as simple as a 
box or as complex as a body can be described as the ones shown in figure 2.5.  

 

Figure 2.5 - Examples of wireframe models 

If all the 3D model faces are connected and form a watertight surface, it is categorised 
as a solid model. Otherwise, they are considered only a surface, and it is not possible to 
calculate their volume or execute other operations, such as physical simulations or 
Boolean operations. 

Wireframe modelling offer some unique benefits when compared to other methods 
such as solid modelling or NURBS (Non-Uniform Rational B-spline), the main being the 
editing freedom and versatility. Since the position of the vertices and faces can be 
modified independently, this type of modelling is well suited to represent complex 
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geometries such as the ones of handcrafted or freeform objects. However, a trade-off is 
that many vertices and faces are needed to represent those complex surfaces 
accurately. 

It is worth noting that the values of the vertices and faces that describe the 3D model 
are handled internally by the 3D modelling software, and the users typically interact with 
them through different tools rather than changing the values manually.   

In the context of the research, this is the typical output from surface reconstruction 
methods, which are going to be used at the beginning of the mixed prototyping content 
authoring process due to their capacity to accurately replicate the geometry of physical 
prototypes.  

2.2.2 Mesh segmentation 

A 3D model that includes all the geometrical information of an object, usually referred 
to as a 3D object, can be helpful, as it allows us to quickly apply changes to all the faces 
while maintaining a connection between them. Some of these changes include the size, 
rotation, location, materials, or even more complex operations such as remeshing, 
duplication of the object or displacement of its surface. Nevertheless, some use cases 
can benefit from a 3D model separated into multiple parts or 3D objects, allowing us to 
apply the modifications to each part independently. For example, the 3D model of a car 
would not allow to independently move the doors or the wheels if these elements were 
part of a unique 3D object that is joined to the car’s chassis. Moreover, although the 
application of multiple materials to a 3D object is possible, this process can be more 
complex than applying one material per 3D object, as the assignment of the materials 
must be done at the polygon level. Figure 2.6 shows an example of a 3D model before 
and after segmentation, where each colour indicates an independent 3D object.  

 

Figure 2.6 - Example of unsegmented model (left) and segmented model (right) 

The process of mesh segmentation can be carried out using different techniques and 
tools integrated into 3D modelling software and geometry processing libraries. 
Nevertheless, at its core, this process requires two steps: selecting the faces of a 3D 
object that must be separated and creating one or more independent 3D objects using 
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those faces. When a mesh segmentation is done, if two resulting 3D objects share the 
same boundary, the vertices in that boundary are duplicated and assigned to each 
segment. An alternative way to define a mesh segmentation of a 3D model without 
modifying the original mesh is creating a list of values equal to the number of faces in 
the 3D model, assigning to each an index corresponding to the segment they belong.  

Regarding the relation of this operation with the research, although mesh segmentation 
is not a mandatory process to prepare a 3D model to be used in a mixed prototyping 
platform, it is a required step if several parts of a mixed prototype are going to be edited 
independently. A segmented 3D model will allow the users to apply different treatments 
to each part, including changing surface characteristics (i.e., colours, smoothness, 
glossiness, specularity or metalness) or different interaction modalities if the mixed 
prototyping platform allows it.  

2.2.3 Texture mapping  

In computer graphics, texture mapping is the process by which high-frequency signals 
such as the surface colours, glossiness and other surface parameters are defined over 
the surface of a 3D model (Tarini et al., 2017) (See figure 2.7). Rather than storing this 
information directly in the 3D model, the principle of texture mapping is to create 
multiple 2D images and then define a mapping operation between the 2D images and 
the faces in the 3D model. These images are known as texture maps, and several of them 
can be applied over the same 3D model to allow the rendering of realistic surfaces. Each 
texture map typically has information of one of the surface parameters. However, 
multiple parameters can also be encoded on different channels of the same texture 
map.  

 

Figure 2.7 - General idea of texture mapping (Tarini et al., 2017) 

The mapping between the 2D texture maps and the 3D model is known as UV mapping 
because a corresponding UV coordinate is assigned for each vertex in the 3D model. 
Figure 2.8 shows an example of a 3D model with its corresponding UV map.  
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Figure 2.8 - Example of 3D model (left) with its corresponding UV map (right) 

The UV mapping process can be carried out automatically or supported by the user’s 
input and should consider several characteristics depending on the objective. One such 
characteristic is a reduced distortion of the textures when rendered over the 3D model. 
To achieve this, if the 3D model has a complex geometry, the mapped mesh in the UV 
map must be segmented and extended in a 2D plane, trying to maintain the shape of 
the faces. Conversely, other methods could focus on efficiently using the space in the 
texture maps. In this case, a mapping can be created that uses most of the surface of 
the texture map; however, this will usually result in a distorted UV map.  

Regarding the relationship of texture mapping with the research, it is twofold:  

First, 3D models with their corresponding texture mapping are needed during mixed 
prototyping to allow the modification of their surface characteristics. In this case, rather 
than having a static or pre-made texture map, the surface information can be modified 
and visualised in real time. The textures and other graphical elements are applied to a 
2D canvas projected over the surface of the mixed prototype using the information from 
the UV map. Moreover, like the benefits of having a segmented model, an independent 
texture map for each segment allows a more straightforward editing process eliminating 
the possibility of applying changes to other segments by mistake. 

Second, the information provided by a UV map can be used to correlate specific surface 
features of a physical prototype to vertices in the 3D model. Hence, this relationship 
makes possible to use those features as an input to execute other operations over the 
geometry, such as the mesh segmentation, one of the main operations to be automated 
by the proposed approach. Moreover, in mixed prototyping, as in most applications, a 
minimal distortion of the UV map is needed to project the virtual information properly. 
Therefore, it is a high-priority requirement of the resulting 3D model from the proposed 
approach.  
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2.3 Surface reconstruction methods 

Surface reconstruction in computer science refers to different methods capable of 
recreating a tridimensional shape starting from various input data such as pictures, 
computed tomography scans, and depth information. The availability of such methods 
has increased, and a wide range of solutions applying different techniques, levels of 
performance and prices have been developed (Savio et al., 2007). Nevertheless, not all 
of them are suitable for the specific context of mixed prototyping or the requirements 
of the proposed approach. In particular, the proposed method for mixed prototyping 
content authoring requires texture information to extract surface features. Therefore, 
the method selected must generate the 3D model and the corresponding texture of the 
physical prototype. 

2.3.1 Context 

Early research in mixed prototyping, such as the work of Akaoka et al. (2010) already 
recognised the potential surface reconstruction methods to support the content 
authoring process more than ten years ago. However, it was considered too laborious 
due to the mesh clean-up process, and other methods based on primitive geometries 
were preferred. Nevertheless, current software for surface reconstruction has 
improved. It is not rare for them to include multiple post-processing steps to reduce the 
noise in the output 3D models, close holes in the surface of the geometry, generate 
clean 3D meshes of specific resolution or export models directly to use on other CAD 
software (Artec3D, 2022a).  

Within all the available surface reconstruction technologies, photogrammetry and 
structured light scanning have been demonstrated to be well-suited to support 
prototyping processes. As presented in the work of Gebler et al. (2021), both 
technologies can reconstruct most of the geometry of physical prototypes with a 
tolerance of 0.1 mm, and the digitisation can be carried out in less than an hour, being 
acceptable in this context. Moreover, both can generate textured 3D models, making 
them suitable for the proposed method.  

It is worth noting that other surface reconstruction methods could match these 
requirements. However, it was considered that photogrammetry and structured light 
scanning provided a representative sample of what future users of mixed prototyping 
would use, as there is a wide range of implementations available in the market, and they 
can easily be applied to products of different sizes.  

The following subsections briefly explain how these technologies work, how the data 
acquisition and processing are carried out, and the specific software and devices used 
during the thesis.   

2.3.2 Photogrammetry  

As defined by the book “Computer Vision, A Reference Guide” (Schindler & Förstner, 
2021), photogrammetry is “the science and technology of obtaining information about 
the physical environment from images, with a focus on applications in surveying, 
mapping, and high-precision metrology”.   
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From a technical standpoint, the photogrammetry process is an automated application 
of structure-from-motion theory (Ullman & Brenner, 1979), which is the estimation of 
3D structures from sequences of 2D images of an object in motion, or that is seen from 
different perspectives. Essentially, the same process that the human brain does each 
time it estimates the depth or geometry of our surroundings using the 2D information 
provided by our two eyes. This process requires computer vision techniques such as 
pattern recognition, feature matching, semantic segmentation, and complex 
geometrical calculations to generate the output 3D model (Schindler & Förstner, 2021).  

As expected from a technology that uses 2D images as an input, the main requirement 
is a camera. In theory, any camera can be used to generate the input images for the 
photogrammetric process, even a smartphone. Nevertheless, the resolution of the 
images, the dynamic range, the quality of the lenses and the accurate information from 
the sensor will impact the quality of the reconstructed model. For this reason, 
professional cameras are preferred. 

Data acquisition is the first step in using this technology. To carry out this process, the 
user must take multiple photos of the object of interest and the number of photos 
needed depends on the object’s complexity and size. Nevertheless, as shown in figure 
2.9, an example of this process could consider taking pictures at five different heights 
and then moving 20 degrees around the object until doing a full circle, effectively taking 
90 pictures. Moreover, sections occluded by other parts of the object during the 
previous process or with high amounts of detail could require more pictures to be 
reconstructed correctly.  

 

Figure 2.9 - Example of camera placement during data aqcuisition in photogrammetry 

Once the images have been taken, the information is imported into photogrammetry 
software. Next, points of interest are extracted from the images to generate a 
correlation between them and reconstruct the camera’s position in 3D space. Then the 
images are analysed to generate a point cloud or 3D model. Finally, a UV map is created 
for the 3D model, and the textures present in the input 2D images are projected over it 
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to create a texture that covers the entire surface. The 3D model and the texture can 
then be exported to other software.  

During the thesis, RealityCapture (Capturing Reality, 2022) and Metashape (Agisoft, 
2022) were used to reconstruct 3D models using photogrammetry (See Figures 2.10 & 
2.11). Additionally, since this surface reconstruction technique was mainly used during 
an activity with students, the cameras used for data acquisition included a wide range 
of devices, from smartphones to professional cameras with interchangeable lenses. 

 

Figure 2.10 - User interface of RealityCapture 

 

Figure 2.11 - User interface of Metashape 



Chapter 2: Background and enabling technologies 
 

20 
 

2.3.3 Structured light scanning 

This technology, like photogrammetry, uses 2D images to reconstruct the surface of an 
object of interest. However, it adds extra information to support this process. The 
structured light scanning technology considers the projection of a pattern (i.e., black & 
white stripes or checkerboards) of visible light onto the surface of an artefact. Once this 
pattern reaches the surface of the object of interest, it is distorted due to its geometry, 
and its effect is captured using a camera. Knowing some internal parameters of the 
camera and projector, as well as their relative position, it is possible to use the 
information from the pattern distortion in the captured images to estimate the object’s 
geometry (Gebler et al., 2021). In this way, each time a pattern is projected over an 
object and a picture of it is taken, it is possible to get an image with a corresponding z-
depth map (i.e., a 2D array that indicates how far away from the camera each of the 
pixels in the image is). Multiple sets of images, in addition to the z-depth map, can then 
be joined to reconstruct the complete geometry of the object. Moreover, if additional 
images are taken without the projected pattern, this information can be used to project 
the colours over the resulting 3D model. 

As previously mentioned, the main components of this technology are a camera and a 
projector. These can be independent of one another and used together through a 
calibration process to calculate the needed parameters, or can be integrated into a 
unique device where the parameters and relationships between them are known 
beforehand.  

Depending on the configuration, the use of this technology can vary slightly. In some 
cases, the camera-projector system will remain static, and the object of interest will be 
placed over a controlled rotating tabletop, allowing it to reconstruct all sides. 
Alternatively, the camera-projector system can be integrated into a unique device. In 
that case, the object of interest can remain static, and the structured light scanning 
device can be moved around the object to reconstruct the surface.  

Once the surface data is acquired, the following step is processing the information to 
create a unique 3D model. This process is usually done in software developed by the 
same developers of the device used for data acquisition. After the data is imported into 
the software, the individual reconstructions are aligned, and the geometrical 
information is cleaned up by deleting outliers in the surface or other unwanted 
elements. Next, the 3D model is remeshed to the desired resolution, a UV map is 
created, and finally, the colour information is projected over the surface to generate a 
textured 3D model that can be exported to be used on other software.  

During the thesis, the Artec Leo (Artec3D, 2022b) was used. It is a portable professional 
surface reconstruction device with a resolution of up to 0.2 millimetres (See figure 2.12). 
Moreover, the specific configuration of this device included a diffuse light ring that was 
used during the capture of the colour images. Hence, allowing the generation of a 
textured 3D model without shadows.  
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Figure 2.12 - Artec Leo surface reconstruction device 

Accordingly, the processing of the acquired data was done in Artec Studio (See figure 
2.13). 

 

Figure 2.13 - User interface of Artec Studio 

2.3.4 Surface requirements for reconstructed object 

Since photogrammetry and structured light scanning are based on optical information, 
the superficial characteristics of the objects to be reconstructed directly affect the 
quality of the results.  

Surfaces with a homogeneous plain colour should be avoided, as the algorithms for 
surface reconstruction require some reference points in the input data to calculate the 
correlation between them. For example, suppose multiple images are taken from a 
perfectly white wall. In that case, even if the images have been taken from different 
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perspectives, the algorithm will not be able to reconstruct a planar geometry properly 
due to missing reference points. On the other hand, if a surface has a repeating pattern, 
the surface reconstruction algorithms will detect the needed reference features, but 
they could be confused, producing reconstruction errors.  

Another surface characteristic that can produce reconstruction errors is reflectivity, 
such as the one found on metallic or glossy objects. Each time the camera perspective 
is changed, the reflections on the surface of the objects will also change. Hence, it is 
impossible to have a stable reference feature that can then be used to reconstruct the 
object. Similarly, when an object is translucent, such as glass or plastic, it is impossible 
to capture stable reference features at the object’s surface to generate the 
reconstruction.  

Opaque surfaces are preferred when reconstructing the surface of an object to minimise 
the previously mentioned effect. 

Additionally, only for photogrammetry, ambient illumination is also an element to take 
into consideration to achieve good results. The ideal case would be to have a diffuse 
source of light that illuminates the object of interest from all possible angles without 
generating harsh shadows. This requirement is needed for two reasons. The first reason 
is that the capture device must stay in the same setup during the whole process of 
acquisition of images to maintain a stable input. Hence, if the camera is set up for a 
darker scene, well-illuminated areas will be overexposed, effectively losing data. 
Conversely, if the camera is set up for well-illuminated areas, the darker sections will be 
underexposed, generating the same problem. The second reason is related to the 
proposed approach. Since the texture information will be used as an input for the 
segmentation, if shadows generate high contrast features, they could be detected as 
false positives, negatively affecting the output segmentation.  

2.3.5 Output data 

2.3.5.1 3D model 

Usually, surface reconstruction software offers several options to manipulate the 
generated 3D model before it is exported to be used in other software. Hence, it is not 
possible to define some of its characteristics. Nevertheless, since its objective is to 
replicate the geometry of a physical object closely, the output 3D model tends to have 
a high resolution (i.e., over 100.000 polygons) to consider small geometrical features. 
Moreover, they also tend to have an isometric mesh, meaning that each polygon of the 
3D model has a similar area and length of its edges (See figure 2.14). Due to this 
characteristic, the resulting models are not well optimised. This feature is particularly 
evident in smooth or planar parts of the 3D model, which could be accurately defined 
with a reduced number of polygons, but use a high number of polygons.  
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Figure 2.14 - Example of surface reconstructed model with closeup of its mesh 

Regarding the output format, the most common are OBJ, FBX and STL.  

Additionally, suppose a texture is to be applied in the 3D model. In that case, a UV map 
is created to correlate the information between the 3D texture and its position on the 
surface of the 3D model. The specific algorithm to generate the UV map will change 
between different software. Nevertheless, one of the most commonly used algorithms 
is the least squares conformal maps (Lévy et al., 2002). The UV map information is 
integrated into the exported 3D model regardless of the method used.   

2.3.5.2 Texture 

Surface reconstruction software typically generates textures in a square aspect ratio. 
These textures usually have a width that is a multiple of a power of 2, and some 
examples include 512, 1024, 2048, and 4096 pixels. Hence, each resolution level 
quadruples the amount of data in the texture. Moreover, as shown in figure 2.15, in the 
context of mixed prototyping, textures surface reconstructed models have specific 
characteristics that must be taken into consideration, such as: 

1. Fragmentation: although the resulting image depends on the adopted software 
application, textures of reconstructed surface models are typically fragmented 
into several pieces to reduce their distortion. Consequently, a unique feature 
(i.e., the surface of a part of the prototype) will often be fragmented and 
distributed within the complete image.  

2. Inpainting: To reduce rendering errors and account for missing data during the 
texturing of the 3D model, software also includes digital inpainting capabilities 
(Jam et al., 2021) that can affect the behaviour of image segmentation 
algorithms, for example, by graphically joining two segments that correspond to 
different parts of an object, but have the same texture patterns. 

3. Homogeneous texture: usually, most of the surface of the mixed prototype has 
a homogeneous texture with a neutral colour that serves as a clean canvas to 
add digital information onto the surface of a physical prototype. This is typically 
required in projector-based augmented-reality applications, where the resulting 
surface colour depends directly on the original colour of the physical prototype 
(Morosi & Caruso, 2020). 
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Figure 2.15 - Characteristics of surface reconstructed textures of mixed prototypes 

Additionally, some surface reconstruction software allows adjustments to the texture 
before exporting it. These adjustments include brightness, contrast, hue, and the 
reduction of reflection artifacts.  

Regarding the output format, the most common are JPG and PNG. 
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Chapter 3:  Literature review 

This chapter presents the context of the thesis by giving an overview of the related 
research areas involved, the gaps that need to be addressed and their relevance. Hence, 
being the base for developing novel research contributions and achieve the objectives 
presented in section 1.4. The aim is to gather information on the existing methods 
developed to support the mixed reality content authoring process and to evaluate their 
potential to support the content authoring of mixed prototypes. The chapter begins with 
an explanation of the methodology used to collect the relevant literature and continues 
with a literature review on mixed reality content authoring methods presenting current 
research focused on easing this part of the process. Additionally, the literature review is 
extended to the segmentation methods to understand their limitations in mixed 
prototyping and how they can be used to improve the content authoring process. 
Finally, the chapter concludes with a critical analysis to identify the research gaps and 
define the research questions.  

3.1 Literature review methodology 

Snowballing was used to conduct the literature review (Wohlin, 2014). It is an iterative 
method that, after selecting a start set of relevant publications, uses the reference lists 
of each paper and their citations to identify additional papers to be considered for 
further analysis. The complete workflow to apply this method can be seen in Figure 3.1.  

 

Figure 3.1 - Snowballing procedure (Wohlin, 2014) 

Snowballing can provide a substantial knowledge increase in the topic of interest (Wnuk, 
2017) while providing a similar efficiency to methods based on database searches 
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(Badampudi et al., 2015). Moreover, this approach has the added benefit of a reduced 
effort when updating the systematic literature review (Felizardo et al., 2016). Hence, 
being particularly useful in a multiyear endeavour such as a PhD, allowing to maintain 
an overview of the evolution of the research context.  

3.2 Mixed Reality content authoring methods  

In previous research on mixed reality applied to design tasks, the content has been 
created mainly by the developers and not by the final users (Masood & Egger, 2020). 
Several mixed reality implementations have also identified this limitation, making the 
users’ upskilling one of the main barriers to their successful adoption (Davila et al., 
2020). In this context, methods to support mixed reality content authoring have been 
developed in a wide variety of contexts, including assembly, maintenance, cultural 
dissemination, design, teaching, storytelling, presentations and training (Cubillo et al., 
2015; Egger & Masood, 2020; Gimeno et al., 2013b; Harazono et al., 2022; Koleva et al., 
2009; Mendes et al., 2018; Speicher et al., 2021; Vera & Sánchez, 2016; Zhu et al., 2013). 
While each method aims to simplify the authoring process, they also try to solve it from 
different perspectives. The following subsections present an overview of the most 
prominent trends in the literature review, their potential application in mixed 
prototyping and limitations in this context. It is worth noting that these are not exclusive, 
and one specific method or authoring platform could use several of the presented trends 
to aid the authoring process. 

3.2.1 Programming simplification 

One of the main barriers to adopting MR technology has been the high programming 
skill level to create such applications. As such, initial efforts focused on simplifying the 
creation of MR applications for the developers of the technologies rather than final 
users. The first objective was the organisation of all the concepts involved in creating 
MR. Some early examples of these efforts include Hampshire et al. (2006), which 
proposed an initial taxonomy of MR applications, addressing the different levels of 
abstraction for defining the relation between the real and virtual worlds. Similarly, APRIL 
(Ledermann & Schmalstieg, 2005), an authoring platform for MR content provided 
concepts and techniques independent of specific applications or target hardware 
platforms.  

In this context, the core elements of mixed reality technologies, such as rendering, 
tracking, and user interactions, could be rearranged to create a wide range of MR 
experiences. Consequently, there was a proliferation of component-based methods to 
support the creation of mixed reality applications. Following this direction, the work of 
Bauer et al. (2001) and Dörner et al. (2003) proposed a flexible and modular software 
framework that allows components to be adapted and reused between applications. 
Grimm et al. (2002) developed AMIRE, a generic framework to simplify the 
communication between the MR components. Park et al. (2011) developed AR-Room, a 
series of deployable components for core augmented reality technologies, modules for 
hardware abstraction, and an authoring toolkit for rapid content design. More recently, 
Rumiński et al. (2014a, 2014b) developed CARL, a Contextual Augmented Reality 
Language that enables modularisation of the structure of AR scenes and the presented 
AR content.  
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Whether or not these proposed frameworks and programming libraries have been 
widely adopted by developers or are still in use is out of the scope of this literature 
review. However, the authoring of mixed reality applications has reached some level of 
maturity in this regard. One of the leading indicators of this is the shift in the focus to 
developing solutions to support MR platforms where the final users could create their 
content rather than depending on the developers.  

Several tools and programming approaches have been developed within this new focus 
towards end-user content authoring. Among these, we can find the work by Castillo et 
al. (2016) which developed a node-based add-on to create AR experiences with reduced 
programming knowledge. The work by Radu & MacIntyre (2009), integrated typical MR 
functions in Scratch, a high-level block-based visual programming language developed 
for children. StoryMakAR (Glenn et al., 2020), allows children to create basic interactions 
between 3D characters and physical devices through a simple mobile interface. Meta-
AR-app (Villanueva et al., 2020), a MR platform which allows the creation of AR 
animations through a drag-and-drop interface. AuthoAR (Lucrecia et al., 2013), that 
simplify the creation of AR learning experiences by offering content templates that the 
teachers can adapt to their needs. SUGAR (Gimeno et al., 2013a, 2013b), a platform 
supported by depth-sensing cameras to gather extra 3D information about the 
environment to help users overcome occlusion problems during content creation in 
industrial environments. Finally, the work of Knopfle et al. (2005), that proposed a 
template based approach where skilled developers created base templates that then 
could adapted and reused by non-skilled users.  

While these methods are undoubtedly helpful in supporting the users’ autonomy during 
content authoring, their application is limited in mixed prototyping for two reasons. 
First, they are supported by pre-made content, which would significantly limit the ability 
of the users to try new product shapes during prototyping. Moreover, they support the 
creation of interactions between different components of MR experiences. However, 
none of them focuses on preparing the 3D model, which is the step that allows the 
prototypes to provide further interactions. 

3.2.2 Tangible user interfaces 

Creating a link between physical and digital objects is one of the main features of MR 
technologies. For this reason, several methods have been proposed to make it as simple 
as possible, allowing final users to easily link 3D content to physical markers (Barone 
Rodrigues et al., 2017; Coquillart et al., 2004; Jee et al., 2011; Koleva et al., 2009). 
Furthermore, this process, initially limited to mostly visualising experiences, was 
extended to allow the users to interact with the digital content through physical 
elements, a method known as TUI (Tangible User Interfaces).  

Some examples of these developments are the work of Ha & Wo (2007), which proposed 
a TUI capable of doing rough modification to AR 3D scenes, creating dynamic light 
sources, moving the 3D models and supporting functionality tests. ARtalet (Ha et al., 
2010), an authoring tool for augmented digital books where the user can add 3D 
elements, such as objects and animated characters over the pages using a TUI. AR-jig 
(Anabuki & Ishii, 2007), a handheld TUI to support 3D modelling by replicating a physical 
curve as a tool in the digital space. ARGroove (Billinghurst et al., 2008), a AR platform 
for the creation of music where TUI used to control sound loops, filters and effects in a 
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composition. Furthermore, Ha et al. (2012) used computer vision to track the path of 
TUI in the physical space and animate the spatial movement of 3D content in an AR 
environment. 

The use of TUI in mixed prototyping can allow a more interactive augmented experience 
where some functions can be simulated and digital elements can be adjusted directly on 
the object. From this perspective, methods allowing users to integrate those functions 
easily can improve the content authoring process. However, their capacity to edit digital 
elements is typically limited to changes in placement and simple geometrical 
modifications. Therefore, they provide limited support if the 3D model of the mixed 
prototype is not already available. 

3.2.3 Immersive authoring     

Closely related to the use of TUI, another trend for MR content creation has been the 
utilisation of immersive authoring. This authoring method is based on the logic of “what 
you experience is what you get” (G. A. Lee et al., 2005).  Hence, creating the MR 
experiences directly in the medium where it will be experienced rather than moving 
back and forth between a 2D screen and an AR display each time a change is made. One 
of the main benefits of this method is its capacity to allow users to concurrently design 
and test the MR experiences (Nebeling et al., 2020).  

Due to the popularity of these methods, several examples can be found in the literature. 
These developments include multiple research projects that proposed smartphone-
based authoring tools to create in-situ mobile AR experiences (Z. Chen et al., 2020; Jung 
et al., 2012; Y. Yang et al., 2016). Yu et al. (2017) use hand tracking and a head-mounted 
display to allow authors to place, interact and animate the digital content within an AR 
environment. LibrARy (Ifrim et al., 2021), a platform to enrich cultural places that allow 
the creation of collaborative spaces where users can execute augmented interactions 
through 3D virtual objects. XRDirector (Nebeling et al., 2020), a role-based collaborative 
immersive authoring system that allows designers to interact using AR and VR devices 
as puppets to manipulate virtual objects in 3D physical space. Furthermore, 360theater 
(Speicher et al., 2021), a tool for rapid prototyping of MR experiences, takes physical 
dioramas into a virtual space by enhancing 360° video capture with 3D models and 
simulating spatial interactions. 

Moreover, within the immersive authoring methods, we can find platforms that 
simulate where the MR experience will be used. Hence, allowing authors to work in a 
space like the real one but with the virtual environment flexibility. Some of these 
methods include Corsican Twin (Prouzeau et al., 2020), a tool to support the authoring 
in-situ augmented reality data visualisations in virtual reality using digital twins. CAVE-
AR (Cavallo & Forbes, 2019), uses a CAVE (Cave Automatic Virtual Environment) to 
simulate the expected conditions where the AR will be experienced, including tracking 
information, geographical information, architectural features, and sensor data. And 
ScalAR (Qian et al., 2022), a platform that enable designers to author semantically 
adaptive AR experiences in Virtual Reality. 

These methods can support the creation of a wide variety of augmented experiences 
and content. However, they mostly rely on pre-made content to create such 
experiences. Furthermore, although some of these methods can create 3D models of 
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objects or physical spaces, they are not intended to create accurate replicas of their 
physical counterparts. Hence, offering insufficient support to create mixed prototypes. 

3.2.4 Creation through demonstration 

Another trend that can be found in MR content authoring is the creation of content 
through user demonstration. These methods record the user actions and the 
environment through different sensors to extract relevant objects and interactions. The 
gathered information is then used to automatically create an MR experience to support 
the repetition of this process, hence being especially useful for supporting tutorials, 
maintenance, and assembly procedures. The main benefit of these methods is the 
similarity with the actual procedure to be supported, allowing a more natural authoring 
process that drastically reduces the need for manual creation and adjustment of the MR 
interactions.   

Among the examples of these methods, we can find several supported by RGB cameras. 
For example, AREDA (Bhattacharya & Winer, 2019) uses computer vision to analyse an 
assembly process conducted by an expert and separate it into steps that can be easily 
edited to create an AR experience. ProcessAR (Chidambaram et al., 2021), a system 
supported by computer vision and eye-tracking to identify the objects and tools the 
author is looking at during the realisation of a procedure. TutorialLens (Kong et al., 
2021), a platform for creating AR-supported tutorials by tracking the user’s interactions 
with physical interfaces while the actions are being narrated. Furthermore, the work of 
Van Lopik et al. (2020) proposed a template-based interface to support AR content 
creation on shop floors using the camera to record the user’s point of view and the 
corresponding interactions. 

Moreover, with the increased availability of cameras with depth-sensing capabilities, 
multiple developments have opted to use the additional information acquired from the 
demonstrated processes to support the authoring process. Some examples include 
SpatialProto (Müller et al., 2021). This platform records users’ demonstrations using 
physical objects, which later are extracted from the background to create a digital replay 
of their movements in MR. In addition, Stanescu et al. (2022) use the provided depth 
information to detect volumetric changes related to different states of a product during 
an assembly demonstration. Moreover, Zhang et al. (2022) propose a method to support 
MR experiments demonstrations that registers hand movements during interactions 
and uses machine learning to create adaptive animations when grabbing objects.  

Finally, examples supported by immersive authoring can be found, such as GhostAR (Cao 
et al., 2019), a platform for creating and editing human-robot collaborative tasks 
through demonstrative role-playing in AR. 

In mixed prototyping, these methods could help develop and test complex interactions 
between the final user and the product and help designers define user interfaces’ 
placement. However, they would offer limited support in defining other product 
characteristics. 

3.2.5 Retargeting existing data 

When dealing with material to support procedures such as assembly, we can find many 
formats, from printed documentation to videos and MR experiences. This supporting 
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material is typically created for its specific medium, requiring a complete remake when 
changing the information to another format. In this context, and due to the high 
availability of the material in older formats, a proposed method to ease MR content 
authoring has been retargeting existing data to MR experiences.  

Some efforts in this direction, focused on the communication aspect, include the work 
of Gatullo et al. (2017), which proposed a method to digitalise technical documentation 
using language processing to distinguish tasks and convert them to AR graphical 
instructions. Moreover, Scurati et al. (2018) identified the most frequent maintenance 
actions used in manuals and converted them into graphical symbols for AR experiences. 

Examples of a direct transformation of format are the work of Mohr et al. (2017), which 
proposed a method to retarget video tutorials to MR experiences, showing different 
interactions in the 3D space. Moreover, 360proto (Nebeling & Madier, 2019), presents 
a platform that allows users to capture sketched environments and user interfaces, and 
visualise them in 3D space where the interactions can be created.  

However, since, in many cases, 3D models are also available to support the MR 
experience; several methods have used the retargeted data to guide the interactions. 
Examples of this are the method proposed by Mohr et al. (2015), which uses as an input 
a CAD model and printed documentation and extracts from it the different steps and 
positions of the object’s parts using computer vision to create a MR experience. Salonen 
et al. (2009) proposed a data pipeline to convert CAD data to AR assembly instructions 
using markers. ARComposer (Shekhar et al., 2019), a platform that uses text as an input 
to retrieve 3D models from a database and create MR animations composed of multiple 
objects with diverse relationships to each other. Wang et al. (2013), proposed a method 
to reuse assembly-related information generated during design (formalised as an IDEF0 
graph) to create MR experiences. Furthermore, Zogopoulos et al. (2022) proposed a 
method to identify disassembly sequences using a CAD model as an input and create AR 
experiences with reduced user intervention.  

These methods ease the authoring processes of augmented experiences where 
information is available beforehand. Therefore, implementing similar solutions in mixed 
prototyping, where some characteristics are not necessarily defined, could be 
challenging. Nevertheless, this could be an alternative if the developed product 
comprises standardised components.  

3.2.6 3D models preparation 

The last authoring trend in MR found during the literature review relates to methods 
focused on supporting the creation of 3D models to be used in MR experiences. Two of 
the main benefits of this approach are the reduction of the dependency on an existing 
database of 3D models to create the experiences and the reduction of 3D modelling 
skills to prepare custom content.  

Efforts in this direction include methods that can transform 2D content into 3D models 
usable in MR experiences. Among these methods,  Bergig et al. (2009) and Hagbi et al. 
(2010) used computer vision to analyse sketches of simple geometrical shapes, generate 
a corresponding 3D model visualisation in AR, and detect graphical symbols to automate 
the creation of interactions among objects. MagicToon (Feng et al., 2017) proposed a 
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system developed for children capable of generating textured cartoon 3D models of 
objects and characters starting from 2D sketches and the capacity to animate them using 
a simple user interface. Furthermore, Yoo & Lee (2014) proposed a method supported 
by touchscreen input where gestures resembling primitive geometries were used to add 
such geometries to the MR space. 

 

Figure 3.2 - WAAT by Bégout et al. (2020) (left), and AIR MODELLING by Arroyave-Tobón et al. (2015) (right) 

Nevertheless, most of the methods found were developed with an immersive authoring 
approach, allowing users to create and modify the 3D models in the MR space. Some 
examples include the work of Langlotz et al. (2012), which proposed using natural 
feature detection to simulate a planar working surface where an intersection point 
projected from a handheld device can be used to draw shapes and use them to create 
simple 3D models. Mobi3DSketch (Kwan & Fu, 2019) and project PRONTO (Leiva et al., 
2020), two mobile applications that use multiple sensors to recognise the device’s 
position in the 3D space and allow users to create interactive 3D sketches in situ. The 
work of Tang et al. (2015), a platform supported by markers, where each of them 
represented a primitive 3D geometry that could be duplicated and placed in the 3D 
space to create more complex 3D objects. Arroyave-Tobón et al. (2015) and Han et al. 
(2020) proposed methods to support prototyping during early design stages, which used 
depth-sensing cameras and computer vision to recognise hand-gestures and used as the 
interaction means to create and modify 3D models in the 3D space. Furthermore, WAAT 
(Bégout et al., 2020) proposed a platform for quickly creating and dynamically modifying 
simple 3D models of workstations in MR and testing the placement of such objects for 
guided experiences (See figure 3.1). 

Whitin these methods, some have taken advantage of surface reconstruction 
technologies to gather extra data about the environment and use it as a reference during 
the modelling process. In this direction, Wan et al. proposed MRStudio (Wan et al., 
2011), a platform for aircraft cockpit designs that generated a point cloud reconstruction 
of the environment to help them place relevant and create 3D models and graphical 
elements. Yang et al. (2013) integrated several surface reconstruction methods, such as 
Structure From Motion and Clustering Views for Multi-View Stereo, to allow a 
reconstruction of objects and environments that could then be visualised in MR. Izadi et 
al. (2011) proposed KinectFusion, a platform that used depth information to reconstruct 
objects and the environment to support the creation of physically accurate interactions 
with the environment. Finally, Huo et al. (2016) developed Window-Shaping, a mobile 
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interface for design ideation that gathers the environment’s geometrical data to allow 
the direct creation of 3D shapes on and around physical objects (See figure 3.3).  

 

Figure 3.3 - mobile surface reconstruction system by Yang et al. (2013) (left), and Window-shaping by Huo et al. 
(2016)  (right) 

Within the studied trends, the methods focused on creating 3D models have a high 
potential to support mixed prototyping content authoring, as one of the main 
requirements is the availability of a 3D model replicating the physical counterpart. 
However, the ability of most methods to execute this task is limited to simple 
geometries, making them unsuitable for mixed prototyping. Moreover, although some 
of the presented methods integrate surface reconstruction algorithms, allowing them 
to generate more accurate replicas, the 3D models were mainly used for visualisation or 
support physically accurate interactions. Hence, they do not include the preparation of 
the models for more complex interactions as the ones of a mixed prototype. 

3.3 Segmentation methods 

Mesh segmentation is not a mandatory requirement of 3D models to be used in a mixed 
prototyping platform. However, it is essential if users need to edit various parts of the 
prototype independently. By segmenting the 3D model, users can apply distinct 
treatments to each part, such as altering surface characteristics like color, smoothness, 
glossiness, specularity, or metalness. Additionally, if the mixed prototyping platform 
allows it, users can utilize this characteristic to distinguish different interaction 
modalities. 

This section presents an overview of segmentation methods applied to 3D meshes to 
understand their limitations in mixed prototyping and how they can be used as a base 
for new developments. Moreover, 2D mesh segmentation methods are also evaluated 
due to the availability of texture information when the 3D model is generated through 
surface reconstruction methods. 

3.3.1 Mesh segmentation and UV mapping 

The mesh segmentation and UV mapping processes are not unique to the mixed 
prototyping workflow, and many applications with 3D rendering capabilities require this 
step in their content authoring workflow. Thus, a wide variety of methods can be found 
in the literature. The existent mesh segmentation algorithms can be categorised as 
surface-based and part-based (Shamir, 2008) (see figure 3.4). On the one hand, surface-
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based segmentation methods aim to optimise some characteristics of the mesh or the 
corresponding parametrisation, such as reducing the distortion of the texture mapping. 
On the other hand, part-based segmentation methods aim to decompose the input 
mesh into meaningful parts based on human perception. Considering this, the latter is 
more suitable for mixed prototyping as it would allow for the distinction of the different 
parts of a product, the same that must be modified independently during a design 
session. 

 

Figure 3.4 - Example of part-based segmentation (Y. Lee et al., 2005) (left) and surface-based segmentation 
(Sander et al., 2001)(right) 

Initially, most of these algorithms directly used geometrical features in the mesh as an 
input to separate them into meaningful components (Katz & Tal, 2003; Rodrigues et al., 
2015). More recently, there has been an increased focus on machine learning-based 
algorithms that are supported by labelled data and comparisons from multiple objects 
of the same category to achieve better results  (George et al., 2018; Shu et al., 2022; W. 
Tang & Qiu, 2021). These algorithms demonstrated excellent performance on well-
established datasets such as the Princeton segmentation benchmark (X. Chen et al., 
2009), which includes 3D models of products. However, as most of them rely on the use 
of geometric information to segment the 3D model, either directly or indirectly, they are 
not entirely suitable for mixed prototyping, at least in two opposite circumstances: 

• When two or more geometrical elements of the object must remain 
unsegmented to be treated as a unique part, e.g., the housing of a device that will be 
manufactured using the same material. 

• When one geometrical element of the object must be segmented to be treated 
as independent parts, e.g., a cylindrical bottle composed of two different materials. 

Moreover, although the Princeton Segmentation Benchmarks (X. Chen et al., 2009) and 
similar datasets such as Thingi10K (Q. Zhou & Jacobson, 2016), offer a great variety of 
object categories, they are also low-resolution with elementary geometries. They, 
therefore, have a limited capacity to reflect the actual behaviour of the algorithms on 
reconstructed surface models such as the ones used in mixed prototyping. As a result, 
most of the mesh segmentation methods found do not consider the specific 
requirements of these 3D models nor take advantage of the extra information they can 
provide through the reconstructed texture.  
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When dealing with texture information, UV mapping methods are typically the ones to 
be used. Some have been specifically developed and tested to deal with reconstructed 
surface models (Lévy et al., 2002; Maggiordomo et al., 2021).  However, they mainly 
focus on reducing the deformation of the parametrisation rather than segmenting the 
models in a meaningful way. During the state-of-the-art analysis, the only work that has 
reported carrying out a part-based segmentation using the texture as an input is in the 
area of cultural heritage (Inzerillo et al., 2019). Nevertheless, in the previously 
mentioned work, the texture features used for the model segmentation were not 
extracted by automated means. Instead, the user selected the segments before 
proceeding with the automated segmentation and UV mapping process. 

All these limitations have created an increased demand for robust techniques designed 
to process and manipulate reconstructed surface textured 3D models (Maggiordomo et 
al., 2020). In this context, tools derived from computer vision and image segmentation 
are suitable solutions due to the availability of new texture information that can be 
exploited as valuable input for segmentation. The following section will describe image 
segmentation methods and how their capabilities relate to the specific requirements of 
textures of reconstructed surface models.  

3.3.2 Image segmentation 

Image segmentation is “the partition of an image into a set of nonoverlapping regions 
whose union is the entire image” (Haralick & Shapiro, 1992). During the last decades, 
there has been an increasing interest in its research and development. One of the main 
reasons for this is that, as pointed out by Guo et al. (2018) “have the potential to make 
major contributions across the wide field of visual understanding from image 
classification to image synthesis; from object recognition to object modelling; from high-
performance indexing to relevance feedback and interactive search”. 

There are more than a thousand different methods published (Mikes & Haindl, 2021), 
and similar to the case of mesh segmentation, the main application field for the 
segmentation of reconstructed surface models is in the area of cultural heritage. Here, 
the automatic recognition of patterns poses a non-trivial problem that can be tackled 
with image-based methods operating on a 2D parametrisation of the mesh (Lengauer et 
al., 2021).  

Considering the characteristics of textures from reconstructed surface models (see 
section 2.3.5), although texture segmentation methods are powerful tools, they are not 
well suited for the segmentation of mixed prototypes. Nevertheless, other tools from 
the area of computer vision still present potential solutions.  

As an alternative to detecting segment boundaries, contour detection methods can be 
used, a process that identifies the edges of an image. Unlike texture segmentation 
methods, these offer no guarantee that they will produce closed contours and hence do 
not necessarily provide a partition of the image into regions (Arbeláez et al., 2011). 
Nevertheless, due to the surface characteristics of mixed prototypes (See section 2.1.4), 
they still could be helpful to detect relevant features in places where there are changes 
in materials or other features that change the texture colours. For an overview of edge 
detection methods, please refer to the work made by Ghosh et al. (2020)  
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Finally, another alternative for the segmentation of mixed prototypes are thresholding 
methods (Sezgin & Sankur, 2004). Although not explicitly developed for this purpose, 
they could work similarly to a contour detection method if the background is 
homogeneous and there is high contrast with the contours to be extracted. These 
methods define a threshold value, and if a pixel value is smaller than the threshold, it is 
set to 0 or black; otherwise, it is set to a maximum value or white. If the threshold value 
is the same for all the pixels in the image or is recalculated for smaller image regions, 
thresholding methods can be categorised as global or local/adaptive, respectively.  

In principle, most of the texture segmentation, contour detection and threshold 
methods could be implemented to get helpful information that can be then transferred 
to the 3D model to be segmented. Nevertheless, the object’s specific characteristics 
must be considered, as the texture features can widely change between object 
categories.  

3.4 Critical analysis and research questions 

3.4.1 Content authoring methods for mixed prototyping 

There has been an evolution in the methods applied to support content authoring for 
MR experiences. Several approaches have tackled the problem of technological 
adoption from different perspectives based on their objectives. In the beginning, these 
methods were primarily focused on aiding the execution of low-level tasks, such as 
programming and evaluating the impact of new interaction modalities, such as the use 
of TUI and immersive authoring. However, now the focus has shifted to developing 
content authoring methods for specific applications that, although more limited in their 
application, could better address the needs of those applications. Some of these 
methods were applied in the product development process and supported the creation 
of prototypes through MR experiences.  

In this context, due to the ability to have spatial cues while designing and allowing the 
user to see their ideas placed in a physical environment, several methods were tailored 
to the creation of 3D models. Nevertheless, the complexity of such models has been 
limited to the use of primitive geometries and the creation of other simple shapes. This 
limitation is acceptable within the idea generation process, where low-fidelity models 
still can provide helpful information to take design decisions (Liker & Pereira, 2018), or 
in applications where the 3D models do not need to match a physical counterpart 
perfectly. However, these models are not appropriate to support the creation of mixed 
prototypes, where the virtual and physical prototypes must be geometrically equal.  

An approach found within the literature to support the creation of 3D models that match 
the geometry of physical objects was the use of surface reconstruction methods. 
However, this technology has been primarily used to allow realistic interactions with the 
environment when applied within MR experiences. Furthermore, in the cases where it 
is applied to replicate the geometry of physical objects, its use has been limited to the 
visualisation of digital replicas. While this is a step forward to support the authoring of 
mixed prototypes, the post-processing of such models to allow interactions, such as 
changes in the colour of different segments or placement of graphical elements on the 
surface, has not been addressed. Moreover, surface reconstruction technologies have 
reached a high level of maturity, and off-the-shelf solutions can quickly obtain high-
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quality 3D models of physical objects (Gebler et al., 2021). Therefore, although multiple 
developments supported the authoring of MR experiences, there is still a need for 
methods to aid the preparation of the 3D models to be used in mixed prototyping. In 
particular, focusing on the segmentation and UV mapping of such models, as these 
processes work as the base to integrate the capability to edit the digital content on the 
surface of mixed prototypes in real-time, a key feature to support design activities. 

As shown in the second part of the literature review focused on mesh segmentation 
methods, several solutions exist with the capability to execute this task automatically. 
Nevertheless, due to the specific characteristics needed for mixed prototyping (i.e., the 
resulting segments must correspond to the parts that will be edited independently 
during design sessions), these methods are unsuitable to support the content authoring 
process. Considering the lack of suitable mesh segmentation methods and the 
availability of new texture information from reconstructed surface models that can be 
exploited as valuable input for segmentation processing, tools derived from computer 
vision and image segmentation are suitable solutions.  

Additionally, it is also relevant to define the type of surface features to use as input for 
the segmentation process, as they can directly affect the quality of the results. While 
surface features specifically added for segmentation could produce more controlled 
results, they would require the user to modify the physical prototype previously. On the 
contrary, if existing features were to be used, the user could directly focus on the 
segmentation of the model, however, with less control over the resulting segmentation 
and potentially worst results. Regardless, both alternatives are viable options that can 
reduce the required knowledge in 3D modelling to carry out the segmentation.  

In consequence, to evaluate the technical suitability of this approach to support the 
mixed prototyping content authoring process, the first research question is:   

RQ1: Can a computer vision supported process generate a segmented 3D model suitable 
for mixed prototyping? 

RQ1.1: using added graphical mark on the surface of the physical prototype. 

RQ1.2: using existing features on the surface of the physical prototype. 

3.4.2 Mesh segmentation 

Several methods exist with the capability to segment 3D models. Nevertheless, it was 
found that they were not suitable to support the mixed prototyping authoring process 
because the results would not match the segmentation of the prototype parts needed 
by the designers. To solve this limitation, a computer-vision-supported approach is being 
proposed to automate this process. The first research question addresses whether or 
not it will accomplish its objective. However, as in any other automated process, it is 
essential to understand that the obtained ease of use has an associated cost related to 
reduced control over the results. Hence, the implications of this change and how its 
results compare to current alternatives should be assessed. 

Since previous methods for mesh segmentation have different objectives than the one 
proposed, a comparison against their results would provide limited information. 
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Nevertheless, the current method for mesh segmentation of reconstructed surface 
models used in mixed prototyping can still provide helpful reference information for 
comparison. Due to the lack of existing tools to support this process, it is currently done 
by the designers or developers using the standard tools provided by existing 3D 
modelling software. In consequence, the second research question is:  

RQ2: How do the results of a texture-based mesh segmentation compare in terms of 

quality to a manual segmentation? 

3.4.3 Technological adoption 

As seen through the analysis of existing MR content authoring methods, multiple efforts 
have been made to support its technological adoption. Moreover, although it has not 
reached a generalised adoption, it is evident that mixed reality applications have 
reached an acceptable level of maturity in some contexts, such as assembly and 
maintenance (de Souza Cardoso et al., 2020). Nevertheless, product design has not been 
the case, and some barriers remain (Bhattacharya & Winer, 2019; Giunta et al., 2019; 
Masood & Egger, 2020). Many of the discussed authoring methods focus on reducing 
the competencies required to take advantage of the benefits of MR platforms. However, 
these competencies were highly dependent on the type and objective of the supported 
MR experience.  

In mixed prototyping, one of the primary competence requirements, other than the 
specifics of each MR platform, is creating 3D models to be used during design sessions. 
Although a method is being proposed to support this process, it is unclear how it will 
impact the technological adoption of mixed prototyping. Furthermore, the process of 
technology adoption and the related innovation resistance is a multifactorial problem 
that can be affected by innovation characteristics, individual characteristics and external 
factors (D. Huang et al., 2021), hindering the evaluation of the impact of the solution in 
this regard. Nevertheless, some factors can still be evaluated due to their correlation to 
technological adoption. Some of these factors include the previously mentioned 
requirement of competence 3D modelling, the time required to conduct the 
segmentation process, and the ease of use of the proposed solution compared to the 
current method. Following this logic, the third research question is:  

RQ3: Does a content authoring process supported by computer vision improve user 

acceptance of mixed prototyping preparation? 
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Chapter 4:  Automated mixed prototyping content 
authoring process 

This section presents an integrated workflow of content authoring for mixed 
prototyping spanning from the availability of a physical prototype to the exporting of a 
3D model suitable for mixed prototyping that is appropriately segmented and UV 
mapped to be used in mixed prototyping platforms. Additionally, two implementations 
of the algorithm are presented, the first being an add-on for an existing 3D modelling 
software and the second a standalone application.  

4.1 Content authoring workflow 

As mentioned in the previous section, the segmentation and UV mapping of the 3D 
model is a required step for virtually any system with 3D rendering capabilities. 
However, since each platform for mixed prototyping still can have its workflow, some 
steps of the procedure described here, not strictly related to segmentation and UV 
mapping, could vary. To have a realistic view of the implementation, some workflow 
steps have been adapted to the SPARK platform requirements (See section 2.1). 

Figure 4.1 shows a diagram of the proposed content authoring workflow with the main 
steps in the process. First, the physical prototype preparation ensures that the object 
has texture information that can aid the segmentation. Next, surface reconstruction 
creates a digital replica of the object with its texture information. The model is prepared 
for the projection system by applying the required transformations (e.g., rotation, 
location, or scale). Then, a feature detection algorithm is used to extract the information 
related to the boundaries of the segments from the original texture and uses it to select 
the corresponding vertices in the 3D mesh. Finally, the input 3D model is segmented 
using that information, and new UV maps are generated for each segment.  

 

Figure 4.1 - Proposed content authoring workflow 

In the following subsections, each workflow step is explained in more detail.  
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4.1.1 Physical prototype preparation 

Considering that a physical prototype is already available, there are two potential paths: 
modify it to comply with the requirements of the tool or use features naturally available 
in the prototype as input to generate the segmentation (See figure 4.2). 

 

Figure 4.2 - Physical prototypes with added features (left) and natural features (right) 

In the first case, the surface should be prepared to reproduce the projected virtual 
information as intended in terms of colour accuracy. To achieve this, a homogeneous 
paint coat of a light neutral colour such as white or grey should be applied. It is worth 
mentioning that some solutions to calibrate the colour reproduction independently of 
the surface colour have been proposed (Morosi & Caruso, 2020). Nevertheless, proper 
surface preparation reduces the need for these corrective measures.  

After the surface has been prepared, extra information to aid the segmentation and UV 
mapping can be added to the surface manually. More specifically, black lines are 
manually drawn over the physical prototype, marking each independent part’s 
boundaries. Particular attention should be put into ensuring the generation of closed 
boundaries to avoid contiguous parts being detected as one.  

In the second case, a physical prototype should be selected taking in consideration 
analogous requirements, that is (1) a neutral base colour such as white or grey, and (2) 
the existence of high contrast boundary features that generated closed segments to be 
edited individually in the mixed prototyping platform. This approach is especially useful 
in cases where the prototype is already available but cannot be modified due to user 
requirements. 

Moreover, depending on the mixed prototyping platform, other information could be 
added at this stage. For example, in the case of the SPARK platform, retroreflective 
infrared markers needed for tracking must be applied to get a reference of their position 
in the 3D model and ease calibration.   
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4.1.2 Surface reconstruction 

Once the physical prototype has been prepared, a 3D model of it must be generated to 
have a digital replica that can then be modified and projected over its surface to change 
its appearance. Several techniques and off-the-shelf 3D scanners are suitable for this 
process. However, the main requirement is that the selected method can generate a 
corresponding texture for the 3D model. This information will be needed to correlate 
the added surface features to the vertices and polygons in the 3D model. 
Photogrammetry and Structured light scanning methods are suitable for this task as 
several commercial software are available, allowing the creation of highly accurate 3D 
models of prototypes in restricted timeframes (Gebler et al., 2021).  

The specific characteristics of the texture and relative UV map will depend on the input 
data used to reconstruct the geometry and the software used, which could affect the 
quality of the output mesh segmentation. Nevertheless, this variability is addressed 
during the following steps. 

4.1.3 Preparation for projection system 

Using the results from the surface reconstruction, the rotation, scale, and location of the 
3D model must be adjusted to match the physical prototype dimensions and initial 
position. Moreover, depending on the tracking solution to be used in the mixed 
prototyping platform, the origin (i.e., the point in the 3D space that defines the location 
of the 3D model) could also require additional adjustments. These changes can be done 
either during the surface reconstruction or later in a 3D modelling software using basic 
functions.  

This step can change the position of all the vertices and polygons on the input 3D model. 
Nevertheless, as long as the modifications are applied equally to the complete 3D model, 
they will not affect the results of the texture-based mesh segmentation. 

For the specific case of the SPARK platform, the physical prototype with the infrared 
retroreflective markers must also be calibrated using tracking software and a set of 
infrared cameras.  

4.1.4 Extraction of texture features 

 

Figure 4.3 - Processing steps to extract boundary features from original texture 

This step comprises three successive sub-steps applied over the original texture (Figure 
4.3). First, all the high-contrast features on the original texture are extracted using an 
adaptive threshold function presented in section 3.3.2. The rationale for the choice of 
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this method over the other image segmentation techniques can be summarised with the 
following points: 

1. Independent to repeating textures: By using the boundaries of the parts to be 
segmented rather than their texture, if several segments have the same texture, 
they can still be distinguished. 

2. Independent to fragmentation: Even if the detected boundaries of a segment are 
discontinuous in the 2D texture due to fragmentation, they will remain 
connected in the 3D model. This information can be retrieved using the UV map 
parametrization. 

3. Independent to inpainting artifacts: If multiple features are incorrectly 
connected to different parts during the digital inpainting process, these errors 
will be discarded when transferring the information to the 3D model, as detected 
features in the texture that are outside the parametrization will not correspond 
to any face of the 3D model. 

4. Independent to illumination changes: Some surface reconstruction methods 
could include in the texture the effect of the ambient illumination, making some 
parts of the texture darker than others. Since adaptive thresholding analyses 
small groups of pixels at a time, gradual changes in colour are not falsely 
detected as boundaries.  

After applying the adaptive threshold, a filter removes any group of connected pixels 
below a fixed number of pixels to reduce the texture elements not corresponding to 
boundary features. Finally, the selection is expanded to ensure the connection of 
boundary features that were not wholly recognised during surface reconstruction or 
incomplete in the physical object. This can be implemented through a dilate function, 
which considers any existing white pixel and converts all the surrounding pixels to white, 
allowing to repeat this operation multiple times. The kernel size (i.e., the size of the pixel 
area used to define the results of the adaptive threshold) and the number of dilating 
iterations are provided as parameters that can be modified to improve the feature 
detection (See Figure 4.4).   

 

Figure 4.4 - Results of feature detection using different parameter combinations 

Once the algorithm extracts the features from the original texture, the UV map is used 
to correlate the position of each element in the 2D texture to 3D model vertices. 
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Below, the pseudocode for the extraction of texture features is presented: 

Data: Texture from surface reconstructed model (T) and its corresponding UV map 

(UV). 

Input parameters: Size of adaptive threshold kernel (at), number of dilate iterations 

(di) and number of pixels for small object removal (p). 

Results: List of polygons inside of the detected texture features. 

 

Procedure: 

1 # Feature extraction 

2 get T 

3 convert T to grayscale 

4 apply adaptive threshold to T using at 

5 get list of connected pixels and quantity of pixels on each of them 

6 for each group of connected pixels 

7  if group of connected pixels < p then 

8   delete group of connected pixels 

9 dilate the remaining groups of connected pixels di times 

10  

11 # Selection of faces in extracted features 

12 get UV  

13 for each face in UV  

14  for each vertex in face 

15   convert vertex coordinates to pixel coordinates 

16   if all vertex in face are inside of extracted features then 

17    save the index of the face 

4.1.5 Segmentation of 3D model and UV mapping 

The algorithm segments all the polygons of the 3D model that are placed inside the 
detected texture features. This process generates several 3D meshes, which, as shown 
in Figure 4.5, will be separated into two categories for processing purposes. If the 3D 
mesh is composed of multiple polygons, it is assumed that it corresponds to the surface 
of a part of the prototype and will be called primary mesh. Therefore, the number of 
primary meshes equals the number of segmented parts in the result. On the other hand, 
if the 3D mesh is composed of an individual polygon, it is assumed that it was positioned 
inside a line and will be called secondary mesh.  

 

Figure 4.5 - Categorization of segmented meshes 
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To avoid that small primary meshes generated by imperfections in the selection are 
considered independent parts of the prototype, the algorithm allows users to control 
the maximum number of the primary meshes. This action can be done by selecting the 
number of final parts beforehand and keeping the primary meshes with the highest 
number of polygons or by setting the minimum number of polygons that a primary mesh 
should have to be maintained. Any primary mesh excluded through this process is then 
separated into individual polygons; each is considered a secondary mesh. 

After the classification, each secondary mesh is assigned and joined to the closest 
primary mesh based on the distance between their boundaries. As a result of this 
process, the 3D model will be separated into multiple parts with reduced geometric 
complexity compared to the initial 3D model. Finally, automated UV mapping solutions 
can be applied for each primary mesh, and the complete model can be exported to a 
mixed prototyping platform. 

Below, the pseudocode for the mesh segmentation and UV mapping is presented: 

Data: 3D model (M) and a list of face indexes (F) selected during the extraction of 

texture features 

Input parameters: Number of segments (s) 

Results: Segmented 3D model with new UV map for each segment 

 

Procedure: 

1 # Definition of mesh type 

2 primary_meshes = faces in M not included in F 

3 secondary_meshes = faces in M included in F 

4 get list of segments in primary_meshes 

5 get the number of faces of each segment 

6 order segments by their number of faces 

7 for each segment in primary_meshes: 

8  if segment within the first s segments with most faces, then 

9   keep in the list of primary_meshes 

10  else 

11   move segment to secondary_meshes 

12  

13 # Assignment of faces in secondary_meshes to segments in primary_meshes 

14 b_pm = list of coordinates of vertices in the boundaries of the primary_meshes 

15 f_sm = list of coordinates of vertices in each face of the secondary_meshes 

16 calculate the distance between vertices in b_pm and f_sm 

17 for each face in secondary_meshes 

18  join to the closest segment of the primary_meshes  

19 

20 #UV mapping 

21 for each segment in primary_meshes 

22  calculate new UV map 

23  

24 #Export 

25 export 3D model with all segments of primary meshes and UV maps 
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4.1.6 Use in mixed prototyping platform 

Once the 3D model is segmented, and the UV map for each segment has been created, 
it can be imported into a mixed prototyping platform. For the case of the SPARK 
platform, this process is carried out through an Information System that manages all the 
digital assets, including the 3D models, textures, and other graphical elements to be 
projected over the mixed prototype.  

First, a design session is created, and all the digital assets to be used are assigned to that 
session. Then, a virtual prototype is created, and the session is started. After this is done, 
a SAR system accesses the data in the Information System, and the projection is 
calibrated. Then, a graphical user interface is presented where each segment can be 
selected (See Figure 4.6). Finally, their surface characteristics can be changed, with each 
modification simultaneously applied to the mixed prototype. Figure 4.7 shows multiple 
design variants achieved using this workflow.  

 

Figure 4.6 - GUI of SPARK platform during Mixed Prototype editing 

 

Figure 4.7 - Design variants generated using the same Mixed Prototype 
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4.2 Developed tools  

This section presents the developed tools to support the execution of the proposed 
workflow for mixed prototyping content authoring.  

Although the proposed workflow considers tasks that span from the availability of a 
physical prototype to the exporting of a 3D model suitable for mixed prototyping, some 
of those tasks must be done manually or can be executed by readily available solutions. 
Because of these reasons, the developed tools only consider the steps from preparing 
the 3D model for the projection system to exporting to mixed prototyping platforms. 

In the following sections, two implementations of the supporting tool are presented 
with instructions on how they work, their main benefits and their limitations. The first 
implementation was integrated within an existing 3D modelling software, making all its 
additional functions available to the user. Conversely, the second implementation was 
developed as a standalone, more specialised and optimised application, but also limited 
in terms of functions.  

It is worth noting that although a demonstration is already shown in this chapter for 
explanation purposes, chapter 5, which focuses on technical suitability, will have a more 
in-depth analysis of the obtained results. 

4.2.1 Blender add-on 

The first tool was developed assuming the user knows at least how to import a 3D model 
into a 3D modelling software and navigate the viewport. More specifically, an add-on 
was developed for Blender, a free and open-source 3D modelling software, being 
programmed mainly using an internal implementation of Python as well as functions of 

OpenCV (Bradski, 2000), an external library for computer vision. This 3D modelling 

software was selected for development due to multiple reasons. First, it offers a perfect 
platform for fast prototyping, providing several add-on templates. At the same time, 
parts of the process can be manually executed by an experienced user while the 
underlying programming functions are recorded, easing the writing of more complex 
scripts. Furthermore, the author already had extensive experience using it, allowing him 
to focus on development rather than learning the software.  

4.2.1.1 Utilization 

As shown in figure 4.6, the add-on was integrated as part of Blender user interface. It 
was composed of 6 operations designed to be applied sequentially to a selected 
textured 3D model (outlined in orange). These functions were separated into two 
categories: the alignment tools, which focused on preparing the 3D model for the 
tracking system, and the segmentation workflow, which focused on all the operations 
needed to segment the input model using the provided texture information. 
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Figure 4.8 - User interface of Blender with the developed add-on highligthed in red 

The first step before using the add-on is importing the 3D model with its corresponding 
texture using the default functions of Blender. Additionally, the project must be saved, 
as the add-on uses its directory path to output the results, log files and intermediate 
processing files.  

As shown in figure 4.7, the rotation function automatically changes the 3D viewport to 
an orthographic perspective with a list of viewpoints to select and allows the user to 
rotate the 3D model in the X, Y and Z axis. In addition, this function automatically places 
the 3D model in the centre of the screen and relocates the origin of the 3D model (i.e., 
a point in the 3D space that defines the location of the 3D model). This allows the users 
to align the object’s base with the corresponding plane, obtaining a 3D model with the 
same orientation as the physical prototype over a surface. Although each of the actions 
involved in this function is simple to execute with the default functions of Blender, they 
were included together to aid users with no experience in 3D modelling.  

 

Figure 4.9 - Blender add-on with rotation function highligthed in red 
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It is worth noting that although the scale adjustment is relevant for preparing the 3D 
model for the projection system, surface reconstruction software already considers this 
operation. Hence, it was decided not to include it as part of the add-on. 

The tracking origin selection function was added explicitly due to the requirements of 
the SPARK project, where the origin should be equal to one of the previously added 
retroreflective infrared markers. This function takes advantage of the markers’ location 
embedded in the texture to accomplish this objective. Once activated, it requests the 
user to click on the desired marker. As shown in figure 4.8, this creates a reference object 
(highlighted in orange) that will provide this information in the last step of processing to 
relocate the origin of the segmentation results automatically.  

 

Figure 4.10 - Selection of tracking origin in Blender add-on 

Then, starting with the segmentation workflow, the first operation exports the texture 
applied to the object to be segmented and generate an image of the UV map to use 
during processing. This step only requires the user to click and wait until it is done. 
Although this operation could have been executed automatically after the extraction of 
lines from the texture, it was decided to leave them as independent functions to avoid 
reloading the texture and regenerating the image of the UV map each time new 
parameters were used.  

The second operation of the segmentation workflow extracts the lines (or high-contrast 
features) from the 3D model texture. As shown in figure 4.9, a new panel will appear 
once executed, allowing the user to change four parameters and one checkbox to 
change the results visualisation mode. The contrast and brightness apply some 
adjustments to the texture before extracting the features. As previously explained in 
section 4.1.4, the adaptive threshold and dilate line selection affect which features will 
be selected.  
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Figure 4.11 - Blender add-on with the extract lines from texture function highligthed in red 

Once the function to extract lines from texture is activated, an additional window shows 
a low-resolution preview of the results superimposed in the original texture (see figure 
4.10). Since the user does not know the ideal parameters beforehand, to ensure the 
selection of all the boundary features, the preview is automatically updated each time 
one of the parameters is changed. Moreover, since visualising which features are 
missing could be difficult due to the extra information, the users can disable the preview 
and check the original texture without added information. 

 

Figure 4.12 - preview of feature detection results (left) and orginal texture (right) generated by Blender add-on 

After the texture features have been extracted, the user can activate the function to 
select lines on object. Like the function that exports the textures, the user must only wait 
until the process is done without further output. It was considered an independent 
function to avoid recalculating all the selected faces each time the parameters were 
changed. As shown in figure 4.11, once the function has finished, using existing functions 
of Blender, the user can change the visualisation of the 3D model to see the selected 
faces and evaluate if the results are appropriate to execute the segmentation. In 
particular, the user must verify that the selected faces generate closed boundaries 
around the segments to be separated.  
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Figure 4.13 - Faces automatically selected by the Blender add-on 

It is worth noting that smaller groups of selected faces that do not correspond to a 
boundary are not ideal. However, they do not affect the segmentation result as they will 
be assigned to the closest segments, which will be the ones that surround them. 

If the selected faces comply with the requirements, the user can proceed with the last 
step. Otherwise, the features should be extracted again using different parameters, and 
the selection of the faces will need to be recalculated. As shown in Figure 4.12, after 
executing the object segmentation function, the user will be prompted with a panel 
asking the number of parts of the output segmentation. Moreover, as part of the SPARK 
project requirements for tracking, the user can confirm if he wants to relocate the 3D 
model origin by using the reference object previously created or leave it unchanged.  

 

Figure 4.14 - Blender add-on with object segmentation options panel highligthed in red 

As shown in figure 4.13, after choosing the parameters and starting the function, the 
add-on will execute a series of functions which will be prompted to the user in a new 
window. This function was added to keep the user informed about the process until it is 
finished, as it could take several minutes.  
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Figure 4.15 - Information window created during the object segmentation of the Blender add-on 

After finishing the processing, the information window is automatically closed and the 
results are shown in the 3D viewport, where each segment has a random unique colour 
(See figure 4.14). Moreover, the add-on automatically generates a UV map for each new 
segment and exports them as an OBJ file for use on a mixed prototyping platform.   

 

Figure 4.16 - Segmentation results of Blender add-on 

As mentioned, all the intermediate files used for processing, the resulting segmentation, 
and log files can be found in the same directory path as the Blender project.  

4.2.1.2 Benefits and limitations 

The main benefits of this implementation are:  

• Higher flexibility on the process for the user by having at his disposal all the already 
existing functions of a 3D modelling software. 

• Reducing the need of switching software when operations not related to the 
proposed approach must be applied over the 3D model.  

On the other hand, some of the limitations of this approach are: 

• Overwhelming user interface due to the wide range of operations that can be done 
inside Blender.  

• Slower processing times due to the use of internal functions of blender that must 
handle other data such as change history and scene organization, adding an 
“unnecessary” processing overhead to the add-on functions.   
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• Complex installation process due to the need of OpenCV, a library that is not 
included by default in the python environment used by Blender, and therefore 
require the use of the command prompt to add it.  

Some of the limitations could be due to a lack of competence in programming. 
Nevertheless, they were not critical for evaluating the proposed approach and could be 
solved in the future.  

4.2.2 Standalone application  

A standalone application was developed directly on Python using libigl (Jacobson et al., 
2018), a geometry processing library, as well as functions of OpenCV (Bradski, 2000), 
and Tkinter to create the user interface. Regardless of these changes, the internal logic 
for processing remained almost identical to the Blender add-on. The primary motivation 
for creating this implementation was to overcome the inherent limitations of Blender 
regarding the processing performance, which was impacted by the need to work with 
the provided functions and data formats inside the application. Moreover, this was an 
opportunity to further simplify the process by giving the user only access to the specific 
functions needed for the texture-based segmentation, reducing the room for potential 
user errors.   

4.2.2.1 Utilization 

As shown in figure 4.15, the standalone application offers the same functions as the add-
on but in a unique window. Initially, this window is shown with most of the functions 
disabled. This was done to make the user follow the expected order of the functions, 
making the other functions available only when the previous step was executed 
correctly. Moreover, a console log was added at the bottom of the window. This section 
allows the user to review a history of which functions have been executed and extra 
information, such as file paths and subprocesses executed during the segmentation.  

 

Figure 4.17 – User intertace of standalone application 

Once the application is open, the first step is to load the 3D model to be segmented. 
This function is done through the “Load 3D Mesh” button, which opens a new window 
to search for the desired file upon activation. As shown in figure 4.16, after the 3D model 
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has been loaded, the operation is recorded in the console log, and two new functions 
are enabled.  

 

Figure 4.18 - User interface of standalone application after loading a 3D model 

The “Visualize loaded model” opens a new browser window where the loaded 3D model 
is presented to the user (See figure 4.17). This window is interactive and allow the user 
to review if the model they are going to segment is the correct one.  

 

Figure 4.19 - Visualization of input 3D model with standalone application 

Then, like the function to the load 3D model, when the user press “select texture”, a 
new window is open to search for the corresponding texture file.  
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Figure 4.20 - User interface of standalone application after loading texture 

Once this is done, as shown in figure 4.18, the two grey squares initially placed on the 
user interface are replaced. At the left is a small image of the original texture for the 
user to keep as a reference when choosing the correct parameters. While at the right, a 
bigger image with the feature detection results is shown. In this second image, the 
original texture is converted to grayscale, and the detected features are highlighted in 
red to help the user recognise them. This image uses the default parameters and is 
meant to be a starting point for the user as he searches for the parameters that better 
select the texture features for segmentation. Moreover, as soon as the texture is loaded, 
the “segment model” function is enabled, as it has all the required information to do 
this process, even if the default feature detection parameters are not ideal. 

To change the detected features, the user can move two sliders that change the input 
parameters for the adaptive threshold and the dilate iterations. After the user has 
changed the values of the sliders, it must press “Update Feature Detection” to visualise 
the new results and be able to use them during the segmentation process (see figure 
4.19). The updating process takes less than a second and is intended to be repeated 
several times until the user is satisfied with the results. 
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Figure 4.21 - User interface of standalone application after updating feature detection parameters 

Once the feature detection parameters have been chosen, the user has to select the 
number of segments that he wants in the output model. As shown in figure 4.20, this 
parameter is chosen using a button that presents values ranging from 2 to 20 segments 
upon activation. It is worth noting that the developed algorithm can output more 
segments. However, this could heavily impact processing times, so it was decided to add 
a limit.  

 

Figure 4.22 - User interface of standalone application when selecting the number of segments in the ouput model 
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After deciding the number of output segments, the user can segment the model. This 
process can take seconds depending on the 3D model’s resolution, the texture’s 
resolution, and the parameters used. Once the segmentation has finished, a new 
window is opened to visualise the results (See figure 4.21). The results visualisation is 
interactive and allows the user to review the obtained segmentation to decide whether 
to use that result or go back to try different parameters. Each segment is assigned a 
random colour to aid this process. 

If the result of the segmentation is satisfactory, the user can proceed with the last 
operation of the application, exporting the 3D model to be used in other platforms. 
When this function is activated, the segmented model in OBJ format is generated in the 
same folder as the original model.  

Additionally, this implementation generated a log file for evaluation purposes where all 
the user actions were recorded, including the parameters used. Moreover, aside from 
the exported model in OBJ, the segmentation was also exported as SEG files, a format 
specifically used to describe segmentations of a model and compare them against some 
reference segmentation.  

 

Figure 4.23 - Visualization of results from standalone application 

4.2.2.2 Benefits and limitations 

The main benefits of this implementation are:  

• Easier distribution, as the complete applications with the corresponding libraries and 
dependencies can be compressed in a self-extracting installation file.  

• Easier process of testing by generating specific 3D model formats needed for 
benchmarking. 
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• Improved processing times by working at a lower level (i.e., modifying and accessing 
vertex and polygon data directly, without the blender processing overhead) 

• Simplified process by only offering the needed functions for the proposed approach.  

On the other hand, some of the limitations of this approach are: 

• The operations that the user can execute are only those related to the proposed 
approach, hence if other operations must be applied to the 3D model a second 
software would be needed.  

• Not capable of showing the 3D models inside the user interface.  

• This implementation was not capable of generating the UV maps of the 
segmentation when exporting it. For this reason, a simple add-on for Blender was 
developed. The add-on automatically generated UV maps for all the selected 
segments.  

Like the add-on implementation, some of the limitations could be due to a lack of 
competence in programming. Nevertheless, they were not critical for evaluating the 
proposed approach and could be solved in the future.  
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Chapter 5:  Validation plan  

Considering the development of a novel texture-based mesh segmentation method to 

support the authoring of mixed prototypes, this chapter presents the validation plan to 

answer the previously defined research questions. In particular, an overview of the 

validation plan, the motivations, and the methods for the activities are presented. The 

execution and results of these activities will then be presented in chapters 6 to 8. 

5.1 Overview 

As shown in Figure 5.1, the validation plan comprises three testing stages, each with 
different objectives and generating supporting data to answer the research questions. 
Within these testing stages, the main variables were the parts of the content authoring 
workflow tested, the type of input objects used and the levels of technical knowledge of 
the test subjects.   

 

Figure 5.1 - Validation plan overview 

5.2 Validation activities 

5.2.1 Technical suitability 

This activity addresses the following research questions:  

RQ1: Can a computer vision supported process generate a segmented 3D model suitable 
for mixed prototyping? 

RQ1.1: using added graphical mark on the surface of the physical prototype 

This was the first research activity of the developed method’s validation plan. As such, 
the included tests focus on verifying if it is feasible in a simplified scenario. To achieve 
this, a testing process was executed iteratively, adding new variables, and increasing the 
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complexity of the input at each step. Moreover, this process was carried out in parallel 
to the initial implementation of the proposed approach using the results of those tests 
as direct feedback for its improvement.  

5.2.1.1 Test 1: Synthetic input data 

First, the core of the proposed mesh segmentation approach was tested, that is, the 
feature detection and segmentation algorithms. The main objectives of this test were: 

1. Verify if the proposed approach can segment a 3D model using its texture. 
2. Implement and debug the feature detection and segmentation algorithms. 
3. Evaluate the correlation between the input parameters and resulting 

segmentation.  

To accomplish this, the test used synthetic input data instead of 3D models generated 
through surface reconstruction. This input data considered simple geometries and 
digitally created texture, reducing the variables and complexity of the input model when 
compared to a reconstructed model. Hence, easing the detection and fixing of potential 
errors during the implementation. 

Due to the early stage of development in which this test was executed, no user 
interaction was considered.  

5.2.1.2 Test 2: Real physical prototype 

After the proposed approach was tested using synthetic input data and the 
implementation was refined, the next step was to test the complete workflow in a more 
realistic scenario. The main objectives of this test were: 

1. Verify if the positive results obtained with synthetic data could be replicated 
using a texture input generated through surface reconstruction methods. 

2. Evaluate the robustness of the tool to handle complex geometries and correctly 
segment it in the multiple parts of the prototype. 

3. Verify the suitability of the approach to support two common tasks of the 
product development process: material selection and design of user interfaces. 

4. Debug functionalities of the implementation related to the specific mixed 
prototyping platform to be used (i.e., SPARK).  

To achieve this, an actual prototype was used. The proposed approach was executed 
from preparing the physical prototype to using the results within a mixed prototyping 
platform.  

Due to the intention to simulate a realistic scenario, a prototype with an adequate level 
of complexity was selected, considering the number of segments and geometrical shape. 
On one side, a prototype with a low number of segments would fail to stress the 
approach’s capabilities, limiting the test’s ability to help find early problems in the 
results. While on the other hand, a prototype with a high number of segments would 
difficult the analysis of the results to enhance the implementation. As a result, a 
prototype ranging from 5 to 15 segments was considered to fit this activity. Moreover, 
regarding the geometrical shape of the prototype and its segments, the selected 
prototype was expected to provide a representative result that could be extrapolated 
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to a wide range of physical prototypes. Hence, it included segments of different sizes 
and geometrical features (e.g., planes, curves, and hard edges). 

The evaluation of the complete workflow provided valuable data to understand the 
requirements and impact of each stage and the transitions between them. Among these, 
particular interest was the effect of the characteristics of the reconstructed surface 
model in the resulting segmentation. Such characteristics include mesh resolution, 
remeshing operations, texture resolution, and texture post-processing, among others. 
Moreover, by considering the use of the resulting model on a mixed prototyping 
platform, this test also helped to define additional requirements in the developed tool 
to support the authoring process.  

Like the previous test, due to the early stage of development in which this test was 
executed, no user interaction was considered, and the author executed the complete 
activity with the feedback of the research team.  

5.2.1.3 Test 3: Multiple objects with users 

The previous test helped verify the technical suitability of the proposed approach in a 
more realistic setup. However, it considered only one test object, and the author 
executed the process, which certainly limited the findings obtained from it. Considering 
this, an additional test was planned with the following objectives: 

1. Evaluate the behaviour of the mesh segmentation algorithm on a wider variety 
of object to understand better the effect of variables such as the geometry of 
the object and the preparation process of the physical prototype. 

2. Evaluate if mesh segmentation approach could output geometrical features as a 
single segment when there are no surface features indicating that they are 
separate entities and at the same time, segment as separate elements 2 or more 
portions of a single geometrical feature when there are surface features defining 
their boundaries.  

3. Detect usability problems related with the software implementation. 

To achieve these objectives, new objects were used. Moreover, the workflow was 
executed by subjects not related to the development, from preparing the physical 
prototype to segmenting the 3D models.  

Regarding the new object, due to the lack of existing prototypes available to provide to 
the subjects, several small appliances and products were provided instead. These 
objects had similar requirements in terms of complexity as in the previous test. 
However, more emphasis was placed on having products from different categories and 
geometries rather than the number of segments.  

Regarding the selection of the subjects, the main requirement in terms of knowledge 
background was to have experience in surface reconstruction methods. This base 
allowed them to execute the proposed workflow and generate the input 3D models for 
the segmentation algorithm. Moreover, since the quality of models generated through 
surface reconstruction methods depends in part on the skill of the users, this test was 
also an opportunity to avoid a bias towards models reconstructed only by the author. 
Nevertheless, some output requirements were still provided to the subjects based on 
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the results of the previous tests, namely, the resolution and format of the mesh and 
texture. Furthermore, due to the participation of users external to the development, 
this activity was also an opportunity to refine the testing methodology for following 
evaluations focused on user interaction. 

Finally, the workflow evaluation was focused on the preparation of the physical 
prototype until the segmentation of the 3D models. The results evaluation on a mixed 
prototyping platform was excluded during this testing activity because a qualitative 
analysis of the results was already done with the previous test. Moreover, further 
evaluation of the results could be done by analysing the segmentation results without 
importing them on the mixed prototyping platform.  

5.2.2 Extension of functionality and usability 

This activity addressed the following research question:  

RQ1: Can a computer vision supported process generate a segmented 3D model suitable 
for mixed prototyping? 

RQ1.2: using existing features on the surface of the physical prototype. 

RQ3: Does a content authoring process supported by computer vision improve user 
acceptance of mixed prototyping preparation? 

This activity focused on evaluating the suitability of the proposed method, although at 
a more advanced level of development, and considering the use of existing features in 
the physical prototype rather than added features. Moreover, it also focused on the 
solution’s impact on user acceptance, a variable that was not addressed in the previous 
test. More specifically, this test had the following objectives:  

1. Evaluate the capacity of the proposed approach to segment textured 3D models 
using existing features. 

2. Evaluate the capacity of subjects with low knowledge in 3D modelling to use the 
proposed approach and reach a satisfactory segmentation.  

3. Evaluate the behaviour of the subjects while using the proposed approach. 
4. Evaluate the usability of the developed solution.  

To achieve this, a group of subjects with low competence in 3D modelling executed the 
segmentation process using a provided 3D model of an unmodified physical prototype. 
During this process, data from the different stages was gathered. At the end of the 
activity, a survey was carried out to obtain additional information from the participants.  

For the selection of the physical prototype, some requirements were considered to 
allow automatic segmentation without modifying it. Specifically, it must have a neutral 
base colour such as white or grey and high contrast boundary features that generate 
closed segments to be edited individually in the mixed prototyping platform (See section 
4.1.1 for more details).  

Regarding the selection of the subjects, the main requirement was that they had low 
competence in 3D modelling to simulate the worst-case scenario when considering the 
future users of mixed prototyping. Moreover, since there is an interest in understanding 
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the potential impact on technology adoption, those subjects also had technical 
knowledge in the current prototyping process. This allowed them to have a reference 
point for comparison and increased engagement during the activity.  

Due to the broad scope of this testing activity, several evaluation metrics were 
considered. Therefore, a brief description is presented below, with a more extensive 
explanation in section 7.4. 

To analyse the capacity of the algorithm to detect the boundaries of the segments in the 
input texture and the subject’s capacity to select the ideal parameters, the features 
extracted by the subjects were compared against a ground truth feature detection. This 
comparison was done using a confusion matrix and calculating the precision and recall, 
two metrics commonly used to evaluate categorisation problems in computer vision and 
machine learning.  

To analyse the capacity of the algorithm to segment the textured 3D model using 
existing features and the capacity of the subjects to select the ideal parameters, the 
features extracted by the subjects were compared against a ground truth segmentation. 
This comparison was made using the segmentation benchmark tool developed by Chen 
et al. (2009), which evaluates the results of automatic segmentation algorithms against 
manual segmentations. The metrics included in this benchmark are: Cut discrepancy, 
Hamming distance, Rand index and Consistency error.  

To analyse the impact of the proposed approach in the adoption of the technology, the 
TAM (Technology Acceptance Model) survey was used. This survey comprises two 
sections, one focused on the PU (Perceived Usefulness) and the other on the PEoU 
(Perceived Ease of Use).  

Finally, the developed segmentation tool integrated a logging functionality to analyse 
user behaviour. This allowed to gather the time and order in which each function was 
executed, which was then used to detect patterns in the subject’s results.  

5.2.3 Comparison to manual method 

This activity addressed the following research questions:  

RQ2: How do the results of a texture-based mesh segmentation compare in terms of 
quality to a manual segmentation? 

RQ3: Does a content authoring process supported by computer vision improve user 
acceptance of mixed prototyping? 

The previous test integrated a comparison between the current method for mesh 
segmentation used in MP (i.e., using the standard tools of 3D modelling software) and 
the automated mesh segmentation approach proposed in this thesis. However, this 
comparison was made through a unique ground truth segmentation created by the 
author. Therefore, although it was helpful to confirm if the proposed approach could 
properly segment the models, it did not address both methods from the user’s 
perspective. Moreover, multiple persons could generate different manual 
segmentations. Therefore, this variation should also be considered when evaluating the 
quality of the segmentations obtained by the proposed approach. Hence, this new 
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testing activity compared the manual and automated segmentation with both processes 
conducted by the users. Furthermore, although the previous test addressed the 
solution’s impact on the user acceptance of the technology, it considered only the 
proposed solution. Therefore, it missed a reference point to evaluate changes in the 
process. Considering this, the testing activity had the following objectives:  

1. Evaluate the similarity between a model segmented using the proposed 
approach and the standard tools of 3D modelling software. 

2. Evaluate the perceived ease of use of a segmentation process done using the 
proposed approach and using standard tools of 3D modelling software. 

3. Evaluate the correlation between quality of the segmentation and the time 
required to execute this process.  

To achieve these objectives, a group of subjects with various levels of knowledge in 3D 
modelling were asked to segment textured models generated through surface 
reconstruction using the proposed approach and the standard tools in 3D modelling 
software. In addition, data on the users’ actions and the segmentation results were 
gathered during this process. Finally, a survey was conducted to evaluate the perceived 
ease of use of both methods.  

Regarding the selection of the subjects for this test, the main requirement was that they 
had competencies in 3D modelling, allowing a more realistic comparison of both 
methods. Moreover, having subjects with a wide range of experience allowed the 
evaluation of the method’s usefulness in correlation to their experience. Finally, it is 
worth noting that since mesh segmentation is a specific competence inside 3D modelling 
and is not a given that experienced users will know how to do it, a tutorial was provided 
to all the subjects.  
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Chapter 6:  Technical suitability 

This chapter presents the first activity of the validation plan, which evaluates the 
technical suitability of a texture-based mesh segmentation approach within the mixed 
prototyping content authoring workflow. First, part of the proposed approach was 
evaluated with synthetic input data to check the core functionality of the algorithm and 
better understand its capacity to segment a model using texture features. Then, the 
complete workflow was evaluated with a real physical prototype to evaluate the tool’s 
robustness to handle complex geometries and input textures generated through surface 
reconstruction methods. Finally, a test, including users and multiple objects, was 
conducted to evaluate its behaviour in various geometries and gather early usability 
feedback. 

6.1 Test 1: Synthetic input data 

6.1.1 Context 

This test was executed within the first stages of implementation of the proposed 
approach. Therefore, the code was changed several times during its execution. 
Nevertheless, the core algorithm remained virtually untouched. Most of the changes 
were related to the integration through the Blender python API, accessing the available 
data, the user interface, and the performance of the algorithms.  

6.1.2 Input selection and preparation 

At this initial test, the focus was the core of the proposed approach, which is the 
functionality of the algorithm and its capacity to segment a model using texture 
features. To evaluate this with the least number of variables, it was decided to use a 
simple geometry with a digitally created texture, skipping the preparation of a physical 
prototype and surface reconstruction steps.  

 

Figure 6.1 – Wireframe view of subdivided icosphere 

The selected geometry was an icosphere, mainly because this primitive has a 
homogeneous distribution of polygons. Hence, having a higher probability that a vertex 
will be inside a texture feature, independently of where it is placed on the surface. 
Moreover, the curved shape of the mesh and the possibility to subdivide it allowed 
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replicating to some degree the characteristics of a surface reconstructed model (See 
figure 6.1). 

Regarding the texture, it was digitally created within Blender in 3 steps, resulting in the 
textured model shown in figure 6.2. First, a white base colour was applied to simulate 
the surface of a mixed prototype. Then, black lines were added to define the boundaries 
of the segments to be separated by the algorithm. Finally, several light sources were 
added to the 3D scene, and its effect was saved to the texture through a process known 
as baking. This last step simulated the effect of shadows and reflections, typically 
captured by surface reconstruction methods such as photogrammetry. The added lines 
clearly defined eight symmetric segments. However, they did not necessarily follow the 
natural path of the edges in the mesh. 

   

Figure 6.2 - Textured icosphere (left) and its correspoding 2D texture (right) 

Moreover, although most of the tests were carried out with a mesh of 15,360 faces and 
a texture of 1024 pixels by 1024 pixels, several variations on the mesh’s resolution and 
the texture’s resolution were created to better understand its impact on the 
performance of the algorithm. 

6.1.3 Execution of the proposed approach 

The execution of the first implementation of the proposed approach was carried out by 
the author and did not include a physical counterpart. Additionally, it considered the 
preparation for the projection system; the extraction of texture features; the 
segmentation of the 3D model and UV mapping; and the exporting to the mixed 
prototyping platform.  

6.1.4 Results 

Although several insights were taken from this test, only the results related to the 
extraction of texture features and the segmentation of the 3D model and UV mapping 
are reported. This is mainly because the other steps were too simple, did not have much 
value from a research standpoint, or were closely related to the SPARK platform, hence 
being not generalizable to other situations.  

Regarding the extraction of texture features, several input values were used for the 
adaptive threshold and dilate iteration parameters, being, in most cases, able to detect 
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the black lines correctly. Nevertheless, as seen in the closeup shown in figure 6.3, when 
the input parameter that controls the adaptive threshold was too low, some parts of the 
line with lower contrast against the background were not detected. Hence, the 
boundaries did not form a closed boundary for that segment. Moreover, it is worth 
noting that while the dilate operation could close small gaps during the feature 
detection, more significant gaps remained open, even after a higher number of 
iterations.  

 

Figure 6.3 - Closeup of feature extraction using different parameters 

Understanding this, by selecting the appropriate parameters, the proposed approach 
could correctly extract the black lines from the texture without being affected by 
changes in the colour or luminance around them and avoiding any discontinuities in the 
boundaries (see figure 6.4).  

 

Figure 6.4 - Extracted features from icosphere texture   

Regarding the segmentation of the 3D mesh, as shown in figure 6.5, the algorithm used 
the extracted features as an input to select the corresponding vertices in the UV map 
and then transfer that selection to the mesh. It is worth noting that, like the extraction 
of texture features step, the dilate iteration parameter significantly influences the 
continuity of the selection in the mesh. Although potentially more accurate, a narrow 
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selection could leave vertices out of the selection and prevent the formation of closed 
boundaries.    

 

Figure 6.5 - selected features on UV map (left) and mesh (right) 

As shown in figure 6.6, with an input of 8 expected segments, the final output was 
properly segmented following the black lines defined by the texture, although with slight 
deviations in some parts of the boundaries. Nevertheless, this was an expected 
behaviour, as the algorithm does not change the original mesh but finds a path within 
the existing possibilities.  

 

Figure 6.6 - Segmented icosphere using proposed approach 

Finally, regarding the algorithm’s performance, it was found that the most processing-
intensive step of the approach was assigning each of the polygons within the boundaries 
to the corresponding segments. Moreover, it was also noted that the parameters that 
most influenced the required processing time were the resolution of the mesh, the 
number of polygons selected using the extracted features as an input, and the number 
of output segments. This behaviour was due to their direct impact on the number of 
calculations needed to define to which segment each of the selected polygons belongs.  
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6.2 Test 2: Real physical prototype 

6.2.1 Object selection and preparation 

This test was conducted with the physical prototype of the coffee machine shown in 
figure 6.7. This prototype was selected due to the following reasons: 

1. It had a complex geometry with several planar, concave, and convex sections. 
2. Although it was composed of one solid piece, the surface had clearly defined 

segments separated by crevices around them. 
3. Some segments were placed inside other segments, a case that was not tested 

before.  
4. The surface was white and porous, and the size was approximately 22 cm X 29 

cm X 28 cm, being ideal for surface reconstruction methods as well as projection 
of digital elements over it.  

 

Figure 6.7 - Coffe machine prototype before preparation 

The prototype was previously used for display-based augmented reality, and because of 
this reason, it had several markers over its surface. To prepare it, all the markers and 
other added labels were removed, leaving a surface of a light neutral colour. Then, two 
additional changes were applied. First, using a marker, black lines were manually added 
following the existing crevices on the prototype’s surface to indicate the boundaries of 
the different segments to separate. Furthermore, for the specific tracking requirements 
of the SPARK platform, a series of infrared retro-reflective markers were added to the 
surface (See figure 6.8).  
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Figure 6.8 – Prepared coffee machine physical prototype (left) with close-up of added features (right) 

It is worth noting that although the added lines were placed following the geometrical 
features of the prototype, the proposed approach at no point uses this data, as it relies 
only on the texture information.  

6.2.2 Execution of proposed approach 

Figure 6.9 shows the results of the surface reconstruction, where it can be seen that the 
added features have been appropriately transferred to the texture of the 3D model. The 
3D model was composed of 149,959 vertices and 299,914 polygons. 

 

Figure 6.9 – Coffee machine prototype reconstructed mesh generated through photogrammetry (left) and 
textured 3D model (right) 

Once the textured 3D model was imported into Blender, its rotation and scale were 
adjusted, and the origin of the 3D model was relocated using the developed algorithm. 
Figure 6.10 shows the results of the first three steps of the preparation of the 3D model 
for real-time editing: the extraction of the original texture (a) and initial UV map (b) 
generated by the surface reconstruction software, the resulting extracted lines from the 
original texture (c) and the selection of vertices in the 3D model based on the extracted 
lines (d).  
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Figure 6.10 - Original texture (a), initial UV map (b), extracted lines (c) and selected vertices (d) 

Finally, the process of segmentation was executed with an output parameter of 12 
segments. 

6.2.3 Results 

Figure 6.11 shows the results of the segmentation of the 3D model and UV mapping of 
the individual parts. As expected, the segmentation process generated an output mesh 
of 12 segments. During processing, a total of 33,142 polygons were categorized as 
secondary meshes. This step’s total processing time was 24 minutes and 46 seconds 
using a computer with an Intel Core i7-9750H processor.  

 

Figure 6.11 – Segmented model (left) with new UV maps (right) 

The algorithm was able to separate a 3D model with a complex geometry on the relevant 
parts of the prototype and generate the corresponding UV maps for each segment with 
low distortion. Because of this, the model was suitable for real-time interactions and 
loaded in the SPARK platform. Furthermore, figure 6.12 shows several design variants 
created within the platform, where it was possible to modify the materials of each 
segment independently and add user interface elements such as buttons and displays 
without noticeable distortion. Hence, this test demonstrated the technical suitability of 
a computer-vision-based approach for mesh segmentation in mixed prototyping.  
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Figure 6.12 - Coffee machine design variants tested in SPARK platform 

6.3 Test 3: Multiple objects with users 

6.3.1 Context 

This testing activity was done in collaboration with the course “Computer vision and 
Reverse engineering”, supervised by professors Gabriele Guidi and Laura Micoli at the 
mechanical engineering department of Politecnico di Milano. Initially, this course had a 
final project where the student selected an object in conjunction with the professors to 
generate a textured 3D model using surface reconstruction methods. Since the 
proposed approach requires textured 3D models, this was an excellent opportunity to 
expand the number of tested objects and have initial feedback from new users. 
Moreover, it is worth noting that due to the global pandemic that affected the normal 
execution of courses at the time of this test, some students attended the course 
remotely. 

6.3.2 Object selection and preparation  

Two options were proposed depending on the student’s location to align the course plan 
with the testing activities.  

For the students present in Milano during the course development, a set of objects was 
prepared for them. Since the main research area corresponds to the product 
development process, the object category used was home appliances. To simulate this 
kind of prototype, six home appliances and objects were bought and prepared (See 
figure 6.13). Particular attention was put on selecting objects with a wide variety of 
geometrical features (e.g., curves, planes, symmetries, asymmetries, holes, concavities, 
and convexities) and segmentation requirements (e.g., output various geometric 
features as a single segment, and separate single geometric features in multiple 
segments).  

Two layers of spray paint were applied to create a base suitable for surface 
reconstruction and accurate reproduction of digital elements. First, a layer of white 
mate primer to cover the original colour of the objects and then a second using a white 
and grey granite effect spray to add non-repetitive patterns to ease the surface 
reconstruction process. Finally, black lines were added using a marker to indicate the 
boundaries of the different segments to separate.  
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Figure 6.13 - CV&RE course: objects prepared by the author 

The students that followed the course remotely were allowed to choose any object, as 
in the original course plan, but had to prepare them for the texture-based segmentation. 
Following the painting steps explained before, a tutorial to prepare the objects was 
provided to the students. However, economic and local availability limitations 
prevented the students from reaching the same results in this case. Considering this, 
while five students agreed to participate with objects prepared by themselves, only one 
was considered a suitable input for the proposed approach. Figure 6.14 shows a picture 
of the prepared object extracted from the student’s datasets for surface reconstruction.  

  

Figure 6.14 - CV&RE course: object prepared by a student 

It is worth noting that while the professors promoted this activity, ultimately, it was an 
optional path for their final project. They could choose any object they wanted without 
the need to participate in testing the proposed approach. 

6.3.3 Execution of the proposed approach 

Considering that the students already had the physical prototypes available, the next 
step of the proposed workflow was to obtain a textured 3D model through surface 
reconstruction methods. As part of the regular plan of the course, they did it using 
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photogrammetry and the cameras they had at their disposal, i.e., from professional to 
smartphone cameras. The main requirements for the resulting 3D model were: 

1. a total polycount between 200,000 and 500,000. 
2. the inclusion of the corresponding texture with a resolution of 2048 by 2048 

pixels. 
3. the use of OBJ format for compatibility.  

In parallel and integrated within the course lectures, it was explained to the students 
how to use the developed tool utilizing the coffee machine 3D model as an example. 
Once the students learned how to use the segmentation tool, they used it in their 
textured 3D models as an assignment and sent the results via mail. Additionally, for 
those students attending the course in person, an extra interview was done to gather 
comments about the tool or the process itself.  

6.3.4 Results 

All provided objects were surface reconstructed using photogrammetry using input 
images acquired from various devices ranging from smartphones to professional 
cameras. Later, each of the models was segmented by the subjects using the texture-
based mesh segmentation. 

 

Figure 6.15 - Input textures (top), detected features (middle), and segmentation results (bottom) 

As can be seen in figure 6.15, this activity provided input images with different levels of 
fragmentation, lightning conditions, and visible features that did not correspond to 
boundary features. Nevertheless, the algorithm could detect and extract the boundary 
features, transfer them to the 3D mesh and generate a part-based segmentation. 
Moreover, as shown in figure 6.16, in some exemplary segments of the processed 
models, the texture-based was able to output various geometrical features as a single 
segment when there were no surface features indicating that they were separate 
entities, and at the same time, separate in multiple segments single geometrical 
features when surface features defined their boundaries. 
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Figure 6.16 - Exemplary segments of processed models. Single segments composed of diverse geometrical 
features (left), and single geometrical features segmented in multiple parts (right). 

A particular case was the student that worked with a mixer, which due to its shape, could 
not gather photos from a side of the object with added lines. Therefore, the resulting 
3D model missed that texture information for automatic segmentation (See figure 6.17). 
This limitation was seen as an opportunity to test an alternative process to add texture 
features for segmentation: digitally adding the lines in the texture of the 3D model. This 
option yielded similar results for segmentation but required extra knowledge of 3D 
texturing, contradicting the main objective of the proposed approach of reducing 
competence requirements. Hence it was not further developed.  

 

Figure 6.17 - CV&RE: Mixer with missing texture (left) and with digitally added lines (right) 

Under closer inspection of the segmented models, it was noticed that small features 
with several close boundaries such as the handle in the coffee pot had problems to 
generate a clear segmentation of the parts (see figure 6.18). This is explained due to the 
higher uncertainty on to which segment assign each of the polygons classified as 
boundaries.  
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Figure 6.18 - closeup to coffee pot model with original texture (left) and segmented (right) 

Conversely, the student that applied the proposed approach to the object prepared 
himself did not manage to segment its 3D model, as the algorithm could not detect the 
corresponding segments with the input parameter he used. This behaviour can be 
attributed partly to the low fidelity of the surface reconstruction and the irregularity in 
the definition of the added features in the physical object, most of which did not 
generate closed boundaries (see figure 6.19). 

 

Figure 6.19 - CV&RE: 3D model (left) and texture (right) of object prepared by student   

To verify these results, the author tested another set of parameters much higher than 
those used on the other objects, and the result partially followed the intended 
segmentation (see figure 6.20). 
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Figure 6.20 - Segmented model using sub-optimal input textured 3D model 

Additional to the results obtained from the segmentation process and thanks to the 
interview with the students, several bugs and potential improvements in the code and 
process were detected. Some of those issues included: 

• Lack of software guidance during the segmentation process. 

• Unexpected behaviours while placing reference points for the tracking system. 

• Lack of pre-processing steps on the original texture to enhance the feature 
detection results.  

• Low responsiveness of the feature detection process when high resolution input 
textures are used. 

• Lack of clarity in the meaning and impact of the adaptive threshold parameter.  

Moreover, some of the students informed that for the rotation of the 3D model, which 
was a function integrated into the developed add-on, they used the built-in functions of 
the 3D modelling software instead. His reason was that it was a simple operation, so 
they did not see the need to use the add-on.  

6.4 Discussion 

The tests presented in this section iteratively increased the number of variables and the 
level of fidelity to an actual use case, and each provided valuable insights.  

The first test used synthetic input data, allowing to development of the core 
functionality of the proposed approach. First, the algorithm extracted the texture 
boundary features without being affected by changes in the colour or luminance around 
them. Then, the information was used as input to segment the 3D model. Moreover, 
this activity provided valuable data to understand the impact of different parameters in 
the feature detection step, the processing time and segmentation results. Although the 
joint use of adaptive thresholding and dilate iterations demonstrated its capability to 
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properly detect the boundary features in the texture, not all parameter combinations 
generated successful results. Hence, it requires an evaluation of the capacity of users to 
select such parameters.  

Additionally, it was noted that some parameters significantly influenced processing time 
due to their relation to the amount of calculation needed to assign the polygons to the 
corresponding segments. These parameters include the resolution of the mesh, the 
number of polygons selected using the extracted features as an input, and the number 
of output segments. Since reconstructed surface models are typically high resolution, 
special attention must be given to the optimization of the algorithm to handle the 
previously mentioned calculations.  

The second test considered the evaluation of the proposed mesh segmentation on an 
actual physical prototype. This activity demonstrated that previously obtained results 
with synthetic data could be replicated using a model and texture generated through 
surface reconstruction. The extraction of texture features worked as expected, 
recognizing the added boundary features on the surface of the reconstructed model, 
and transferring it to the mesh using the original UV map. The algorithm properly 
segmented the model into twelve segments with different geometrical characteristics, 
generating new UV maps for each segment. Moreover, the results of the segmentation 
process were exported and used in a prototyping platform where its functionality was 
demonstrated in two common tasks of the product development process: material 
selection and design of user interfaces. Hence, the suitability of the complete proposed 
workflow to support the mixed prototyping content authoring process was validated. 

The third test included a wider variety of physical objects, both prepared by the author 
and the students, to evaluate the behaviour of the approach on inputs of different 
geometrical complexity and detect early usability problems. As is expected from most 
processes, a low-quality input will produce a low-quality output, and the proposed 
approach is no exception. Although only one of the students prepared the physical 
object by himself, the results show that no combination of parameters from the 
proposed approach will be able to properly segment a model that lacks a clear definition 
of the boundary features in the physical object.  

Nevertheless, this problem did not extend to the surface reconstruction process. All the 
textured 3D models were created by the students learning surface reconstruction 
methods. Therefore, there was high variability in the quality of the input mesh for the 
automatic segmentation. Regardless, all the students with a properly prepared physical 
object achieved satisfactory results. These results align with previous research that 
shows that photogrammetry is suitable for supporting design tasks (Gebler et al., 2021). 
Moreover, the results show that the proposed approach can use the surface boundary 
features as an input to define the segmentation output regardless of the geometrical 
complexity of such segments. Hence, it allows the generation of unique segments 
composed of multiple geometrical features and separate unique geometrical features in 
multiple segments.  

Regarding the errors generated on small features with several close boundaries, such as 
in the handle of the coffee pot, a better segmentation result could have been potentially 
reached if the input 3D model and texture had a higher resolution. Nevertheless, this 
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solution would also mean a considerable increase in processing times and cost if better 
equipment and software are used for the surface reconstruction process; hence this is 
considered a limitation of the proposed approach.  

Finally, based on the comments of the students that preferred using the built-in 
functions for the more manageable steps of the preparation process, it seems that there 
is a point of diminishing returns when trying to simplify parts of the process of mixed 
prototyping content authoring that are already simple. Hence focusing the efforts on 
aiding the users only on the more complex steps rather than the complete process could 
lead to a more efficient and impactful development process. Indeed, these results are 
the main reason the second version of the segmentation implementation (presented in 
section 4.2.2) does not include basic operations such as rotating the 3D model or 
changing the location of the 3D model origin. 
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Chapter 7:  Extension of functionality and usability 

This chapter presents the second research activity of the validation plan, which extends 
the evaluation of the functionality of the texture-based mesh segmentation approach 
to unmodified physical prototypes, i.e., using already existing texture features. 
Moreover, it also focuses on the proposed approach’s usability and the ease of use of 
the developed implementations to validate its impact on reducing the required 
competence in 3D modelling to prepare a segmented model for mixed prototyping. To 
achieve this, the proposed approach was tested in fashion design with users with low 
competence in 3D modelling. 

7.1 Selection of the case study 

The previous research activities mainly focused on appliances and other home products. 
Conversely, this research activity focused on fashion products to expand the variety of 
tested objects, not only in the geometrical aspect but also in the application area. During 
the design process of these products, selecting surface attributes is necessary, such as 
colour, texture, embroidery, and carving style (Luh et al., 2013). Due to this, the products 
in this area, like appliances, can take advantage of the capability of mixed prototypes to 
easily create design variants by changing the surface characteristics. Indeed, augmented 
reality technologies have allowed designers and potential buyers to customise products 
such as footwear (Jimeno-Morenilla et al., 2013) and clothing (Saakes et al., 2016). 
Moreover, the use of projector-based augmented reality demonstrated to have the 
added capacity to influence the perception of material stiffness and softness 
(Punpongsanon et al., 2015, 2018), as well as the capacity to adapt to deformable 
surfaces (Fujimoto et al., 2015), making it a valuable technology to support the design 
process of fashion products. 

As part of the expansion of the SPARK platform, new users interested in learning about 
mixed prototyping content authoring were at disposal as test subjects. Thanks to this, 
testing was done in collaboration with MiTA1, a technical institute focused on the 
fashion sector located in the region of Tuscany, Italy. 

Additionally, it is worth noting that the process of creating fashion product prototypes 
is mostly a manual task and due to the materials used they are subject to deformation 
after handling. Due to this, they are a perfect example of an application area where is 
likely that CAD models will not be available, and even if they were available, it is likely 
that the geometries of the 3D model and the physical object would not match perfectly. 
Hence surface reconstruction methods would be the ideal path to obtain a 3D model 
with the same geometry as the physical object, fitting perfectly with the workflow of the 
proposed approach.  

7.2 Testing methodology 

To evaluate the user interactions and the capacity of the proposed approach to use 
existing surface features, the experimental setup had the following set of requirements:  

 

1 https://mitacademy.it/ 
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1. The availability of physical prototypes that complied with the requirements 
described in section 4.1. 

2. Test subjects with knowledge in design of the selected object, so they are 
engaged in the process of mixed prototyping.  

3. Test subjects that at the same time have low knowledge in 3D modelling, so they 
represent the worst-case scenario as final users of the technology.  

For the selection of the physical prototype, while MiTA had a wide variety of existing 
prototypes available, most of them had textured designs, non-neutral colours or 
reflective surfaces. Hence, they were not suitable for projecting digital information over 
them. Nevertheless, two leather handbag prototypes matched the surface requirements 
of mixed prototyping (See figure 7.1). They were constructed using white textured 
leather and had the borders of each leather patch sealed with a process known as 
burnishing, which with the additional use of dyes, made them smooth and black. This 
feature generated high contrast closed boundaries around the segments of the 
handbag, making them an ideal candidate to test the proposed segmentation approach 
without modifying the prototypes. Moreover, due to their materials and use outside the 
mixed reality setup during teaching sessions, they could not be modified. Hence, being 
a real example of situations where using existing features would be the only option to 
aid the automated segmentation process. Using these objects, two textured 3D models 
were reconstructed using the Artec Leo, a structured light scanning device with a 
maximum resolution of 0.2mm. The resulting models had 297,496 polygons and 223,338 
polygons, respectively, for the first and second prototypes, and both had a 
corresponding texture of 2048 pixels by 2048 pixels. 

 

Figure 7.1 - Physical prototypes (a & c) and their corresponding reconstructed textured 3D model (b & d)   

The second and third requirements were addressed through the selection of the sample, 
composed of professionals attending a course on the use of mixed prototyping applied 
to the fashion sector (More details of the sample are provided in Section 7.4).  

Regarding the testing protocol, in the training stage corresponding to the course 
lectures, theoretical and practical knowledge on mixed prototyping and mesh 
segmentation was provided to the subjects using the first prototype. Later, as part of 
the evaluation process of the course, the test was conducted:  

1. A textured 3D model of the second prototype was provided to the students. 

2. Students segmented the model using the provided add-on, having the possibility 

to change two parameters for the feature detection (adaptive threshold and 

dilate iterations) and the number of segments in the final output. 

3. Segmented models used parameters and log files of their interactions were 

collected. 
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4. A technology Acceptance Model (Davis, 1989) survey was executed. 

It is worth mentioning that the segmentations used for comparison were recreated 
using the input parameters used by the subjects rather than their output result. This was 
because the output 3D models were rotated, moved, and scaled by the subjects. 
Moreover, due to the internal functions of Blender and how it handles some of the 
segmentation and joining operations, the relative position of the vertices changed 
slightly from the original unsegmented model. Therefore, it was impossible to use those 
results for the mesh segmentation evaluation directly.  

7.3 Evaluation metrics 

7.3.1 Feature detection 

As explained in section 4.4, the feature detection step of the proposed approach uses 
the original texture of the 3D model as input. And the results depend on two parameters 
to generate a mask that determines which polygons in the mesh will be selected in the 
segmentation step. The aim is to evaluate the capacity of the approach to use surface 
features naturally present on a physical prototype, as well as the ability of the users to 
select the feature detection parameters properly. Hence, their results were compared 
to a ground truth in which the pixels corresponding to black borders in the prototype 
were manually selected (see figure 7.2).  

   

Figure 7.2 - Original texture (left), ground truth (center), and example of automatic feature detection (right) 

This comparison can be made pixel by pixel using a confusion matrix (Sammut & Webb, 
2017), a tool widely used to evaluate classification problems in computer vision and 
machine learning. As shown in figure 7.3, depending on the classification of each pixel 
for the ground truth and the automatic feature detection, each pixel is classified as true 
positive, true negative, false positive or false negative. 

 

Figure 7.3 - Confusion matrix 
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Using the obtained results from the confusion matrix, for each of the obtained 
automatic feature detections, two metrics can be calculated:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
          𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

Precision corresponds to the percentage of features detected by the algorithm correctly 
classified. Due to the presence of the dilate iteration parameter, it is expected to have a 
low value, as this function explicitly increases the number of detected features to ensure 
the creation of closed boundaries in the 3D mesh to allow a proper segmentation. 
Nevertheless, it is worth mentioning that an abuse of this parameter could also generate 
unwanted closed boundaries and increase processing times by increasing the number of 
secondary meshes assigned. Hence there is a trade-off to be made by the user, and any 
extreme is not ideal.  

Recall, on the other hand, corresponds to the percentage of detected features in the 
ground truth correctly classified by the algorithm. This second metric is expected to have 
a high value because the adaptive threshold operation should detect the high contrast 
between the base texture and the black borders. Moreover, the dilate iterations should 
add any nearby feature left undetected by the previous step. Contrary to the precision, 
where there was not an ideal value, the recall must be near 1 to ensure that all the 
existing features in the physical prototype are then used as input to segment the 
reconstructed model.   

7.3.2 Mesh segmentation 

The mesh segmentation quality was assessed using the mesh segmentation benchmark 
tool developed by Chen et al. (2009), which includes well-established metrics to evaluate 
classification methods adapted to work on 3D meshes. A short description of them can 
be found in Table 7.1, while a detailed description of the calculation methods is 
presented in Appendix A. 

Table 7.1 - Metrics for mesh segmentation comparison 

Metric Description 

Cut 
discrepancy 
(Q. Huang & 
Dom, 1995) 

Calculates the overall boundary-based difference between two 
segmentation results. 

Hamming 
distance (Q. 
Huang & Dom, 
1995): 

Calculates the overall region-based difference between two 
segmentation results. 

Rand index 
(Rand, 1971) 

Calculates the likelihood that a pair of faces are either in the same 
segment in two segmentations, or in different segments in both 
segmentations. 

Consistency 
error (Martin 
et al., 2001) 

Calculates the overall Region-based difference between two 
segmentations while eliminating the penalization in differences 
related to hierarchical granularity. 

 
The benchmark tool was developed to compare the performance of automatic 
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segmentation methods on a dataset of low-resolution untextured objects. Conversely, 
the model to be evaluated in this test was high-resolution, textured, and not part of the 
provided dataset. Nevertheless, the existence of a texture didn’t affect the comparison 
process because it uses only the mesh information, also supporting high-resolution 3D 
models.   

To evaluate the segmentation quality of the approach, the subject’s results were 
compared against a ground truth segmentation which was manually done following the 
existing texture features in the 3D model and resulted in eight independent segments. 
While the quality of the segmentation results mainly depends on the correct selection 
of parameters during the feature detection step, the subjects still were allowed to 
choose the number of segments to obtain as an output. Because of this, it is expected 
that users that selected the same number of segments as the ground truth will have the 
lowest errors. Nevertheless, the error added by the difference in the number of 
segments should only occur in a small section of the overall mesh due to the hierarchical 
order in which the algorithm defines the resulting segments. 

7.3.3 User acceptance 

User acceptance was assessed using the Technology Acceptance Model (TAM) proposed 
by Davis (1989), a tool designed to understand better how companies and individual 
users adopt new technologies. It has been widely used in research due to its ability to 
predict the future use of some of the evaluated technologies  (Q. Chen et al., 2007), 
including mixed reality (T.-L. Huang & Liao, 2015; Jang et al., 2021; Sagnier et al., 2020) 
and 3D modelling tools (Jou & Wang, 2013; G. Wang et al., 2020). Hence, being 
appropriate to evaluate the user acceptance of the proposed texture-based mesh 
segmentation in the context of mixed prototyping.  

The TAM survey comprises two parts, the first focused on Perceived Usefulness (PU), 
and the second focused on Perceived Ease of Use (PEoU), each including six statements 
to be evaluated using a Likert scale of agreements/disagreement. While the PU 
demonstrated to be more closely related to the future usage of the technology than the 
PEoU (Davis, 1989), both are important. On the one hand, a high PU could push users to 
try new technology, but if the PEoU is low, they can be discouraged from using it long-
term. While on the other hand, even a system perceived as easy to use will not be 
adopted by potential users if it does not perform a useful function.     

Both parts of this survey are usually applied focusing on the same technological 
development to better understand its user acceptance. However, this approach was 
inappropriate for evaluating only a part of the workflow. On the one hand, if only the 
mesh segmentation software were to be assessed, the subjects that did not need to 
segment a 3D model in their typical job could not appropriately evaluate the PU of the 
tool. While on the other hand, if the complete mixed prototyping content authoring 
process were to be assessed, a better assessment of the PU could be done, but the 
evaluation of the PEoU would provide limited information on the mesh segmentation. 
Due to this, it was decided to evaluate the PU, focusing on mixed prototyping in general 
and the PEoU, focusing on the specific tool for texture-based mesh segmentation. 
Hence, allowing to verify the PU of mixed prototyping and simultaneously gather 
information on the particular impact of the proposed approach within the content 
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authoring workflow. The specific statements of the TAM used to evaluate user 
acceptance can be found in Appendix B.  

Based on the benefits of mixed prototyping demonstrated by research found in the 
literature, it is expected that the PU of this technology would be high, with most of the 
participants agreeing or strongly agreeing with the statements of the survey. Hence, 
having the initial motivation to conduct the segmentation process to use this 
technology.  

Additionally, it is also expected that users with low competence in 3D modelling would 
perceive the proposed method as easier to use than the standard tools in 3D modelling 
software currently used to segment 3D models. However, due to time constraints and 
the course’s scope, the subjects did not perform the manual segmentation for 
comparison, preventing this part of the evaluation. Nevertheless, this difference will be 
discussed at the end of chapter 8 after the PEoU of the manual segmentation has been 
assessed by subjects with previous experience in 3D modelling.   

7.3.4 Log files  

The use of data collected directly from software applications while it is being used has 
proved to be extremely useful for understanding and monitoring user’s behaviour 
(Krieter & Breiter, 2018). This type of data allows a fast evaluation of the results, 
containing objective and reliable data (Becattini et al., 2019). Moreover, depending on 
the size and the contents of log files, they can be used as input for advanced processing 
algorithms, potentially allowing the identification of behaviours that would remain 
hidden otherwise (Y. Lee, 2019).  

Consequently, a log function was implemented in the proposed approach to understand 
the users’ behaviour and gather other useful information. During the interactions, the 
software reported each of the operations the users did with a corresponding timestamp 
allowing the calculation of the number of times the users attempted the selection of the 
surface features, the segmentation of the model, and the total working time. 
Additionally, each time the model was segmented, a log file was generated reporting 
the object characteristics, the user input for the number of segments to be segmented, 
and a detailed list of the processing steps with the amount of time required to execute 
each of them.   

7.4 Sample 

The testing activities were implemented within three courses whose main objective was 
to teach the students how to prepare and use surface reconstruction and mixed 
prototyping technologies using the SPARK platform. Based on their career path within 
the institute, the subjects that participated in these courses already had previous 
experience making leather handbags and using specialised software for this purpose. 
However, this was their first approach to content authoring using 3D modelling 
software. 

The total sample was separated into two groups based on the algorithm implementation 
they used during testing. This separation was not planned initially, but due to the timing 
of each course, there was enough time to develop the standalone implementation. 
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Hence, it was an opportunity to gather additional information considering this variable 
while evaluating the mesh segmentation quality and user acceptance. 

7.4.1 Course 1 

The first course carried out the testing activity using the add-on implementation of the 
proposed approach and originally included 30 enrolled subjects. Within them, 24 
attended the entire course and participated in the testing activity, progressing from a 
textured 3D model of the physical prototype to a segmented 3D model ready for mixed 
prototyping. Unfortunately, one of the subjects was excluded from the segmentation 
evaluation because some of the acquired data was missing, preventing a complete 
analysis. 

7.4.2 Courses 2 & 3 

The second and third courses carried out the testing activity using the standalone 
implementation of the proposed approach and originally included 55 subjects. Among 
them, 46 attended the entire course and participated in the testing activity, progressing 
from a textured 3D model of the physical prototype to a segmented 3D model ready for 
mixed prototyping. 

7.5 Results 

7.5.1 Feature detection 

Figure 7.4 shows a histogram of the precision and recall obtained by the subjects when 
comparing their detected features against the ground truth detection. Since selecting 
the feature detection parameters was similar in both implementations of the proposed 
approach, the evaluation includes the results of the complete sample (70 subjects). 

 

Figure 7.4 -  Histograms of Precision and Recall of feature detection using subject parameters 

Regarding the precision, the mean was 0.400, the 50th percentile was 0.393, and the 
standard deviation was 0.100. Meaning that from all the detected features using the 
parameters provided by the students, about 40% were correctly classified, or in other 
words, most students used parameters that selected more than double the number of 
pixels than the ground truth selection. 

The dilate iteration function explicitly increases the number of detected features to 
ensure the creation of closed boundaries in the 3D mesh to allow a proper 
segmentation. Hence, the low precision of the algorithm was expected. In turn, this low 
precision could also generate unwanted closed boundaries and increase processing 
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times by increasing the number of secondary meshes assigned. Nevertheless, as shown 
in the following section, these problems were not found in the resulting segmentations, 
confirming the capacity of the users to select appropriate parameters. 

Regarding the recall, the mean was 0.980, the 50th percentile was 0.981, and the 
standard deviation was 0.024. Meaning that the students selected parameters that 
successfully detected most the features in the texture. Based on the processing steps, 
the adaptive threshold operation should detect the high contrast between the base 
texture and the black borders and the dilate iterations should add any nearby feature 
left undetected by the previous step. Hence, selecting the majority of the features of 
interest in the texture. This expectation was matched by the results.    

Figure 7.5 shows the correlation between the two metrics used for the analysis of the 
feature detection. As can be seen, the two metrics have a negative correlation, with the 
recall decreasing as the precision increase. Moreover, most of the subjects selected 
parameter values that generated a relatively low precision (0.3 to 0.5) but a high recall 
(over 0.96). Three subjects (two of them with the same values) had higher precision than 
the others, and because of this, their recall was also the lowest. Under closer inspection 
of the input parameters, it was noticed that these students also used the lowest values, 
both in the adaptive threshold and in the dilate iteration parameters. Additionally, and 
contrary to these cases, one subject obtained the highest recall and lowest precision, 
and under the inspection of the input parameters he was the subject that used highest 
values, both in the adaptive threshold and in the dilate iteration parameters. 

 

Figure 7.5 - Correlation between precision and recall 

7.5.2 Mesh segmentation 

Considering the total sample, figure 7.6 shows the number of output segments selected 
by the subjects. After the mesh segmentation, the subjects were asked to explain the 
motivation for their choices to understand the discrepancy between their values and 
the number of segments in the ground truth (8). The rationale behind selecting higher 
numbers of segments was that some independent boundary features were close to each 
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other. Because of this, they were interpreted by the subjects as a continuation of the 
same features, generating the perception of a higher number of segments with closed 
boundaries. Conversely, the selection of a lower number of segments was related to 
some groups of segments being considered as one because they were small and close 
to each other.  

 

Figure 7.6 - Histogram of output number of segments selected by the subjects 

Using the input parameters of the subjects, all segmentations were recreated and 
compared against the ground truth. The results of the subjects using the Blender 
implementation are reported in table 7.2, while the results of the subjects using the 
standalone implementation are reported in table 7.3.  

Metric Min. error Mean error Max. error SD 

Cut discrepancy 5.5 x 10-3 7.1 x 10-3 9.5 x 10-3 9.2 x 10-4 

Hamming distance 8.9 x 10-3 1.0 x 10-2 1.7 x 10-2 1.8 x 10-3 

Rand index 6.9 x 10-3 8.0 x 10-3 1.4 x 10-2 1.6 x 10-3 

Local consistency error  1.1 x 10-2 1.5 x 10-2 2.2 x 10-2 2.0 x10-3 
Table 7.2 - Results of mesh segmentation comparison between subjects and ground truth (course 1) 

Table 7.3 - Results of mesh segmentation comparison between subjects and ground truth (course 2 & 3) 

As can be seen, the mean error, maximum error, and standard deviation were lower for 
all the metrics when using the standalone implementation, but the minimum error was 
also higher. However, these differences were low in absolute and relative terms, making 
the distinction between both methods unnecessary for the following evaluations. 
Considering this, table 7.4 present the results considering the total sample of subjects 
with both implementations. 

Metric Min. error Mean error Max. error SD 

Cut discrepancy 5.8 x 10-3 6.4 x 10-3 7.7 x 10-3 7.5 x 10-4 

Hamming distance 9.3 x 10-3 1.0 x 10-2 1.3 x 10-2 1.2 x 10-3 

Rand index 7.4 x 10-3 8.3 x 10-3 1.1 x 10-2 1.1 x 10-3 

Local consistency error  1.3 x 10-2 1.6 x 10-2 1.8 x 10-2 1.3 x10-3 
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Metric Min. error Mean error Max. error SD 

Cut discrepancy 5.5 x 10-3 6.6 x 10-3 9.5 x 10-3 8.7 x 10-4 

Hamming distance 8.9 x 10-3 1.0 x 10-2 1.7 x 10-2 1.4 x 10-3 

Rand index 6.9 x 10-3 8.2 x 10-3 1.4 x 10-2 1.3 x 10-3 

Local consistency error  1.1 x 10-2 1.5 x 10-2 2.2 x 10-2 1.7 x10-3 
Table 7.4 - Results of mesh segmentation comparison between subjects and ground truth (total sample) 

Cut discrepancy calculates the overall boundary-based difference between two 
segmentation results. Therefore, if we consider the dimensions of the physical 
prototype (214 mm X 151 mm X 166 mm, as reported by the 3D modelling software), a 
maximum error of 9.5 x 10-3 means that for the worst subject result, on average, the 
distance between each vertex in the boundaries of the automatic segmentation and the 
closest vertex in the boundaries of the ground truth, and vice-versa, is 0.834 mm. 
Considering a projector-based mixed prototyping platform with a projection width of 
one meter (depending on the placement of the prototype) and a full HD resolution, each 
projected pixel has a width of 0.52 mm. Hence the average error is less than two pixels, 
which is a satisfactory result.  

Regarding the Hamming distance and Consistency error results, which provide a region-
based comparison against the ground truth, the data indicate a high percentage of 
overlap between segments produced with the proposed approach and the reference 
segmentation. The Hamming distance, for example, indicates that 98.3% of polygons of 
the model correctly overlap between both segmentations when comparing the closest 
corresponding segments. While the Local consistency error, the metric that shows the 
maximum error overall, indicates that nearly 97.8% of polygons overlap when 
comparing the segments related to each of the polygons of the model. 

In line with the other metrics, the Rand index indicated a high likelihood (98.6% for the 
worst subject result) that a random pair of faces from the evaluated model was part of 
the same segment on the generated result and the reference segmentation, or in 
different segments in both segmentations. 

To better visualise these results, figure 7.7 compares the ground truth segmentation and 
the automatic segmentations with the highest and lowest overall errors. As can be seen 
and interpreted from the error results, even considering the discrepancy in the number 
of output segments, the subject’s output segmentation still closely followed the ground 
truth segmentation. Additionally, it is worth noting that the segmentation with the 
highest overall error was from a subject that selected an output of 6 segments. 
Consequently, the polygons that conformed the smaller segments present in the ground 
truth and lowest error segmentations were assigned to the closest remaining segments.  
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Figure 7.7 - Segmentation results: ground truth (left), lowest overall error (center), and highest overall error 
(right) with close-up of its boundary 

 

7.5.3 User acceptance 

Figure 7.8 shows the results for the first part of the TAM survey, focused on the 
Perceived Usefulness of mixed prototyping to aid the design process of fashion products. 
Since the mixed prototyping platform did not change during the testing activity, the 
subjects’ responses in all three courses were analysed. 

 

Figure 7.8 - Perceived Usefulness of SPARK (total sample) 

As can be seen, for each statement, at least 86% of the subjects agreed, with most 
obtaining over 90% of agreement. These results suggest that the subjects will have at 
least the initial motivation to try the technology and that there is a high likelihood that 
they will use the technology in the future if no other problems arise. An interesting result 
includes a relatively high number of neutral responses (14%) in statement 5, which 
indicate that the mixed prototyping platform could simplify the work done by the 
subjects. Although the survey does not provide more information about the reasoning 
behind the subject’s selection, this result could be an early indication of the adoption 
barriers affecting this technology. In particular, the contrast between the complex 
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authoring process of mixed prototypes and the primarily manual process currently 
applied for the design of fashion products could generate some doubts in the user about 
the usefulness of the system.  

Regarding the second part of the TAM survey, focusing on the Perceived Ease of Use of 
the developed implementations, figures 7.9 and 7.10 show the results using Blender and 
the standalone application, respectively.  

 

Figure 7.9 - Perceived Ease of Use of the blender implementation (Course 1) 

 

Figure 7.10 - Perceived Ease of Use of the standalone implementation (Course 2 & 3) 

Most of the subjects agreed with the statements indicating the Ease of Use of the 
implementations. However, contrary to the Perceived Usefulness, there was a high 
percentage of subjects that either provided neutral responses or disagree with the 
presented statements (ranging from 12% to 49% depending on the statement and 
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method used). Some interesting results include the 11th statement, that indicated that 
“it would be easy to become skilful at using the tool/add-on”, which obtained the 
highest percentage of strong disagreement, regardless of the implementation. Similarly, 
the 10th statement, that indicated that “the tool/add-on used was flexible to interact”, 
obtained the highest percentage of agreement (88% with the Blender implementation 
and 72% with the standalone implementation), regardless of the implementation.  

Even though the proposed approach was developed having the ease of use and 
reduction of knowledge requirement as objectives, and most of the subjects agreed with 
the statements, the results seem to indicate that there is still an adoption barrier in this 
regard. Nevertheless, as mentioned in the section 7.3.3, to get the full context of these 
results, they should also be evaluated against a segmentation process carried out using 
the standard tools of 3D software, which is the current method used to prepare mixed 
prototypes. This comparison will be done at the end of the chapter 8, after data from 
users with experience in 3D modelling has been gathered. 

Additionally, the differences in the Perceived Ease of Use depending on the 
implementation used were assessed through statistical analysis. Due to the non-
parametric data gathered through a Likert scale survey and the independent samples, 
the Wilcoxon rank sum test was used. The results show that the impact on the perceived 
ease of use when changing between the Blender add-on and the standalone 
implementation was not statistically significant (p = 0.399). 

7.5.4 Log files  

Regarding the processing speed of both implementations, a comparison was made using 
the parameters that produced the best segmentation results. The Blender 
implementation required 400.48 seconds to segment the handbag 3D model, while the 
standalone implementation required only 3.53 seconds. This test was conducted on a 
computer with an Intel i7 9750H processor and 32 Gb of RAM. Due to the significant 
difference in processing times, the following evaluations of the log files only consider 
the results of the subjects using the standalone implementation.  

 

Figure 7.11 - Results of log data evaluation 

Figure 7.11 shows various histograms of data generated from the log files. As can be 
seen from the histograms of the number of attempts, 86.95% of the subjects finished 
the segmentations within 1 to 10 attempts, each requiring about 4 seconds. Similarly, 
59.56% of the subjects completed the feature detection within 1 to 10 attempts, each 
requiring less than a second. Regarding the total work time to execute the segmentation 
of the models, there was no clear distribution of the results, ranging from 24 seconds to 
31 minutes and 12 seconds. 
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7.6 Discussion 

The test presented in this chapter extends the evaluation of the functionality of the 
texture-based mesh segmentation approach to unmodified physical prototypes, i.e., 
using already existing texture features. Moreover, it also focuses on the proposed 
approach’s usability and the ease of use of the developed implementations to validate 
its impact on reducing the required 3D modelling knowledge to prepare a segmented 
model for mixed prototyping. 

Concerning the suitability of texture-based mesh segmentation, using already existing 
texture features for automatic segmentation poses different challenges than detecting 
features added explicitly for this purpose (Piñones et al., 2021). Nevertheless, the results 
suggest that using computer vision techniques such as adaptive thresholding and dilate 
iterations is also suitable for feature detection in this context. Hence, if such high-
contrast features coincide with the boundaries of the segments to be separated, a 
computer-vision-based approach will be capable of generating a part-based 
segmentation that replicates those boundaries. This capability is demonstrated by the 
resulting segmentations of a handbag shown in figure 7.7, and comparable results are 
expected on other types of products of similar surface characteristics. 

Regarding the quality of the mesh segmentation, all four metrics used to evaluate the 
dissimilarities to the ground truth segmentation reported low errors, with 3.0 x 10-2 
being the highest value among them for the subject with the worst segmentation. 
Hence, reaching values close to zero meant that the automatic segmentations were 
almost identical to the ground truth segmentation. Moreover, the proposed approach 
was demonstrated to be robust to variability in the input parameters, as it could 
generate segmentations with a low error compared to a ground truth segmentation for 
any of the parameter combinations used by the participants. Additionally, in the context 
of projector-based mixed prototyping, the obtained errors would be barely noticeable, 
with a mean value equivalent to less than 2 pixels in the position of the boundaries when 
compared to manual segmentation. Hence, these results indicate that the proposed 
approach can produce segmentation results that closely replicate a manual 
segmentation and that the errors in the boundary selection are acceptable in the 
context of mixed prototyping.  

Regarding the usability of the approach, the results showed that the subjects, who had 
low expertise in 3D modelling, chose parameters that detected most of the features to 
be used to segment the 3D model. Consequently, the subjects generated a properly 
segmented 3D model for mixed prototyping without manually intervening in the mesh. 
In other words, the proposed texture-based approach demonstrated its capability to 
reduce the 3D modelling competence requirements for mixed prototyping content 
authoring. Therefore, this change is expected to positively influence user acceptance 
and technology adoption (de Souza Cardoso et al., 2020). However, one element not 
considered at the beginning of testing was the variability in interpreting the amount and 
shape of segments that the subjects detected and used as input. Because of this, while 
the segmentations closely replicated the ground truth segmentation, they did not 
necessarily match the subjects’ expectations when selecting the parameters. This 
situation was overlooked because the boundaries, and by extension, the segments, were 
clearly defined, and it was expected that the subjects had a similar interpretation.  
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Additionally, regarding the processing speed, there was an improvement of two orders 
of magnitude when changing from the Blender implementation to the standalone 
implementation. Although this improvement is related to the optimisation of the code 
and did not influence the quality of the segmentation results, a lower work time could 
positively impact the user acceptance of the technology. 

Finally, regarding the limitations of the testing methodology, although the selected 
physical prototypes were an ideal case to apply this approach due to their surface 
characteristics and geometry, the final evaluation was done on only one object. Hence, 
the result could include a bias towards similar prototypes and not entirely represent the 
expected results on other objects. Moreover, only one ground truth segmentation was 
used to evaluate the segmentation quality, which could have provided limited insight 
into the results, as two observers do not necessarily share the same opinion on the 
segmentation of a model (Benhabiles et al., 2009). Nevertheless, these limitations are 
addressed in the following chapter. 
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Chapter 8:  Comparison to manual method 

This chapter presents the third research activity of the validations plan, which evaluates 
the differences between a segmentation done using the texture-based mesh 
segmentation approach, and the standard tools in a 3D modelling software.  

Section 3.4.2 provides the reasoning behind the comparison being made. It is suggested 
that existing automated methods for mesh segmentation have different objectives from 
the proposed method, thus comparing them would provide limited information. Hence 
a comparison against their results would provide limited information. Nevertheless, the 
current method for mesh segmentation of reconstructed surface models used in mixed 
prototyping can still provide helpful reference information for comparison. In particular, 
due to the lack of existing tools to support this process, the mesh segmentation is 
currently done by the designers or developers using the standard tools provided by 
existing 3D modelling software. 

The evaluation is done from multiple perspectives, including the geometrical quality of 
the segmentations, the execution time of the segmentation process, and the perceived 
ease of use when using each of the methods.  

8.1 Selection of the case study 

Due to the focus on comparing the segmentation quality between the process 
conducted manually and using the proposed approach, the main requirement was the 
participation of subjects with competence in 3D modelling. To comply with this 
requirement, this test was made in collaboration with the department of design 
engineering of the Technical University Federico Santa María in Chile. In particular, the 
test subjects were students in their 2nd year of product design engineering enrolled in 
the “Virtual representation of products” course. These students previously approved a 
course focused on 3D modelling using CAD software, and at the time of testing within 
the course, they also had experience working on freeform models. 

8.2 Testing methodology 

For this activity, two products were prepared following the requirements presented in 
section 4.1.2, a Kettle, and a Hairdryer (see figure 8.1).  
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Figure 8.1 - Models used for comparison of segmentation methods 

While both had previously defined boundary features in their surface and a similar level 
of geometrical complexity, the later had a higher number of surface features not related 
to the segmentation boundaries (e.g., dust, and shadows generated by crevices). Due to 
this difference, it is expected that the participants processing the hairdryer would 
require more time or produce less accurate results when using the proposed approach. 
The provided models had 461,191 polygons and 191,250 polygons, respectively for the 
kettle and hairdryer, and both had a corresponding texture of 2048 pixels by 2048 pixels.  

In preparation for the test, the participants went through a training stage where the 
process of segmenting textured meshes was explained using the manual and the 
texture-based methods. This was done regardless of the subjects’ experience level, as 
mesh segmentation corresponds to a specific process within 3D modelling. During this 
process, primitive geometries and a reconstructed surface model of a handbag were 
used for demonstration. Once the training stage was finished, the test was conducted: 

1. Textured 3D models were provided to the subjects depending on their 
experience with wireframe modelling. For subjects with less than one year of 
experience, one 3D model was provided, while for the advanced users, two 
models were provided. This was done because it was expected that subjects with 
less experience would take more time to execute the activity. Moreover, it 
allowed to increase the number of reference segmentation considering the 
lower availability of subjects with advanced knowledge in 3D modelling. The 
models were distributed, aiming to have a similar number of results from each 
of them. 

2. Each subject was informed of the order they had to conduct the segmentations. 
The order of execution was assigned randomly to the participants, aiming to 
have half of the subjects start with manual segmentation and the other half start 
with texture-based segmentation. 
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3. The subjects were asked to segment their corresponding models based on the 
texture features (i.e., following the black lines on the surface of the models) using 
the manual and texture-based methods following the assigned order. 

4. The segmented models, the time required to execute each process, and log files 
of their interactions were collected. 

5. The subjects were asked to answer the Perceived Ease of Use survey two times, 
one for each method. 

The mesh segmentation quality was assessed using the mesh segmentation benchmark 
tool developed by Chen et al. (2009) presented in section 7.3.2. While the perceived 
Ease of Use was evaluated using a part of the Technology Acceptance Model survey 
(Davis, 1989) presented in section 7.3.3.  

Due to the timing of this test, at the end of the PhD program, the participants were 
requested to use the standalone application. Hence, allowing the comparison of the 
ease of use of the manual process against the latest implementation of the approach.  

8.3 Sample 

From the course “Virtual representation of products” of the Technical University 
Federico Santa María, 37 students separated into two groups (18 and 19) participated 
in this activity. Victor Urrutia, the course professor, supported executing the testing 
activity during their regular lecture schedule. 

Additionally, as part of the elective course “Authoring of Digital Applications” conducted 
at the Politecnico di Milano by the author, where the students were taught wireframe 
modelling and 3D animation, two additional students participated in the testing activity.  

Moreover, to use as a reference for the comparison of the segmentation quality, five 
professionals with more than one year of experience in freeform modelling, were also 
requested to participate in the test.  

In total 44 subjects were part of this research activity and almost all of them executed 
the test completely in remote, with the two students of the Politecnico di Milano being 
the only exception. Considering the proposed methodology and the number of 
participants, a total of 98 resulting segmentations were expected, 20 generated by the 
advanced users and 78 generated by the students (See figure 8.2).   
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Figure 8.2 - Expected segmentation sample distribution 

8.4 Results 

As mentioned previously, most of the subjects (42 out of 44) participated in the testing 
activity remotely. This situation affected the quality of the communication with the 
participants, generating some difficulties during the training stage and on the gathering 
of the data, especially with the students of the course “Virtual representation of 
products”. Even though a professor was physically present with them, some factors 
could not be fully controlled, such as participants missing parts of the explanations or 
pausing during some of the activities.  

These problems directly affected the results of the test, making necessary the exclusion 
of some of them. Nevertheless, the remaining results still provided sufficient data to be 
evaluated and the statistical analyses shown significant differences between both 
segmentations methods.  

Within the gathered results, those that did not comply with the segmentation 
requirements (i.e., followed the black lines on the surface of the models), were directly 
considered as failed and excluded from the error calculations. Examples of failed 
segmentations include 3D models that were over segmented or missed the 
segmentation of significant parts of the model. Consequently, the results show that the 
success rate for the proposed methods was 82.60%, while the success rate for the 
manual segmentation was 71.11%.   

Concerning the results using the manual segmentation, 17 of the 39 expected 
segmentations were excluded from the error calculations, 13 due to failed 
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segmentations and four due to missing files. Moreover, regarding to the results using 
the proposed methods, 11 of the 49 expected segmentations were excluded from the 
error calculations, eight due to failed segmentations, and three due to missing data. The 
final distribution of the sample for the error calculations is presented in figure 8.3.  

 

Figure 8.3 - Distribution of segmentation results for error calculation 

Additionally, even though some students properly conducted the segmentation using 
the proposed method, five log files were totally or partially missing, and two subjects 
registered long periods of inactivity, preventing an accurate calculation of the processing 
time.  

8.4.1 Segmentation quality and execution time 

The first analysis compares the results obtained by the subjects using the proposed 
approach and the existing tools on 3D modelling software. Figure 8.4 presents the 
overall distribution of these results considering their error against the reference 
segmentations and the time required to execute the segmentation process. 
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Figure 8.4 - Error vs execution time by method 

The data distribution shows that the proposed method’s segmentations tend to require 
less execution time than the manual segmentation, although having a higher difference 
against the reference segmentations. Moreover, when focusing only on the manually 
segmented models, it can also be appreciated that the difference against the reference 
segmentations remains low regardless of the execution time, with only a small number 
of subjects with a higher error.  

 

Figure 8.5 - Average distance between the boundaries of the segmentation results and the boundaries of the 
reference segmentations 

Focusing on the difference against the reference models, figure 8.5 presents the 
conversion of the Cut Discrepancy results to the average distance between the 
boundaries of the segmentation results and the boundaries of the reference 
segmentations. While the proposed method does have a bigger difference against the 
reference segmentations when compared to the manual segmentations, the average 
distance between the boundaries that was still low in absolute terms, with most of the 
results being less than 1 mm.   
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Like the Cut Discrepancy, all the other metrics presented similar distributions, with the 
manual segmentation performing better in terms of segmentation quality (See Figure 
8.6).  

 

Figure 8.6 - Error by method and metric 

Under a closer inspection of the results with higher error and failed segmentations, it 
can be noticed that the discrepancies between the segmentations come from two 
distinct types of resulting segments (see figure 8.7). First, small segments added due to 
the selection of a high number of output segments compared to the reference 
segmentations. And second, segments created due to texture features that generate 
unwanted closed segments with a more extensive surface area than the expected closed 
segments, hence, being erroneously added to the results. The latter has a more 
significant impact on the results due to their size relative to other segments. It is worth 
noting that both types of errors can be considerably reduced or eliminated on the test 
objects when the proper feature detection parameters and number of output segments 
are selected.  

 

Figure 8.7 - Segmentation errors due to high number of output segments (left) and texture features creating 
unwanted closed segments (right) 

Focusing only on the execution time, figure 8.8 shows the distribution of the results, 
while table 8.1 presents the corresponding summary statistics. The data shows that the 
mean time required to segment the models using the proposed approach was nearly 
1/3 of the mean time required to segment the models manually. Indeed, the minimum 
execution time of using the proposed approach was more than 8 minutes faster than 
the minimum execution time for the manual segmentation. Similarly, the maximum 
execution time of the proposed approach was almost 20 minutes faster than the 
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maximum execution time for manual segmentation. Nevertheless, using the proposed 
approach, some subjects executed the manual segmentation faster than the slowest 
segmentation. Regardless, when considering all the results, the data indicate a clear 
benefit in reducing execution time when using the proposed approach. This result was 
statistically validated through a paired t-test (See table 8.2). 

 

Figure 8.8 - Execution time by method of segmentation 

 Proposed approach Manual 

Minimum 1.05 9.35 

1st Quartile 2.71 16.09 

Median 5.22 22.40 

Mean 8.56 25.53 

3rd Quartile 10.99 33.63 

Maximum 27.16 46.78 

Standard deviation 7.95 11.42 
Table 8.1 - Summary statistics of execution time [min] by method of segmentation 

t-value Degrees of freedom p-value 

-7.8562 24 <0.001 
Table 8.2 - Results of paired t-test for execution time by method 

As stated previously, it was expected that the hairdryer model would require more time 
due to the inclusion of additional surface features unrelated to the model’s segment 
boundaries. For this reason, the difference in execution time using the proposed 
approach for the provided models was also evaluated. As shown in figure 8.9 and the 
corresponding summary statistics in table 8.3, the distribution of the execution time for 
the hairdryer model was higher than that of the kettle models. However, a two-sample 
t-test (See table 8.4) shows that the difference is relatively small and that the p-value is 
considerably higher than 0.05. Hence, not being statistically significant.  



Chapter 8: Comparison to manual method 
 

101 
 

 

Figure 8.9 - Execution time of proposed approach by model 

 Hairdryer Kettle 

Minimum 1.30 1.05 

1st Quartile 3.43 2.21 

Median 8.90 3.68 

Mean 10.51 7.23 

3rd Quartile 9.76 11.67 

Maximum 27.16 24.31 

Standard deviation 9.25 6.87 
Table 8.3 - Summary statistics of proposed method execution time [min] by model 

t-value Degrees of freedom p-value 

1.0868 20.789 0.2896 
Table 8.4 - Results of two-sample t-test for execution time by method 

8.4.2 Perceived Ease of Use 

Figures 8.10 present the results of the Perceived Ease of Use survey for manual 
segmentation, while figure 8.11 present the results related to the proposed approach. 
As can be appreciated from the percentage of responses agreeing with the statements, 
the proposed approach performs better on every survey statement. Hence, the results 
indicate that the proposed approach is perceived as easier to use than manual 
segmentation.  

 

Figure 8.10 - Perceived Ease of Use - Manual segmentation 
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Figure 8.11 - Perceived Ease of Use - Texture-based mesh segmentation 

One interesting result was the distribution of the responses in Q4, which was at the 
same time statement with the best result of the manual segmentation and one of the 
worst results of the proposed approach. This statement refers to the flexibility of the 
tool used to execute the segmentation and hence, the result was to be expected. While 
the manual method offers the possibility to use all the typical operations of a 3D 
modelling software, the more automated proposed method offers the user only a small 
number of parameters to be modified. 

Figure 8.12 shows a histogram of the difference in the Perceived Ease of Use among 
both methods for each of the participants. As can be seen by the distribution of the data, 
most of the participants (82.0%) had difference higher than zero, meaning that 
perceived the proposed methods as easier to use than the manual methods. 
Nevertheless, a small number of the participants (12.8%) perceived the manual method 
as slightly easier to use than the proposed methods.  

 

Figure 8.12 - Histogram of difference in Perceived Ease of Use (Manual to Texture-based mesh segmentation) 

Due to the non-parametric nature of data gathered through a Likert scale survey, a 
statistical analysis was carried out using the Wilcoxon signed rank test (see table 8.5). 
The results shown that the impact on the perceived ease of use when changing between 
the manual and the proposed method was large, and statistically significant.  
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Sample Effect size (r) p-value 

39 0.748 (Large) < 0.001 
Table 8.5 - Results of Wilcoxon signed rank test on Perceived Ease of Use by method 

Finally, the effect of the subject’s experience in 3D modelling in the perceived ease of 
use of the proposed approach was assessed. Figure 8.13 shows the average Perceived 
Ease of Use results obtained during this test (i.e., executed by subjects with previous 
experience in 3D modelling) against the results presented in chapter 7 (i.e., executed by 
subjects with low competence in 3D modelling). Due to the non-parametric nature of 
data and the independent samples, the Wilcoxon rank sum test was used (see table 8.6). 
The results show that the subjects with previous experience in 3D modelling perceived 
the proposed method as easier to use than the users with no previous experience. 
Moreover, this difference was considered moderate and statistically significant.  

 

Figure 8.13 - Boxplot of average Perceived Ease of Use by experience in 3D modelling 

Sample by exp. in 3D modelling Effect size (r) p-value 

No Yes 

47 39 0.492 (Moderate) < 0.001 
Table 8.6 - Results of Wilcoxon rank sum test on Perceived Ease of Use by experience in 3D modelling 

8.5 Discussion 

The objective of this testing activity was to compare the results of a mesh segmentation 
using the texture-based mesh segmentation method and the standard tools available in 
a 3D modelling software. The comparison was focused on the quality of results relative 
to reference segmentations made by advanced users, the time required to execute the 
segmentation process, and the perceived ease of use of each method. 

During this activity a high number of subjects failed to execute the segmentation of the 
selected models, obtaining a success rate of 82.60% when using the proposed method 
and 71.11% when the segmentation was done manually. This result was not expected, 
as in the previous research activity, where the subjects had low knowledge in 3D 
modelling, all the subjects managed to get a proper segmentation. One potential reason 
for this could be the difficulties in the communication generated due to the remote 
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testing, as the previous test was completely carried out in person. Nevertheless, these 
difficulties should have affected both parts of the testing similarly, and a relative 
comparison could still be valuable. In this perspective, the 11.49% difference between 
the success rate of both methods could indicate that the proposed approach was easier 
to learn and use than the manual mesh segmentation. 

Regarding the quality of the successful segmentations, the results show that the users 
tend to generate less accurate results in terms of segmentation quality when using the 
proposed approach than when using the tools of 3D modelling software. Moreover, the 
texture-based segmentation also presented a higher dispersion than the manual 
method. Nevertheless, the errors obtained using the proposed method were low in 
absolute terms, meaning that even though the results are not as accurate as a manual 
segmentation, they could still be suitable for applications where that error level is 
acceptable.  

Regarding the differences in the processing time of each method, the mean time of 
execution using the proposed approach was nearly 1/3 of the mean time required to 
segment the models manually. Moreover, the fastest execution time using the proposed 
approach was 1 minute and 3 seconds, considerably lower than the 9 minutes and 21 
seconds obtained by the fastest manual segmentation. Hence, demonstrating significant 
benefits in terms of time reduction when using the proposed approach against manual 
segmentation. However, it is worth noting that some subjects executed the manual 
segmentation faster than the slowest segmentation using the proposed approach. A 
potential explanation for these results was the differences in the previous 3D modelling 
experience of the subjects, expecting that the advanced users would finish faster than 
subjects with less experience. Nevertheless, after closer inspection of the data, it was 
noted that all the advanced users executed the segmentation faster using the proposed 
approach, hence discarding this explanation.  

Finally, regarding the Perceived Ease of Use, the results shown that the subjects 
perceived the proposed method as easier to use than the standard modelling tools to 
execute the mesh segmentation. Nevertheless, a small number of the participants 
perceived the manual method as slightly easier to use than the proposed method. 
Initially, this was thought to be correlated to the experience of the subjects with the 
software for manual segmentations, making them perceive it as easier to use than a new 
software. However, under a closer inspection of the data, four of the five participance 
with most experience in 3D modelling indicated that they perceived the proposed 
method as easier to use. Hence, discarding this potential explanation. Moreover, no 
other traits of these subjects were found that could support other explanation.  

Additionally, the comparison against the results presented in the chapter 7 show that 
the subjects with previous experience in 3D modelling perceived the proposed method 
as easier to use than the users with no previous experience. One potential explanation 
for this difference could be that the previous experience in 3D modelling software 
served as a reference point for comparison, favouring the assessment of the proposed 
method due to its lower complexity.  Moreover, the difference in the type of object used 
during testing could also have affected the results, as the handbag had less surface 
features not related to the segment boundaries than the kettle and hair dryer. Hence, 
potentially easing the finding of the correct feature detection parameters.   
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Chapter 9:  Discussion 

This chapter presents a general discussion of the research outcomes in response to the 
research questions, as well as the identified limitations related to the research 
methodology and the proposed approach. 

9.1 Answer to research questions 

RQ1: Can a computer vision supported process generate a segmented 3D model suitable 
for mixed prototyping? 

RQ1.1: Using added graphical mark on the surface of the physical prototype. 

RQ1.2: Using existing features on the surface of the physical prototype. 

To address this research question, a texture-based mesh segmentation approach that 
used the texture features of reconstructed surface prototypes to define the boundaries 
of the output segments was developed. Moreover, multiple tests were conducted using 
input models with various characteristics (i.e., surface features, mesh resolution, texture 
resolution, segmentation requirements and surface reconstruction methods). 

As an initial step toward validating this approach, the solution was tested using 
prototypes with added graphical marks defining the boundaries of the segments. As 
demonstrated in chapter 6, through a combination of two image processing operations 
(i.e., adaptive thresholding and dilate functions), the proposed approach could identify 
such features and use them to segment the input model. Moreover, due to the use of 
texture information rather than geometrical information during the segmentation 
process, the output segments were not dependent on their geometrical complexity. 
Hence, it allows the generation of unique segments composed of multiple geometrical 
features and separate unique geometrical features in multiple segments. 

Similarly, when using existing features on the surface of the physical prototype to define 
the boundaries of the segments, the proposed approach demonstrated to be capable of 
identifying such features and using them to segment the input model. While using 
already existing texture features for automatic segmentation offers reduced control 
over the results, the same combination of adaptive threshold and dilate functions 
remains suitable for feature detection in this context. Hence, if such features coincide 
with the boundaries of the segments to be separated, a computer-vision-based 
approach will be capable of generating a part-based segmentation that replicates those 
boundaries. This was demonstrated in chapter 7 by segmenting the 3D model of a 
handbag using only the marks created by its manufacturing process. 

Additional to the feature detection capabilities, the results of the segmentation process 
were exported and used in a prototyping platform where its functionality was 
demonstrated in two common tasks of the product development process: material 
selection and design of user interfaces. Hence, the suitability of the complete proposed 
workflow to support the mixed prototyping content authoring process was validated. 
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RQ2: How do the results of a texture-based mesh segmentation compare in terms of 
quality to a manual segmentation? 

A test including subjects with diverse levels of competence in 3D modelling was 
conducted to address this research question. The resulting segmentation using the 
proposed approach and the standard tools of 3D modelling software were evaluated 
using the manual segmentations of experienced users as a reference. This process was 
supported by multiple metrics that evaluate differences between segmentations of the 
same 3D model.   

The results show that the subjects tend to generate less accurate segmentations when 
using the proposed approach than when using the tools of 3D modelling software. 
Moreover, the segmentations using the texture-based method also presented a higher 
dispersion of the results when compared to the manual method, while most of the 
subjects obtained consistently lower errors. Nevertheless, the errors obtained using the 
proposed method were still low in absolute terms. Considering the cut discrepancy, a 
metric that calculates the average distance between the boundaries of segmentation 
and a reference, most of the results obtained using the proposed approach had a 
difference of less than 1 mm. Based on these results, even though the proposed 
approach does not produce segmentations as accurate as manual segmentation, it could 
still be suitable for applications where that error level is acceptable, such as projector-
based mixed prototyping platforms.  

RQ3: Does a content authoring process supported by computer vision improve user 
acceptance of mixed prototyping? 

The evaluation of the overall impact of the proposed approach on the user acceptance 
of mixed prototyping can be challenging to address due to the multiple variables that 
must be considered. Nevertheless, by focusing on the preparation process, the influence 
over some independent parameters could partially support this assessment. Considering 
this, three different parameters were evaluated during this thesis: The time required to 
prepare a 3D model to be used in a mixed prototyping platform, the competencies in 3D 
modelling needed to execute this process, and the perceived ease of use of the tool 
used. 

Regarding the time required to execute the segmentation of a surface reconstructed 
model to be used in mixed prototyping, the results show that the mean time required 
to segment the models using the proposed approach was nearly 1/3 of the mean time 
required to segment the models manually. Indeed, the minimum execution time of using 
the proposed approach was more than 8 minutes faster than the minimum execution 
time for the manual segmentation. Furthermore, the maximum execution time using 
the proposed approach was almost 20 minutes faster than the maximum execution time 
for the manual segmentation. Nevertheless, using the proposed approach, some 
subjects executed the manual segmentation faster than the slowest segmentation. 
Regardless, when considering all the results, the data indicate a clear benefit in reducing 
execution time when using the proposed approach. 

To reduce the competencies in 3D modelling needed to create mixed prototypes, the 
proposed approach transferred the decision of how to separate the 3D model from a 
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task in a 3D modelling software to a task in the preparation of the physical prototype. 
The results show that subjects with low expertise in 3D modelling could properly 
segment 3D models for mixed prototyping without manually intervening in the mesh. 
Hence, demonstrating the capability of the proposed approach to reduce the 3D 
modelling competence needed for mixed prototyping content authoring.  

Finally, regarding the impact on the perceived ease of use, the results showed that the 
subjects perceived the proposed method as easier to use than the standard modelling 
tools to execute the mesh segmentation. Moreover, it was found that subjects with 
previous experience in 3D modelling perceived the proposed method as easier to use 
than the users with no previous experience. One potential explanation for this 
difference could be that the previous experience in 3D modelling software served as a 
reference point for comparison, favouring the assessment of the proposed method due 
to its lower complexity.   

All these improvements combined indicate that a content authoring process supported 
by computer vision has the potential to positively influence user acceptance and 
technological adoption of mixed prototyping (de Souza Cardoso et al., 2020). Although 
other factors could affect mixed prototyping adoption within the product development 
process, the proposed approach is a step forward to lower the current adoption barriers.  

9.2 Limitations of the research methodology  

The main limitation of the research methodology was related to the ability to evaluate 

the real impact of the texture-based mesh segmentation approach in the adoption of 

mixed prototyping. Some factors that could affect the adoption of this technology were 

improved (i. e., the time required to prepare the 3D models, the requirement of 3D 

modelling competencies, and ease of use of the tools used). However, it is unclear if 

these improvements would be enough to make a significant change in adoption. 

Moreover, an effort was made to include the test subjects that closely represented the 

target users of this technology from the 3D modelling competence standpoint. However, 

it was not possible to evaluate the impact of the proposed approach on users that 

already knew how to prepare mixed prototypes and, at the same time, were external to 

the research group. Hence, this perspective that could have provided valuable insight 

was missed. 

Another limitation of the methodological approach was related to the assessment of 

some variables of the input models. Multiple 3D models were used during the research 

activity with various geometries, segmentation requirements, mesh resolution, texture 

resolutions and surface reconstruction methods. However, some constraints regarding 

the resolution of the models and texture had to be put in place to maintain reasonable 

processing times and therefore lacked an evaluation on higher resolutions. Moreover, 

while two different surface reconstruction methods were used (i.e., structured light 

scanning and photogrammetry), different software could still generate different results 

regarding surface quality and generation of the UV map. In particular, while testing, the 

3D models were created using Artec Studio, Metashape and Reality Capture, three 

professional surface reconstruction software. Hence, the quality of the output models 

and textures from this process was relatively high compared to other devices or 
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methods, and the UV maps did not present high levels of segmentation. Due to this, the 

results did not provide enough information to assess these variables and therefore is 

unclear if other difficulties regarding the feature detection or segmentation would arise 

when using textured models generated through other methods or higher resolutions. 

Finally, regarding the preparation process, the objects during testing had previously 

defined segmentation features and were suitable for surface reconstruction. However, 

in some cases, the final user will need to ensure these requirements before continuing. 

Therefore, the impact of this part of the process was not fully assessed.  

9.3 Limitations of the texture-based mesh segmentation approach 

The main limitation of the texture-based mesh segmentation approach proposed in this 
thesis is its high dependence on the input information in terms of the texture and the 
3D model. 

Regarding the input texture, a correct segmentation depends on detecting texture 
features that create closed boundaries. If those features are incomplete in the physical 
prototype or there is missing information in the texture after the surface reconstruction 
process, the detected boundaries will be incomplete. Hence, it will not be possible to 
detect the independent segments. The dilate iterations parameter was added to face 
this problem and join gaps of missing information, however, its effectivity is limited to 
small gaps, and it increases processing time considerably when high values are used. 
Moreover, the texture resolution can also affect the results, with low resolutions 
reducing the precision of the feature detection and high resolutions considerably 
increasing processing times for the feature detection step.  

Concerning the input 3D model, a correct definition of the segments depends on the 
existence of a closed loop of vertices inside the detected features in the texture. Due to 
this requirement, the approach is unsuitable for the segmentation of low-resolution 
models, as there will be a higher probability of the loop being broken by vertices outside 
the detected features. Moreover, this need for high-resolution models as an input 
carries out other related problems, the clearest being increased processing times. Since 
the approach only focuses on the segmentation of the 3D model and does not modify 
the total number of faces or their shape, the segmented output models will be equally 
high resolution. This characteristic has two implications. First, the segments’ boundaries 
will follow the flow of the existing vertices, which for reconstructed surface models is 
often highly irregular. Second, the model could require further optimization to be used 
in real-time applications or systems with limited processing power.  

Conversely, regarding the output model and the reversibility of the operations, by 
applying the proposed mesh segmentation method there are two main changes to take 
in consideration. On the one hand, the model is segmented, hence multiple 3D objects 
are created using the information of the input model. Since the relative position and 
shape of the original polygons remains unchanged, this part of the process can be 
reverted by merging the duplicated vertices at the boundaries of each of the segments. 
On the other hand, the resulting segments will include a new UV map. In this case the 
original UV map used to transfer the selection of the boundary features is completely 
lost and replaced by the new one. Although this was not addressed during the PhD 
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project, a potential solution to make this part of the process also reversible would be to 
save the original UV map on an additional UV layer. 

Additionally, regarding the usability of the solution, as found out from the testing 
activities, the effect of the feature detection parameters can be challenging to 
understand for new users, limiting their ability to choose the ideal parameters. 
Moreover, even though the approach uses existing features to define the segmentation 
boundaries, the results could still not match the user expectations, as different persons 
can have different interpretations of the ideal segmentation. 

Finally, although the proposed approach reduces the competence in 3D modelling 
needed to execute the authoring process, it also adds some requirements for preparing 
the physical prototype. Consequently, the total preparation time could increase if these 
requirements are not met by the prototype’s regular manufacturing process or imply 
modifications. Therefore, it becomes a trade-off to be considered by the final user. 
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Chapter 10:  Conclusion 

To overcome one of the adoption barriers to mixed prototyping, this thesis presented a 
texture-based mesh segmentation approach to support mixed prototyping content 
authoring. This chapter concludes the thesis by summarizing the key research outcomes 
concerning the main research objectives. Then is followed by a brief discussion of the 
research novelty and contributions. Finally, the chapter concludes with 
recommendations for future research based on observed limitations and potential 
improvements.  

10.1 Concluding remarks 

The research began with three main objectives towards the mixed prototyping content 
authoring process (see section 1.4). A brief outline of the research output referring to 
these objectives is presented below: 

O1: Develop a workflow and supporting tool that can be used to streamline the mixed 
prototyping content authoring process. 

A content authoring workflow was proposed considering the specific requirements of 
mixed prototyping, spanning from the availability of a physical prototype to creating a 
3D model ready to be imported in a mixed prototyping platform. Considering the need 
for the geometrical similarity between the physical prototype and the 3D model used 
for the projection of virtual information, as well as the wide variety of existing methods 
to manufacture the physical prototypes, surface reconstruction methods were selected 
as the ideal technology for the creation of the 3D model. Moreover, taking advantage of 
the characteristics of these 3D models and considering the requirements of the input 3D 
models to be used in mixed prototyping platforms, an algorithm was developed to 
support this process. The algorithm applied a texture-based mesh segmentation 
approach based on computer vision that automated the preparation of the 3D model 
while requiring minimal user input. Moreover, two implementations of the algorithm 
were created, a standalone application and an add-on for Blender. Although both were 
usable, due to the limitations imposed by the Blender API and the current knowledge of 
the author in programming, the processing was considerably slower than the standalone 
implementation. Hence, the latter is a better alternative to be implemented in a real 
scenario. 

The suitability of the proposed workflow and tool was demonstrated throughout the 
entire thesis. First, verifying the technical capacity of the tool on synthetic data and then 
testing the complete workflow with a wide variety of actual physical prototypes with 
different geometries and types of surface features to be used. Additionally, the quality 
of the resulting model and the approach’s usability was addressed with positive results, 
validating the applicability of this approach in a realistic setup.  

O2: Reduce the 3D modelling knowledge requirements to carry out the mixed 
prototyping content authoring process. 

To reduce the 3D modelling competence requirements, we introduced an algorithm for 
mesh segmentation that uses the texture information provided by reconstructed 
surface models to conduct this process automatically. Based on this new approach, it 
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was possible to eliminate the need for users to manually segment the 3D model, 
transferring part of this process to the physical world. Instead of defining the segments 
directly in the 3D model, the proposed approach requires the user to define the 
segment’s boundaries in the physical prototype with high contrast marks. Once this has 
been ensured a textured model generated must be generated through surface 
reconstruction methods. Then, the user only needs to select the correct feature 
detection parameters and the desired number of segments in the output model. This 
approach’s effectiveness in reducing 3D modelling knowledge was demonstrated in the 
tests presented in chapter 7, where the subjects did not have prior competence in 3D 
modelling but managed to segment the 3D models properly. Moreover, as shown in the 
test carried out in chapter 8, even for users with experience in 3D modelling, there was 
a significant improvement in the perceived ease of use compared to the standard tools 
of 3D modelling software. Hence, offering benefits to both inexperienced and 
experienced users in 3D modelling.  

O3: Achieve a segmentation of similar quality to one made manually by an experienced 
user. 

The results obtained with the texture-based mesh segmentation were compared against 
reference segmentations provided by experienced users of 3D modelling software to 
assess their quality. The results showed that the segmentation results of the proposed 
approach provided a low amount of error (i.e., an average of 1 to 3 millimetre difference 
in the boundaries of the segmentations). Analogous to misalignments in projection, 
several factors could affect the limit of acceptance of segmentation errors on projector-
based augmented reality systems. Some of these factors include the overall size of the 
object, the geometrical complexity of the boundaries and the distance of the viewer. 
Moreover, the limit of acceptance is a matter that could vary between different users. 
Due to these uncertainties, another sources of error or misalignments could be used as 
a reference point to define a limit of acceptance for the obtained segmentations. Such 
sources include the limitations of the projector’s rendering resolution, and the 
micromovements of the projection due to the constant updates of the tracking system. 
Both can introduce an alignment error around 1 to 5 millimetres, a value of similar 
magnitude than the one introduced by proposed mesh segmentation approach. Hence, 
the latter can be acceptable in the context of mixed prototyping.  

Additionally, in some cases, the texture features of the objects and the used parameters 
generated unwanted segments that did not correlate with the subjects’ expectations. 
Nevertheless, due to the order in which the resulting segments were defined, these 
unwanted segments affected only a small area of the total mesh. 

10.2 Research novelty and contributions 

This thesis aimed to contribute to the technological adoption of mixed prototyping by 
reducing the knowledge requirements of the current content authoring process. The 
research addressed the gaps related to the segmentation and UV mapping of 3D models, 
as it is time-consuming and requires specific 3D modelling skills to execute it. The 
literature analysis revealed the limitation of existing authoring methods to support this 
process. Moreover, it was found that existing mesh segmentation methods were 
unsuitable for mixed prototyping as they did not match the designer segmentation 
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needs. Nevertheless, image segmentation was a promising alternative to support this 
process. The analysis concluded that in the context of mixed prototyping, where surface 
reconstruction methods are used to digitalize physical prototypes, the texture of 3D 
models is a valuable input that can be used to automate the segmentation process. 

The novelty of the research conducted is based on developing a texture-based mesh 
segmentation approach to reduce the knowledge requirements during the content 
authoring of mixed prototypes. The main novelties and contributions are listed below:  

• This research defines a processing algorithm and workflow to exploit surface 
characteristics from textured 3D models of physical prototypes to segment them 
following the specific needs of mixed prototyping.  

• This research contributes to the reduction in 3D modelling knowledge 
requirement to segment 3D models. This process, typically carried out through 
the standard tools of 3D modelling software by experienced users, is replaced by 
simpler process that require the user only to choose the right parameters for 
feature detection and the number of segments wanted as an output.  

• This research contributes to the literature on geometry processing of surface 
reconstructed models by taking advantage of the information provided by 
textures and the specific characteristics (i.e., high number of polygons) of such 
models to conduct an automated part-based segmentation. 

• This research evaluates the impact of a texture-based mesh segmentation 
approach from a segmentation quality and user perspective, contributing to a 
deeper understanding of the potential that one solution of this type can have 
and the limitations of that must be considered.  

10.3 Recommendations for further research 

The texture-based mesh segmentation approach provides a viable alternative to support 
the preparation of 3D models for mixed prototyping when textured surface 
reconstructed models are available. However, while the presented thesis shows positive 
results, a continuation of the research could further increase the impact of the approach 
from multiple perspectives.  

As presented in this thesis, the proposed approach was validated using different physical 
prototypes. While this provided helpful information to evaluate its suitability for mixed 
prototyping, it is unclear how these results would translate to other contexts. Hence, 
the approach’s capability to segment textured models from other contexts should be 
explored, for example, by testing it on existing textured 3D model datasets like the one 
proposed by Maggiordomo et al. (2020). This will not only provide more evidence of the 
capability and limitations of the proposed approach but also bring some insight into 
which areas, aside from mixed prototyping, could benefit from this segmentation 
approach.  

An activity in this direction was an exploratory application of the proposed approach 
within a company working on product digitalization. While the processed objects did not 
match the surface features of mixed prototypes, the material changes still provided 
enough information to define segmentation boundaries in some cases. Although the 
results were not usable for the company in the current state, changes in the underlying 
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compute vision algorithms could improve the results. Moreover, through an interview 
with the company, a potential algorithm variation focused on easing the transference of 
textures on reconstructed surface models to optimized models was also brought to 
attention.  

Additionally, when evaluating the capability of users to select feature detection 
parameters that correctly categorized the boundary features, it was noted that a wide 
range of parameter combinations generated successful results. Hence, new research 
could also focus on automating the parameter selection for the feature detection step. 
Similarly, the definition of the number of output segments could also be explored. These 
changes could further reduce the user’s knowledge requirements and speed up the 
segmentation process by eliminating the need for user input.  

Another path to extend the research conducted is the integration of new computer 
vision algorithms. The use of an adaptive threshold combined with the dilate iterations 
demonstrated to be suitable for segmenting objects where high contrast features 
marked the boundaries of the segments to be separated. Nevertheless, other computer 
vision algorithms could use different texture features, such as detecting unique 
materials or repeating patterns in some segments. This expansion in the features that 
can be used as input for the segmentations could facilitate the use of the proposed 
approach on new applications. 

Finally, considering that the original objective of the presented work was to improve the 
technological adoption of mixed prototyping, if the proposed approach’s impact is not 
enough to overcome this barrier, the effort could be put into improving other parts of 
the process. In particular, the calibration of the tracking and projector system is a step 
that, although unrelated to content creation, suffers from similar problems. Its 
complexity requires users with high expertise in the process to execute it properly. 
Hence, it creates a dependence on the developers when inexperienced users want to 
install or modify the setup, which can become a barrier to adoption.   
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Appendix A: Mesh segmentation metrics 

This definitions were extracted from the work of Chen et al. (2009), which also provided 
a benchmarking tool to calculate these metrics when an automatic and a ground truth 
segmentations are provided. For all of them a lower number, in a scale from 0 to 1, the 
better is the segmentation result.  

A.1 Cut discrepancy 

Assuming 𝐶1 and 𝐶2 are sets of all point on the segment boundaries of segmentations 
𝑆1 and 𝑆2, respectively, and 𝑑𝐺(𝑝1, 𝑝2) measures the geodesic distance between two 
points on a mesh, then the geodesic distance from a point 𝑝1 ∈ 𝐶1 to a set of cuts  𝐶2 is 
defined as:  

𝑑𝐺(𝑝1, 𝐶2) = 𝑚𝑖𝑛{𝑑𝐺(𝑝1, 𝑝2), ∀𝑝2 ∈  𝐶2 } 

and the Directional Cut Discrepancy, 𝐷𝐶𝐷(𝑆1  ⇒  𝑆2), of 𝑆1 with respect to 𝑆2 is defined 
as the mean of the distribution of 𝑑𝐺(𝑝1, 𝐶2) for all points 𝑝1 ∈ 𝐶1: 

𝐷𝐶𝐷(𝑆1  ⇒  𝑆2) = 𝑚𝑒𝑎𝑛{𝑑𝐺(𝑝1, 𝐶2), ∀𝑝1 ∈  𝐶1 } 

We define the Cut Discrepancy, 𝐶𝐷(𝑆1, 𝑆2), to be the mean of the directional functions 
in both directions, divided by the average Euclidean distance from a point on the surface 
to the centroid of the mesh (𝑎𝑣𝑔𝑅𝑎𝑑𝑖𝑢𝑠) to ensure symmetry of the metric and to avoid 
effects due to the scale:    

𝐶𝐷(𝑆1, 𝑆2)  =  
𝐷𝐶𝐷(𝑆1  ⇒  𝑆2)  +  𝐷𝐶𝐷(𝑆2  ⇒  𝑆1)

𝑎𝑣𝑔𝑅𝑎𝑑𝑖𝑢𝑠
 

A.2 Hamming distance 

Given two mesh segmentation 𝑆1  =  {𝑆1
1, 𝑆1

1, . . . , 𝑆1
𝑚 } and 𝑆2  =  {𝑆2

1, 𝑆2
1, . . . , 𝑆2

𝑛 } with 
𝑚 and 𝑛 segments, respectively, the Directional Hamming Distance is defined as  

𝐷𝐻(𝑆1  ⇒  𝑆2) =  ∑‖𝑆2
𝑖 ∖ 𝑆1

𝑖𝑡‖

𝑖

 

Where “∖” is the set difference operator, ‖𝑥‖ is a measure for set 𝑥 (e.g., the size of set 

𝑥, or the total area of all faces in a face set), and 𝑖𝑡  =  𝑚𝑎𝑥𝑘‖𝑆2
𝑖 ∩ 𝑆1

𝑘‖. The general idea 

is to find a best corresponding segment in 𝑆1 for each segment in 𝑆2, and sum up the set 
difference.  

If 𝑆2 is regarded as the ground truth, then the Directional Hamming distance can be used 
to define the missing rate 𝑅𝑚 and false alarm rate 𝑅𝑓 as follows: 

𝑅𝑚(𝑆1, 𝑆2) =  
𝐷𝐻(𝑆1  ⇒  𝑆2)

‖𝑆‖
 

𝑅𝑓(𝑆1, 𝑆2) =  
𝐷𝐻(𝑆2  ⇒  𝑆1)

‖𝑆‖
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where ‖𝑆‖ is the total surface area of the polygonal model. The Hamming distance is 
simply defined as the average of the missing rate and false alarm rate: 

𝐻𝐷(𝑆1, 𝑆2) =  
1

2
(𝑅𝑚(𝑆1, 𝑆2)  +  𝑅𝑓(𝑆1, 𝑆2)) 

A.3 Rand index 

If we denote 𝑆1 and 𝑆2 as two segmentations, 𝑠𝑖
1 and 𝑠𝑖

2 as the segment IDs of face 𝑖 in 

𝑆1 and 𝑆2, and 𝑁 as the number of faces in the polygonal mesh, 𝐶𝑖𝑗  =  1 𝑖𝑓𝑓  𝑠𝑖
1 =  𝑠𝑗

1, 

and 𝑃𝑖𝑗  =  1 𝑖𝑓𝑓  𝑠𝑖
2 =  𝑠𝑗

2, then we can define Rand Index as:  

𝑅𝐼(𝑆1, 𝑆2) =  (
2

𝑛
)

−1

∑ [𝐶𝑖𝑗𝑃𝑖𝑗 +  (1 −  𝐶𝑖𝑗)(1 −  𝑃𝑖𝑗)]

𝑖,𝑗,𝑖<𝑗

 

𝐶𝑖𝑗𝑃𝑖𝑗  =  1 indicates that face 𝑖 and 𝑗 have the same ID in both  𝑆1 and 𝑆2. (1 −

 𝐶𝑖𝑗)(1 −  𝑃𝑖𝑗)  =  1 indicates that face 𝑖 and 𝑗 have different IDs in both  𝑆1 and 𝑆2. 

Thus 𝑅𝐼(𝑆1, 𝑆2) tells the proportion of face pairs that agree or disagree jointly on their 
segment group identities in segmentations 𝑆1 and 𝑆2. 

As a slight departure from the standard practice, the benchmark report 1 −  𝑅𝐼(𝑆1, 𝑆2) 
to be consistent with the other metrics that report dissimilarities rather than similarities.  

A.4 Consistency error 

Denoting 𝑆1 and 𝑆2 as two segmentation results for a model, 𝑡𝑖 as a mesh face,  “∖” as 
the set difference operator, and ‖𝑥‖ as a measure for set x (as in section A.2), 𝑅(𝑆, 𝑓𝑖) 
as the segment (a set of connected faces) in segmentation 𝑆 that contain face 𝑓𝑖, and 𝑛 
as the number of faces in the polygonal model, the local refinement error is defined as:  

𝐸(𝑆1, 𝑆2, 𝑓𝑖) =  
‖𝑅(𝑆1, 𝑓𝑖) ∖ 𝑅(𝑆2, 𝑓𝑖)‖

‖𝑅(𝑆1, 𝑓𝑖)‖
 

Given the refinement error for each face, two metrics are defined for the entire 3D 
mesh, Global Consistency Error (GCE) and Local Consistency Error (LCE), as follows.  

𝐺𝐶𝐸(𝑆1, 𝑆2) =  
1

𝑛
𝑚𝑖𝑛 {∑ 𝐸(𝑆1, 𝑆2, 𝑓𝑖)

𝑖

 , ∑ 𝐸(𝑆2, 𝑆1, 𝑓𝑖)

𝑖

} 

𝐿𝐶𝐸(𝑆1, 𝑆2) =  
1

𝑛
∑ 𝑚𝑖𝑛{𝐸(𝑆1, 𝑆2, 𝑓𝑖), 𝐸(𝑆2, 𝑆1, 𝑓𝑖)}

𝑖

 

Both GCE and LCE are symmetric. The difference between them is that GCE forces all 
local refinements to be in the same direction, while LCE allows refinement in different 
directions in different parts of the 3D model. As a result,  𝐺𝐶𝐸(𝑆1, 𝑆2)  ≥  𝐿𝐶𝐸(𝑆1, 𝑆2).
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Appendix B: Technology Acceptance Model survey  

This survey was adapted from the original Technology Acceptance Model survey from 
Davis (Davis, 1989). It consists of 12 sentences to be evaluated using a Likert scale of 
agreement. In the context of the research, the second part, related to the perceived 
ease of use was duplicated to compare the proposed approach (B.2) to a mesh 
segmentation manually done using the existing tools of a 3D modelling software (B.3).  

B.1 Perceived usefulness of SPARK 

1. Using SPARK in my job would enable me to accomplish tasks more quickly 
2. Using SPARK would improve my job performance 
3. Using SPARK would increase my productivity 
4. Using SPARK would enhance my effectiveness on the job 
5. Using SPARK would make it easier to do my job 
6. I would find SPARK useful in my job 

B.2 Perceived ease of use of the developed tool 

7. Learning to use the tool/add-on was easy for me 
8. I found easy to get the tool/add-on to do what I wanted to do 
9. My interaction with the tool/add-on was clear and understandable 
10. I found the tool/add-on to be flexible to interact with 
11. It would be easy to become skilful at using the tool/add-on 
12. I found the tool/add-on easy to use 

B.3 Perceived ease of use of the 3D modelling software 

7. Learning to use the 3D modelling software was easy for me 
8. I found easy to get the 3D modelling software to do what I wanted to do 
9. My interaction with the 3D modelling software was clear and understandable 
10. I found the 3D modelling software to be flexible to interact with 
11. It would be easy to become skilful at using the 3D modelling software 
12. I found the 3D modelling software easy to use 
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Appendix C: Associated publications  

Piñones, E., Cascini, G., Caruso, G., & Morosi, F. (2021). Overcoming Augmented Reality 
adoption barriers in design: A mixed prototyping content authoring tool supported by 
computer vision. Proceedings of the Design Society 2021 ; 1 : 2359–68. 
https://doi.org/10.1017/pds.2021.497. 

Abstract: 

Enhancing the appearance of physical prototypes with digital elements, also known as 
mixed prototyping, has demonstrated to be a valuable approach in the product 
development process. However, the adoption is limited also due to the high time and 
competence required for authoring the digital contents. This paper presents a content 
authoring tool that aims to improve the user acceptance by reducing the specific 
competence required, which is needed for segmentation and UV mapping of the 3D 
model used to implement a mixed prototype. Part of the tasks related to 3D modelling 
software, in fact, has been transferred to simpler manual tasks applied onto the physical 
prototype. Moreover, the proposed tool can recognise these manual inputs thanks to a 
computer-vision algorithm and automatically manage the segmentation and UV 
mapping tasks, freeing time for the user in a task that otherwise would require complete 
engagement. To preliminarily evaluate effectiveness and potential of the tool, it has 
been used in a case study to build up the mixed prototype of a coffee machine. The 
result demonstrated that the tool can correctly segment the 3D model of a physical 
prototype in its relevant parts and generate their corresponding UV maps. 

 

Piñones, E., Cascini, G., Morosi, F., & Caruso, G. (2022). Texture-based mesh 
segmentation for Mixed Reality content authoring: Exploiting surface features in 
physical prototypes. Virtual Reality. Submitted on December 16, 2022. 

Abstract:  

The use of mixed reality in the product prototyping process has demonstrated great 
potential to reduce costs and development time. However, its complex authoring 
process has hindered the adoption of this technology. This paper aims to evaluate the 
potential of a texture-based segmentation approach to properly segment a 3D model 
for mixed prototyping using added and already existing surface features. Additionally 
assessing the capability of users with low expertise in 3D modelling to carry out this 
process and the quality of the results in relation to manual segmentation. The results 
indicate that the proposed approach can successfully detect features in a wide range of 
physical prototypes to aid the segmentation of 3D models for mixed prototyping and 
other processes that require a part-based segmentation of reconstructed surface 
models. Moreover, subjects with little knowledge of 3D modelling generated a 
segmented 3D model that closely followed a ground truth segmentation without 
manually intervening in the mesh, demonstrating the capability of the approach in terms 
of reducing knowledge requirements for carrying out the mesh segmentation process 
needed for mixed prototyping in 3D modelling. 

 

https://doi.org/10.1017/pds.2021.497
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