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Abstract: Pathologies such as strokes and amyotrophic lateral sclerosis can 

lead to the loss of verbal communication while leaving cognitive abilities 

intact. Brain-Computer Interfaces (BCIs) based on imagined speech (IS) 

paradigms offer a potential solution to restore verbal communication, 

allowing for a more natural interaction. These systems aim to decode what 

a person imagines saying without any corresponding body movements. 

The primary challenge with IS lies in the absence of a measurable motion 

to use as ground truth independent from brain signals, making the design 

of experimental paradigms critical. Previous studies have approached this 

challenge with varying success, using both invasive and non-invasive 

techniques to decode imagined words within a limited vocabulary. The 

most diffused set-up is 64-channel clinical-grade EEG; in this study we 

investigate IS using a portable EEG device featuring only 8 channels. We 

focused on detecting whether a subject is imagining saying a word or not, 

framing it as a binary classification task. Two paradigms were compared 

to analyse how different instructions influence the subject’s imagination 

process and to address the challenge of the lack of ground truth. We 

exploited the gained insight to design offline experiments achieving an 

average prediction accuracy of 65.3% over six subjects, with peaks of 74% 

and 86.6% for two of them. Finally, we transferred the model to online 

settings providing neurofeedback to the users. In two out of three subjects, 

online feedback accuracy surpassed chance level, reaching 77.8% and 

88.9% during the final stages of the session, demonstrating a learning 

process synergically involving both the user and the BCI system. 
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1.  Introduction: Brain Computer Interface 

«Something like a giant invisible diving bell holds my whole body prisoner», but not his mind. 

However, when «my diving bell becomes less oppressive, [...] my mind takes flight like a butterfly». 

This is how Jean-Dominique Bauby describes his own condition in the autobiographical novel The 
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Diving Bell and the Butterfly [1], where he narrates his experience after that a cortico-subcortical stroke 

led him to a complete motor paralysis but with intact sensory and cognitive functions. Making that 

diving bell lighter is the aim of Brain Computer Interfaces (BCIs): to create an alternative 

communication pathway between the brain and an external word circumventing the impaired or 

lost natural functionalities.  

«A BCI provides its user with an alternative method for acting on the world» [2]. It is a computer-

based communication system that translates the brain activity into commands for an external device. 

Brain signals are acquired, analysed and translated into commands to operate an actuator to carry 

out a desired action or task. Since it only uses signals coming from the central nervous system (SNC) 

and not physiological brain peripheral output pathways (nerves and muscles), it differs from other 

assistive devices. BCIs can help people with severe motor disabilities to interact with the enviroment, 

communicate and enhance independence. In general, they can provide improvement of the quality 

of life of neurologically impaired patients suffering from various pathologies such as amyotrophic 

lateral sclerosis (ALS), stroke, brain/spinal cord injury, muscular dystrophy, etc. Other uses are also 

possible such as gaming, entertainment and military applications. 

BCI systems can be classified according to different features. The primary classification revolves 

around the recording device used, distinguishing between invasive – e.g., microelectrode arrays and 

electrocorticography (ECoG) – and non-invasive approaches – commonly using 

electroencephalography (EEG), magnetoencephalography (MEG), as well as functional near 

infrared spectroscopy (fNIRS) and functional magnetic resonance imaging (fMRI). Beyond this 

fundamental distinction, several other characteristics help describe a BCI: 

▪ Synchronous (or cue guided)/Asynchronous (or self-paced) [3]: synchronous BCIs require users 

to adhere to a fixed repetitive scheme for switching between mental tasks. The phenomena to be 

recognized are time-locked to a cue. Asynchronous BCIs allow subjects to voluntarily decide 

when to transition from one mental task to the next. 

▪ Active/Reactive/Passive [4]: active BCIs decode outputs directly from brain activity that users 

actively control, independently of external events. These often rely on asynchronous systems. 

Reactive BCIs derive outputs from brain activity elicited in response to external stimulation, such 

as paradigms based on P300 Event-Related Potentials (ERPs). Passive BCIs do not require 

voluntary user control but are used to monitor implicit information about the user's current state, 

such as emotional state or fatigue levels. 

▪ Exogenous/Endogenous [5]: in exogenous BCIs an external stimulation generates a specific brain 

activity to be decoded, while in endogenous BCIs do not relay on any external stimulation and 

the system recognizes the specific mental states from self-generated brain signal. An example of 

exogenous BCI is SSVEP-based paradigms, where the flickering of a target at a certain rhythm 

induces brain oscillations at the same rhythm, making it detectable. Instead, endogenous BCIs 

can be employed for motor imagery paradigms. 

Like any communication or control system, a BCI consists of input – which includes 

electrophysiological activity from the user –, output – involving device commands –, components 

for translating input to output and a protocol defining the governing communication rules [2]. 

Originally, it was the subject learning to voluntarily regulate their brain activity by means of 

neurofeedback; subsequently, machine learning techniques facilitated the identification of statistical 

brain state signatures during a calibration session. But the most effective modality to create a 

working system is to allow the interaction of the two adaptive controllers, the user and the system 
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[6]. The user needs to establish a good correlation between their intent and the signal features 

utilized by the BCI. Simultaneously, the BCI must accurately and efficiently select, extract and 

translate these features into device commands [2]. The general architecture of a BCI system is 

depicted in Figure 1. 

 

Figure 1: Basic design of any BCI system: brain signals are acquired, processed and translated into 

commands to control an external device. Success depends on the interaction of two adaptive 

controllers – the user and the system (adapted from [2]). 

1.1 Imagined Speech BCI 

Verbal communication is the natural way of human interaction. Various conditions, such as stroke 

and ALS, can result in the loss of speech articulation (anarthria), while preserving language skills 

and cognitive abilities [7]. Speech BCIs have the potential to offer individuals with paralysis a means 

of rapid communication by deciphering neural signals generated during speech-related tasks 

(attempted speech, silent speech, imagined speech, inner speech) into text or sound [8]. Two main 

strategies for decoding speech can be identified: discrete and continuous decoding. Continuous 

speech BCIs aim to predict a spectrogram that can be converted into audible speech, providing a 

more natural and flexible output. In contrast, discrete decoding involves generating output in the 

form of text, words, phonemes, or vowels within a fixed set of possibilities. Continuous decoding 

allows for a broad range of vocabulary sizes, as it can capture the nuances of natural speech. Discrete 

decoding, on the other hand, limits the degrees of freedom, which reduces the ability to scale to 

larger vocabulary sizes but simplifies the prediction process. 

Different speech-related modalities are investigated and tested. Beyond the performed speech 

modality which can be studied only in healthy subjects, the attempted speech modality is also used 

to build BCI systems to restore basic communication in patients who cannot produce intelligible 

speech but can vocalize in the form of grunts and moans. These BCIs have achieved partial 

communication restoration through invasive recording techniques, such as ECoG [9] and the 

recording of spiking activity via intracortical microelectrode arrays [8]. Additionally, other speech 

modalities that do not involve acoustic output have been investigated [10]: 

▪ silent speech (or mimed speech): speakers are directed to mimic the movements involved in 

typical speech production while deliberately preventing the release of audible sound. Silent 
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speech can be assessed through the observation of articulatory gestures using motion-capture 

technology, various imaging methods or by tracking muscle activity through electromyography 

(EMG). 

▪ imagined speech (IS): similar to silent speech but it also involves the inhibition of articulatory 

movements. Subjects are asked to imagine speaking but without moving any body part. In this 

context, imagined speech closely resembles the first-person motor imagery of speaking, wherein 

individuals are encouraged to experience the sensation of speaking rather than mere internal 

dialogue. Since imagined speech occurs without any actual articulatory movements, it 

necessitates examination only at the neural level. 

▪ inner speech: among the different definitions of it, Vygotsky's model [11] characterizes inner 

speech as an internalized thought process focused on abstract meanings. Unlike imagined and 

silent speech, inner speech lacks phonological neural elements and the conversational dynamics 

of external dialogues. Consequently, the study of inner speech, even from a neural perspective, 

poses greater challenges. 

Of particular interest are the last two modalities, which can be executed similarly by both healthy 

individuals and paralyzed patients. This enables an easier transfer of information from healthy 

subjects experiments to the development of rehabilitation and restoration applications [10]. 

However, while performed and attempted speech generate audio signals that can be measured, and 

in silent speech movements can be tracked through motion sensors or EMG electrodes, in contrast, 

imagined and inner speech can only be observed at neural level, without an independent signal 

serving as a ground truth. This lack of a reference signal adds complexity to the challenge of utilizing 

imagined speech for BCIs. Nevertheless, many researchers are addressing this paradigm through 

different techniques for its transferability from healthy subjects to patients. 

Although invasive techniques like ECoG have demonstrated higher classification accuracy in 

decoding imagined speech, EEG, being non-invasive, is the most commonly employed method for 

its investigation. EEG does come with inherent limitations, including lower signal-to-noise ratio 

(SNR) compared to ECoG, the presence of artifacts, and restricted spectral and spatial resolution 

[12]. However, it maintains a good temporal resolution. The primary advantages of this technique 

are its low cost, safety and portability [13], [14]. These advantages can be further enhanced by 

employing a portable setup with a reduced number of channels using dry electrodes [14]. 

1.2  Intent and thesis outline 

This thesis aims to take initial steps towards developing a non-invasive imagined speech (IS) BCI 

using an 8-channel lightweight and portable EEG setup: Mentalab Explore+. Such a system holds 

the potential to facilitate communication restoration for individuals who have lost the ability to 

articulate speech. The ultimate project goal is to create a system capable of decoding four directional 

commands (“UP”, “DOWN”, “LEFT”, “RIGHT”) and one confirmation command (“SELECT”). This 

system would enable communication for controlling a mobile assistive device or a graphical 

interface. To be fully functional and practical, the system must operate in online settings as an 

asynchronous, endogenous, active BCI. 

The first necessary step is to detect whether the user is performing some speech imagination or not. 

This is the objective of this thesis. In order to address the detection problem, limited command 

vocabulary (only “LEFT” and “RIGHT”) is used and to cope with the huge issue of lacking a ground 

truth signal, a cued system (synchronous) is employed. This exploratory research focuses 
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exclusively on healthy subjects, and the paradigm is initially tested in offline settings. Recognizing 

the potential benefits of closing the BCI loop through neurofeedback, an online experiment 

providing feedback to users is then also conducted. 

In Section 2, a general overview of EEG-based BCI systems is followed by an extensive and critical 

analysis of the state-of-the-art of IS BCIs. This analysis is used to define an appropriate taxonomy 

for IS paradigms and establish realistic performance benchmarks. Indeed, the section identifies 

issues in the performance reporting process and proposes strategies for more accurate and fair 

reporting. Section 3 provides the description of the implementation choices made for this work, 

including data collection, paradigm design, signal inspection and classification pipeline 

development. The subsequent three sections describe three consecutive phases of the work. Chapter 

4 presents a pilot study conducted on a single subject. It was a long iterative process aimed at gaining 

confidence with the tools necessary for implementing the BCI system and to address challenges in 

the IS paradigm. Important aspects like the experimental protocol and model architecture are 

explored. Chapter 5 details the main experimental procedure of this thesis, focused on developing a 

model capable of offline IS detection using data from six different healthy subjects. EEG signals are 

examined, and model performance is reported and compared with existing state-of-the-art. In 

chapter 6, it is described the implementation of an online paradigm, which was tested on three 

healthy subjects. During those experiments, IS is detected in real-time by an adaptive model and 

feedback about the predictions is provided to the user to close the BCI loop, facilitating user 

adaptation and simultaneous learning. In the last sections, conclusions about the whole work are 

drawn and the bibliographic references are reported. 

2.  Literature review 

2.1 EEG-based BCI pipeline [12], [14], [15] 

The aim of BCIs is to extract a command from the brain signals to operate a device. The necessary 

signal processing pipeline depends on how the problem is defined and which acquisition technique 

is employed. The aim of this thesis is to develop a discrete IS BCIs based on an EEG recording system. 

Hence this will be the focus of the following review: the next subsections are meant to give an 

introduction about the main methods employed in a pipeline for EEG processing within a discrete 

BCI system. An extensive review can be found in [15]. 

The challenge of a discrete BCI can be framed as a classification problem where a prediction about 

the class of the performed trial should be given starting from the brain signal, in this study, EEG. 

The general structure of a BCI signal processing pipeline is depicted in Figure 2. 

 

Figure 2: EEG-based BCI signal processing pipeline. The EEG is cutted into epochs, pre-processed 

and then features are extracted from it. The most relevant features are selected and used by 

machine learning (ML) algorithms for the final classification providing the output of this block. 

Then it can be translated into commands and be used to operate a device in a BCI system as shown 

in Figure 1.  
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2.1.1 Epoching and pre-processing 

For EEG signal, the pre-processing phase can be crucial to increase the quality of the signal and 

reduce the effect of artifacts due to noise. It can come from various extrinsic sources: the environment 

(e.g. power line noise) or possible experimental artifacts (which can be partly reduced by adopting 

standard operating procedure, but are often not completely removable, such as the signal slow drift 

due to changes in the impedance of electrode contact). Or, the noise source can be intrinsic due to 

biological artifacts such as ocular movements artifacts, eye blinking artifacts, muscular artifacts or 

cardiac artifacts. To cope with these artifacts various algorithms have been proposed and used. They 

can be grouped as: 

▪ Regression methods: the artifact effect on the EEG signal is estimated using the amplitude 

relation of a reference signal such as the ECG or the EOG. 

▪ Blind source separation (BSS) method: the use of these methods is based on the hypothesis that 

the recorded signals are the result of the summation of distinct original signals coming from 

different sources. The term “blind” refers to the fact that, differently from regression methods, 

with these methods the reference signal is not needed.  

Indipendent Component Analysis (ICA) extracts component maximizing their independence. It 

is based on statistical algorithms, uses linear transformations to work and is built on the 

hypothesis that the original signals are statistically independent. The maximal number extracted 

independent component is limited by the number of EEG available channels. It is often used to 

identify and remove eye blinking and heartbeats artifacts.  

Principal Components Analysis (PCA) and Canonical Correlation Analysis (CCA) are other BSS 

methods which are more used to reduce the data dimensionality and to identify specific (noisy) 

patterns (typically at fixed frequencies) in the signal. 

▪ Wavelet Transform (WT) is used for spectral decomposition of the signal. Moving to the time-

frequency domain, it can localize features related to certain frequencies in the time. This method 

is proper to cope with artifact only if their frequency content is very specific and different from 

that of the signal. 

▪ Filtering methods: 

• Frequency filtering: as WT, this method can be useful only if the noise has a specific 

frequency content not overlapped with the EEG. Usually notch filters are used to remove the 

power line noise; high pass filters to remove the effect of slow signal drifts; and low pass to 

limit the frequency content to a range where useful EEG information is present. 

• Adaptive filtering: using a reference signal considered the source of the noise, an estimation 

of its effects on EEG channels is estimated and subtracted to clean the signal from artifacts. 

Similarly, to regression methods, the reference signal is needed. 

• Wiener filtering: based on statistical technique, this method uses a linear time invariant filter 

estimated without the need of a reference signal. Nevertheless, the computation methods can 

make it difficult to use. 

Creating epochs out of the EEG signal is then a needed step for cued BCIs where the prediction is 

based on the EEG signals measured in a fixed time interval. The length of this time window depends 

clearly on the paradigm and stimulation strategies adopted. A common strategy is to use “markers” 

during the EEG recording: the time when a specific stimulus is given to the subjects is saved so it is 
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possible to associate and synchronize it to the EEG signal. Hence, the EEG signal can be cut around 

this time instant to obtain the “epoch” related to the specific stimulus, which typically represents 

the onset cue for the task. This epoching step can be performed after the preprocessing phase, or 

before on the raw EEG. In this second case, the pre-processing steps should be performed directly 

on the cut signal, but it should be considered that some of these methods can have bad performances 

on short time windows or create border artifacts. Hence two solutions are possible: for some of these 

methods (such as ICA), the parameters can be fitted on the whole EEG recording and then applied 

on the single epochs. For other methods, such as frequency filters, epochs can be firstly cut a bit 

broader taking into account the possible border effects, and then, after the pre-processing steps, a 

second crop can be performed to get rid of the excess signal corrupted by border artifacts. 

2.1.2 Feature extraction 

Features can be extracted from the cut epochs in very different ways, according to the characteristic 

behaviour of the brain signal in the specific conditions. The aim is to maximize discriminability 

between epochs belonging to different classes. Before starting with feature engineering, it may be 

useful to inspect data to find where and how EEG is different among classes. 

Although the possible combinations and ways of combining or presenting features are limitless, it 

can be useful to define a taxonomy related to the domain of different feature extraction methods: 

▪ Time domain: some features can just be extracted straight forward from the EEG epochs 

measuring some statistical metrics (such as amplitudes at certain time instants with respect to 

the cue, root mean square along the epoch, variance...). PCA and ICA can also be applied to 

extract information from data, reducing the dimensionality. Autoregressive (AR) models can be 

used to analyse non-stationary signal as EEG: for example, it is possible to tune an AR on the 

EEG and use the coefficient as features for the classification problem. Also other extensions such 

as adaptive AR models with Kalman filter can be used. 

▪ Frequency domain: spectral features can be often useful to discriminate different mental states 

from EEG. Functional bands in EEG show a certain robustness and consistency among people. 

Fast Fourier Transform and Welch’s method can be an option to obtain relevant information 

from the signal in form of spectra. Power associated to specific functional bands can also be 

compared within each other. For example, in [16], the mental state of subjects is predicted by 

using also the feature called engagement defined as: 

 
𝐸 =  

𝛽

𝜇 + ϑ 
 

Equation 1 

(where β, μ and ϑ stand for the power in the relative frequency bands). Nevertheless, since EEG 

is highly non-stationary and changes of the frequency content can be a key information to 

discriminate different classes, time-frequency features can be more effective. 

▪ Time-frequency (TF) domain: the modification in spectral content is fundamental and techniques 

such as Short-Time Fast Fourier Transform (STFFT) and Wavelet Transforms (WT) – continuous 

or discrete – can be used to extract useful features. 

▪ Spatial domain: using the spatial distribution of the signal over the scalp and filtering in the 

spatial domain (i.e., combining the EEG channels) in an optimal way can lead to extract very well 

discriminable features. A commonly used technique is Common Spatial Patterns (CSP), first 

proposed for EEG in [17]. This algorithm creates spatial patterns which maximize the variance 

of the signal for one class, while minimize it for the other one and vice versa. The spatial patterns 
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can then be translated into spatial filters to apply on EEG: from the filtered signals (combination 

of the starting EEG channels), it is possible to extract significative features such as the variance 

(possibly in logarithmic scale) [18]. The expansion to multiclass problem was addressed and 

implemented in [19]. 

This kind of algorithm can be associated to frequency filtering to obtain patterns which also 

consider the spectral component and differentiability in each channel: Common Spatio-Spectral 

Patterns (CSSP) [20]. Also, another strategy proposed by [21] to optimally detect Event-Related 

Desynchronizations/Synchronizations is Filter Bank CSP (FBCSP): a filter bank of band-pass 

filters is firstly applied to EEG signals and then in the second stage CSP algorithm is used to filter 

in the spatial domain. Each pair of band-pass and spatial filter creates a new double-filtered 

signal, containing specific information for the band-passed frequency range. From that signal it 

is then possible to extract features such as the power or other statistical measures (the root mean 

square, the variance...) from each epoch [22]. 

▪ Riemannian geometry domain: lately some studies have used features extracted with 

Riemannian approaches spearheaded by the use of covariance matrices [23]. Spatial covariance 

matrices can synthetically represent information coming from an epoch using the relationship 

between channels. Compact and meaningful representation can be obtained in this way and, 

since they are symmetric positive definite matrices, Riemann geometry can be applied. Also, CSP 

feature extraction algorithms were claimed to be representable in Riemannian geometry [24]. 

2.1.3 Classification 

Finally, the last step needs to provide a classification output when fed with extracted features. To 

reduce the dimensionality and increase the model’s robustness, the most relevant and discriminable 

features are usually selected through correlation-based methods. For classification then classical 

machine learning (ML) algorithms can be used: support vector machine (SVM) with non-linear 

kernel is often achieving better performances but sometimes, other algorithms can be preferred for 

the purpose of explainability (linear models) or to minimize the relevance of hyperparameter tuning 

(regularized linear discriminant analysis – RLDA). Deep learning (DL) approaches have also been 

adopted and appreciated for their ability to directly extract hidden features from the EEG signal 

without the need of a feature engineering process. Nevertheless, two problems are limiting the use 

of DL architectures in this field, especially in the most explorative ones. First, the difficulty to explain 

the predictive process, making them partly suitable for product-oriented application but hardly 

usable for understanding and explaining brain mechanisms. Second, the need of massive datasets, 

which is hard to achieve given the high variability in data, inter- and intra- subject and session. 

2.2 State-of-the-art: EEG-based BCI for imagined speech 

Over the past decade, the IS paradigm has garnered significant attention, with studies exploring 

both continuous and discrete IS BCIs. EEG-based research has predominantly concentrated on 

discrete decoding, addressing the classification of vowels, phonemes and complete words. These 

studies have employed various strategies in their implementation choices, covering experimental 

setup, paradigm, subject instructions, feature extraction and classification models. As a result, 

diverse combinations have emerged, leading to very different final performance outcomes. Table 1 

presents the most relevant EEG-based studies on discrete IS BCI, highlighting their key paradigm 

implementation strategies, including experimental setup, protocol, pre-processing, classification 

techniques and reported performance metrics. A more comprehensive overview, encompassing 

additional studies, can be found in Appendix A. 
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Table 1: State-of-the-art review (for a complete overview see Table A1 in appendix A) 

Ref. Set-up Protocol Pipeline Performance 

[18] Clinical data 

quality. 

64 channels.  

Sampling rate: 

1000Hz. 

Subjects imagine speaking 12 given 

English words without moving 

articulators or making sound. A 13th 

“Rest” class serves as a control. Each 

block includes randomized trials for 

each word and the “Rest” class. 

Trials consist of a 2s audio 

instruction, a randomized 0.8-1.2s 

fixation, and a 2s imagination 

period, repeated 4 times. A 3s 

relaxation follows each block.  

7 subjects participated in 22 blocks, 

totalling 88 repetitions per word. 

The signal undergoes 

band-pass filtering (0.5-

40Hz) and is segmented 

into 2s epochs from each 

trial's start. Binary 

classification of “Rest” vs 

“Imagine” epochs, keeping 

the dataset balanced, 

utilizes spatio-frequency 

features based on CSP. 

Input features for the 

classifier include 

logarithmic variances of 

the first and last three CSP 

components. Classification 

employs a SVM classifier. 

Reported performances are the average 

accuracy obtained from a 10-fold cross-

validation procedure. Hyperparameter 

tuning process of the SVM is not clearly 

explained. 

In IS detection (binary classification 

performed 12 times, one per each word 

vs “Rest” condition, chance level: 50%) 

the reported average accuracy along all 

the 12 words is 80.7%.  

In multi-class classification problem, 

considering all the 13 classes (chance 

level: 7.7%), they achieve an accuracy 

of 40%. 

 

[25] They use the 

public dataset 

by [26]. 

Ag-AgCl cup 

electrodes. 

6 channels.  

Sampling rate: 

1024Hz. 

They use the public dataset by [26]. 

IS of 6 Spanish words (“up”, 

“Down”, “Left”, “Right”, 

“Forward”, “Backward”) and 

vowels. The word to be imagined is 

played as an audio and shown on 

the screen. Then the subjects 

imagine that word in 

correspondence of an audio “beep” 

reproduced 3 times within a 

window of 4s. 4s rest is then 

allowed. 

15 subjects. 40 IS trials per word. 

Only 0.5s of the 4s 

available are used. 

Different strategies are 

tried, in particular a 

Convolutional Neural 

Network (CNN) taking as 

input raw EEG data 

achieves best classification 

performances. 

A nested cross-validation procedure is 

used to tune hyperparameters of the 

architecture and then report 

performances in a robust way.  

The achieved accuracy in binary 

classification between each word pair 

(50% chance level) is 66%. 

[27] Clinical 

quality 

experiment.  

65 channels.  

Sampling rate: 

1000 Hz. 

Inner-speech task of six Japanese 

words: “Up”, “Down”, “Left”, 

“Right”, “Forward”, “Backward”. 

The word is shown on the screen for 

4s, then it is substituted by a fixation 

point for a second. As it disappears 

the subjects imagine saying the 

word, repeating it for 4s. 

16 subjects. 10 trials per word (40s 

recording per word). 

Signals are band-pass (1-

120Hz) and notch filtered. 

ICA is used to remove eye 

blinks and CCA to reduce 

EMG sources of noise. 

The time window to be 

used for creating epochs is 

the whole 4s repeating 

period. 

Power spectral density is 

computed (using Welch 

method) per each channel 

and the powers in 12 

frequency bands (10Hz 

wide, non-overlapping) 

are then extracted. The 

12x65 powers are fed into a 

SVM to classify the epochs 

to the specific word. 

 

 

Reported performance of the model are 

obtained using a 20-fold cross-

validation scheme.  

Hyperparameter tuning process of the 

SVM is not clearly explained.  

The obtained accuracy for the multi-

class classification problem (chance 

level: 16.6%) is very high: 83% using all 

electrodes available, 81% and 75% 

using only specific subsets of 

electrodes corresponding to pre-frontal 

cortex and frontal pole. The relevance 

of frontal electrodes and high gamma 

frequency bands in the decoder, make 

the authors speculate that “the high 

accuracies in the tasks were caused not 

only by EEG components but also by 

EMG artifacts”. 
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2.2.1 Paradigm taxonomy 

Experimental protocols are composed of common consecutive phases which can have different 

modalities and durations. Firstly, it is essential to determine the speech modality to be used among 

those identified in section 1. In this case, it is IS. The main experimental protocol phases are: 

1. instruction – the presentation of the word to imagine. In multimodality experiments, this phase 

is also used to communicate which speech modality should be used to perform the task; 

2. preparation – a preparatory period when the subject waits for the task to begin; 

3. go-cue – indication that the subject should start the task; 

4. imagination phase; 

5. resting time. 

Preparation and resting time can be very useful to increase the quality of data and minimize the 

presence of artifacts due to movements and eye blinking during imagination periods. Nevertheless, 

considering the same number of IS trials, the total experiment time would increase if adopted. 

For the instruction about the prompt to be imagined, different modalities can be used: 

▪ audio: the instruction is given through an audio recording of the word [18], [28]–[30]. In this case 

the auditory cortex is elicited, potentially influencing the activation of the brain also during the 

following imagination period [29]. 

▪ visual:  

• the written prompt is shown on the screen [27], [31], [32]. This type of instruction could 

cause a certain fatigue due to the accommodation process that the eye needs to perform 

to read prompts of different lengths. So, it might be uncomfortable for protocols with 

many different instructions and high number of repetitions. 

• symbols are used, in particular with arrows or oriented triangles, to define the word to 

be imagined [33], [34]. 

• questions with a closed answer [34]. 

▪ combined audio and visual instruction about the word can be presented at the same moment 

[26], [35]. 

Cueing for the imagination onset is probably the most critical part. Indeed, it is the only source of 

information available to define the performing period, the ground truth. Since no visible and 

measurable behaviour (i.e. movement) should happen during IS paradigm, it is fundamental that 

the subjects perfectly understand when they should start the imagination phase and try to be as 

consistent as they can to the cue. In some cases, the go-cue is merged with the instruction: the subject 

may be asked to perform the imagination just after the instruction phase finishes. The modalities 

used to give the go-cue are: 

▪ audio: 

• a “beep” sound is giving the cue for imagination onset [26]. 

• the subject starts the imagination phase as the acoustic instruction finishes [28]. 

▪ visual: 



MSc Thesis F. Cavallini 

 

11 

• appearing/disappearing of figures different than those used for instruction; those can be 

a fixation point [27] or cross [18], [30]. 

• color changing of a fixation dot: [33] uses it to indicate the end of the imagination period. 

• the subject starts the imagination phase as the visual instruction (written word or symbol) 

disappears from the screen [31]–[33], [35]. 

▪ rhythm completion: the subjects attend a series of acoustic stimuli (“beep” sounds) with a fixed 

rhythm; after the last stimulus is given, the subjects have to start the imagination phase at the 

moment when the subsequent “beep” would happen [29], [34]. This method tries to remove the 

presence of a potential response evoked by a sensorial stimulus used as cue (auditorial or visual). 

Finally, when designing the imagination phase, a crucial consideration is whether subjects should 

imagine saying the prompt only once at each cue, with the possibility to use one instruction followed 

by multiple single-repetition go-cues to optimize acquisition time [18], [26], [29], [30], [36], [37]. Or, 

alternatively, subjects can be instructed to continuously repeat the prompt for a longer time [27], 

[28], [31]–[35]. Employing continuous repetition is beneficial to have a coherent period during which 

the activity remains consistent, aiding in understanding the ongoing brain activation. However, to 

detect a single event it is needed to use a protocol where the subject is instructed to imagine speaking 

the word at a specific time, only once. In this case, one should keep in mind that the brain activity 

will consist of both the IS activity and the sensorial response to the go-cue. On the other hand, in a 

continuous repetition protocol, the cue effect is present only at the beginning and not throughout 

the entire imagination period. With single word imagination strategy, it’s important to note that the 

time required for all the preparatory steps (preparation, instruction and rest) is allocated for a short 

imagination time: just the time needed for one single trial. To optimize recording sessions, one 

possibility is to have more cues following the same instruction: the subject performs IS repetitively, 

according to a bunch of repetitive cues. This approach reduces the overall time spent for instructions 

while still enabling single-word imagination [18], [26], [30].  

2.2.2  Accuracy and performance reporting pitfalls 

The accuracy of a classification method is critical in determining the performance and reliability of 

a BCI system [38]. Discrete IS BCI studies use to report their performance in terms of achieved 

classification accuracy. Since not many data samples are available, it is common to report a cross-

validated accuracy score: to guarantee the robustness of the reported values, accuracy is computed 

on k-fold splits by dividing data into a train and a test set for k different times. Then, the k scores 

are averaged and reported. Given the different number of classes in different studies, it is important 

to consider the proper chance level to judge the achieved performance.  

A fair comparison of different protocols and classification methods is very hard to accomplish due 

to all the differences among the paradigms (different chance levels, different devices used, different 

prompts which the subjects are asked to imagine speaking, difference in the modality and the timing 

of instruction and cuing). Moreover, some issues biasing the reported performances have been 

identified: the cross-validation (CV) methods to tune hyperparameters of the models can cause an 

inflation of the reported performances whether one does not pay attention enough at avoiding 

information leakage between training and testing data sets. In [39] it has been shown that in 

classification models based on a SVM classifier, the tuning process of the hyperparameters should 

not be performed with the same CV procedure used to report model accuracy. Instead, a nested CV 

is needed to guarantee generalizable and robust results. Classification accuracy of the same SVM 
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classifier on BCI data can increase from 63% to 76% if a non-nested CV is used to tune 

hyperparameters and report performance [39]. The same was also proven with neural network 

classifiers, where the increase was proven from 60% to 90% [38]. It can be found also in this aspect 

the reason for such a wide range of the reported accuracies in literature, spanning – even for the 

same public dataset – from values just over chance level to highly accurate models. Also in IS BCI 

studies, the hyperparameter tuning process is not always performed through a nested CV, resulting 

into not completely reliable reported accuracy. Among the analysed studies some of them use 

models where hyperparameter tuning is not requested because they are estimated in a Bayesian 

framework (e.g., RLDA [30]). Only [25] reported the use of a nested CV to optimize the neural 

network architecture and to report the achieved performances (66% in binary classification). The 

biggest part of the other analysed studies is not clearly explaining the hyperparameter choice, or 

they declare to use non-nested CV procedure to optimize them and report the model performance. 

Those accuracy results may be inflated and not generalizable. 

The main limitation for applying nested CV is surely the high computational cost which increases 

drastically with the number of splits used and hyperparameter combination investigated. A 

heuristic strategy to avoid data leakage is to use reasonable parameters without tuning them to 

achieve better results as performed in [36]. Suboptimal models would be created in this way, but the 

obtained perfomances are more reliable.  

The second critical aspect in performance reporting was identified in [40]: it is fundamental to deal 

with the high temporal non-stationarity of EEG signal to ensure that the observed discriminability 

of data is not mistakenly attributed to the mental state when it may actually be influenced by time-

related features. EEG has relevant similarity (resulting in high correlation) between signal segments 

close in the time to each other. When classifying EEG segments into different states, it’s crucial to 

consider this, particularly in experimental protocols where multiple segments for the same class are 

obtained from adjacent time windows. Indeed, in [40] this aspect was investigated for a passive BCI 

aimed at distinguishing the mental states. In that case, under specific conditions, the use of a random 

splitting strategy to create train/test sets inflated the classification accuracy by 25%. A possible 

strategy to cope with this problem is to use block-wise splitting strategies, where EEG segments 

coming from the same block (same time period) and belonging to the same class are kept together 

in the same split, either in the train or in test set. In this way, the information related to the time 

proximity of two consecutive time intervals cannot be used to classify the EEG epoch in the correct 

class, but only the task-related features will be exploited by the model. 

[41] applied a similar analysis to an active BCI paradigm developed by [42] where they analysed the 

brain response evoked by images shown to healthy subjects. They claim and show that high 

performances reached by [42] are mainly coming from the employed block design where all stimuli 

of a given class are presented together, in the same time period; instead, the model fails with a rapid-

event design, where stimuli of different classes are randomly intermixed and do not share temporal 

proximity features. «The block design leads to classification of arbitrary brain states based on block-

level temporal correlations that tend to exist in all EEG data, rather than stimulus-related activity» 

[41]. This same problem may be also present in an IS discrete BCI whether the protocol does not 

contemplate randomization of the instruction order as in [32] or if the protocol employs multiple 

repetitions following the same instruction as in [18], [30]. For sure randomization of the instruction 

order is fundamental for a fairer evaluation of the classification performances. Moreover, when 

performing k-fold CV for model evaluation, paradigms where more repetitions are performed 

would require an instruction-wise data splitting strategy keeping all the adjacent repetitions 
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together, in the same split. Without this attention, it can be expected to achieve better classification 

performance which are partly based on the time-related signal characteristics shared by closer 

epochs. This is also shown in [28]: IS detection accuracy (imagination period vs resting period; 

chance level: 50%) goes from 96% to 58% when inter-class time distance and intra-class time distance 

(i.e. the time distance between epochs belonging to different classes and to the same class) are 

respectively different or equal. When they are different, the model can exploit temporal features for 

the classification, resulting in very good performance: indeed those temporal features are strong and 

shared by all the epochs belonging to the same class. Instead, if the epochs of both the classes are 

uniformly coming from the same period of time, the only features to use for the model’s decision 

are related to IS, making the classification more difficult and the accuracy drop. 

3.  Methodology 

3.1 EEG collection 

3.1.1 Instrumentation 

All data in this thesis are recorded with Mentalab systems. For the pilot study the device Explore 

was used; for the other experiments the more recent version, Explore+ was employed [43]. Both 

versions share most of the core features; the more recent version simply ensures a more stable and 

higher-quality signal. Mentalab Explore+ is an 8-channel research-grade EEG recording device. It 

has 9 electrodes: one of them is used as ground for electrical recording of the other 8 channels. It is 

also equipped with motion sensor, recording 9 signals (3 orthonormal linear accelerations, 3 angular 

accelerations and 3 angular orientations). It is provided with Bluetooth communication which 

streams the signal to a receiver up to 10m. 

For the ground reference, a wet sticker electrode on cleaned hair-free skin area (the forehead) is used 

to guarantee a clean and stable signal. For the others, it was chosen to use conductive polymeric 

electrodes and, to further increase the quality of the signal, a little amount of conductive gel is 

applied. The set-up is not dry, but due to the use of only 8 channels and a minimal amount of gel on 

electrodes, it is quicker to prepare and less bothersome for the subjects. Thanks to its Bluetooth 

connectivity, Mentalab Explore+ is a completely portable EEG amplifier. The light weight and the 

absence of cables connected to the laptop improves the subject’s comfort. 

Sample frequency is set to 500Hz. 

3.1.2 Electrode positioning 

Since the device only allows for 8 EEG channels, the implementation choice about the channel 

positioning is critical and needs to be optimized. A functional overview of the brain areas more 

involved in speech and IS activity is surely needed to identify the optimal locations for electrodes. 

Nevertheless, the translation from brain areas to scalp EEG channel position is not so straight 

forward, hence an analysis of the most important EEG channels is needed to identify the best 

channels to detect IS. An analysis of the classification performances in literature was carried on to 

find the pool of electrode positions which may better fit the problem. The final selection of positions 

is influenced by this analysis and the signal optimization procedures. In some cases, it may be 

challenging to obtain a clean EEG signal due to the cap/head shape, and the available EEG cap is 

one size only. It's not guaranteed that all positions can be easily optimized, as the cap's adherence to 

the head may vary in different scalp regions. As a result, certain positions that provided good signal 
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quality with the used cap were chosen, even if the initial analysis had suggested the use of slightly 

different positions. 

Clinical neurology identifies the main speech-related brain areas on the left hemisphere in most of 

the people: the dominance of the left hemisphere is indeed present almost in the totality of right-

handed population (95-99%) and in above 70% of left-handed population [44]. The first 

investigations about speech related areas come, as often happened in neurology, from the analysis 

of pathological conditions: lesions in specific left brain areas causing aphasia in patients, suggested 

to Paul Broca and Gustave Dax left lateralization of language functioning [45]. Lateralization was 

also extended to language comprehension by Wernicke who found that a lesion in the left temporal 

lobe could be associated to language comprehension deficit [46], [47]. 

Considering the Brodmann brain areas division, for the highest conceptualization functional layers 

of speech, the cortex areas mainly involved in speech production are found to be [48]: 

▪ «Area 4 (primary motor cortex): control of the larynx and the tongue. Perception of sounds in 

which the tongue is predominantly involved (in collaboration with area 6). 

▪ Area 44/46: articulation of sounds and their assembly into syllables. 

▪ Area 45/44 (also known as Broca's area): elaboration of syntactic relations between words. 

▪ Area 47/45: processing of semantic relations between words. 

▪ Areas 9, 8, and 46: comprehension and production of sentences. 

▪ Areas 1, 2, and 3 (lower parts): perception and production of speech sounds. 

▪ Supramarginal and Angular gyri: analysis of meaning (animate or inanimate gender nouns), 

syllabic analysis of words, word formation. 

▪ Areas 41/42 (primary auditory) and area 22 (also known as Wernicke’s area, secondary auditory, 

connected to Broca’s area through the Arcuate fasciculus): elaboration and categorization of 

sounds. Association of a sequence of sounds to a concept. 

▪ Area 21: retrieval of information related to syntactic properties of words that will be processed 

by area 45/44 of the frontal lobe. 

▪ Superior planum temporale (Sylvian parietal-temporal area): it transforms auditory input into 

motor input; conjunction of information from and to the auditory area; laryngeal control». [48] 

However, IS cannot be simply described as speech without the motor components [49]. There are 

two main hypotheses about the similarity of neural correlates of overt and imagined speech: either 

they are considered to share the main neural processes and activations [50] or they are claimed to be 

completely separated activities [51]. In the middle a third hypothesis was proposed by [52]: overt 

and imagined speech neural activities are similar at lexical level, while differ at phonological levels. 

In general, it is hard to have an agreed model for IS, also considering the difficulty to define it in a 

coherent and consistent way, and for the lack of behavioural and measurable independent metrics. 

Studies about the similarities and differences between overt and imagined speech investigate these 

hypotheses, trying to find the main streams of information happening in the brain for IS. The 

recording modality used for these kinds of studies are mainly MRI [49] and ECoG [29]. Anyways, 

the passage from MRI brain voxels to the scalp position is not that immediate. Instead, on the other 

side, the passage from ECoG to EEG may be more straightforward; however, different sources of 
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noise and signal quality may be misleading. Hence, to identify the most informative EEG channel 

locations, one should be mainly driven by the EEG analysis directly. 

ECoG analysis by [29] has shown that during inner speech the activation in the right hemisphere is 

more focused in specific areas, while in the left one it is more diffused. It looks like the right 

hemisphere only has some specific areas related to IS, i.e. the sensory-motor areas and the auditory 

cortex, while in the left hemisphere the activated areas are more broad. They analysed two different 

modalities of imagination: subjects were asked to imagine themselves speaking a specific word, or 

to imagine listening to it. The most activated regions result the fronto-parietal sensorimotor ones 

showing a similar behaviour as the one found in [53] via MRI. The most activated regions in the 

right hemisphere results those related to sensory tasks, the auditive cortex, as if a sensory predicted 

copy would be created as an expectation by the forward models in the brain. Hence, the role of the 

auditory (temporal) cortex is relevant on both hemispheres. 

Some studies used full-scalp EEG to identify the electrode positions which are more relevant for 

decoding IS. Topographical maps of variance or correlation with the target on the scalp are often 

used, as well as channel ranking based on the discriminability of different classes. Pearson 

correlation with classification targets is used in [35] to rank the extracted features and the respective 

EEG channels (from a 64-channel pool, standard 10-20 placement system). The most relevant 

electrodes are found in central locations (FC6, C5, C3, CP1, C4), in the temporal locations (T7 on the 

left and FT8 on the right), around the auditory cortex (CP3, CP5). Hence, similarly to [29], they have 

found a strong lateralization to the left hemisphere (7 out of the 10 best electrodes are on the left 

hemisphere) where the best electrodes are quite spread out. On the right hemisphere instead the 

most informative locations are localized in the auditory cortex. Notice that in this work the 

instruction about the prompt to be later imagined is given both with a text stimulus and with an 

auditory utterance. 

In [18], classification was performed by using only selected subsets of electrodes and the accuracies 

compared to the full-scalp set-up. As a result, they have shown no significative difference between 

perfomances using all 64 electrodes or only the cortical group of the 10 left-sided electrodes covering 

Broca's and Wernicke's area or of the 10 symmetric electrodes covering the auditory cortexes. Also 

here, the lateralization is shown to be relevant, as well as the importance of the auditory cortices on 

both hemispheres. To be exhaustive, here's the two used subset of electrodes performing not worse 

than the whole scalp: 

▪ Broca's and Wernicke's areas: AF3, F3, F5, FC3, FC5, T7, C5, TP7, CP5, P5. 

▪ Auditory cortex: FT7, FT8, FT9, FT10, T7, T8, TP7, TP8, TP9, TP10. 

Finally in this paper, they also performed single electrode IS detection achieving accuracy higher 

than chance level. The results are shown in topomaps where one can identify the electrodes 

performing best, and supposedly providing more information: on the left hemisphere the best 

electrodes are FT9, FT7, F7, FC5, while on the right hemisphere FT10. Also in this study, the 

instruction about the word to be imagined is auditive so the activity of the auditory cortex may come 

from an extension of the sensorial perception, possibly representing a later-stage activity in the 

auditory cortex. Nevertheless, [37] shown that by imagining to pronounce a word (without hearing 

it), the subject internally hears it. This could partly explain the relevance of the auditory cortices in 

IS decoding. 
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For the current study with Mentalab Explore+, 8 electrodes and the ground position had to be 

chosen. A left-sided dominance seems the best choice to maximize the IS related information. 

Nevertheless, the relevance of the two-sided auditory cortices also should not be neglected. The final 

choice is to have three electrodes on the right hemisphere covering auditory cortex (including the 

channel FT10, one of the most relevant in [18]) and five on the left. Three left channels are covering 

the auditory cortex symmetrically to the right side and additionally the last two channels are 

employed for IS related areas in the frontal cortex, in this way they could get signal from Broca's and 

related areas. Posterior location, more related to Wernicke’s area, are a bit neglected due to the small 

number of channels, although some activity from those centres may be recorded through the 

electrodes covering the posterior part of left auditory cortex.  

The selected electrodes are:  

▪ right hemisphere: auditory cortex: TP8, T8, FT10. 

▪ left hemisphere: auditory cortex: TP7, T7, FT9; frontal cortex: FC5, F7. 

Nevertheless, the channels T7, T8 (just above the ears) and F7 resulted difficult to be optimized to 

get good signal quality during experimental sessions. This is probably due to the shape of the cap 

which is not able to guarantee enough pressure over the scalp in those locations which are at the 

extremities of it. Hence, their positions were slightly changed respectively into: C5, C6, F5. 

For the ground, the position Fpz was chosen: it is a hair-free location so the use of a sticker electrode 

is possible and could guarantee a reliable and stable signal which is fundamental have clean 

measurments from all other sensors. The final EEG montage implemented during the experiments 

is shown in Figure 3.  

 

Figure 3: Final electrode position choice. The ground channel (Fpz) is encircled in blue, the other 

eight channel position in red.  

3.2 Experimental paradigms 

As it has been reviewed in the state-of-the-art analysis, there are different possible implementation 

choices about the experimental paradigm to use. At first, the kind of imagination should be 

addressed. In all the experimental sessions the subjects are instructed to perform IS by imagining 
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saying the words as if they were pronouncing it without moving any articulator. It is specified that 

the imagination process should not be about imagining hearing or reading the word in their minds, 

but to imagine pronouncing it.  

Since the focus of this study is about detection, the vocabulary of words to be imagined is very 

reduced and a control resting class is also considered. The selected prompts to be imagined are the 

English words “LEFT” and “RIGHT”. For the control task, it was chosen to give to subjects the same 

sensorial stimulation as it is given in the IS tasks. This is needed to avoid that the classification is 

based on evoked reaction to visual stimulus more than on the actual processes of speech 

imagination. The control task will be addressed as “NONE”. 

For each cue, the subjects are requested to perform only one single repetition of the IS task, they are 

not requested to continuously repeat the word. The single-repetition modality is selected to work in 

a condition more similar to the natural way of communicating. 

Two different paradigms were implemented and compared along the pilot study. The previous 

characteristics are common to both, but they differ in the way the instruction about the word to be 

imagined and the go-cue are given. In particular, the aim is to identify how imagination strategy can 

vary according to the used paradigm and how the onset timing changes. In IS, the lack of a 

measurable ground-truth is a big challenge and the different strategies can optimize the adherence 

of the subject perfomances to the desired behaviour. Giving the cue in a way that the subjects can 

start their imagination phase exactly at the precise time at every trial is fundamental and these two 

paradigms are designed to investigate this aspect. 

3.2.1 Color-changing cues 

The first implemented paradigm is more like those present in literature, in particular it is inspired 

by [18], [30] and [33]. It is divided into blocks, each of them lasting few minutes. In each block a 

certain number of trials is performed. The number of blocks and trials depends on the specific 

experiment and will be referred when each of them will be explained. However, the trial is the 

building block of this paradigm and it is always the same. Each trial is associated to one task 

(“LEFT”, “RIGHT” or “NONE”) and the order used to present different classes within a block is 

randomized.  

A white fixation cross is shown on the screen for the whole duration of a trial untill the final resting 

phase. The trial starts with the instruction about the task to be performed, it is shown on the screen 

for 2s. The instruction is composed of a triangle oriented to the left or to the right for the two 

imagination tasks (“LEFT” or “RIGHT”); the triangle is surrounding the fixation cross and after 2s 

disappears. For the “NONE” task, only the fixation cross is shown. 

Then, three repetitions in a row for the same task (previously instructed) are cued: each repetition is 

composed of a preparation period of 1.5s (with a random variability of ±0.2s) where the white fixation 

cross is shown. Each preparation period is followed by a performance period of 2s where the fixation 

cross has turned green. As soon as the fixation cross turns from white to green, the subjects imagine 

saying the word previously instructed. If the subject was instructed for the “NONE” task, no 

particular activity should be performed but the cross changes color anyways. Then, the preparation 

period of the subsequent repetition follows, indicated by the cross turning white again. After the 

three repetitions, an ending period of 1.5s (with a random variability of ±0.2s) is indicated by the white 

fixation cross.  
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Finally, the trial is over: the fixation cross disappears and the screen turns black for 1.5s (with a 

random variability of ±0.2s) for the resting period. Then a new instruction is shown, as a new trial 

begins. This paradigm is shown in Figure 4. 

The ending period avoids the apparition of a strong ERP after the last repetition. By using it, it is 

guaranteed that also the conclusion of third repetition will not be different from that of the other 

two.  

In this paradigm, subjects are asked to minimize the blinking during the periods where the cross is 

green (performance period) and in general to try to exploit the resting period to blink if needed. 

 

Figure 4: Color-changing cues paradigm. One trial is composed of three consecutive singularly cued 

repetitions of the same word. The subject should imagine saying the word when the fixation cross 

turns green (as depicted by the thought bubbles). All the phases have a specific duration. 

3.2.2 Online feedback 

Based on the same color-changing cues paradigm, also some experiments with real-time feedback are 

implemented. The main structure is the same but a trained IS detector is available. This detector is 

able to process the live streaming EEG from the recording device and give a prediction about each 

repetition, whether a word was imagined or not. During the resting period, the model computes the 

three predictions (one per repetition). Their correctness is later shown on the screen: “OK” feedback 

is given whether the model was able to correctly detect the presence (or the absence) of IS in the 

corresponding repetition, “X” feedback if the model prediction is wrong. The timing of each phase 

is shown in Figure 5. The only differences with the previous paradigm are the presence of the 

feedback phase and that the resting period can be longer to allow the model to compute the prediction. 

Indeed, if, due to computational burden, more time is needed, the resting period is further elongated. 

 

Figure 5: Online feedback paradigm. The resting period is elongated to allow the model to perform 

the necessary processing to predict. Then visual feedback about the ability of the model to 
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correctly classify the trial as “IMAGINE” or “NONE” is given. The feedback information whether 

the prediction was correct or not. In this case the first repetition was not consistent with the 

training set (represented in italic) and the model was not able to correctly predict it: hence an “X” 

feedback is given. 

3.2.3 Sliding cues 

The sliding cues paradigm is implemented to help the subject to be more consistent about the 

imagination timing onset. The instruction and the cue are given together, always in form of oriented 

triangle (“LEFT” and “RIGHT”) or absence of triangle (“NONE”) surrounding a cross.  

Again, this paradigm is divided into blocks composed of a number of trials. Each trial is just a single 

repetition of the word to be imagined. The cues (represented by smaller white crosses) slide with a 

slow constant velocity along the screen to minimize the possible ERP due to abrupt changes in the 

field of view or unexpected accelerations. A thicker white fixation cross is shown in the middle of 

the screen. During the whole block, the subjects are asked to keep the gaze to the center of it. From 

the right side a continuous stream of smaller white crosses slides. Some of them are surrounded by 

a grey oriented triangle associated to the relative imagination task, other ones are not and are instead 

associated to the “NONE” task. The subjects are supposed to start performing the instructed task in 

the exact moment when the sliding cross overlaps with the fixation cross. In case of “NONE”, the 

subjects should just go on fixating the central cross. In Figure 6a and Figure 6b two subsequent 

phases of the same block are shown. In Figure 6a the subject is waiting for the first cue of the block 

which will be for a “RIGHT” trial. In Figure 6b the subject has just finished the task “LEFT” and is 

waiting for the next cue, with a “NONE” instruction. Each cue is equally spaced from the previous 

and the subsequent, with a 4s inter-trial interval. The distance between two cues (sliding crosses) is 

240 pixels, resulting in a sliding velocity of 80pixel/s. 

Of course, with this paradigm there is no specific distinction between instruction, preparation and 

imagination time; but on the other side, the possibility to see the cue coming allows the subjects to 

be more precise about the onset of the imagination performance. About blinking, the subjects are 

generally instructed to minimize it during the blocks, but no specific moments within the single 

blocks could be indicated as more appropriate. 

a) 
 

b) 
 

Figure 6: Sliding cues paradigm. In a) the block has just started and the subjects is waiting for the 

first cue (“RIGHT”) to slide over the fixation white central cross. In b) a “RIGHT” task has just 

passed and the next one will be a “NONE” cue. 

Note that the main focus of this study is about IS detection, hence for most of the next analyses, data 

related to the two classes “RIGHT” and “LEFT” will be often put together in the class called 

“IMAGINE”. 
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3.3 Data inspection 

3.3.1 ICA for eye blinking detection 

Artifacts due to eye blinking were identified and managed differently according to the specific 

paradigm. Artifact correction was never applied; instead, when the issue is addressed, epochs 

rejection strategy is preferred for its simplicity. Identification of these artifacts is anyways crucial.  

Although eye blinks can be easily identified by visual inspection of the EEG signal, an automatic 

method is needed. One way would be simply setting a threshold on the min-max range spanned by 

EEG voltage signal within an epoch. This could be enough to identity the presence of an eye-blinking 

artifact. The optimal threshold could be optimized in each session and for example in figure Figure 

7a a good value to identify an eye-blinking artifact could be 170μV. Nevertheless, this method does 

not allow to be sure that the origin of such a big span in voltage measurement comes from an eye 

blink or another artifact. Instead, ICA is applied: by visually analysing independent components 

over a short fraction of the measurement it is possible to identify which indipendent component is 

related eye blinking (e.g. in Figure 7b it is the third component ICA002). It is then possible to define 

a threshold to apply only on that component to identify the presence of an artifact due to eye 

blinking. As it can be seen from the image, that one is the only component receiving information 

from the signal source related to eye blinking. Hence, by applying a threshold on the min-max range 

spanned by that independent component during an epoch, it is easy to define whether the analysed 

epoch is corrupted by eye blink or not. This is the method used to identify corrupted epochs, and 

the threshold tuning is manually performed on each session. 

 

Figure 7: ICA decomposition for eye blink detection. In a) the 8 EEG channels are represented 

(μV). The same time window is also shown in b), where the 8 independent components are shown. 

In this time window there are two eye blinks (around 1025s and 1028s). In b) they are visible on all 

the channels, while in a) it is clear that all the contribute is focused in component ICA002. 

3.3.2 ERP visualization 

Event related potentials (ERPs) are stereotyped electrophysiological response of the brain to a 

stimulus. They consist of a phase- and time-locked sequence of positive and negative signal 

deflections happening at specific times with respect to the instant of the stimulus. This kind of 

response can be evoked by specific visual stimuli and exploited to build reactive BCIs as originally 
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proposed in [54]. In IS paradigms, ERPs have not been exploited to discriminate different classes: 

indeed, they are usually exploited to analyse sensorial brain responses in exogenous BCIs.  

In this study, ERPs are visualized and analysed with respect to the go-cue. It is investigated how 

their timing changes by changing the way to present the cue. Discriminability between ERP of 

different classes is also investigated. 

Since ERPs are highly stereotyped signals, time- and phase- locked, a typical strategy to represent 

them is to perform time alignment of signal windows with the same length. Time 0 is usually set 

when the cue is given. Once the time windows are aligned, the average per each time point along 

the number of available signal windows is computed. So, a final signal, of the same duration as the 

initial ones is obtained. Only oscillations consistent along the blocks in terms of time distance from 

the cue and sign are finally visible. Indeed, all the non-consistent oscillations are reduced and 

considered noise. Averaging multiple aligned time windows increases the visibility of the consistent 

signals by increasing the SNR by √𝑁 where N is the number of trials averaged. 

In the current study, ERPs are visualized on each channel, class-wise. Raw signal is band-pass 

filtered (0.5-5Hz), and epochs are cut around the time when the go-cue is presented with a baseline 

correction. To highlight some signal features that will be later discussed, starting time of the time 

window (always 2s long) changes according to the analysed paradigm: for sliding cues paradigm the 

considered time window is from 1s before the cue, up to 1s after the cue (-1s – 1s), while for color-

changing cues paradigm, the analysed time window is composed of the 2s after the go-cue. The 

baseline is composed of the first 0.5s considered. To perform this analysis, epochs containing eye 

blinking artifacts were dropped. 

To further improve SNR and find the most relevant characteristic of the ERPs, instead of computing 

the time-locked average, it is possible to apply Singular Values Decomposition (SVD) on the EEG 

filtered epochs [55]. SVD is applied on the matrix composed by the concatenated epochs, resulting 

into the dimension 𝑁𝑡𝑖𝑚𝑒 × 𝑁𝑡𝑟𝑖𝑎𝑙𝑠, where 𝑁𝑡𝑖𝑚𝑒 is the number of time samples available in each 

epoch, and 𝑁𝑡𝑟𝑖𝑎𝑙𝑠 the number of available epochs. This procedure is used to find relevant signal 

patterns; then, based on the most explicative components, it is possible to reconstruct the signal and 

visualize the identified characteristics. In this study, only the first component was used to 

reconstruct the signal, because in all analysed cases the first resulting eigenvalue is at least the 

double of the second, meaning that its relevance is the double of the second one. SVD is applied on 

the same time windows described before. 

3.3.3  TF analysis 

Numerous biological systems display rhythmic patterns and temporal dynamics. These temporal 

structures in signals can be revealed and quantified using techniques like fast Fourier transform 

(FFT) and other spectral analysis methods. However, it’s important to note that FFT operates under 

the assumption of signal stationarity, implying that spectral and other features of the signal are 

expected to remain constant over time. While FFT provides a perfect representation of a signal, 

irrespective of its temporal dynamics, its power spectrum is readily interpretable only for signals 

that exhibit stationarity. When non stationarities are present – as in EEG – the power spectrum 

becomes blurred, and the relevant information is often encoded in the phase spectrum, making it 

challenging for visual interpretation. To address these non-stationarities in signals, time-frequency 

(TF) analyses come into play. In these analyses, the power spectrum is computed over short time 

windows, recognizing that the signal is approximately stationary within these smaller, sliding time 

intervals. In EEG, this assumption typically entails using time windows spanning a few hundred 
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milliseconds. This approach allows to capture and understand the dynamic changes in signals 

coming from the brain [56]. 

For TF analysis and for the next section about TF classification, only two classes are considered: 

“IMAGINE” and “NONE”. If the eye blinking artifact rejection procedure creates an unbalanced 

dataset (different number of rejected epochs for one class), the most represented class is randomly 

down sampled. For TF analysis different algorithms have been tested (Hilbert transform, Stockwell 

transform, STFFT), but the method which shown more interesting results is the representation based 

on Morlet Wavelet Transform. In particular, the algorithm used follows the formulation by [57], [58].  

A complex Morlet wavelet is defined as the product of a complex sine wave with a Gaussian window 

whose variance σ influences the resolution of the analysis. The wavelet is convolved in time with 

the EEG signal, resulting into a complex signal whose power and phase are the features of interest 

of each time point. The spectral precision is increased with a wider Gaussian, while a narrower 

Guassian increases the time resolution at cost of a decreased spectral resolution. A typical approach 

is to use a variable length of the Gaussian with the frequency. To create a multiscale TF 

representation of the instantaneous power, this convolution process is performed by using Morlet 

wavelets representing different frequency on the same signal. The final representation is a 2D map 

of the power values (one per each time point for each frequency analysed), with the frequencies on 

the y-axis and the time on the x-axis. In this work, the Gaussian window is adapted to the frequency: 

the variance σ is the time needed for 10 complete cycles of the analysed frequency. The frequencies 

are 28 bins linearly spaced from 8Hz to 120Hz (4Hz distance).  

For the representation, the power values (always positive), are normalized with respect to a baseline 

period using a z-score scaler. In this way it is possible to show positive or negative modification of 

the power of the EEG signal, at the different frequencies. The baseline is taken as the 0.5s anticipating 

the cue for the imagination onset. Once computed the TF representations for all the single epochs, 

those belonging to the same classes are averaged to show the mean TF representation of the signal 

in a specific condition (the different classes). 

3.3.4  TF classification maps 

In the IS paradigm, the absence of a ground truth signal requires a deep analysis of the data to find 

the most relevant signal windows usable for classification. Considering the relevance of spectral 

features, a TF analysis in terms of classification perfomances can be useful [59]. Binary classification 

of epochs into the two classes “IMAGINE” and “REST” is run on subsequent narrow time windows, 

using only specific frequency bands to identify the most discriminable spectral features.  

The investigated frequency bands have 4Hz width, are non-overlapping and are spanning from 4Hz 

to 80Hz. In total, 20 frequency bands are analysed. Time window width is adapted to the considered 

frequency: their duration is 10 times the period of the central frequency of the relative band. E.g., for 

the first band (4-8Hz), the used time window is lasting 𝑇 = 10 ∙
1

6𝐻𝑧
= 1.67𝑠. This results in longer 

time windows for lower frequencies and shorter duration for high frequencies. The time windows 

are shifted to make the shortest time windows to overlap by 50%: the last frequency considered is 

80Hz, then the shortest time window is 𝑇𝑚𝑖𝑛 = 10 ∙
1

80𝐻𝑧
= 0.125𝑠. The time shift is then 50% of this 

time window: 0.0625s. Note that for the last spectral band they will be overlapped only by 50%, 

while for the lower frequencies, the overlap will be more.  

After having pre-processed EEG signal (band pass filter 0.5-90Hz and notch filter at 50Hz), one 

classification pipeline (filtering, epoching, classificator training and prediction evaluation) is created 
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for each couple time window-frequency band. The used classifier architecture is composed of a CSP 

module which extracts the logarithmic variance of the first 3 components of each epoch; the three 

variance values are given as input to an SVC (Gaussian kernel, C=1). 

The following procedure is performed on each time-frequency pair to obtain 𝑁𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 ×

𝑁𝑡𝑖𝑚𝑒_𝑤𝑖𝑛𝑑𝑜𝑤𝑠 classification performance scores (considering the number of frequency bands 

𝑁𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 20 and 𝑁𝑡𝑖𝑚𝑒_𝑤𝑖𝑛𝑑𝑜𝑤𝑠 the number of window analysed depending on the length of the 

total time range). Each score refers to a specific frequency band (F) and time window (T): 

1. the pre-processed EEG signal (8 channels) is band pass filtered in the considered band F; 

2. epochs with the specific width are cut around the central time T; 

3. 5-fold CV (implemented with trial-wise strategy for color-changing paradigm – for extensive 

explanation see section 3.4.3) is used to divide the epochs into balanced train and test set for 5 

times. For each of the 5 folds, the classifier is trained and then used to predict the test set labels 

(binary classification between “IMAGINE” and “REST”). 5 accuracy scores on the test set are 

obtained; 

4. the 5 accuracy scores are averaged to obtain one performance score for each T-F pair. 

Once 𝑁𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 × 𝑁𝑡𝑖𝑚𝑒_𝑤𝑖𝑛𝑑𝑜𝑤𝑠 average scores are obtained, they are visualized on a 2D plot: central 

time T of the epochs on x-axis and frequency band F on y-axis. The accuracy scores are color coded. 

Minimum displayed score is chance level: 50%. 

3.4 Classification model and evaluation 

3.4.1 Architecture 

Many alternative model architectures were tested and their performances were compared on the 

available data in pilot study: architectures based solely on spectral content; feature extraction 

through wavelet decomposition; Riemannian features; time-frequency features obtained with 

STFFT. The final pipeline is based on an FBCSP algorithm, resembling those proposed in [21], [22]. 

This algorithm is complemented by a feature extractor that relies on ratios between functional 

frequency-band powers, drawing inspiration from [16]. The extracted features are then subjected to 

supervised dimensionality reduction, where those most correlated with the target in the training set 

are selected. These selected features are subsequently fed into an SVC. The whole model architecture 

is depicted in Figure 8. 

3.4.1.1 Epochs 

The classifier is built to merge information coming from all the 8 EEG channels together. It works 

on single epochs of 2s cut around the onset of the imagination phase directly from the raw un-

processed EEG signal (sampling rate: 500Hz). The exact time window around the marker time is a 

hyperparameter to be tuned. A 1s elongation before and after the epoch is also used to avoid border 

effects, so in total the preprocessing steps are performed on 4s epochs (input: 2000 time points, 8 

channels) 

3.4.1.2 FBCSP 

The epochs are fed into a filter bank of 33 band-pass filters. The bands are 50% overlapped as in [22], 

their range increases as the frequency increases and they span on the whole spectrum from 0.5Hz to 

90Hz avoiding the frequency in the interval 48-52Hz to cancel the influence of the power line noise 

at 50Hz. The 33 bands are:  
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▪ up to 44Hz they are 4Hz wide (except for the first one to cut out slow drifts): 0.5-4Hz, 2-6Hz, 4-

8Hz, 6-10Hz, 8-12Hz, 10-14Hz, 12-16Hz, 14-18Hz, 16-20Hz, 18-22Hz, 20-24Hz, 22-26Hz, 24-28Hz, 

26-30Hz, 28-32Hz, 30-34Hz, 32-36Hz, 34-38Hz, 36-40Hz, 38-42Hz, 40-44Hz; 

▪ one broad band 4-44Hz; 

▪ from 40Hz to 80Hz they are 8Hz wide, but all frequency content from 48Hz to 52Hz is deleted 

to avoid power line noise: 40-48Hz, 44-48Hz, 52-56Hz, 52-60Hz, 56-64Hz, 60-68Hz, 64-72Hz, 68-

76Hz, 72-80Hz; 

▪ two last broader bands to cover up to 90Hz: 80-90Hz and 40-90Hz. 

After this filter bank, epochs are cropped by 1s on both sides, resulting into 2s filtered epochs of 8 

channels each (33 frequency bands, 1000 time points, 8 channels). CSP algorithm is then applied on 

each of the 33 bands: 33 different sets of patterns are obtained. From each, the first two and the last 

two components (the two maximizing the variance for first class and for the second class) are kept 

resulting into a dimensionality reduction of 50%: from 2s signals, 8 EEG channels in 33 frequency 

bands to 2s signals (1000 time points) on 4 components in 33 frequency bands. From each component 

in each frequency band, 5 statistical features are computed: signal power, variance, peak-to-peak 

amplitude, zero crossing rate and sum absolute value [22]. The number of extracted features is 660 

(coming from 5 features per signal, 4 signals per frequency band, 33 frequency bands). 

3.4.1.3 Functional-band powers ratios 

Besides, the 4s epochs are also filtered by 4 band-pass filters. The four bands represent the 4 

functional brain waves frequencies: 

▪ ϑ: 4-7Hz. 

▪ μ: 8-13H. 

▪ β: 14-35Hz. 

▪ γ: 30-80Hz. 

Epochs are cropped by 1s on both sides to remove border effects, and the power of the resulting 

signals is then estimated (4 power values per each of the 8 channels). Two features per channel are 

then computed [16]:  

▪ engagement E (defined in Equation 1). 

▪ γ/β ratio (where γ and β stand for the power in those frequency bands). 

3.4.1.4 Feature selection 

The 660 features coming from the FBCSP block and the 16 features representing the functional-band 

powers ratios are concatenated and their amplitude normalized on the training set with a standard 

scaler. A univariate feature selection step is implemented: the features are ranked according to their 

ANOVA F-value with respect to the target vector and the first K are selected. The number of selected 

features K is a hyperparameter to be tuned. 

3.4.1.5 Classifier 

Finally, the K features are fed into a SVC with radial basis function kernel (which in literature has 

shown best results).  
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The feature extraction steps were implemented as an Sklearn transformer class 

(sklearn.preprocessing.FunctionTransformer), taking as input the epoch(s) and transforming 

it(them) into a feature vector of length 676. In this way, it was possible to implemente the whole 

model as an Sklearn pipeline class (sklearn.pipeline.Pipeline) [60]. 

 

Figure 8: Model architecture. All the building blocks are depicted together with their input and 

outputs. The hyperparameters to be tuned are indicated with an asterics. 

3.4.2 Hyperparameter tuning 

The hyperparameter tuning is a critical phase which can easily introduce biases due to information 

leakage and inflate performance. It is very important to identify them and define a correct 

optimization strategy. The hyperparameters to be tuned are:  

▪ the time window used to create the epochs. Starting time, duration and baseline correction could 

be influent factors. To reduce the degrees of freedom, the duration is fixed to 2s (as proposed in 

[18]) and the 0.25s interval just preceding the epoch start is used for baseline correction. In this 

way only the starting time with respect to the onset cue remains as an optimizable variable.  

The optimal value is surely depending on the specific paradigm and on how and when each 

subject perceives the cue and performs the task. For the pilot study (chapter 4), an extensive 

analysis is performed to find the best time window for each paradigm. The found value will be 

used when evaluating the performances of other subjects in the whole corpus experiment based 

on the same paradigm (chapter 5). For the sessions with online feedback (chapter 6), the starting 

time of epochs will be tuned on data coming from the previous offline session of the same subject, 

under the hypothesis that imagination strategy and cue perception remain the same for the same 

subject. 

▪ the number of selected parameters (K). 

▪ the regularization term C and the kernel γ parameter of the SVM. They have a complementary 

role. Beyond being strongly related within each other, the effect of the variability of these 

parameters has a strong dependence on the number of selected parameters K [61]. In order to 

reduce the burden of finding the optimal combination, only the parameter C is left to be tuned, 

while, as suggested by Sklearn toolbox guidelines [62], γ is fixed to: 

 
𝛾 =  

1

𝐾 ∙  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑋)
 

Equation 2 
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(where X are the training samples features). 

The optimization procedures for the time windows are described before. Instead, the optimal 

combination of the two residually variable parameters K and C will be investigated through a grid-

search in two phases: data from the pilot case will be used to tune hyperparameters of the models 

used to report classification performances on the whole corpus experiments. Then, a subject-specific 

grid-search will be performed to optimize models to be used for online sessions. Note that to 

evaluate performances in pilot study, these hyperparameters are not optimized, but reasonable 

values are selected (C=1, K=40). In this way, data leakage due to wrong optimization procedures is 

avoided. A nested CV would have been a better solution to properly find optimal hyperparameters. 

But its implementation was not possible, due to the high computational cost. 

When optimal combinations are investigated, a grid-search with a 5-fold CV (trial-wise splitting 

procedure) is used to test the 21 combinations obtained making the two hyperparameters vary in 

the following ranges: 

▪ K = {20, 40, 60, 80, 110, 140, 200}. 

▪ C = {0.5, 1, 5}. 

3.4.3 Cross-validation strategies and metrics 

To ensure the robustness of the performance estimates used to evaluate the system, a 10-fold CV 

procedure is employed. In this procedure, each epoch is included nine times in the training set and 

once in the testing set. The final accuracy of the model is determined by averaging the classification 

accuracies of the model predictions over the ten testing sets. However, it's important to note that the 

splitting strategy used to create the ten folds requires special attention, as it can impact the results. 

For the evaluation of offline sessions, two splitting strategies are implemented and compared: 

▪ random split: all the repetitions are assigned in a pseudo-random way between the train and the 

test set. This strategy can be applied to both implemented paradigms: the color-changing cues and 

the sliding cues. In the case of the color-changing cues paradigm, it may allow for example the 

presence of two of the three consecutive repetitions in the train set, while leaving the third 

repetition in the test set. 

▪ trial-wise split: in the color-changing cues paradigm, the three consecutive repetitions following the 

same instruction are kept together in the same set, either in the train or in the test set. Clearly, 

this strategy is not applicable to the sliding cues paradigm where multiple repetitions are not 

employed. It is used to avoid the model to base the prediction on the shared temporal features 

which are not related to IS. Indeed in this way the train and the test splits of the same fold do 

not share temporal features related to EEG non-stationarity.  

As it is very common in BCI applications, the metric used to evaluate the prediction performance on 

each split, and then averaged, is the classification accuracy. It’s essential to evaluate this accuracy in 

comparison with the chance level for the specific problem. While identifying the chance level might 

seem straightforward in balanced datasets, it's important to establish confidence boundaries to 

confirm that the model outperforms a random classifier by more than mere chance. A robust chance 

level model, validated with simulations, was introduced in [63]. According to this model, for a 

balanced classification problem, the confidence limits (α=1%) can be estimated as: 
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Equation 3 

where 𝑧1−
𝛼

2
 is the (1 −

𝛼

2
) quantile of the standard normal distribution (if α=1%, 𝑧1−

𝛼

2
= 2.58), 𝑛 is the 

total number of available data (summing all classes) and �̃� is the expected accuracy of an unbiased 

estimator (in this case �̃� = 0.5 since the classes are balanced). For the offline sessions in this study, 

in the whole corpus experiments, it is the case to set 𝑛 = 432 (216 repetitions per class). Hence, for 

having results better (confidence α=1%) than a random classifier, the accuracy to overcome is 56.1%. 

4.  Pilot study 

The first phase of the study was dedicated to gaining a comprehensive understanding of the problem 

and delineating the most effective strategies for both the experimental paradigm and the classifier. 

This entailed a thorough exploration of the two paradigms, with a specific focus on pointing out the 

fundamental differences in the subject's interpretation of the cue for the imagination onset. Given 

the primary challenge common to all imagination paradigms – the absence of a measurable and 

independent ground truth signal – a significant portion of the investigation concentrated on the 

temporal aspects of brain responses. The aim was to analyse how the timing of IS was influenced by 

the chosen paradigm, seeking ways to enhance the consistency and reliability of the timing aspect. 

4.1  Materials: experimental procedure 

In the pilot study, a single subject (male; age: 23; right-handed; without neurological complaints) 

was examined across multiple sessions, each featuring slight variations in the experimental 

paradigm to identify their major criticalities. This iterative process led to the definition of the two 

definitive experimental paradigms described in section 3.2. 

The participant received information about the procedures and objectives of the experiments and 

provided written consent before taking part. Experiments were pre-approved by the Ethical 

Committee of UZLeuven, Belgium.  

The major analyses are conducted on two sessions separated by a 2-week interval. In the first one, 

the color-changing cues paradigm was used. It consisted of 14 blocks. In each block, 5 trials per each 

of the 3 instructions (“LEFT”, “RIGHT”, “NONE”) are performed in randomized order. It resulted 

in 15 repetitions of each word per block, totalling 210 repetitions for each class. The entire 

experimental session had a duration of 55 minutes. During the third block, the subject reported an 

inability to complete the task, and as a result, this block was excluded from the analysis, leaving 195 

repetitions per class. To create a balanced dataset for the detection problem, specifically between the 

“IMAGINE” and “NONE” classes, down-sampling was implemented. “LEFT” and “RIGHT” trials 

were halved through a random selection procedure creating the class “IMAGINE”. It is important 

to note that down-sampling was applied to trials and not repetitions, meaning that either all three 

repetitions following the same instruction were retained or removed together. 

For the second session, the sliding cues paradigm is used. It consisted of 21 blocks. In each block 10 

trials per each of the 3 instructions are performed in randomized order. It resulted in a total of 210 

single repetition trials per class. The total time is the same (55 minutes). Also in this session, to create 

a balanced dataset between the “IMAGINE” and “NONE” classes, down-sampling was applied. Just 

a random stratified strategy was implemented since no problems about multiple repetitions are 

present. 
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4.2  Blinking artifacts 

To visualize and process data correctly, the first step needed is identifying the corrupted epochs to 

avoid artifacts to spoil the analysis or influence classification performances. Indeed, if the artifacts 

occur consistently in one class more than another, if not dealt with, their presence may be a source 

of information captured by the classifier to give a prediction. The algorithm employed for the 

detection of epochs affected by eye blink artifacts is elaborated upon in the section 3.3.1. Table 2 

provides a breakdown of the percentage (along with the corresponding number) of corrupted 

epochs in each session, divided by class.  

Table 2: Eye blink artifacts rate (and total number). Comparison between the two paradigms 

considering different classes. 

 
COLOR-CHANGING 

CUES 

SLIDING  

CUES 

NONE 3% (5/195) 8% (17/210) 

LEFT 2% (4/195) 10% (21/210) 

RIGHT 1% (2/195) 9% (18/210) 

TOTAL 2% (11/585) 9% (56/630) 

No relevant disparities among the different classes in terms of eye blink artifact occurrence can be 

observed. Notably, the paradigm employing color-changing cues exhibited a considerably lower eye 

blink rate compared to the paradigm with sliding cues. 

The subject was aware of the importance of mitigating eye blink artifacts and was instructed to 

minimize them, particularly during task performance periods (when instructed to either 

“IMAGINE” or follow a “NONE” command). In the color-changing paradigm, the inclusion of well-

defined resting periods following each trial facilitated the subject to limit eye blinks within the 

designated time windows for task execution. The subject was allowed to blink during these resting 

periods, and this allowance helped to mitigate the need for strenuous efforts to suppress eye blinks. 

Conversely, in the sliding cues paradigm, no specific resting period was designated. The subject was 

generally encouraged to reduce eye blinks throughout the blocks. However, given the lack of 

dedicated time slots for blinking within a 2-minute block, it was understandable that the subject 

occasionally needed to blink, leading to more frequent occurrence of eye blinks during the processed 

epochs. 

Given these results, the decision was made to implement an epoch rejection strategy exclusively for 

the sliding cues paradigm. Indeed, to guarantee a certain consistency, applying the same strategy to 

the color-changing cues paradigm would necessitate discarding the entire set of three repetitions 

associated with the same instruction, even if only one of them was corrupted. Although an artifact 

correction strategy might have been preferable in this case, as discussed in the section 3.3.1, its 

computational demands could prove too heavy for a real-time application which is the final aim of 

this work. In the sliding cues paradigm, after the rejection of corrupted epochs, it became essential to 

restore dataset balance. This was achieved through a random downsampling of the two most 

represented classes, ultimately obtaining a total of 189 single repetition trials from each class.  
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4.3 Creating the ground truth: time windows comparison 

For IS, subjects are asked to perform imaginary speaking without moving any body part. Hence, there 

is no way to know whether the subject consistently performs the task, neither about the modality of 

imagination, neither about the timing. The only available tool is self-assessment, which is not 

objective. This is why an extensive analysis of the neural response to the onset cue is performed. The 

difference between the two paradigms will be investigated with the means of different tools:  

▪ ERP representation which may reflect the perception of the stimulus and how it triggers the 

subject to start the imagination task (described in section 3.3.2). 

▪ TF representation, to identify which are the event-related synchronisation/desynchronisation 

(ERS/ ERD) which may be related to IS and when they happen with respect to the cue (section 

3.3.3). 

▪ TF classification maps and epochs optimization, to pinpoint the most discriminative time 

windows and frequency bands for the detection problem and see if they change between the two 

paradigms (section 3.3.4). 

4.3.1 Results  

Figure 9 and Figure 10 show the response evoked by the go-cue in the two different paradigms 

respectively by applying a time-locked average (Figure 9) and by showing the first component 

reconstruction after SVD (Figure 10). For clarity, only the most relevant channels are represented 

here; the complete set of electrodes is represented in appendix B (Figure B1 and Figure B2). 

In time-locked average (Figure 9), for the sliding cues paradigm, a negative inflection of the signal 

can be seen. On the other hand, oscillations with specific and consistent timing are not easy to be 

identified for the color-changing cues paradigm. 

More consistent characteristics can be identified from the analysis of the first SVD component 

reconstruction (Figure 10). In both paradigms, for most of the channels, the first component 

represents a double bouncing signal. The components in the two paradigms are very similar but 

with a difference in the timing: for the sliding cues paradigm, an anticipation of 1s with respect to the 

color-changing cues paradigm is evident and it is highlighted by the visualization with a 1s shift 

between the two paradigms. A clear and consistent difference between classes is not really evident 

in none of the two representation modalities, hence it would be difficult to use them for 

discriminability purposes. 

In Figure 11, the TF representation of the “IMAGINE” class epochs is shown for the two different 

paradigms. The same four electrodes as above are shown for simplicity; in appendix B, in Figure B3 

and Figure B4, all the electrodes are represented and a comparison between the “IMAGINE” and 

“NONE” classes is also performed. 

The main phenomenon which can be identified with a certain consistency in both the paradigms is 

a desynchronization (ERD) of components in the γ frequencies band. Indeed, a negative inflection 

of the power in γ spectral band can be identified: in the figure, it is highlighted by a dashed black 

box. It is particularly interesting analysing its timing with respect to the cue event: it is happening 

almost at the same moment as the cue is given for the sliding cues paradigm, while for the color-

changing cues paradigm it starts about 1s after. The similarity in the nature of the event and the shared 

frequency range may suggest that it represents the same brain activity related to IS. Indeed, it is 
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happening only for the “IMAGINE” class, while it is absent for the “NONE” class (for this 

comparison between classes, refer to Appendix B). 

 

 

Figure 9: Time-locked average ERP. The go-cue is always given at time 0s (dashed red line). In a) 

they are represented for the color-changing cues paradigm, in b) the sliding cues paradigm. In both 

cases, a 2s window is represented, but they are visualized with a 1s shift. 

 

Figure 10: SVD first component ERP. The go-cue is always given at time 0s (dashed red line). In a) 

they are represented for the color-changing cues paradigm, in b) the sliding cues paradigm. In both 

cases, a 2s window is represented, but they are visualized with a 1s shift. Note that this time shift 

highlights the similarity in the signal shape between the two paradigms. The double bouncing 

signal starts as the go-cue is given for color-changing paradigm, while the signal is anticipated to 1s 

before the go-cue in the sliding paradigm. However, the signal morphology is the same. 
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Figure 11: TF representation of the “IMAGINE” epochs for the two paradigms. The go-cue is 

always given at time 0s (dashed red line). In a) the color-changing cues paradigm, in b) the sliding 

cues paradigm. Negative values (blue) represent a power reduction in the corresponding frequency 

band; positive values, a power increase. Dashed boxes encircle the identified ERD (reduction of the 

signal power) happening in γ band at different times for the two paradigms, but with similar 

features. Note: in the “NONE” epochs the ERD is not visible (appendix B Figure B3 and Figure B4). 

 

 

Figure 12: TF classification accuracy maps for the two paradigms. In both the plots time 0 refers to 

the moment when the go-cue is given. Red intensity level encodes the accuracy starting from 0.5 

(50%) up to the maximal level reached in the single plot (scale on the right). The dashed lines 

represent the extremities of the optimal time window identified via CV (values reported in Table 

3). Notably, the optimal time windows visually correspond to areas which are achieving better 

performances. 



MSc Thesis F. Cavallini 

 

32 

Finally, Figure 12 shows a map of the TF classification performances in adjacent narrow time 

windows, considering the contribution of specific frequency bands. The best performances in IS 

detection are obtained at different time instants according to the paradigm. Visually, from the two 

plots in Figure 12 a mismatch of about 1s can be found in the best performing areas. The most 

informative frequency bands appear those within the γ range (30-70Hz) and β range (14-35Hz). 

Considering a more quantitative analysis, a 1s mismatch is also found in the search of the optimal 

time window in the two paradigms: Table 3 reports the accuracy values (5-fold CV) of the 

classification model described in section 3.4 when taking as input 2s long time windows starting in 

different instants with respect to the go-cue. The most informative time window for each paradigm 

is shown on Figure 12 as dashed black lines and coincide with the areas which could be visually 

identified as more discriminable: they are 1s apart, for sliding cues paradigm it starts 0.5s before the 

cue for task onset is given; for color-changing cues paradigm, it starts 0.5s after the cue is given. 

Table 3: Time-window optimization. The CV accuracy scores achieved for each examined time-

window (the time is considered with respect to the go-cue). The best for each paradigm is signaled 

by an asterisk. They are 1s apart. 

Time window (s) 
5-fold CV 

Color-changing Sliding 

-0.75 – 1.25 59.5% 61.0% 

-0.5 – 1.5 57.2% 61.8%* 

-0.25 – 1.75 60.0% 60.8% 

0 – 2 59.7% 58.3% 

0.25 – 2.25 64.9% 57.5% 

0.5 – 2.5 65.1%* 55.3% 

 

4.3.2 Discussion: the time delay between the two paradigms 

The negative wave found in ERP grand average visualization notable in sliding cues paradigm was 

also found in [64], and they claimed it to be related to speech and IS. It covers similar brain regions, 

but the timing is different than what was observed in the current study; nevertheless, this difference 

in timing may be due just to the difference in the employed paradigm. On the other side, they did 

not consider a control class where the stimulus is presented but the subject should not perform any 

specific task, as it was done in this work. Notably, we identified the same signal behaviour for 

“NONE” class too, opening the possibility that it may be driven by the sensorial evoked potential 

and not directly related to IS. 

From the representations of first SVD components of ERPs, a difference between the two paradigms 

about how the cue for onset is perceived could be identified: indeed, a very similar signal pattern 

(composed of two consecutive oscillations) can be found in the two paradigms, but with a clear time 

shift by 1s (well enhanced by the shift in the plotted time windows). Still, since this pattern is found 

both for cues giving the onset for imagination and for cues related to “NONE” epochs, it cannot be 

directly linked to the act of performing IS. It is more likely related to the perception of the stimulus 

or in general to an intent-evoked response: the cue may cause a specific neural activation even 

though no particular action is required but the task is commenced. 
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The same 1s time shift was also identified in γ band frequency desynchronization, with a clear 

distinction between “IMAGINE” and “NONE” classes suggesting that this ERD could be related to 

IS brain processes. Changes in the activity in γ range were also found in [36], and also in that case it 

was claimed that they may be related to IS brain activity [65]. Finally, the 1s shift is qualitative visible 

also in classification performances from Figure 12, and it was quantitively measured through the 

results reported in Table 3 about the optimal time window to detect IS. This further confirms that 

the employed paradigm determines a 1s shift not only about the perception of the cue, but also on 

the moment when IS is performed and this information must be exploited for detection purposes.  

This difference linked to the time shift was expected: in the paradigm with sliding cues, the subject 

can easily predict the time instant when he will be requested to perform IS and start it exactly in the 

correct instant. Also the signal preceding this moment can be used for classification purposes as 

preparatory time: indeed the subject is expecting the cue knowing when and what he is asked to 

perform and ready to go as soon as the cue is given. Instead, for color-changing cues paradigm, the 

subject will not be able to properly perform IS at the instant when the cue is given, since a longer 

reaction time is needed when the cross changes color. Nevertheless, a higher detection accuracy is 

obtained for the optimal window in color-changing paradigm: it suggests that the subject could keep 

the consistency among trials in the response and in the timing also in the color-changing cues 

paradigm. 

4.4  Paradigm selection and hyperparameter tuning results 

Using the two optimal windows for each paradigm, classification was addressed via a 10-fold CV to 

identify which of the two paradigms obtains better results in terms of detection accuracy. In this 

classification problem, the epochs corrupted by eye blink were discarded only for the sliding cues 

paradigm. The datasets were balanced between “NONE” and “IMAGINE” classes by 

downsampling the more represented class. 189 epochs per class are considered for the sliding cues 

paradigm, and 195 for the color-changing cues paradigm. The model used is described in section 3.4.1. 

For this analysis only the time window was adapted, while the other hyperparameters were kept 

fixed to reasonable values (previously defined in section 3.4.2). The two classification accuracies 

obtained are 66% (by using the trial-wise splitting strategy; instead, 72% with random strategy) and 

63% respectively for the paradigm with color-changing cues and with sliding cues. Both the paradigms 

surpassed chance level (50%) and the respective upper confidence (α=1%) limits (56.5% and 56.6% – 

they are different for the slightly different number of data). 

For the core analysis of this work, it has been decided to go on with the color-changing cues paradigm. 

Surely for having shown better discriminability properties, but the main reasons are its 

comparability with the state-of-the-art and the possibility to investigate the effect of the splitting 

strategy: indeed, by applying the two different strategies, two different levels of accuracy were 

achieved. Finally, also for the subjects, it can be a less fatiguing protocol: indeed, for the sliding cues 

paradigm an effort must be conducted to minimize the movements of the gaze during the 

experiment. 

Once the color-changing cues paradigm was selected, the model hyperparameters were optimized: so, 

the obtained values will be used for the evaluation of the whole corpus experiments (described in 

chapter 5). This analysis was conducted via a grid-search as explained in section 3.4.2. For the time 

window optimization, the results are coming from Table 3: the best window would be 0.5-2.5s, but 

it was preferred to use the preceding one (0.25-2.25s) since the difference in perfomances is minimal 
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and it is closer to the go-cue. For the two other hyperparameters, the results of the grid-search are 

reported in Table 4. The best combination is K=200 and C=1. 

Table 4: Hyperparameters tuning. CV accuracy score of each combination. The best is signaled by 

an asterisk.  

K \ C 0.5 1 5 

20 54.6% 54.6% 54.9% 

40 56.9% 60.3% 59.5% 

60 59.7% 62.8% 61.3% 

80 59.2% 64.4% 61.5% 

110 58.7% 62.8% 63.3% 

140 60.7% 65.6% 62.8% 

200 57.4% 68.7%* 63.1% 

5.  Off-line imagined speech detection 

The pilot study has demonstrated that IS detection can be performed with accuracies surpassing 

chance-level. To enhance the generalizability of these findings, subsequent investigations were 

conducted on a broader cohort of healthy subjects. The primary objective of this wider investigation 

is to ascertain whether the same detection model architecture can effectively operate across multiple 

subjects. Given the huge inter- and intra-subject variability of EEG signals, each session will be 

analysed by itself. Additionally, the impact of various data splitting strategies on the reported 

accuracy is explored, enabling a fairer comparison with the state-of-the-art performances. An 

examination of the influence of subjects' experience with the IS paradigm is undertaken by recording 

multiple sessions with the same participants. This investigation aims at elucidating if familiarity 

with the paradigm affects classification performance. In addition to these quantitative analyses, 

qualitative assessments are conducted to evaluate the strategies employed by different subjects 

when performing IS.  

Furthermore, an investigation is made into the potential influence of confounding factors. Even 

though factors as eye blinks and head movements (influencing EEG signal by possibly adding some 

EMG component) are not directly related to IS, they can influence classification performance, 

possibly in a positive way if some consistency in specific classes is found. Hence it is important to 

evaluate their effect to be sure that the achieved accuracy scores are determined by decoding neural 

signal and not by capturing unvoluntary, residual artifacts. Head movement will be investigated by 

the analysis of the motion and orientation signals recorded by Mentalab Explore+.  

5.1 Materials: experimental procedure and statistical analysis 

The whole corpus experiments are performed on 6 subjects (2 females; aged between 23 and 30; 

without neurological complaints). All the participants received information about the procedures 

and objectives of the experiments and provided written consent before taking part. Experiments 

were pre-approved by the Ethical Committee of UZLeuven, Belgium 

The experiment comprises 2 sessions of about 50 minutes, at least 1 week apart. All the sessions were 

held with the same protocol, the one based on color-changing cues. Each session is composed of 12 
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blocks (interleaved of 30s pause); in each block, 6 trials belong to the “NONE” class, and 6 trials to 

the “IMAGINE” class (3 “RIGHT” and 3 “LEFT”). The trials are randomly sorted. Each session 

results into 216 repetitions for class “NONE” and “IMAGINE” (divided into 108 per each of the two 

words, “RIGHT” and “LEFT”). The first session of subject 002 had to be discarded because of 

recording issues due to a bad connection of the ground electrode. 

Each session is analysed by itself, no inter-session analyses are performed. The reported accuracies 

are obtained by averaging the 10 scores of a 10-fold CV. Both the splitting strategies are used and 

compared. In particular, the influence of the two splitting strategies on the obtained average 

accuracy is analysed by the Wilcoxon signed-rank test for paired samples. The classifier used is 

described in section 3.4.1 and its hyperparameters were tuned on the pilot study. Wilcoxon signed-

rank test for paired samples is also employed to find significant differences between the first and 

the second session accuracy scores in each subject (only for the 5 of them with both sessions usable). 

The sources of noise are analysed to determine if they can influence the model prediction capability: 

the eye blink rate in different sessions is reported and the 9 orientation/motion channels acquired (3 

about linear acceleration, 3 about angular orientation and 3 about angular acceleration) are used to 

classify the epochs into the two classes. The used model is the same as for EEG processing, except 

for the block considering the ratio between functional bands, which is excluded. This model is tested 

with a 10-fold CV process (trial-wise splitting strategy). 

Finally, the TF classification visualization is used on each subject to represent the different strategies 

employed by the subjects and how they differ. 

5.2 Results 

5.2.1 IS detection accuracy 

The achieved CV accuracies for each session are reported in Table 5 and represented in Figure 13a; 

both the strategies for splitting procedure were tested and they are shown to obtain different 

performances. According to the Wilcoxon signed-rank test (Figure 13b), when using a 10-fold CV to 

evaluate the classification model, employing a random splitting strategy leads to significantly 

(p<0.001) different accuracy scores than using a trial-wise splitting strategy. In particular, the 

accuracy achieved when the model is evaluated with random created folds is higher (69.6±11.6%) 

than with trial-wise splits (63.8±13.2%). 

 

Table 5: IS detection accuracy – splitting strategy comparison 

Session 
Sub 000 Sub 001 Sub 002 Sub 003 Sub 004 Sub 005 

Mean 
±std 

RAND T-WISE RAND T-WISE RAND T-WISE RAND T-WISE RAND T-WISE RAND T-WISE RAND T-WISE 

1 70.8% 61.4% 58.8% 48.2%   62.5% 55.9% 61.6% 60.6% 86.3% 84.5% 
69.6%
±11.6% 

63.8%
±13.2% 

2 74.3% 67.2% 77.8% 74% 53.2% 47.2% 68.3% 62.1% 61.8% 54.5% 89.6% 86.6% 
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a) b) 

  

Figure 13: Splitting strategy accuracy comparison. In a) the detection accuracy achieved in 

different sessions are shown. The two different splitting strategy are represented for each session. 

b) represents the boxplots of the accuracy levels achieved in each session by using the two 

different strategies (paired samples); p<0.001. 

 

From now on, only the trial-wise splitting strategy will be considered (Table 6 and Figure 14), since 

by using it, it is possible to train models only employing IS related information to classify the trials. 

For all the sessions, with exception for the second of subject 002, an accuracy above the chance level 

is achieved. Except for that subject, the confidence (α=1%) upper limit of chance level (56.1%) is 

surpassed by everyone, at least in one of the two sessions. As a final average along all the subjects 

62.1% is reached in the first session, while 65.3% for the second session. The best performances were 

achieved for subject 005 who reached 84.5% and 86.6% in the two sessions; subject 001 with 74% in 

the second session; and subject 000, with 67.2% in the second session.  

It can be noted that a trend of improvement from the first to second session is present in all subjects 

except for subject 004 (Figure 14b). Nevertheless, a statistically significant difference between the 

two conditions was not found.  

Table 6: Trial-wise splitting strategy – IS detection accuracy. CV accuracy scores for each session. 

The values surpassing the upper confidence boundary are signaled by an asterisk. 

Session Sub 000 Sub 001 Sub 002 Sub 003 Sub 004 Sub 005 
Mean 

±std 

1 61.4%* 48.2% 
 55.9% 60.6%* 84.5%* 62.1% 

±7.4% 

2 67.2%* 74.0%* 47.2% 62.1%* 54.5% 86.6%* 65.3% 
±9.9% 
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a) b) 

  

Figure 14: Trial-wise CV IS detection accuracy. In a) the accuracy achieved in each session are 

represented per subject. In b) the boxplot represents the comparison between the accuracy in the 

first and in the second session (no significant difference was found). 

5.2.2 Eye blink artifacts 

Eye blinks were detected using the ICA algorithm (see section 3.3.1). During the experiments, the 

subjects were asked to minimize the eye blinks, especially during the periods when a task was 

performed. Nevertheless, a high number of repetitions were corrupted by eye blinking during the 

first session. Hence, for the second sessions, the instruction to avoid blinking during task periods 

was emphasized, and subjects were able to reduce the rate with respect to the first session: as it can 

be seen in Table 7 in average the rate of corrupted epochs in “IMAGINE” class went from 6% to 3% 

and or “NONE” class from 15% to 5%. 

Table 7: Eye blink rate. The percentage of corrupted epochs per class. 

Session 
Sub 000 Sub 001 Sub 002 Sub 003 Sub 004 Sub 005 Average 

IMAGINE NONE IMAGINE NONE IMAGINE NONE IMAGINE NONE IMAGINE NONE IMAGINE NONE IMAGINE NONE 

1 10% 10% 1% 7%   15% 25% 1% 15% 2% 20% 6% 15% 

2 5% 3% 0% 10% 3% 2% 1% 2% 7% 7% 2% 6% 3% 5% 

When many epochs are corrupted by eye blinks – in the first session –, they are much focused in the 

“NONE” trials; instead, in the second session they tend to be more balanced between the two classes. 

A hypothesis could be that the decoder may be helped by an unbalanced presence of epochs 

corrupted by eye blinks in the two conditions. However, it looks like this is not the case: indeed, 

accuracy performances were kept almost the same, and even got slightly better from the first to the 

second session while the blink unbalance reduced. 

5.2.3 Classification based on head movement signals 

The classification accuracy achieved by using head motion and orientation signals are reported in 

Table 8. 
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Table 8: Head movements detection accuracy. The values surpassing the upper confidence 

boundary are signaled by an asterisk. 

Session Sub 000 Sub 001 Sub 002 Sub 003 Sub 004 Sub 005 Average 

1 52% 52% 59%* 51% 52% 57%* 54% 

2 53% 63%* 63%* 50% 51% 58%* 56% 

Only few cases are above the upper confidence limit for chance level (marked by an asterisk), and it 

does not always correspond to good perfomances in classification accuracy coming from EEG. The 

maximum achieved accuracy is 63%, and average is 54% for the first session and 56% for the second. 

Both values are below the upper confidence limit for chance level. Although it does not have a clear 

correlation with the detection accuracies achieved by the EEG pipeline and the performances 

reached by using orientation data are low, it should be taken into consideration that the two best 

performing sessions for EEG-based IS detection (subject 001 session 2 and subject 005) are also 

among those achieving best results when the orientation signals are used (subjects 001 session 2, 

subjects 002 and 005).  

5.2.4 TF classification maps 

In Figure 15 the TF classification performances in narrow time window at different frequency bands 

are shown. For each subject the best session in terms of maximum achieved accuracy is presented. 

 

Figure 15: TF classification accuracy maps of the best session for each subject. The red scale 

encodes the accuracy obtained in each narrow time window by using the specific frequency band 

(4Hz interval). 
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For all subjects except for subject 002, the frequencies in β range show a high discriminability. For 

subject 001, 002 and 005, high-γ band has also huge relevance as classification power, while for other 

subjects it is less important, although it still contains some information. It is also interesting to note 

that the timing of best discriminable features is different: for subject 000 the peak in classification 

performance is happening at about 1.5s after the cue, for subject 003 between 0.75s and 1.5s while 

for subject 004 around 1.25s. For subjects 001 and 005, the whole time window from 0s to 2.5s is 

relevant for discriminability. It is interesting that for subject 002 (the only not surpassing chance 

level in the previous analysis), the relevant time window is strongly focused in the first 0.75s after 

the cue and in particular the most discriminative frequency range is the γ band. Notably, for this 

subject the accuracies obtained in this evaluation based on a very reduced pool of information are 

much higher than those achieved by the model using the whole information (62.8% as a peak in TF 

classification map against the 47.2% of the model presented in Table 6).  

5.3 Discussion 

5.3.1 Importance of a correct splitting procedure 

The Wilcoxon test has shown statistical significance in demonstrating that the choice of splitting 

strategy for creating CV folds is crucial and has a significant effect on the reported accuracy. A fair 

procedure to create the splits for CV model evaluation is important, echoing the caution raised by 

[40]. It has been demonstrated that with a random splitting strategy, models can easily exploit the 

non-stationarity of EEG signals to achieve higher accuracy, as shown in [28]. Specifically, the three 

repetitions associated with the same instruction share certain features unrelated to the imagination 

process but arising from their temporal proximity. Hence, for the purpose of IS detection these time-

related features are unsuitable for online classification. Their impact should be minimized in offline 

analysis to ensure a valid assessment of the model's ability to detect IS.  

When multiple cued repetitions follow the same instruction, a trial-wise splitting procedure coupled 

with a random sorting of instruction within blocks – as employed in this study – removes the 

influence of these proximity features. Indeed, the model cannot rely on the temporal features of the 

epochs in the training set to predict an epoch of the testing set. Conversely, employing a random 

splitting procedure has been demonstrated to inflate model accuracy by exploiting this effect. 

Indeed, the prediction of one of the three consecutive repetitions may be mainly based on its time-

related similarity to the other two repetitions contained in the training set. In this study, it was 

revealed an average accuracy difference of 5.8%, but overall, it's reasonable to presume that this 

effect becomes more pronounced when a greater number of repetitions related to the same 

instruction is performed (as in [18] where 4 repetitions follow the same instruction). 

Of course, an additional method to address this issue is the randomization of the cue presentation 

order. Therefore, it is necessary to critically evaluate the performance reported in the state-of-the-art 

and exercise caution when implementing such paradigms, with particular attention to this aspect. 

5.3.2 Comparison with the state-of-the-art 

Not all the studies provide accuracy measures that are directly comparable to the results presented 

in this study. For instance, in [18], an average accuracy of 80% across subjects is reported for 

detection using both all 64 electrodes and only the 10 electrodes covering speech-related scalp 

regions. The experimental protocol in [18] bears similarities to the one employed in this study, albeit 

with one repetition more (4 repetitions per instruction as opposed to 3). It’s worth noting that the 

CV fold splitting strategy used in [18] is random split creation which was shown to inflate accuracy 
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when associated to multiple repetition paradigms. In the current study, with one less repetition and 

8 channels instead of 10, the average accuracy across subjects in the second session is found to be 

69.6% when the random split strategy is used. Given that the presence of an additional repetition 

could contribute to further inflate reported accuracy by [18], in a fair comparison, the experimental 

setup based on Mentalab Explore+ presented in the current study achieved competitive performance 

in terms of IS detectability. However, since these scores are achieved by employing splitting 

strategies allowing the temporal features influence, it cannot be ensured how much these models – 

hence these accuracy scores – relate to IS or to temporal proximity features for classification. 

On the other hand, considering studies where strategies comparable with our trial-wise procedure 

are employed, it is noteworthy to mention the study conducted by [28]. In their research, a detection 

accuracy of 58% is reported using a similar splitting strategy and a 64-channel clinical grade EEG 

system. In comparison, the model we proposed demonstrates a significant improvement, achieving 

an accuracy of 65.3%. For the IS detection problem, a better accuracy was achieved by [31] (83%) but 

in that case it was not used a single word IS, but the subjects were asked to continue imagining 

saying the word for 4s, making this paradigm different than the one investigated in the proposed 

study, and less usable in application-oriented modality. The only work analysed where a portable 

headset is used to cope with IS paradigm [32] reports a binary accuracy for decoding the words 

“YES” and “NO” of 58% (without any sorting randomization): this is much lower than the accuracy 

of 65.3% we reached in this study, demonstrating the contribution of our work. 

To the best of our knowledge, there are no other studies in the current state-of-the-art literature that 

focus on IS detection using a portable device. Therefore, it becomes challenging to conduct a direct 

comparison between the results achieved with our setup and model, which attains an average 

detection accuracy of 65.3%. Considering the 70-75% accuracy threshold to have a usable system for 

online applications [2], it is not achieved for all the subjects. Nevertheless, some of them (subjects 

005 and 001) are successfully reaching that level or at least approaching it (subject 000). This allowed 

to try an online implementation to see whether it results usable and how providing feedback to the 

user can influence its way of performing the task. 

5.3.3 Non-IS artifacts influence 

The blink rate and the head movements (analysed through motion and orientation signals) were 

analysed because they may represent some source of information which could possibly help the 

decoder to improve its classification capabilities, although they are not directly related to the main 

IS task. To implement a real assistive technology based on IS, the lonely contribution of IS should be 

estimated hence it is important to look at the influence of those other sources on the model and avoid 

them to inflate system evaluation. 

The blink rate could be considered not to influence the core of classification because while the 

difference between the ratio of “IMAGINE” and “NONE” epochs corrupted by eye blinks is 

dicreasing from the first to the second session the classification accuracy is steady, with a slight 

improvement. So, it looks like the model is not making the decision based on that information 

source. 

On the other side the prediction based on the motion and orientation signals representing the head 

movements are clearly much worse with respect to those coming from EEG suggesting that the main 

decisional processes are based on brain sources. Nevertheless, the sessions where the motion signals 

lead to better classification results (subject 005, subject 001 session 2, subject 002 session 2) are those 

where the γ frequency band is showing better discriminability according to the TF classification 
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maps. Clearly, undesired head movement come from residual muscolar activation, which generates 

electrical signal (EMG). This suggests a possible effect on model’s ability to detect IS by the residual 

EMG signal, which could be captured by scalp electrodes mainly in γ band, as it was claimed in [27]. 

Although movements are maximally avoided (or at least, subjects are asked to minimize any 

movement), it is possible that some undesired, residual muscular activity is still present and it may 

influence the predictions of the model: indeed a complete suppression of articulator movement is 

not easy to achieve. For sure, a more detailed analysis is needed to reveal and quantify the real 

contribution of the undesired EMG signals which are not directly related to IS. To do it, a set-up 

using also channels measuring EMG is needed, and possibly a differential analysis could be 

performed to evaluate its effect. 

5.3.4 Inter-subject variability and most discriminable features 

Although no statistical difference can be found, an improvement of the performances of the decoder 

from the first to the second session was found in all the subjects except for subject 004. This could be 

given to a higher familiarity of the subject with the paradigm which can lead them to be more 

comfortable with the process of imagination during the second session. Inter-session variability is 

not investigated, but considering the difference in performances, for sure it would be found some 

difference in the imagination processes. 

The TF classification maps obtained from different subjects clearly indicate that the most 

discriminative areas in the TF plan vary from one subject to another. Each subject appears to employ 

a unique strategy for IS, often with diverse timing. This diversity in strategies limits the feasibility 

of working with transfer-learning. It also introduces limitations and potential challenges when 

applying hyperparameter tuning strategies such as the one proposed in this study. Indeed, the 

model hyperparameters, including the optimal time window, were fine-tuned based on the pilot 

study. However, it's important to note that what works optimally for one subject may be suboptimal 

for others. For example, in the case of subject 002, who achieved very low accuracy with the complete 

model, the TF classification representation clearly shows that using a time window from 0.25s to 

2.25s after the cue is not the optimal strategy. The most discriminative information in the TF plan 

appears to occur up until 0.75s after the cue. The subsequent time intervals contain less discriminable 

information. This observation may explain why the accuracy in that session fell below chance level, 

despite peak accuracies of up to 62.8% being achieved in the TF classification map.  

Considering this high inter-subject variability, other strategies to optimize hyperparameters should 

be adopted and investigated: an example is the use of nested CV, which has, on the other side, the 

computational load limitations discussed in section 3.4. 

In addition to providing insight into the strategies employed by subjects during the task, the TF 

classification maps can also offer valuable information about the most relevant spectral features for 

decoder creation. Although the plots are very different among each other, generally β band covers 

an important role. This observation aligns with previous research in the field, including the ECoG 

study by [29], which identified the β band as crucial for neural encoding of IS. Moreover, EEG 

studies, such as [18], have ranked the β band as the second most important frequency band for this 

purpose, following the γ band. The γ band has consistently emerged as the most informative 

frequency range for IS in other EEG studies like [27] and [66]. [66], for instance, employed a TF plan 

visualization to pinpoint regions with the most significant features but combined data from all their 

4 subjects, making it challenging to distinguish individual subject strategies. Nevertheless, they 

noted the highest relevance in the frequency range above 70Hz. In our work, the TF classification 



MSc Thesis F. Cavallini 

 

42 

map also shows the γ range to be relevant. However, it's essential to highlight again that this band 

is particularly susceptible to muscular artifacts and may be associated with residual EMG activity 

happening during imagination due to unvoluntary facial movements. A more complex set-up, 

including EMG channels, is necessary to properly analyse and mitigate these influences. 

5.4 Conclusion 

In the offline experiments conducted across two sessions with a total of 6 subjects, the IS detection 

accuracy reached 65.3% on average across all subjects, with individual peaks of 86.6% and 74%. 

These results position the proposed setup and model within the range of state-of-the-art 

performances. The novelty of our study lies in two aspects: firstly, significant attention was 

dedicated to employing a fair CV splitting strategy, ensuring that the model predictions are based 

solely on IS information rather than exploiting EEG non-stationarity characteristics. Secondly, the 

biggest added value of our work lies in the use of a portable EEG cap with only 8 channels. The 

setup time is remarkably brief, taking just 5-10 minutes, and the device lightweight and portable 

design significantly improves the comfort for users. 

Such good performances open the possibility to implement a system giving real-time feedback about 

the ability of the predictor to detect IS. In some subjects, the usability threshold of 70% [2] has already 

been surpassed in offline sessions, and it is nearly reached for the majority. Furthermore, the easiness 

of use of the device, connected via Bluetooth to the recording laptop, has enabled the developement 

of a real-time pipeline. The real-time model will be trained on the data coming from the same session, 

given the high variability which can occurr between sessions recorded in different days. Details on 

the implementation and performance of the real-time system will be provided in the following 

section.  

6.  Online feedback imagined speech detection 

6.1 Previous studies 

EEG has not been much used for IS paradigms in online frameworks. At the state-of-the-art, only 

two studies are available [67], [68]. In [67], two binary BCIs were developed: one for detecting IS of 

the word “NO” over a resting condition (detection) and another to decode the imagination of the 

words “YES” and “NO”. The employed paradigm required the users to continuously imagine the 

word (or rest) for 10s, and the classification is performed on the features extracted from those 10s of 

EEG signal. 64 EEG channels were used. In the online sessions, providing feedback to the user, 

accuracies of 76% and 69% were achieved respectively in the detection and decoding problems. 

In [68] instead, single imagined repetition of the words is performed, similarly to the paradigm 

adopted in the current study. A ternary BCI was implemented having as classes a resting condition 

and two words. Users received feedback about the model predictions. The achieved average 

accuracy for the online sessions was 75%, with real chance level computed to 60%. 

It's often suggested that same-session data is more valuable for BCI classifier training than data from 

previous days [69]. Indeed, both studies trained the model on data coming from the same day: in 

particular same-day data were oversampled in [67] to get more relevance with respect to data 

coming from previous sessions which were included in the training set. While in [68] they only used 

data coming from the same day. Both kept updating the training set after each block of the online 

session with the most recent available data to create an adaptive model. 
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6.2 Materials 

6.2.1 Experimental procedure 

Online feedback experiments were conducted only on three out of the six subjects involved in the 

whole corpus experiments (subjects 000, 003, and 005). The experimental protocol is detailed in the 

section 3.2.2 and is based on the color-changing cues paradigm. The model's architecture for online IS 

detection remains consistent with the one employed in offline sessions. 

The entire session comprises 12 blocks, with each block containing 6 trials for the “NONE” class and 

6 for the “IMAGINE” class (3 for “LEFT” and 3 for “RIGHT”). For each trial 3 consecutive repetitions 

are distinctly cued. In the initial 6 blocks, no feedback is provided to the user (the protocol is the 

same as for the offline sessions). After the sixth block, 6 online blocks follow. The model is trained 

using data from all the preceding blocks of the day and is used to detect IS in the subsequent block, 

providing feedback to the user. The model is retrained after each block, incorporating also data from 

the last block, resulting in an adaptive model that accumulates data from all previous blocks (the six 

offline ones and all the performed online). Model training occurs before each online block and takes 

no longer than 90s. During this time, the user is informed about the ongoing training process and 

the accuracy scores from previous blocks. In total, 6 blocks (equating to 36 trials, or 108 single 

repetitions per class - “NONE” vs “IMAGINE”) are conducted without feedback (offline blocks), 

and other 6 blocks with feedback (online blocks). The first 6 take approximately 22 minutes, while 

the 6 online blocks require about 50 minutes to complete (due to the increased inter-block pause for 

training, and to the elongation of each trial for providing feedback). 

6.2.2  User-specific hyperparameter tuning  

As previously mentioned (section 5.3.4), the optimal hyperparameters may vary between subjects. 

Consequently, a dedicated tuning phase was conducted for the 3 subjects participating in the online 

feedback session. Leveraging data from their most successful offline session, the model 

hyperparameters, including the starting instant of the time-window, the regularization term of the 

SVC (C) and the number of features (K), were fine-tuned via a grid-search process, as detailed in 

section 3.4.2. Initially, the time window is optimized, and subsequently, 21 possible combinations of 

the two parameters are tested. The best-performing combination is then used for the online session. 

6.3 Results 

6.3.1 Online IS detection accuracy 

In the online sessions, feedback is only provided during the last 6 blocks. The accuracy results for 

each of these 6 blocks (with 18 repetitions per class) are presented in Table 9. The upper confidence 

boundary (significance α=1%) of a random classifier predicting the trials of one block is 70% due to 

the low number of repetitions in each block [63]. 

For subject 000, the initial block starts at the chance level and exhibits a gradual improvement, 

eventually reaching peak accuracies of 83.3% and 77.8% in blocks 10 and 12, where the model is 

significatively better than random. For subject 005, in the first four online blocks, the real-time 

feedback was not properly working; instead in the last two blocks, the real-time feedback was given 

correctly 88.9% of the times (significatively better than random). Finally, for subject 003, the model 

never got much far from the chance level, reaching a peak at the last block of 63.9%.  

For subjects 000 and 005, the model was able to provide real-time feedback significantly better than 

random and with usable and trustable outcomes for the user. They both display a common pattern. 
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The feedback provided in the initial blocks appears to be meaningless, but later, after a different 

number of blocks, it begins to deliver correct real-time predictions. 

Table 9: Online detection accuracy divided in blocks. In each blocks the support is 18 epochs per 

class. 1% confidence upper boundary for the random classifier is 70%: the blocks with 

performances better than random are indicated with an asterisk. 

Subject BLOCK 7 BLOCK 8 BLOCK 9 BLOCK 10 BLOCK 11 BLOCK 12 

000 50% 55.5% 69.4% *83.3% 61.1% *77.8% 

003 52.8% 47.2% 55.6% 61.1% 55.6% 63.9% 

005 50% 61% 50% 50% *88.9% *88.9% 

 

6.3.2 Post-hoc offline analysis 

On the data acquired during online sessions, different models were later evaluated, during an offline 

analysis. The model architecture was kept the same, while it was changed the origin of the training 

set. In Figure 16 there are reported the accuracies achieved on each block for the first group of models 

which are not properly usable in online settings: 

▪ Leave-One-Block-Out (LOBO): the model is trained on the trials coming from all the blocks 

except one (the training set is made of 11 blocks). The reported accuracy is obtained on the 

specific left-out block. 

▪ LOBO-only-without-feedback (LOBO-WO): the same as the LOBO strategy, but only the first 

6 blocks (where feedback is not provided) are considered. So, the training set is composed of 

5 blocks. 

▪ LOBO-only-with-feedback (LOBO-W): the same as above, but only the last 6 blocks are 

considered (only those where feedback is given). 

In Figure 17, the second group of models is reported. They are usable in online settings: 

▪ Cumulative: it is the model used in the online blocks (the last six) to provide feedback. The 

training set includes all the data (both without and with feedback) recorded before the tested 

block. The training set size increases at each block. 

▪ Cumulative-only-feedback: the model is trained on all the trials coming from the blocks 

preceding the test block but only starting from the seventh block. It is only trained on trials 

where feedback was provided. For this reason, its predictions can only be given starting from 

the eighth block. The training set size increases at each block, but is much lower than the 

cumulative model (6 blocks less). 

▪ Adaptive buffer 1- (or 3- or 6-) block: the model is trained on the 1 (or 3 or 6) block(s) 

preceding the tested one. It only uses the most recent data, and for all tested block, the model 

is trained on the same number of blocks (1, 3 or 6). 

▪ Fixed: the model is trained on the first 6 blocks (the ones without feedback) and is used to 

evaluate each of the 6 online blocks. The model never changes. 
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Figure 16: Block-wise accuracy obtained in post-hoc analysis by LOBO models for different 

subjects. 

 

Figure 17: Block-wise accuracy obtained in post-hoc analysis for single subjects. Horizontal dashed 

line is chance level; vertical dashed-dotted line shows when the session switched from offline to 

online (after the line feedback was provided). All these models are potentially usable in real-time 

settings. The one used during the experiment is represented by the blue line (cumulative), but in 

this plots also the possible predictions for the first offline blocks are shown. 

It's worth noting that the LOBO model, despite having a significantly larger training dataset 

compared to the LOBO-W or LOBO-WO, does not yield superior performance. Moreover, a common 

trend emerges, particularly for the online blocks: the same blocks where LOBO performs relatively 

better are also the blocks where the LOBO-W model exhibits better performance. 

On the other hand, when considering models suitable for online applications, it's particularly 

striking that, in all three subjects (with a specific focus on subjects 000 and 005), the fixed model 

barely surpasses the chance level. For the two subjects who achieved good results, the cumulative-

only-feedback model appears to be the most effective, or at least at the same level of the cumulative 

model which has many more available data to train on. Notably, accuracy for the seventh block is 

not provided for the cumulative-only-feedback model since the first online block is only used for the 

initial training of the model and prediction cannot be performed due to the absence of preceding 

trials with feedback.  
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6.3.3 TF classification maps 

Finally, the TF classification maps are used to show the strategy employed by the users for 

imagination. In Figure 18, the maps depict the first 6 blocks (without feedback) and the last 6 blocks 

(with feedback) of each subject. The total number of repetitions per class is the same for both the 

groups. However, these maps do not reveal any distinctive patterns, aside from a notable difference 

between the two sets of blocks (trials without and with feedback) even within the same subject. 

Despite the relatively small time gap (data are collected on the same day, with only a few minutes 

in between), there are limited discernible similarities between them. Furthermore, it's apparent that, 

when feedback is provided, the regions in the TF plan that have a greater influence are more focused 

and less spread around; on the other hand, the maximum accuracy obtained decreases. 

  

 

Figure 18: TF classification maps for the 6 blocks without (a) and with (b) feedback. 

6.4 Discussion 

6.4.1 Online IS detection feasibility: a bilateral learning process 

The ability to analyse data in real-time and provide feedback to the user is a critical step toward 

creating a usable BCI application. However, to gain the user's trust, minimal levels of prediction 

accuracy, approximately around 70% should be achieved [2]. These accuracy levels are not 

consistently reached in offline experiments. On the other hand, the nature of the human brain, 

capable of learning and adapting its behaviour suggests that closing the BCI loop through the 

provision of feedback has the potential to support the adjustment of the user's neural network over 

time, which could lead to improvements in BCI performances [67], [70]. This is why it is essential to 

conduct experiments where neurofeedback is provided, allowing the user to learn how to optimize 

their strategy in a mutually beneficial learning process involving both the user and the system. In 
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the experiment, this process was observed, especially for subjects 000 and 005. Initially, classification 

accuracy is just about chance level for the first online blocks and then it increases over the time with 

a different speed, eventually achieving high accuracy levels for the detection problem, surpassing 

those reached in offline sessions. While the improving trend in accuracy over consecutive online 

blocks was also noted in [67], it was primarily attributed to the increasing availability of data for 

training. Instead, in our case, the improvement in performance in the last blocks can be attributed to 

an enhancement in data quality, since post-hoc accuracy analysis of models with a constant training 

set size exhibited the same trend. 

It's important to note that the mean online accuracy obtained in our study is lower than that of [67] 

and [68]. However, it should be recognized that in [67] subjects were demanded to continuously 

imagine repeating the word for 10s, not performing a single repetition trial and that both studies 

used 64-channel EEG, whereas here only 8 channels were employed. Moreover, the trend observed 

in subjects 000 and 005 suggests that if more blocks were performed, higher accuracy levels could 

have been maintained. In fact, the peak values are achieved in the final blocks are very high, reaching 

77.8% and 89.9%. This demonstrates the potential of this system and paves the way for further 

research in implementing an IS BCI system providing online feedback based on Mentalab Explore+, 

a portable 8-channel EEG setup. 

6.4.2 Strategy changes with and without feedback 

The visualization of the TF classification maps clearly reveals that subjects employ different 

strategies when feedback is provided compared to when it is not. In a sense, it would be expected 

that trials would become more consistent when feedback is offered, given that users receive 

indications about the ability of the system to comprehend their strategy through neurofeedback. 

Indeed, the most discriminable areas get shrinked in the TF map for online blocks and focus on more 

specific area: they are less spread out. Nevertheless, the maximal accuracy levels achieved are lower. 

On the other hand, it's essential to highlight that in subjects 000 and 005, the fixed model (trained 

only on trials without feedback) fails to make predictions beyond chance levels for online blocks: 

this emphasizes how distinct the way to perform IS is when feedback is provided compared to when 

it is not. The offline blocks seem to have limited relevance in predicting the blocks with feedback.  

Although the two paradigms (online and offline) are fundamentally similar, the timing differs; the 

rhythm changes because when feedback is given, each trial includes a feedback period, adding 3 

extra seconds. The blocks become longer, and also the inter-block pauses are extended due to the 

model training process, which can take up to 90s, as opposed to the 30s pause between offline blocks. 

On the other hand, the purpose of providing feedback is to encourage users to refine their strategy, 

making the task more predictable to the system. Hence, this difference was overall expected and 

since it is so visible, it suggests the potential use of a different model for future investigations. 

Indeed, the cumulative model taking into consideration all the offline blocks could be surpassed by 

the cumulative-only-feedback model. Using the latter in future experiments may allow for more 

blocks with feedback within the same timeframe (without the need for the lengthy offline training 

section based on data recorded without feedback, which apparently is less valuable for predicting 

purposes) and could enhance the number of blocks where feedback functions effectively. 
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7.  Conclusion 

This thesis introduces a BCI for detecting IS using a portable 8-channel EEG system, Mentalab 

Explore+. Notably, such devices have not been employed in previous state-of-the-art studies aimed 

at developing a single repetition IS BCI, marking a significant contribution to the field. The system 

was tested in online setting, providing real-time feedback to the user. This demonstrates a 

substantial advancement, considering that, to date, only a limited number of studies ([67], [68]) have 

tested their EEG-based IS BCI in real-time.  

After an initial phase to familiarize with the tools and the paradigm, experiments were held to create 

a model able to detect IS in offline analysis from the EEG signal. It performed properly on five out 

of six healthy subjects. Considering the use of an 8-channel research-grade system, the achieved 

performances are competitively positioned in a fair comparison with the state-of-the-art, commonly 

employing EEG systems featuring 64-channel full-scalp setups. The system was then tested online 

on three healthy subjects, showing its ability to provide trustworthy feedback to the user in real-

time while also revealing certain limitations. The results emphasized that an offline training session 

is less beneficial for the model compared to data acquired with feedback. This suggests that, for 

future developments of the system, initiating to provide online feedback earlier in the session may 

be advantageous, as the imagination strategy appears to change in trials where feedback, even if 

partly incorrect, is given. In the online sessions, the model demonstrated classification performance 

surpassing the usability threshold of 70% in two subjects out of three; peaks of 89% accuracy were 

reached in the final blocks. This indicates a bilateral learning process happening, prompting the need 

for further studies to quantify the contributions of the two adaptive controllers, the user and the BCI 

system. 

Six subjects were tested in offline experiments and only three participated in online sessions. Future 

studies will be certainly aimed at increasing the pool of participants to increase the significance of 

these results. Then, real-time feedback about IS detection may be strongly beneficial for increasing 

subjects’ consistency about imagination strategy and expanding the paradigm and the model 

towards a BCI system able to decode the specific imagined word, dealing with a multi-class 

classification problem which was not addressed in this thesis. 
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Appendix A 

Table A1: EEG-based IS BCI state-of-the-art 

Ref. Set-up Protocol Signal processing Performance 

[28] Clinical 

quality 

equipement.  

21 

electrodes, 2 

ECG 

channels, 1 

EMG 

channel.  

Sampling 

rate: 500Hz 

Silent talk of 6 Persian words (“Up”, 

“Down”, “Left”, “Right”, “Yes”, “No”) and 

silence class. Imagination is performed with 

closed eyes. 

The word (or the instruction for silence) is 

talked to subjects on earphones. As the 

audio finishes the subjects imagine saying 

the word for three times, within a 2.5s time 

window. 

5 subjects. 5 sessions are performed by each 

subject along 5 weeks. In total 200 trials 

(composed of 3 repetitions) per word and 

600 trials for silence class are recorded. 

The complete 2.5s trial is used as time window. 

Trials are band-pass (0-32Hz) filtered. Trials with 

high signal energy are rejected, as probably are 

corrupted by artifact.  

For each channel, amplitude FFT is computed in 

the interval 1-32Hz with frequency bins of 1Hz, 

resulting in 32 amplitude values. These values 

are fed into an SVM.  

Reported accuracy are obtained through a Monte-

Carlo cross-validation procedure. Hyperparameter 

tuning process of the SVM is not clearly explained. 

Classification accuracy is also reported considering 

the samples for different classes coming from 

different sessions, or from different parts of the same 

session reaching detection accuracy (chance level: 

50%) of 97 and 96%. But considering the samples for 

both classes coming from the same parts of the 

sessions, detection accuracy reduces to 58%. This 

shows how important it is to consider the non-

stationarity of EEG signals in the time and even more 

among different sessions. 

[33] Clinical 

quality 

equipment.  

128 EEG 

channels. 

Sample rate: 

1024Hz. 

Also EMG 

and EOG 

channels 

recorded. 

Inner speech of 4 Spanish words (“Up”, 

“Down”, “Right”, “Left”): each participant 

is indicated to imagine his/her own voice as 

if he/she is giving a direct order to the 

computer, repeating the corresponding 

word.  

Each trial starts with 0.5s of concentration 

interval showing a white fixation dot. Then 

a white triangle oriented in one of the 4 

directions is shown superposed to the with 

dot for 0.5s. Once the triangle disappears, 

the subject has 2.5s to repeat imagining the 

The signal is band-pass (0.5-100Hz) and notch 

filtered; re-referenced at external channels to 

minimize common mode voltage due to line 

noise and body drift. ICA is performed to identify 

artifacts.  

No classification is performed. This work is aimed at 

introducing a new public dataset with already pre-

processed signal. 
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word instructed by the triangle. Then, the 

fixation dot turns blue (1s): the trial is over, 

subjects stop the imagination phase. For 1.5-

2s (randomized time interval) nothing is 

shown and the subject can rest. 

10 subjects. 60 trials per word (240 trials in 

total). 

[36] Clinical 

quality 

signal. 64 

channels. 

Sample rate: 

2048Hz, 

The subjects are asked to perform overt 

speech and then imagined speech of six 

English words (“could,” “yard,” “give,” 

“him,” “there,” and “toe”). Each trial starts 

with the written instruction of the word. It 

is then followed by a fixation cross 

remaining on the screen for 1s. As it 

disappears the subjects pronounce overtly 

the word in a time window of 2s (blank 

screen). Then fixation cross appears again 

for 1s, and as it disappears the subjects 

perform imagined speech of the same word 

(blank screen for 2s). The subjects 

themselves did a self-assessment of 

performing correct/incorrect trials after 

performing the imagined speech task. Then 

a 1s pause follows and the next trial begins. 

15 subjects. 50 trials per word (300 per 

subject) 

CAR re-reference is applied. The signal is band-

pass (0.01-250Hz) and notch filtered. ICA is 

applied to remove eye blinking artifacts. Only the 

first second of each trial was used as time 

window. 

A wavelet-based (db4) filter bank is applied to 

obtain 8 frequency bands. From the 6 frequency 

bands up to 64Hz, 3 features are extracted: RMS, 

SD and relative wavelet energy. Then PCA is 

applied to reduce feature number (features 

explaining 95% of variance) and the resulting 

combination are fed into a RF or a SVM classifier 

to compare their performances. SVM resulted the 

best. 

No hyperparameter tuning is performed, but 

fixed, reasonable values are used. 

Reported classification performances are the average 

accuracy obtained in a 5-fold CV process on each 

subject. In the 6-class classification problem (chance 

level: 16.6%) the achieved accuracy (average along 

subjects) is 28.6%. 

Considering the pair-wise binary classification 

problem, as an average of all the possible pair 

combination (chance level: 50%) the accuracy 

obtained is 74%. 

 

 

 

[34] Clinical 

quality 

device. 64 

electrodes.  

Sampling 

rate: 1000Hz. 

Imagined speech of four words: “Left”, 

“Right”, “Up”, “Down”. 

On the screen a question about which 

direction is pointing the arrow is shown 

together with an arrow pointing in one of 

the 4 directions. The subjects perform 

Signals are band pass (0.5-128Hz) and notch 

filtered; artifacts are managed through ICA-

based ADJUST algorithm. Time window to be 

used as one epoch is the whole 10s mental 

repetition trial. Extracted features are energy and 

entropy, computed on the original EEG signals 

and on DB4 wavelet coefficients. The set of 

It is reported the best average cross-validated 

accuracy for each algorithm, without performing a 

nested cross-validation. 

In the multi-calss classification problem (chance 

level: 25%), the average accuracy is 48% (best subject 

50%).  
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imagined speech of that word for 10s, by 

imagining to continuously repeat it. The cue 

to start the 10s of mental repetition is given 

through a rhythm completion strategy: two 

equidistant “beep” are played and the 

imagination period starts when the third 

one should be to complete the rhythm. 

6 subjects; 50 trials per word (200 trials in 

total). 

extracted features is then fed into various ML 

algorithms. The best performing results to be 

Gaussian-ELM. 

The tuning parameters were chosen using a 10-

fold cross-validation procedure. 

For binary classification problem, considering pair-

wise classification accuracies (chance level 50%), an 

average 85% is achieved. 

Subset of electrodes were also tested and non-

significantly different performance were achieved by 

using only the electrodes covering specific speech 

brain areas. 

[18] Same as [30] Same as [30]. 

22 subjects. 

Same as [30] but the final classification is 

performed by using a SVM classifier instead of an 

RLDA classifier. 

As in [30], reported performances are the average 

accuracy obtained from a 10-fold cross-validation 

procedure. Hyperparameter tuning process of the 

SVM is not clearly explained. 

In IS detection (binary classification performed 12 

times, one per each word vs “Rest” condition, chance 

level: 50%) the reported average accuracy along all 

the 12 words is 80.7%.  

In multi-class classification problem, considering all 

the 13 classes (chance level: 7.7%), they achieve an 

accuracy of 40%. 

Different subsets of channels and different frequency 

ranges are also investigated. In particular, it is shown 

that non-significative difference can be noted in 

classification accuracies when using only specific 

speech related brain areas with respect to using all 

the 64 channels. They also show gamma band (30-

120Hz) to be the most informative. 

[25] Using the 

public 

database by 

[26] 

Using the public database by [26] Only 0.5s of the 4s available are used. Different 

strategies are tried, in particular a Convolutional 

Neural Network (CNN) taking as input raw EEG 

data achieves best classification performances. 

A nested-cross-validation procedure is used to tune 

hyperparameters of the architecture and then report 

performances in a robust way. The achieved 
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accuracy in binary classification between each word 

pair (50% chance level) is 66%. 

[30] Clinical data 

quality. 

64 channels.  

Sample rate: 

1000Hz. 

The subjects are instructed to perform inner 

speech by imagining the given word as if 

they were performing real speech, without 

moving any articulators nor making the 

sound. 12 English words are used and the 

13th class is a “Rest” class where the same 

stimulus is shown as for when a words is 

instructed but the subjects are demanded 

not to do anything particular. 

One block is composed of one trial for each 

of the 12 words and for the “Rest” class in a 

random order. Each trial has 2s where the 

audio instruction about the word is played. 

Then a white fixation cross appears on the 

screen for 0.8-1.2s (randomized interval). As 

the cross disappears the subject should 

imagine saying once the word that was 

played. After 2s the white cross appears 

back for another attention period of 0.8-1.2s 

followed again by a 2s imagination time. 4 

repetitions per each instruction are 

performed. Then a 3s relax time before the 

subsequent instruction happens. 

7 subjects. 22 blocks in total, with 

instructions (88 repetitions) per word. 

The signal is band-pass (0.5-40Hz) filtered and 

segmented into 2s epochs from the beginning of 

each trial. Binary classification of “Rest” epochs 

vs “Imagine” epochs (taking the first trial of each 

block to keep the dataset balanced) is performed 

using spatio-frequency features based on CSP: 

logarithmic variances of the first and last three 

CSP components are used as input features for 

the classifier. Classification is performed by 

shrinkage regularized linear discriminant 

analysis (RLDA). 

RLDA is a classification method adding a 

regularization term to a covariance matrix using 

optimal shrinkage parameter, which doesn’t 

need any hyperparameter tuning. 

Reported performances are the average accuracy 

obtained from a 10-fold cross-validation procedure 

which randomly divides all the trials of each subject 

into ten equally sized subsets and classifies ten times 

using the nine subsets as a training set and one subset 

as a test set. 

It is not performed a CV procedure where all the 

repetitions following the same instruction are kept in 

the same set. 

For imagined speech detection (“Rest” vs “Imagined 

Speech”, 50% chance level), they report an average 

accuracy along the subjects of 80%. The same 

classification is also performed by using subsets of 

channels obtaining average accuracies of 80% and 

77% when electrodes covering only the left speech 

brain areas and occipital areas are used. 

For multi class classification, by using all the 12 

words (chance level: 8.3%) an accuracy of 14.7% is 

achieved. 

 

 

 

[12] Using 

KaraOne 

public 

database 

[35]. 

Using KaraOne public database [35]. 

Imagined speech of 7 phonemic/syllabic 

prompts and of 4 English words (“pat”, 

“pot”, “knew”, “gnaw”). 

Only the first 3s from each imagined speech trial 

are used. To increase data to be used, each 

channel is considered as an independent data 

vector. 

The reported accuracy is the best score obtained in 

the cross-validation process used to optimize DNN 

architecture. A nested cross-validation is not 

implemented. 

In the multi-class classification problem (chance level 
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Clinical data 

quality. 

64 channels.  

Sample rate: 

1000Hz. 

Only 11 

channels 

(covering 

speech brain 

areas) are 

used.  

 

 

Each trial consists of 4 steps: 5s rest; then the 

prompt is shown written on the screen 

while an auditory utterance is played – this 

is followed by 2s when the subject moves 

the articulators into position to begin 

pronouncing the prompt; 5s imagined 

speech state, when the subject continuosly 

mentally repeats the word; a speaking state 

when the subject speaks the prompt aloud. 

12 subjects. 12 trials per word.  

 

Statistical features are extracted from each EEG 

epoch (RMS, variance, kurtosis, skewness, 3rd 

order momentum); the 3s EEG signals are 

decomposed into 7 levels by using db4 wavelets 

and the same statistical features are also extracted 

from the last approximation coefficient and from 

the last 3 detailed coefficients. These features are 

fed into a DNN with 2 hidden layers. 

The DNN architecture is optimized based on a 5-

fold cross-validation: the performance of several 

possible architectures are compared and the best 

is chosen. Since each channel was processed by 

itself, during the cross-validation process, it was 

paid attention to keep all the signals coming from 

the same trial in the same split. This is important, 

since the presence of a couple of channels from 

the test trials in the training set can lead to high 

spurious accuracy due to data leakage. 

9%) it is claimed an average accuracy along 8 subjects 

of 57%.  

[32] Emotiv Epoc 

device, 14 

EEG 

channels 

with dry 

electrodes.  

Only 6 left 

sided 

channels are 

used. 

 Sampling 

rate: 128Hz. 

Imagined speech of “Yes” or “No”. Each 

session is composed of 10 repetitions per 

each word. As the word is displayed the 

subjects imagine to say that word. It 

remains displayed for 2s. After each 

repetition, 2s pause is there. 10 consecutive 

“Yes” are followed by 10 consecutive “No”.  

4 subjects. 5 sessions, 50 trials per word. 

 

2s time windows are used. They are band-pass 

(0.16-43Hz) and notch filtered. Mel Frequency 

Cepstral Coefficients (MFCC) are extracted and 

fed into a KNN classifier. 

The average accuracy reached for this binary 

classification (chance level 50%) is 58%, reported as 

average of 5 train-test splits (using a ratio of 60% 

train, 40% test). 

A nested CV is not implemented to tune 

hyperparameters. 

The work claims a good performance in comparison 

with other works using dry electrodes, but it should 

be considered the absence of a randomized order. 
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[27] Clinical 

quality 

experiment. 

65 

electrodes. 

Sampling 

rate: 1000 

Hz. 

Inner-speech task of six Japanese words: 

“Up”, “Down”, “Left”, “Right”, “Forward”, 

“Backward”. 

The word is shown on the screen for 4s, then 

it is substituted by a fixation point for a 

second. As it disappears the subjects 

imagine saying the word, repeating it for 4s. 

16 subjects, 10 trials per word (40s recording 

per word). 

Signals are band-pass (1-120Hz) and notch 

filtered. ICA is used to remove eye blinks and 

CCA to reduce EMG sources of noise. 

The time window to be used for creating epochs 

is the whole 4s repeating period. 

Power spectral density is computed (using Welch 

method) per each channel and the powers in 12 

frequency bands (10Hz wide, non-overlapping) 

are the extracted. The 12x65 powers are then fed 

into a SVM to classify the epochs to the specific 

word. 

 

 

Reported performance of the model are obtained 

using a 20-fold cross-validation scheme.  

Hyperparameter tuning process of the SVM is not 

clearly explained.  

The obtained accuracy for the multi-class 

classification problem (chance level: 16.6%) is very 

high: 83% using all electrodes available, 81% and 75% 

using only specific subsets of electrodes 

corresponding to pre-frontal cortex and frontal pole. 

The relevance of frontal electrodes and high gamma 

frequency bands in the decoder, make the authors 

speculate that “the high accuracies in the tasks were 

caused not only by EEG components but also by 

EMG artifacts”. 

[26] Ag-AgCl cup 

electrodes. 

6 EEG 

channels.  

Sampling 

rate: 1024Hz. 

Imagined speech of 6 Spanish words (“up”, 

“Down”, “Left”, “Right”, “Forward”, 

“Backward”) and vowels. The word to be 

imagined is played as an audio and shown 

on the screen. Then the subjects imagine 

that word in correspondence of an audio 

“beep” reproduced 3 times within a 

window of 4s. 4s rest is then allowed. 

15 subjects. 40 imagined speech trials per 

word. 

The signal is band-pass (2-40Hz) filtered. The 

used time window is the whole 4s period with the 

three imagined repetitions. The EEG is processed 

with discrete wavelet transform and the relative 

wavelet energies are used as features to be the fed 

into a SVM or a random forest classifier. 

The reported accuracy is the best score obtained in 

the cross-validation process used to optimize the 

hyperparameters of the two proposed classifiers. A 

nested CV is not implemented. 

Reported accuracy is 20% with a chance level of 

16.6%. The focus of this work is to present a public 

dataset and show that it is possible to use it for multi-

class classification problems. Indeed, an accuracy 

better than chance level is achieved. 

[31] 15 electrodes 

covering 

speech brain 

areas 

(Broca’s and 

Wenicke’s 

areas).  

Imagined speech, also intended as mental 

reading, of the Chinese words for “Left” 

and “One”. 

The trials start with a preparation period of 

1s. Then the Chinese character for the word 

to be imagined is shown for 1s. When it 

disappears (blank screen) the subjects 

Signals are band-pass (0.1-100Hz) and notch 

filtered. For epochs belonging to the class with 

the imagination of a word, only the last 2s of each 

trial are used as time window.  

As “silence” epochs, 2s windows are segmented 

from the resting periods following the 

imagination.  

Accuracy is reported as the average of scores 

obtained through a 10-fold cross-validation applied 

on each subject data. Hyperparameter tuning process 

of the SVM is not clearly explained.  

Averaging along all the subjects, the reported 

accuracy is 85% in imagined speech detection (binary 
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Sampling 

rate: 250Hz. 

EOG 

recorded to 

remove 

ocular 

artifacts. 

imagine repeating the word for 4s. Finally, 

a rest period of variable duration is present. 

6 subjects; 75 trials per character (150 trials 

in total). 

CSP filtering is applied and four statistical 

features are extracted. Also, synchronization 

phenomenon between brain areas is exploited by 

extracting cross-correlation (τ=0) values between 

pairs of channels. They are then fed into a SVM 

classifier. 

classification of “Left” vs “Rest” and “One” vs “Rest” 

– chance level 50%).  

Instead, accuracy in classifying which word is 

imagined (“Left” vs “One” – chance level 50%) is 

lower: 66%. 
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Appendix B 

In this appendix the ERP (Figures B1 and B2) and TF representations (Figures B3 and B4) of section 

4.3.1 are complemented. The same figures comprehending all the electrodes are shown. 

Then for the TF representation (Figures B3 and B4), also the epochs related to the “NONE” class are 

represented, to offer a fair comparison between the two different mental conditions and show that 

the ERD identified in “IMAGINE” epochs (with different timing for the two paradigms) is not 

present in the “NONE” epochs. 

Figure B1: Time-locked average ERP. Complementing Figure 9 (all the channels are represented). 
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Figure B2: SVD first component ERP. Complementing Figure 10. 
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Figure B3: TF representation of color-changing cues paradigm per channel. Up the “IMAGINE” class 

is represented, down the “NONE” class. The power values (always positive) obtained by the 

Wavelet transform, are normalized with respect to a baseline (-0.5s-0s) period using a z-score 

scaler. Blue intensity encodes for negative values (hence power reduction with respect to the 

baseline average), red intensity for positive values (hence power increase). Dashed boxes encircle 

the identified ERD (reduction of the signal power) happening in γ band at time 1s-2s in channels 

F5, FC3 and C6.  

Differently than Figure 11 where only “IMAGINE” classes are represented, here it is notable that 

ERD is only happening when the subject performs IS and not in “NONE” epochs. This 

demonstrates that the identified ERD is related to IS. 
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Figure B4: TF representation of sliding cues paradigm per channel. Up the “IMAGINE” class is 

represented, down the “NONE” class. The representation is analog to Figure B3. The ERD 

(visualized with the dashed boxes) is anticipated by 1s with respect to color-changing paradigm. 

Also here it is only present when the subject performs IS but is only found in channels F5 and FC3. 

Differently than Figure 11 where only “IMAGINE” classes are represented, here it is notable that 

ERD is only happening when the subject performs IS and not in “NONE” epochs. This 

demonstrates that the identified ERD is related to IS. 

 

 

 


