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1. Introduction
The field of recommender systems is ever-
evolving, always attracting attention from both
academia and industry. Novel algorithms con-
tinuously improve state-of-the-art models for
real-world applications like social networks,
streaming platforms, and booking services. Rec-
ommender systems leverage various collateral in-
formation, including user demographics, item
attributes, and reviews. Reviews, often left by
users in platforms implementing recommender
systems, offer valuable supplementary informa-
tion. Despite numerous techniques developed
over the years to utilize reviews, current state-
of-the-art methods, such as HFT[7], NARRE[1],
and HRDR[6], fall short in effectiveness com-
pared to simple collaborative filtering methods.
On the other hand, the field of artificial in-
telligence has been revolutionized since 2017
with the introduction of Large Language Mod-
els (LLMs), built on the Transformer architec-
ture [8]. Models like ChatGPT, with their at-
tention mechanism, showcase unprecedented ca-
pabilities across AI tasks. Researchers are now
beginning to explore the application of LLMs
to recommender systems. Despite promising re-
sults, these techniques are not yet widely appli-
cable in large-scale real-world scenarios. More-

over, there is no literature on using LLMs in
recommender systems based on user reviews.
This thesis addresses this gap by exploring the
application of LLMs to review-based recom-
mender systems, motivated by the models’ pro-
ficiency in understanding human language, since
reviews are composed of natural language. The
objective is to assess whether LLMs can effec-
tively process user reviews to enhance the rec-
ommendation process.

2. State of the art
Recommender systems are algorithms designed
to suggest new items to users with whom they
have not yet interacted, commonly employed in
contexts like social networks, e-commerce, and
streaming platforms, where items range from
products and movies to restaurants. Based on
the information they use, recommender systems
fall into two main categories: content-based,
which recommend items based on their similar-
ity in terms of features, and collaborative filter-
ing, which suggest items based on user-item in-
teractions to identify similarities in user behav-
iors. These methods, ranging from simple ones
like ItemKNN to more complex algorithms like
RP3Beta[2], are the most popular and effective.
In addition to these methods, recommender sys-
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tems can leverage additional information, in-
cluding user reviews for various items. Numer-
ous techniques have been explored to enhance
recommendations using reviews, with current
state-of-the-art methodologies employing neural
approaches. These methods construct separate
user and item profiles based on reviews, merging
them in the final layer to predict user-item rat-
ings. Noteworthy baseline models for this thesis
include HFT[7], HRDR[6], and NARRE[1].
The second key element of this thesis is the
use of Large Language Models (LLMs), a fam-
ily of models characterized by their composition
of tens of billions of parameters (hence "large")
and an architecture based on the Transformer,
introduced in the 2017 paper "Attention is all
you need"[8]. This architecture, centered on
self-attention, features an encoder and a decoder
block, both composed of six layers. Each sub-
layer includes a multi-head self-attention layer
and a fully connected feed-forward network. At-
tention is a crucial concept, enabling selective
focus and dynamic weighting in sequences, to
obtain improved performance in tasks like nat-
ural language processing. In the Transformer
the Scaled Dot-Product Attention is employed,
which involves queries (Q), keys (K), and values
(V), through the following formula:

Attention(Q, K, V) = Softmax
(
QKT

√
dk

)
V

(1)

where dk is the queries and keys dimension. If
queries, keys and values are all the same vec-
tor, like in the Transformer, the attention is
called self-attention. Currently, there are sev-
eral highly powerful LLMs, including the lat-
est ones such as OpenAI’s GPT-4 and Google’s
PaLM 2. Additionally, there are models specif-
ically designed for generating embeddings, such
as OpenAI’s text-embedding-ada-002[5].
In the field of recommender systems, techniques
based on LLMs are emerging. Currently, the pri-
mary ones rely on textual prompts, such as P5[4]
or M6Rec[3], but none are centered on utiliz-
ing reviews to enhance recommendation quality.
Consequently, the aim of this thesis is to fill this
gap and assess whether the impressive language
processing capabilities of LLMs can improve the
performance of recommender systems based on
the use of reviews.

3. Models and methods
To validate the hypothesis of this thesis, seven
distinct models were developed, each utilizing
processed reviews from an LLM in varying ways
and with increasing levels of complexity. All
models are built on the use of embeddings
generated by OpenAI’s text-embedding-ada-002
model, accessible through an API. This model
takes a textual sequence as input and returns
an embedding vector of size d = 1536. Conse-
quently, each review has been associated with
an embedding vector. These vectors have been
leveraged in different ways by the various mod-
els. The first five models all share the same foun-
dational concept as HRDR and NARRE: using
reviews to independently construct a user pro-
file and an item profile. Therefore, all models
are two-tower models, with one tower to pro-
cess user information and the other to process
item information. Thus, when predicting a rat-
ing r̂u,i given by user u to item i, all reviews
(and in some models all ratings) given by u are
processed by the user tower to obtain a user em-
bedding pu; and all reviews (and possibly rat-
ings) received by item i are processed through
the item tower to obtain an item embedding qi.
Hence, all steps described in the models are ap-
plied in parallel on both towers. The outputs of
the two towers are then combined to obtain the
predicted rating. In these models, pu and qi are
merged using a simple linear layer to avoid in-
troducing additional complexity, as depicted in
Figure 1, through the following formula:

r̂u,i = W (pu × qi) + b (2)

where W and b are parameters of the linear
layer.

Figure 1: Basic structure for every model.
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Figure 2: Model 3 architecture.

Given the embeddings, the estimated rating is
calculated in the same way across all models,
while they differ in how pu and qi are generated.

1. Review embeddings only (RE): the
first model only uses embedded reviews as
input to obtain user and item profiles. For
each user-item interaction, all reviews asso-
ciated with the user and the item are col-
lected, forming matrices of dimensions n×d,
where n is the number of user or item re-
views, and d is the embedding dimension
(1536). A multi-head attention layer pro-
cesses these embeddings in a self-attention
manner, and the output is then aggregated
with a pooling strategy (sum, determined
through hyperparameter tuning) to gener-
ate unique embedding vectors for users and
items. The final step involves the process-
ing through a linear layer, producing pu for

the user tower and qi for the item tower.
2. Aggregation of Review and Collabo-

rative Embeddings (RE+CE): the sec-
ond model introduces collaborative filter-
ing information together with embedded re-
views. Embedded reviews are processed
just as in Model RE. The output of the
review processing is concatenated with the
output of a multi-layer perceptron (MLP).
This MLP is composed of three linear layers
with ReLU activation function and takes as
input a vector containing all ratings asso-
ciated with the user/item. The vector has
length nitems for the user tower and nusers

for the item tower, containing 1 in case of
interaction, 0 otherwise.

3. RE+CE with Transformer Encoder
(RE+CE TE): the third model has the
same structure as Model RE+CE, with the
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same inputs and the same processing for
ratings and embedded reviews. The only
difference is the employment of a more com-
plex attention mechanism, with the same
structure as the encoder block in the Trans-
former. The encoder is a stack of nlayers

identical sub-layers, where each sub-layer is
a composition of multi-head self-attention
and a feed-forward neural network, with
normalization in between and at the end.
Each sub-layer takes as input the output
of the previous sub-layer, and the output
of the last layer is then processed just as
the output of the attention layer in Model
RE+CE.

4. Collaborative Embeddings as Atten-
tion Queries (CE+AQ): this model also
uses both collaborative filtering information
and embedded reviews, exploring the ef-
fect of introducing the embedded collabo-
rative filtering information inside the atten-
tion mechanism. Hence, the difference with
Model RE+CE lies in the use of the collab-
orative embeddings generated by the MLP
as queries in the attention layer, where em-
bedded reviews are used as keys and val-
ues. The dimension of the embeddings ex-
tracted from collaborative information is
likely lower than the fixed dimension of the
embeddings produced by the LLM. There-
fore, it is necessary to map the embedded
reviews to the same dimension to compute
attention. To achieve this, an MLP with the
same structure as the collaborative MLP is
employed. The structure of this model is
shown in Figure 2.

5. CE+AQ with Transformer Encoder
(CE+AQ TE): this model has the same
structure as Model CE+AQ, but with the
same attention mechanism described in
Model RE+CE TE. Therefore, for each sub-
layer of the encoder block, the output of
the collaborative MLP is used as query in
multi-head attention

In addition to these five neural models based on
attention, two simpler models were developed to
assess the inherent quality of embeddings pro-
duced by the LLM. CB-KNN is a straightfor-
ward content-based ItemKNN model. For each
item, the average of the embeddings from all as-
sociated reviews is taken and used to obtain d

features, resulting in a matrix of size nitems × d.
The similarity matrix is then computed based
on this feature matrix. CFCB-KNN combines
this approach with interaction information to
create a hybrid model that is both content-based
and collaborative filtering. The same matrix as
in Model 6 is concatenated with the User Rat-
ing Matrix, resulting in a new matrix of size
nitems × (d + nusers). The similarity matrix is
then calculated for the ItemKNN model.

4. Results
To evaluate the quality of the proposed mod-
els, three datasets were selected, commonly used
in works presenting models based on the use of
reviews. Two of them belong to the Amazon
Reviews Dataset, collecting user reviews on the
popular e-commerce platform, divided into cat-
egories. The two categories chosen are Digital
Music and Toys and Games. The third dataset
is the Yelp Review dataset, which gathers re-
views from users on the Yelp platform for a wide
range of businesses, such as restaurants, bars
and retail shops. Due to the massive size of the
Yelp dataset, preprocessing was conducted to re-
duce its size and make it comparable to the other
two datasets. Additionally, it was made 5-core
like the other two, ensuring that each user and
item in the dataset has at least 5 interactions.
The datasets exhibit high sparsity, all surpassing
99%.
To assess the effectiveness of the models, their
results were compared against five different
baseline models: three state-of-the-art meth-
ods leveraging user reviews (HFT, NARRE and
HRDR) and two popular collaborative-filtering
algorithms (ItemKNN and RP3Beta). Hyper-
parameter tuning was performed on all models
and baselines to ensure that the results reflect
the true potential of each model. In the process
of training, evaluating, and testing the models,
the dataset was divided into three distinct sets
with a predetermined ratio of 80% for training,
10% for evaluation, and 10% for testing, ensur-
ing that all models use the same data to guar-
antee consistency.
The results across different datasets provide sev-
eral noteworthy conclusions, despite revealing
discrepancies among them.
Firstly, all proposed models consistently outper-
form the review-based baselines. This evidence
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Amazon Music
Models Precision@10 Recall@10 MAP@10 NDCG@10

(1) RE 0.0112 0.0864 0.0310 0.0459

(2) RE+CE 0.0248 0.1982 0.0895 0.1191

(3) RE+CE TE 0.0218 0.1774 0.0765 0.1035

(4) CE+AQ 0.0197 0.1532 0.0691 0.0921

(5) CE+AQ TE 0.0211 0.1693 0.0733 0.0991

(6) CB-KNN 0.0255 0.2056 0.0907 0.1216

(7) CFCB-KNN 0.0336 0.2657 0.1255 0.1638

RP3Beta 0.0337 0.2652 0.1241 0.1629

ItemCFKNN 0.0304 0.2394 0.1156 0.1500

HFT 0.0024 0.0071 0.0048 0.0047

NARRE 0.0004 0.0011 0.0021 0.0008

HRDR 0.0055 0.0194 0.0092 0.0113

Table 1: Results on Amazon Music dataset

proves that creating embeddings for entire re-
views, rather than individual words, yields su-
perior results; and underscores the effectiveness
of embeddings produced by the LLM.
Secondly, surprisingly impressive results are
achieved by simpler models (models CB-KNN
and CFCB-KNN). Model CFCB-KNN, a ba-
sic ItemKNN hybridizing both content-based
and collaborative filtering information, outper-
forms the best baseline (RP3Beta) on Amazon
Music and Yelp datasets, with comparable re-
sults on Amazon Toys. Moreover, it stands
out as the top-performing model on the two
Amazon datasets. Notably, the main dataset-
dependent discrepancy lies in this result, as on
the Yelp dataset, neural models (particularly
Models RE+CE TE, CE+AQ, and CE+AQ TE)
not only surpass RP3Beta but also outperform
Model CFCB-KNN, with Model RE+CE TE ex-
hibiting the overall best performance, as shown
in Table 2. This demonstrates how variations in
dataset characteristics, despite similar sparsity
and interaction numbers, translate into varying
effectiveness of more or less complex architec-
tures.
Analyzing the results of individual models in
more detail, it is evident that information ob-
tained solely from the embeddings of reviews
does not allow the Model RE to achieve satisfac-

Yelp
NDCG@10

(3) RE+CE TE 0.0346

(4) CE+AQ 0.0316

(5) CE+AQ TE 0.0323

(7) CFCB-KNN 0.0313

RP3Beta 0.0301

Table 2: Results of models that outperform
RP3Beta on the Yelp dataset

tory results. The introduction of collaborative
embeddings obtained from interaction-based in-
formation significantly improves performance, as
demonstrated by the Model RE+CE results.
Collaborative embeddings effectively guide the
model to produce more valid recommendations.
Processing embedded reviews in a more com-
plex manner than a simple multi-head attention
layer, as in Model RE+CE TE, leads to mixed
results. It does not guarantee improved perfor-
mance compared to Model RE+CE for Amazon
datasets, while it emerges as the top-performing
model for the Yelp dataset. This suggests that
the increase in complexity and the compression
of the dimension of embeddings produced by the
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LLM yields more or less positive results depend-
ing on dataset characteristics.
Another discrepancy is evident in the use of
collaborative embeddings within the attention
mechanism, as seen in Model CE+AQ. On
the Yelp dataset, collaborative embeddings ef-
fectively guide attention to specific reviews
in the attention calculation, improving perfor-
mance compared to Model RE+CE, while re-
sults worsen on Amazon datasets. However,
consistently across all datasets, employing a
more complex processing of embedded reviews
in Model CE+AQ TE leads to increased results
compared to Model CE+AQ. This suggests that
collaborative information requires more complex
processing within attention to highlight its im-
pact. Results for the Amazon Music dataset are
shown in Table 1.
The analysis of the scalability reveals a signifi-
cant difference in the computation time required
by various models. KNN models based on sim-
ilarity calculations (collaborative filtering base-
lines and models CB-KNN and CFCB-KNN) are
much faster since they don’t have parameters
to be trained, taking no more than a minute
to compute the similarity matrix. In contrast,
neural models require multiple training epochs,
with the average time per epoch ranging from a
few seconds to several minutes, increasing with
model complexity. Review-based baselines are
the most time-consuming models, in addition to
yielding less satisfactory results.

5. Conclusion
The aim of this thesis is to address a cur-
rent gap in the field of recommender systems.
While models leveraging reviews to enhance rec-
ommendations and recommender systems using
LLMs exist independently, there is no literature
on applying an LLM to user reviews for recom-
mendation improvement. Under the hypothe-
sis that the remarkable language understanding
capabilities of LLMs could yield promising re-
sults when applied to user reviews, seven differ-
ent models, ranging from simple similarity al-
gorithms to increasingly complex neural archi-
tectures, were presented to assess how LLM-
produced review embeddings can enrich the rec-
ommendation process.
The obtained results are highly compelling and
strongly support the hypothesis. All methods

greatly outperform chosen review-based base-
lines and achieve comparable (and, in some
cases, superior) results to popular collaborative
filtering baselines like ItemKNN and RP3Beta.
Particularly, the experiments reveal that, in
most cases, adding complexity to the model does
not guarantee better results. Conversely, utiliz-
ing a straightforward model that employs em-
beddings as item features combined with collab-
orative filtering information surpasses current
state-of-the-art collaborative methods, widely
used in many contexts, also with the absence
of reviews.
This evidence clearly establishes that LLMs can
be an effective tool for improving recommenda-
tions based on user reviews, and many further
steps can be taken to achieve even higher qual-
ity.
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