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1. Introduction
Nowadays, more and more companies are
launching satellites into space, taking to an
overpopulation of the Earth’s orbits of interest,
such as Low Earth Orbits (LEO) and Geosyn-
chronous Earth Orbits (GEO). Since the first
version of the Space Debris Mitigation Guide-
lines document in 2002, the Inter-Agency Space
Debris Cordination Committee (IADC) settled
some guidelines for the post-mission disposal
(PMD) in order to prevent the debris excessive
growth. For a debris in LEO, it should be trans-
ferred into a disposal with an expected residual
orbital lifetime of 25 years or shorter (although
a direct re-entry is preferable). However, it will
be necessary not only to implement all the end-
of-life regulations of the satellite, but also to ac-
tively act to free the most used orbits from the
objects with the greatest impact in terms of po-
tential risk. Liou [4] analyzed different scenarios
considering both the case with no mitigation at
all, the case with PMD only and the case with
ADR with different removed objects per year.
Plotting the debris growth trend in the 3 cases
showed that only by combining PMD with an
Active Debris Removal (ADR) mission with 5
deorbited debris per year a satisfactory result

can be obtained.
The aim of this thesis is to implement a mission
designer for a multiple-target ADR mission that
will find the best route in order to remove the
required number of debris. The algorithm will
take account not only of the ∆v necessary for
each travel, but also of many characteristics of
the debris that influence the capture feasibility
and its impact on the orbital environment. To
do that, they will be used some specific indices,
the operability index IOP and the environmental
index IENV .

2. Mission architectures
In order to fulfill the goal of this dissertation,
different strategies can be adopted. Each equally
effective, and each with its pros and cons. A
summary flowchart is showed in Figure 1.

2.1. RAAN change strategy
Among the various orbital transfer maneuvers,
those out-of-plane are certainly the most expen-
sive. As for the change of inclination, the cheap-
est possibility is to provide an impulse perpen-
dicular to the plane at the apogee. As for the
Right Ascension of the Ascending Node (RAAN)
change, there are two ways to compensate for the
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Figure 1: ADR mission deorbiting phases
flowchart considering different architectures

difference between the departure orbit and the
arrival orbit.
The simplest way is the direct change through
an out-of-plane impulse. This manoeuvre, un-
like the other strategy, results in a transfer with
small ToF. However, it is very expensive and
it could preclude lots of transfers with a large
RAAN difference.
An alternative strategy takes advantage of the
RAAN variation due to the Earth’s oblateness
effects, particularly to the second zonal har-
monic J2. To reduce a large RAAN difference
between initial and final orbit, the transfer can
be performed using an intermediate drift orbit,
with specific semi-major axis and inclination.

2.2. De-orbit strategy
In order to be safely deorbited, the debris has
to be taken into a de-orbiting orbit. There are
mainly two strategies by which the chaser can
deorbit the debris. The first one is the Deorbit-
ing Kit Strategy (DKS). This strategy consists
in attaching to the debris a deorbiting kit, like
a thruster, that will take the debris into the dis-
posal orbit. The other one is the Disposal Orbit
Strategy (DOS). In this case, the chaser attaches
itself directly to the debris and takes to the dis-
posal orbit.

2.3. Propulsion type
The different choice of thrusters and propellant
will influence the dynamics of orbital transfers,
the propellant consumption, the transfer dura-
tion and computational cost.

High-thrust propulsion is the one that we have
in chemical propulsion systems. The manoeu-
vres carried out by a chemical thruster can be
considered to be impulsive. Impulsive manoeu-
vres are such that can be modelled as instanta-
neous change of magnitude and direction of the
orbital velocity vector.
Low-thrust propulsion is, instead, the one that
we have in electric propulsion system. In this
case, the manoeuvres will no longer be impul-
sive, and that means that the spacecraft will
change position during the manoeuvres, and it
will typically perform several revolutions before
reaching the desired orbit. Moreover, during the
manoeuvres it will be also necessary to take ac-
count of the variation of orbital parameter due
to the low-thrust perturbing acceleration and of
the secular effects due to J2.

2.4. Selected mission architecture
In this dissertation, the mission architecture for
active debris removal of multiple target selected
is the DKS, adopting a direct RAAN change and
considering high thrust propulsion.

3. Time-Dependent Travelling
Salesman Problem

One of the main challenges related to ADR mis-
sions is finding the best sequence of debris to
be deorbited within the same mission, optimis-
ing a specific cost function (i.e., delta-v, time-
of-flight, mass deorbited). This can be reduced
to a discrete sequence/path optimisation prob-
lem similar to the Traveling Salesman Problem
(TSP), widely known in literature. As suggested
by the name, TSP is based on the problem re-
garding the best path that a salesman should
do to visit a certain number of cities using as
little fuel as possible, starting from his current
city. A generic scheme for the TSP is showed
in Figure 2. However, the classic TSP shows
some differences with the ADR sequence opti-
mization problem. Firstly, the debris in-orbit
represent the cities of the TSP, which have to be
connected by an optimal path. However, unlike
cities in the TSP, space debris change their po-
sition with time, and then the transfer cost be-
tween them will depend on their actual position
and then on the time. This more general case
of TSP is known as Time-Dependent Travelling
Salesman Problem (TDTSP), and it is in gen-
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Figure 2: Example of a generic TSP scheme.
(from [1])

eral more complex since it is necessary to take
into account the displacement of the nodes over
time.

4. Cost function indices
In this dissertation, the quality of a solution is
calculated with the help of a fitness function that
has to be minimized. This function will take into
account not only the ∆v required for transfers
between debris, but will also take into account
the two indices, already defined in Borelli’s pa-
per [3].

4.1. Environmental Index
The environmental index IENV describe the crit-
icality of an inactive object to the debris en-
vironment. This index therefore expresses how
convenient it would be to remove a certain debris
to reduce the risk of collisions in that orbital re-
gion. The environmental index used was defined
in [2] and used in Borelli et al. [3]:

IENV =

(
Φ

Φ0

)
·
(

M

M0

)1.75

·
(

life

life0

)
(1)

where Φ is the flux of debris, M the debris mass
and life is the orbital lifetime function. The
higher its value, the more convenient it will be
to deorbit a certain debris given its high risk
of collision. IENV is then normalised with the
value corresponding to an object of 1000 kg of
mass in an orbit of 800 km of altitude and 98.5◦

of inclination.

4.2. Operability Index
This index quantifies the difficulties in approach-
ing and capturing the debris. For the purposes
of this thesis a rigid contact capture technique
has been considered, for example through one or
more robotic arms. The operability index takes
into account three factors that will have a big
influence on proximity operations:
• Attitude state
• Mass
• Illumination conditions

The attitude state represents the rotational state
of the debris, and in order to rigidly attach the
debris, the chaser has to synchronize to its mo-
tion. Mass represents another major constraint
since greater mass leads to greater catching dif-
ficulty. Finally, the illumination conditions are
very important for proximity operations. In fact,
the chaser will mainly make use of sensors to pre-
cisely locate the satellite and to derive its precise
shape and true attitude state. In order for these
sensors to work, they need the target to be il-
luminated by the sun. The operational index is
therefore defined as follows:

IOP = Pill

(
as0(L, ωf )

as(L, ωf
)

)(
M0 −M

M0

)
(2)

where Pill is the percentage of the orbit with fa-
vorable lighting conditions, as(L, ωf ) is the es-
timated acceleration to obtain a full synchroni-
sation, ωf is the angular velocity derived from
the apparent angular velocity and M is the mass
of the debris. The higher its value, the easier it
will be to capture and deorbit a certain debris.
IOP is then normalised with the value of a debris
with M = 1000 kg, ω = 3◦/s and L = 2 m.

5. Branch&Bound algorithm
The algorithm developed in this dissertation is
based on Branch&Bound algorithm concept. In
fact, the search for an optimal solution will use
a fitness function to quantify the quality of the
solution and whether to proceed in that direc-
tion for the search, or to truncate that branch in-
stead. the fitness function used for the algorithm
will not only take into account the transfer cost
required to reach the next detritus, but through
the use of the two indices, IOP and IENV , it will
also take into account respectively how conve-
nient it is to deorbit a certain debris based on
the difficulty of capturing it and the benefit of
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deorbit it. The cost function will then consist of
a weighted sum of these three elements. Since
the goal of the algorithm will be to minimize it,
the inverses of the two indices will be consid-
ered in the function. The cost function at each
iteration will thus be computed as follows:

fCOST = α1 ·
∆V

∆V0
+ α2 ·

IENV

IENV,0
+ α3 ·

IOP

IOP,0

(3)

where α1, α2 and α3 are the weights assigned
respectively to the transfer cost ∆V , to the En-
vironmental Index IENV and to the Operational
Index IOP . The three weights can be tuned ac-
cording to mission requirements. The three com-
ponents of the weighted sum are also normalized
so that their values are between 0 and 1 and thus
comparable.
The indices of the entire debris population can
be pre-calculated according to 1 and 2 and or-
ganized into a matrix since they depend solely
on debris characteristics. As for ∆v, it will
be calculated from time to time depending on
the orbital parameters of the departure and ar-
rival debris at the time of departure. For each
travel, the transfer cost ∆v is computed using
the function lambertMR.m. This function solve
the Lambert’s problem given the initial and fi-
nal position and velocity vectors and the de-
sired time of flight, giving as outputs the ini-
tial and final velocity vectors of the Lambert
transfer. In order to consider more cases that
can lead to more optimal solutions, this opera-
tion is repeated for five different departure times
equally spaced. Moreover, the transfer cost is
computed for different time of flight (ToF). The
ToF vector is obtained by dividing the revolu-
tion time of the arrival orbit equally and consid-
ering only the times from the fourth element on-
ward, since times that are too low would lead to
solutions that are impossible or at any rate cer-
tainly too expensive. In order to avoid sequences
that are infeasible or otherwise too costly from
a transfer cost perspective, transfers that have
∆v > 1800 m/s are discarded at each iteration.
Due to orbital perturbations, the mean anomaly
will not be the only parameter to vary. In this
dissertation, the J2 perturbations due to Earth
oblateness are considered. In this simplified per-
turbation model, the only parameters that vary
are the Right Ascension of the Ascending Node

(RAAN) Ω, the Argument of Perigee (AoP) ω
and the mean anomaly M. Their values will
change over time in that way:

dΩ

dt
= −3

2

(
rE
p

)2

nJ2 cos i (4)

dω

dt
=

3

4

(
rE
p

)2

nJ2(5 cos
2 i− 1) (5)

dM

dt
= n+

3

4

(
rE
p

)2

nJ2
√

1− e2(3 cos2 i− 1)

(6)

where rE is the Earth’s radius, i is the inclina-
tion, e is the eccentricity and n and p are re-
spectively the mean velocity and the semilatus
rectum, and they are computed as:

n =

√
µE

a3
(7)

p = a(1− e2) (8)

where µE is the Earth’s gravitational constant
and a is the semi-major axis. Then, it is neces-
sary to consider their variation both during the
waiting time between the different departures
time and during the ToF considered in Lam-
bert’s problem.
At the end of one cycle of the iteration there
will be a matrix where for each debris, each ToF
and each start time the weighted sum calculated
as in Equation 3 will be reported. After sorting
them, it considers only a percentage of the best
transfers (determined by the user) while discard-
ing all others. This will avoid having to consider
too many combinations in subsequent iterations,
leading the algorithm to have prohibitive com-
putation times. This step is based on the as-
sumption that good single transfers will proba-
bly lead to an optimal overall solution.

6. Results
Different test cases are evaluated with the al-
gorithm, which differ in the weight assigned to
the three contributions of the cost function in
Equation 3. In order to test the behavior of the
algorithm, the first test cases (1,2 and 3) are sce-
narios in which the aim is to optimize only one
parameter at a time. Test case 4 goes to simu-
late a mission scenario where you want to con-
sider all three contributions in a balanced way,
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setting α1 = 1, α2 = 0.6 and α3 = 0.6. An
additional test case considered (test case 5) is a
scenario in which a decision is made to give much
higher priority to indices than to transfer cost.
To do this, the weights were assigned the value
α1 = 0.3, α2 = 1.5 and α3 = 1.5. As a final
test case (test case 6), it was thought to equally
consider only the two indices and instead ignore
the ∆v term in the weighted sum.
In order to show how the algorithm performed
in this several test cases, it was planned to plot
for each of them the total value of each contribu-
tion of the weighted sum normalized to the max-
imum value. It will then be expected that the
algorithm will go to minimize the contributions
that have the most weight. In the bar graph in
Figure 3 it can be seen that this prediction is
basically right. In fact, in the first three test
cases the minimized value is that of the only pa-
rameter considered. Then, in test case 4 it can
be seen how the situation is more balanced even
though ∆v is the most minimized value and in
fact the one with the highest weight. Increasing
the weight of the indices, in test case 5 it can be
seen how the value of ∆v increases while that for
the environmental index decreases. Then con-
sidering only the two indices, in test case 6 we
can see how ∆v increases further while 1/IENV

continues to decrease. The fact that the two in-

Figure 3: Bar graph of the normalized sum of
the three contributions to the weighted sum ∆v,
1/IOP , and 1/IENV that defines the functions
cost that have to be minimized by the algorithm

dices do not decrease in the same way as their
weights increase is due to the lack of variety in
the data due to the small population size and
the many values assumed. In Tables 1 and 2 are

listed the first ten sequence chosen by the algo-
rithm for test case 1 and 5, in which it can be
seen the difference in total transfer cost depend-
ing on whether only ∆v is considered or whether
indices are also considered. In this regard, it is
good to remember that higher index values cor-
respond to better solutions. In fact, in test case
5 it can be seen that the total value of IENV

is much higher than in test case 1. As for IOP ,
although it is not higher for all sequences, it al-
ways remains very high in contrast to test case
1, where a decrease is seen in the last sequence.

Sequence Total ∆v [m/s] Total IOP [-] Total IENV [-]
[57,47,55] 642 18.2251 3.7893
[57,47,56] 666 18.2630 3.7893
[57,45,38] 708 18.5105 2.8775
[57,47,49] 718 18.2460 3.7893
[57,45,55] 720 18.2876 3.7893
[57,47,54] 777 18.2755 3.7893
[57,45,49] 780 18.3085 3.7893
[57,47,66] 795 18.2441 3.7893
[57,47,38] 860 18.4480 2.8775
[9,22,28] 860 7.5471 0.6753

Table 1: First 10 sequences chosen by the algo-
rithm for test case 1

Sequence Total ∆v [m/s] Total IOP [-] Total IENV [-]
[71,67,57] 1587 12.6870 7.4106
[71,67,46] 1673 12.7958 7.4106
[71,67,47] 1693 12.7392 7.4106
[57,47,55] 642 18.2251 3.7893
[71,67,58] 1710 12.6784 7.4106
[57,47,56] 666 18.2630 3.7893
[71,67,45] 1762 12.8017 7.4106
[57,47,49] 718 18.2460 3.7893
[57,45,55] 720 18.2876 3.7893
[71,63,45] 1812 12.8173 7.4106

Table 2: First 10 sequences chosen by the algo-
rithm for test case 5

7. Conclusions
In this thesis, an algorithm was developed for
choosing the sequence of debris to be deorbit in
a multi ADR mission. Compared to previously
developed methods, which went for an optimiza-
tion considering only the ∆v or at most a bi-
objective optimization considering time and ∆v,
in this dissertation it was aimed to enrich the re-
search with the implementation of two indices,
namely the operational index IOP and the envi-
ronmental index IENV . While Masserini’s work
[5] focused more on comparing two mission ar-
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chitectures (chaser and deorbiting kits) and the
performance of different optimization algorithms
based solely on the transfer cost, here more em-
phasis was placed on defining a cost function
that would go into multiple aspects. The advan-
tage of a multi-index cost function is to be able
to maximize the benefits obtained from an ADR
mission by deorbiting the debris with the great-
est impact on the orbital belt, and to minimize
the risks due to the high difficulty of captur-
ing some debris, all while finding a good trade-
off with the amount of propellant required. Al-
though the algorithm makes use of several as-
sumptions and simplifications, it still seems to
lead to satisfactory results. In fact, always keep-
ing the total ∆v fairly limited, it succeeds in
finding sequences whose debris has characteris-
tics such that it has a higher risk of collision
but still does not present too high a difficulty
of capture, risking leading to failure of the en-
tire mission due to irreversible damage to the
chaser. Despite this assumption, the focus of
this thesis was the algorithm behaviour in ob-
jects selections for ADR mission according to
multiple ranking indices. Therefore, the mod-
elling and analysis of the relative behaviour of
the multiple indices was more of interest.
This dissertation can be more of a starting point
for future developments. In fact, many sim-
plifications are considered throughout the the-
sis. Firstly, different mission architectures can
be studied. The analyzed architecture is on the
whole quite simple: high thrust propulsion, di-
rect RAAN change, and deorbiting kit strategy
were chosen.
From the algorithm point of view, some improve-
ments can be foreseen. The chosen method,
inspired by Branch&Bound, is efficient for
medium-sized problems. However, in more com-
plex scenarios where the population of debris
is significantly larger it an evolutionary algo-
rithm may be more suitable. In addition, having
adopted the RAAN direct change strategy and
high-thrust propulsion, it was not deemed nec-
essary to consider the total mission time among
the parameters of the cost function since all the
solutions found had very short total times. How-
ever, a future implementation could be to extend
the cost function formulation to consider also the
total time of the ADR mission, often an impor-
tant parameter for mission planning and design.

In essence, many implementations can and
should be made especially for its application in
a real mission scenario. What this dissertation
aimed at was to demonstrate how it was possi-
ble to use an index-based satellite rating system
in selecting an optimal sequence of debris to or-
bit. Thus, the use of other types of indices, as
discussed in the paper of Borelli et al. [3], or
alternative indices should not be ruled out.
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