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Abstract

Nowadays an increasingly number of space missions focus on the development of on-orbit
servicing systems capable of accomplishing tasks such as repairing of satellites, removing
of orbital debris, rendezvous and docking manoeuvres. Space manipulator systems (SMS),
i.e. satellite-mounted manipulators, are expected to be a key technology for on-orbit ser-
vicing tasks.
Among the main challenges related to this technology, planning a suitable path to reach
a target is probably the most demanding one. The existence of kinematic singularities
and joint angles limits together with the need for keeping the target in sight of the chaser
represent key issues that have to be taken into account; in addition, a reduced motion
of the spacecraft base would be preferred in order to save on-board fuel. Moreover, from
an extensive research on the current state of the art, it emerges that the current need is
that of an autonomous SMS which is able to plan a trajectory from start to target, by
adapting to different starting points.
Scope of this thesis is then to use a machine learning algorithm in order to train the
SMS to generate autonomously a proper path of the end effector of the satellite-mounted
manipulator. The selected approach is the Q-learning method, which is a simple, stable
and reliable algorithm, frequently adopted for path planning.
The last part of the thesis eventually concentrates on the possible control logic to be
implemented in order to follow the prescribed trajectory, both in full control and under-
actuated control modes (to avoid controlling the base, hence saving on-board fuel).
To verify the implemented strategies, a complete simulation of the 3D behavior of the SMS
has been carried out; the results show a good robustness of the path planning algorithm
to different initial positions of the SMS end effector in the environment, together with
the overcoming of the previously considered challenges. Furthermore, the implemented
controllers prove to be efficient in tracking the states under control.
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Abstract in Italian

Al giorno d’oggi un numero sempre maggiore di missioni spaziali si sta concentrando sullo
sviluppo di sistemi di on-orbit servicing in grado di svolgere compiti come la riparazione
di satelliti, la rimozione di detriti orbitali, manovre di rendezvous e docking. I sistemi di
manipolazione spaziale (SMS), ovvero i manipolatori montati su satellite, sono destinati
ad essere una tecnologia chiave per le attività di manutenzione in orbita.
Tra le principali sfide legate a questa tecnologia, la pianificazione di una guida corretta
per raggiungere il target è probabilmente la più impegnativa. L’esistenza di singolarità
cinematiche e limiti meccanici degli angoli dei giunti, insieme alla necessità di mantenere il
bersaglio nella visuale dell’inseguitore rappresentano limitazioni che devono essere prese
in considerazione; per di più, un movimento ridotto della base sarebbe preferibile, in
quanto permetterebbe di risparmiare propellente. Inoltre, da un’ampia ricerca sullo stato
dell’arte, emerge che l’esigenza attuale è quella di un SMS autonomo che sia in grado di
pianificare una traiettoria adattandosi a diverse posizioni di partenza.
Scopo di questa tesi è quindi quello di utilizzare un algoritmo di machine learning per
addestrare l’SMS a generare autonomamente un’opportuna traiettoria dell’end effector
del manipolatore. L’approccio scelto è il metodo Q-learning, che è un algoritmo semplice,
stabile e affidabile, frequentemente adottato per scopi di guida.
L’ultima parte della tesi si concentra infine sulla possibile logica di controllo da imple-
mentare per seguire la traiettoria prescritta, sia in modalità di controllo completo che in
modalità di controllo sottoattuato (al fine di evitare il controllo della base e risparmiare
carburante).
Per verificare le strategie implementate è stata effettuata una simulazione completa del
comportamento 3D dell’SMS; i risultati mostrano una buona robustezza dell’algoritmo
di guida a diverse posizioni iniziali dell’end effector dell’SMS, insieme al superamento
delle sfide precedentemente considerate. Inoltre, le tecniche di controllo implementate si
dimostrano efficienti nel seguire gli stati sotto controllo.
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1| Introduction

Space manipulator systems (SMS) are considered as one of the most promising technolo-
gies for future space activities, thanks to their important role in various on-orbit servicing
missions.
In this thesis the space manipulator technology is presented, studied and simulated.
The first chapter aims at introducing the SMS, focusing on their main applications and
historical background. Following, a summary of the current state of the art for the tech-
nology is presented. Finally, the aim of the thesis is stated.

1.1. Manipulators in space

Nowadays robotic manipulators are extensively used.
The fabrication industry exploits manipulators to handle heavy objects and dangerous
materials, as in welding processes. In the automotive industry most of the assembly
phase is now performed using robotic systems. On the other side the surgical field pushed
for the development of robotic arms for extremely precise medical operations.
Considering the advantages of manipulators and the results achieved with their use, the
application of robotic arms in the space environment is a very interesting possibility.

As a general terminology, a SMS refers to a multi degree of freedom robotic arm mounted
on a spacecraft that can be used for orbital operations. In particular, on orbit servicing
(OOS) is a class of mission in which a servicer (chaser) spacecraft performs servicing tasks
on a client (target) spacecraft. The space frontier offers a great variety of on-orbit tasks
that can be performed by a SMS: from the repair of damaged structures, to the refuelling
of a satellite (using the manipulator as a fuel pump); from the rendezvous and docking
manoeuvers to the manipulation and de-orbiting of space debris.
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Figure 1.1: Graphical representation of a space manipulator system

One of the most attractive applications is the rendezvous and docking task. Using a
robotic arm could improve the reliability of the operation: in this way the two docking
spacecrafts could enter in contact in a more controlled and soft way, avoiding the risks
involved in such complex operations.

An extremely attractive idea is to use the manipulator to repair the spacecraft itself
and other target spacecrafts. The typical scenario could be that regarding a satellites
constellation: the idea is that of placing on each orbit of the constellation a satellite
equipped with tools able to perform accurate analysis of the damages occurred on other
satellites. This feature could allow to save money for the maintenance of the satellites in
the constellation. At the same time this maintenance capability could be applied on the
spacecraft itself: during long interplanetary missions the capability of the spacecraft to
perform analysis on its status could reveal crucial for the success of the mission.

Active debris removal is a relatively new application for space manipulators.
The need for debris reduction has become urgent: in LEO alone, there are an estimated
150 million fragments of human-created junk. These orbits are close to the Kessler limit,
i.e. the point beyond which the debris population becomes self-perpetuating and grows
uncontrollably. According to NASA, this limit is expected to be reached by 2055 [53].
To minimise debris in LEO, it is recommended their removal as the only effective solution:
the most controllable approach consists in capturing the debris and manoeuvring it to a
lower orbit (at LEO) or graveyard orbit (at GEO). This mission can be potentially carried
out by an on-orbit servicer: from a SMS to a spacecraft mounting robotic tentacles, a
harpoon or a deployable net. These have been the commonest proposals for debris removal.
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1.2. Relevant space manipulators missions

In the recent space history there have been several technology demonstrator missions that
witnessed the potentialities of this kind of technology.

Space manipulators have played a significant role on the ISS, which has installed on it
three manipulator systems: the Canadian Mobile Servicing System (MSS), the Japanese
Experiment Module Remote Manipulator System (JEMRMS), and the European Robotic
Arm (ERA). These robotic manipulators and their predecessor, the Shuttle RMS (SRMS),
have resulted essential for some human servicing tasks like providing mobile but stable
footings for astronauts and, latterly, more sophisticated manipulation tasks, primarily
orbital replacement unit (ORU) exchange on the ISS.

Figure 1.2: ISS manipulators: MMS on the top left, ERA on the top right, JEMRMS on
the bottom
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The Japanese Experimental Test Satellite, ETS-VII (1997), successfully tested a 6 DOF
2 m long robotic manipulator to demonstrate the feasibility of a rendezvous and docking
between a chaser (Hikoboshi) and a target (Orihime). Furthermore, ETS-VII success-
fully demonstrated the feasibility of other on-orbit tasks like ORU exchange including
bolt fastening and target berthing, ground teleoperation, handling of flexible object, mat-
ing/demating of electrical connectors, visual inspection of on-board equipment, etc.

Figure 1.3: ETS-VII: computer graphics simulation for the target capture by the manip-
ulator

Orbital Express (2007) aimed at demonstrating several cost-effective robotic servicing so-
lutions including rendezvous, soft capture and mating, proximity operations, fluid transfer
(specifically, hydrazine monopropellant), and ORU transfer. The system consisted of two
spacecraft: the ASTRO servicing satellite, and a prototype modular next-generation ser-
viceable satellite, NEXTSat. The Orbital Express Demonstration Manipulator System
(OEDMS) was the mission’s integrated robotics solution and consisted of a 6-DOF revo-
lute joint robotic arm.
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Figure 1.4: Orbital Express: ASTRO approaching NextSat

The ClearSpace-1 mission is an ESA Space Debris Removal mission led by Swiss company
ClearSpace SA. The mission has as objective to demonstrate the feasibility and advan-
tages of Active Debris Removal by removing a Vega payload adapter (Vespa Upper Part)
from orbit. The mission, which will be launched in 2025, will be the first ever spacecraft to
deorbit two non-functional satellites consecutively. ClearSpace-1 will use ESA-developed
robotic arm technology to capture the Vespa, that consists of a four-armed space manip-
ulator.

Figure 1.5: Clearspace-1 reaches Vespa
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Finally, another mission led by DARPA aims at developing technologies that would enable
cooperative inspection and servicing in geosynchronous Earth orbit (GEO). It will be
based on the the use of a space robot, the Robotic Servicing of Geosynchronous Satellites
(RSGS), for refuelling a target spacecraft in GEO. The launch of the mission is targeted
for 2023.

Figure 1.6: The RSGS spacecraft (right) will be able to approach, dock with, and service
satellites in geosynchronous orbit

This concludes the historical background of this technology. Now that the SMS has
been presented, an analysis of the current state of the art is pursued in order to better
understand challenges and limits of this technology.

1.3. State of the art

The field of spacecraft manipulator systems has been studied in recent years; first stud-
ies date back to the early ’90s, in particular at Massacchussets Institute of Technology
(especially by S. Dubowsky, E. Papadopoulos and Z. Vafa), Stanford University (at the
Aerospace Robotics Laboratory) and at Tohoku University (in particular K. Yoshida). Al-
though research has been performed, the potential of space robots is still underexploited
due to the challenges and limits they encounter on orbit.

Indeed, the space environment poses unique challenges to space manipulator systems
survivability; not only microgravity but also extremely high or low temperatures, high
vacuum or high pressure and ionizing radiations are critical issues that must be taken
into account in order to enable a practical application.
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Moreover an accurate modelling of the kinematics and dynamics of these systems is es-
sential in order to perform the mission correctly; unmodelled dynamics, preliminary as-
sumptions and possible errors in the plant may cause inaccuracies in the prediction of the
behavior of the system.

Furthermore, to accomplish a specific task, a control system is necessary. This controller
must generate torques and forces, by facing the very limited fuel storage present onboard
the spacecraft.

Another important aspect as far as SMS missions are concerned is the one related to the
guidance task. Planning suitable path is fundamental in order for space manipulators to
carry out on-orbit service missions. The guidance problem is a topic that is already hard
for ground based robots, and that is significantly more complicated in space. The com-
plication comes from the fact that the robot is not mounted on an inertially fixed base,
but rather on the satellite that can move in response to the manipulator motion, which in
turn is affected by the base movement. This dynamical coupling obviously affects what
one must command the robot to do in order to get the manipulator to reach a desired
position in space.
When dealing with path planning, the existence of the singularities is another issue that
has to be taken into account, since enormous joint velocities are induced when such sin-
gularities are met.
Moreover, the generation of the path has obviously to take into consideration the me-
chanical joint angles limits that characterise the robotic arm itself. Indeed, typically, the
revolute joints composing the manipulator are not allowed to rotate of arbitrary angles,
but are usually limited within a certain angular range that must not be overcome.
An additional constraint is then represented by the need for maintaining a certain orien-
tation that allows the base to be always "looking" at the target, so that the information
on target position can effectively be sensed.
Furthermore, the current trend, even if it’s not a restrictive aspect, is that of planning a
trajectory that guarantees a reduced motion of the spacecraft base; this would allow for
a save in both on-board power and in fuel consumption as well, especially when a system
of highly-consuming thrusters is used for the purpose.

In the following subsection the topic of path planning is detailed with the main conducted
researches.
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1.3.1. Main path planning methods

Many reasearches have been conducted in order to obtain a good solution for manipulator
path planning. Here are reported the main methods that have been proposed in literature,
both for ground based and space manipulators: from polynomial path planning methods to
machine learning techniques, passing from solutions like Artificial Potential Field (APF),
Probabilistic Road Maps (PRM), Rapidly exploring Random Tree (RRT) to cite some.

Sheng Nan Gai et al. presented a path planning algorithm for a 6-DOF industrial robot
based on the artificial potential field method [54]. It is based on the definition of a
potential function whose minimum corresponds to the desired position in space. However,
this method can become trapped in the local minima of the potential field and fail to find
a path or find a non-optimal path.

L.Kavraki et al. presented a path planning algorithm for robots based on Probabilistic
road maps [63]. This method solves the problem of determining a path between a starting
configuration of the robot and a goal configuration, by connecting different configurations
with graphs. Nevertheless, this approach is time-consuming and requires re-planning
when the initial position changes.

S.M.Lavalle [69] proposed a dynamic path planning method for robotic manipulator based
on a rapidly exploring random tree algorithm. This method is based on generating trajec-
tories by randomly building a space-filling tree. However, this method has many problems,
including non-optimal paths. Additionally, like the PRM solution, this method is time-
consuming and requires re-planning when the initial position changes.

Specifically related to space manipulators, S. Dubowsky and M. A. Torres [67] addressed
path planning of space manipulator to minimize the disturbance to the space base.
Papadopoulos and Dubowsky have developed a method to plan a singularity-free path for
a space manipulator.

Certainly, one of the trending topic nowadays is to try and exploit the potentialities of
machine learning techniques.
S. Mohammad [25] offers an example of the use of supervised learning for motion of
robotic arms; the aim is to learn discrete robot motions from a set of demonstrations. A
a Gaussian Mixture Model is adopted in order to generalize the behavior of the system
under consideration. Though the method proves the ability to generalize motions, this
application to robot control suffers from the difficulty of ensuring stability towards the
target.

Seyed Sina Mirrazavi Salehia [59] presents an approach for softly catching a flying object.
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It uses a linear parameter varying system to model a trajectory that intercepts the target
exactly at the desired predefined point. A GMM-based method is proposed for accurately
approximating and modeling the parameters of LPV systems. However, the proposed
learning algorithm is not convex, i.e., the performance of the system is dependent to the
initialization.

In [60] Mengyu Ji et al. propose a path planning method based on Q-learning for a robot
arm. Though the solution is efficient and has ability to plan the path for the robot arm,
the motion of each joint needs to be planned an this dramatically complicates the design
when a high number of DOF is considered.

Taiguo Li [31] introduces a Q-Learning autonomous learning algorithm to solve the prob-
lem of the path planning of a space manipulator in an unknown environment. The results
show that the algorithm has the advantages of simple calculation, strong self-learning
ability and adaptability to different environments. However, the proposed solution con-
siders a too simple 2D environment, which limits the motions of the manipulator on a
plane.

After a brief recap of the main researches, the following section introduces the solution
proposed in this work, together with the motivation that has brought to it.

1.4. Motivation and proposed solution

From previous section, it is evident that the current need is that of an autonomous SMS
which is able to plan an end effector trajectory from start to target by both adapting to
different starting points and by overcoming the main challenges (singularity avoidance,
joint and attitude limits, etc.). The most efficient way to introduce a certain autonomy in
a system is that of adopting a machine learning technique. The advantages for using this
algorithms is evident if we consider that machine learning makes a system more robust
by allowing system decisions to be adjusted automatically.

Scope of this work is then to try and use a ML algorithm in order to train the SMS to
generate autonomously a proper path of the end effector of the satellite-mounted manipu-
lator. At the end of the training process, the goal is to have a system that, independently
of the initial position of the end effector, results able to derive in autonomy a trajectory
that overcomes the main challenges previously presented. This means that the space ma-
nipulator is trained to maintain a certain base attitude to guarantee that the target is
always on sight of the space robotic chaser. In addition, during the motion the movements
of the joints are guaranteed to stay within the mechanical joint angular limits. Moreover
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the problem of singularity avoidance is overcome in order to guarantee a proper function-
ing of the SMS. Finally, the solution tries to promote the generation of a path that limits
the displacement of the base of the SMS.
The machine learning algorithm adopted in this thesis is catalogued inside the reinforce-
ment learning algorithms. These methods are very efficient when a system has to be
trained to effectively take autonomous decisions: their rewards/punishment logic guaran-
tees a certain reliability in the sense that, once trained, the system has "learnt the lesson"
and the chances of making bad decisions are very small.
Moreover a simplified RL method, as Q-learning, that is the method adopted in this work,
reduces the complexity due to using a simple environment, states, and actions.
More details on machine learning techniques and their use in the field of manipulator path
planning are summed up in chapter 5.

Finally, the last part of the thesis deals with the investigation on the possible control
logic to be implemented in order to follow the prescribed trajectory. Both full control and
underactuated control are assessed, in order to verify the possibility to avoid controlling
the translation of the base, hence allowing for a smaller consumption of fuel.

1.5. Structure of the thesis

The structure of the thesis is built up on 7 main chapters

• Model description
The chapter illustrates the block scheme that has been implemented in order to
study the behavior of the space robotic system, with an explanation of each of the
blocks involved.

• Kinematics
The chapter defines the kinematic transformation from one reference frame to an-
other and hence from joint space (end effector space) to task space (base and ma-
nipulator space) and viceversa.

• Dynamics
The chapter deals with defining the dynamical response of the system to external and
internal forces. The equation of motion is derived, together with the computation
of the main dynamical matrices.

• Path planning
The chapter aims at showing the developed path planning algorithm. A first intro-
duction to machine learning techniques is made in order to assess the theoretical
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basis on which the algorithm is build up. Then the application to the case in exam
is presented.

• Control
The chapter deals with the implementation of the control logic selected for the
purpose of commanding the system to follow the desired end effector trajectory.
Both full control and underactuated control are assessed.

• Results
The chapter initially presents the software used for the simulation of the SMS.
Then, it introduces the numerical results obtained with the use of the developed
path planning algorithm, analysing both the algorithm and its application. Finally
the selected control approach is tested.

• Conclusion and future work
At the end of the thesis, a summary of the relevant results obtained are reported,
together with the possible future developments.
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2| Model Description

Usually, when dealing with dynamical systems in which control is involved, a block scheme
is set up. Each element of the dynamical system is represented with a block that is the
symbolic representation of the transfer function of that element. Indeed, it is easier to
derive the transfer function of the control elements separately, instead of determining a
general complex transfer function. Moreover, this representation helps in visualising the
input-output correlations between the modules that rule the behavior of the entire system.

The idea on the basis of this work was then to split the SMS’ behavior into the different
modules that allow to study and then simulate all the functionalities of the system itself:
from the dynamics and kinematics to the control task, from the generation of the reference
to follow to the consideration of the disturbances affecting the system response.
The block scheme implemented in this thesis is reported in the following block diagram.
This brief chapter aims at presenting a detailed explanation for each of these blocks.

∑
Controller Dynamicsτ

Inverse Kinematics

Path Planning

Environmental Perturbations

Direct Kinematics

qd e q

peed

Text

pee
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• Dynamics
The dynamics block contains the equation of motion governing the behavior of the
space manipulator system (including both base and manipulator) when external
forces and torques (mainly in the form of environmental disturbances and control
actions) are introduced.
It is possible to express the dynamics both in joint space (i.e. in terms of base pose
and manipulator joint angles) and in task space (i.e. in terms of the end effector
pose). In this thesis the equation of motion is derived in joint space.
The forces and moments are taken as input to the dynamics block, which outputs
the actual state vector containing joint space quantities.
Of predominant importance for the equation of motion is the proper computation of
two matrices that take into account the inertia and Coriolis forces that characterise
the motion of the SMS, i.e. the Mass and Coriolis matrices, whose expression are
showed later on in the work in chapter 4.

• Direct Kinematics
The direct kinematics block contains the transformation rule necessary to perform
the passage from the position of a point of the system in a local frame to the same
position in the inertial frame. Since this transformation is ruled by some geometrical
considerations, considering that point to be the end effector, this block also permits
the passage from joint space to task space, i.e. it allows to express the end effector
pose in function of manipulator joints angles and spacecraft base pose. At the end
of the day, it takes as input the state vector coming from the dynamics block and
outputs the end effector pose.

• Path planning
Path planning block implements the designed method for the generation of the
trajectory to follow in order to reach the target. As already stated in section 1.1,
the idea of this thesis is to investigate a trajectory generation technique based upon
a machine learning algorithm. Thus, the block outputs the required end effector
path.

• Inverse kinematics
The inverse kinematics block acts in the opposite direction with respect to the
direct kinematics one, in the sense that it allows to pass from the task space to the
corresponding joint space. It takes as input the desired end effector pose coming
from the path planning generator and outputs the corresponding state configuration
to be given to the control system.
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• Control
The control block aims at implementing the control logic required to make the
system behave as desired, i.e. to command the end effector to follow the prescribed
trajectory coming out of the path planning algorithm. The block receives as input
the error between the prescribed and actual state vector coming from the dynamical
block and outputs the required control torques and forces.

• Environmental perturbations
This block computes the main environmental perturbations affecting the behavior
of the system. In this work, the disturbing actions are considered to be just affecting
the attitude of the base, i.e. the outputs of the block are torques coming from the
aerodynamics, from the solar radiation pressure, from the magnetic field influence
and from the gravity gradient. Eventually, after a simulation, one can see that the
actual effects caused by the introduction of these disturbances is negligible.

For sake of completeness, it is remarked that a real block scheme should contain two extra
blocks: a sensor block, that accounts for the measurements performed by sensors in order
to get the system’s states and an actuator block, that considers the devices that produce
the actions required for the accomplishment of the control task. A sensor measurement
is usually affected by errors that make the sensed states different from the actual ones,
while the actuators, especially those involved in tracking tasks, are affected by saturation
problems that limit the maximum control action applicable to the system.
The scope of this work is to generate a reference trajectory and test the system response
to this input in order to verify the correctness of the methods introduced at theoretical
level; in this case the assumption of perfect measurements and ideal actuators can be
made and, thus, the two previous blocks can be neglected in the analysis.

In the following chapters all the blocks composing the scheme are treated in detail.
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3| Kinematics

In order to express the position of a point of the space manipulator system, the derivation
of the system kinematics is essential.

The first part of this chapter is dedicated to the derivation of the direct kinematics
equation that allows the passage from task space quantities to the corresponding joint
space quantities. First of all the Denavit-Harteberg convention is decribed as it simplifies
a lot the direct kinematic equations. Then the mathematical solution is detailed.
The chapter ends with the derivation of the inverse kinematics, which, instead, allows the
passage from the task space to the joint space.

3.1. Denavit-Hartenberg convention

An efficient way to express the kinematics of a manipulator is to use the Denavit-
Hartenberg convention. It is now detailed as reported in [4].

With reference to Figure 3.1, let axis i denote the axis of the joint connecting link i − 1

to link i; the so-called Denavit–Hartenberg convention (DH) is adopted to define a link
frame i, as follows:

• Choose axis zi along the axis of Joint i+ 1

• Locate the origin Oi at the intersection of axis zi with the common normal to axes
zi−1 and zi. Also, locate Oi at the intersection of the common normal with axis zi−1.

• Choose axis xi along the common normal to axes zi−1 and zi with direction from
joint i to joint i+ 1.

• Choose axis yi so as to complete a right-handed frame
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Figure 3.1: Denavit-Hartenberg convention

Once the link frames have been established, the position and orientation of Frame i with
respect to Frame i − 1 are completely specified by the following Denavit-Hartenberg
parameters:

• a, distance between Oi and Oi′

• α, angle between axes zi−1 and zi about axis xi to be taken positive when rotation
is made counter-clockwise

• d, coordinate of Oi along zi−1,

• θ, angle between axes xi−1 and xi about axis zi−1 to be taken positive when rotation
is made counter-clockwise.

Assuming all the joints as revolute joints, a, α and d are constant parameters and depend
only on the geometry of connection between consecutive joints, while θ is varying in time.
These parameters are sufficient to fully describe the kinematics of the space robot.
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3.2. Direct kinematics

With this section the mathematical derivation of the direct kinematics equation is ad-
dressed, by exploiting the previously defined Denavit Hartenberg convention.
In literature, there exist two methods to compute the kinematics of a space manipylator
system, namely, the Barycentric Vector Approach (BVA) and the Direct Path Method
(DPM) [36].
The approach implemented in the thesis is the Direct Path Method. This method provides
low computational cost and can be easily implemented in a symbolic environment.

Figure 3.2: Schematic representation of a space manipulator system

Given the position of a generic point in the ith joint frame, the position of the same point
in the (i− 1)th joint frame can be expressed as in Equation 3.1.{

ri−1

1

}
= Ai−1

i (θi)

{
ri

1

}
(3.1)

where
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Ai−1
i (θi) =

[
Ri−1

i pi−1
i

01x3 1

]
=


cϑi

−sϑi
cαi

sϑi
sαi

aicϑi

sϑi
cϑi

cαi
−cϑi

sαi
aisϑi

0 sαi
cαi

di

0 0 0 1

 (3.2)

This matrix is composed by a 3x3 matrix Ri−1
i that represents the rotation from the ith

joint frame to the (i − 1)th one and by a 3x1 vector pi−1
i that represents the position of

the ith joint with respect to the (i− 1)th joint frame. It can be noticed the the definition
of the DH parameters is sufficient to compute this matrix.
It is then possible to obtain the position of a generic point, and hence of each joint, in an
inertial frame rI by the consecutive rotation rule, i.e. through a matrix multiplication as
in Equation 3.4.

{
rI

1

}
= AI

i (θi)

{
ri

1

}
(3.3)

AI
i = AI

0A
0
1.......A

i−1
i =

[
RI

i pi

01x3 1

]
(3.4)

Through Equation 3.3, the position of the end-effector of the manipulator can be found
and the transformation matrix AI

ee can be found through the product in Equation 3.5

AI
ee = AI

0A
0
1.......A

n
ee (3.5)

where An
ee is the matrix representing the orientation of the end effector frame with respect

to the last joint frame.

Analogously, through geometric considerations, the position of the end effector can be
written explicitely as in the following Equation 3.6

ree = rs/c +RI
0 rq +

n∑
i=1

RI
i−1p

i−1
i (3.6)

where rs/c is the position of the base centre of mass in the inertial frame, rq is the position
of the manipulator’s first joint with respect to the base centre of mass, as in Figure 3.2.

By derivating the previous expression it is possible to obtain an expression that leads
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to the velocity of the end effector starting from the joint space velocities q̇. The overall
result is expressed in the following Equation 3.7

vee = Jq̇, (3.7)

where J is called Jacobian of the system.

In previous equation

J =

[
I (r×ee−s)

T k̂1 × (ree − r1) · · · k̂n × (ree − rn)

0 I k̂1 · · · k̂n

]
(3.8)

where ree−s = ree− rs/c and the symbol × denotes the skew-symmetric matrix built up on
vector ree−s, i.e.:

[ree−s ∧] =

 0 −ree−sz ree−sy

ree−sz 0 −ree−sx

−ree−sy ree−sx 0

 (3.9)

The rotation axis of each joint of the manipulator in the inertial frame k̂i is found as in
Equation 3.10, where n is the number of DoF (joints) of the manipulator

k̂i = AI
0R

0
1....R

i−1
i


0

0

1

 1 ≤ i ≤ n (3.10)

3.3. Inverse kinematics

As opposed to the direct kinematics, the inverse kinematics allows the passage from a cer-
tain pose of the end effector in task space to the corresponding quantities in joint space.
The reason why the inverse kinematics procedure is important is that generally the ref-
erence motion that the end effector has to follow is expressed in the task space. Anyway,
in order to control the base and the manipulator it is necessary to map the information
in task space into the joint space. Indeed, usually controllers are built in a way that they
take the required joint space quantities as inputs and outputs the corresponding control
action.
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Let’s start from the direct kinematics equation

vee = Jq̇ (3.11)

The most adopted approach for solving the inverse kinematics of a space manipulator is
that of using the Moore-Penrose pseudoinverse of the system Jacobian

J∗ = JT (JJT )−1 (3.12)

.

The inverse kinematic equation is hence given by Equation 3.13

q̇ = J∗vee (3.13)

Since the Jacobian is, in general, a function of the configuration q those configurations at
which

det(JJT ) = 0 (3.14)

and the pseudo-inverse cannot be computed are termed kinematic singularities. These
conditions have to be avoided since in the neighbourhood of a singularity, small velocities
in the task space may cause large velocities in the joint space.

In order to pass from a desired end effector pose to the correspondent joint configuration
an iterative Newton method can be exploited. For each iteration

qk+1 = qk + J∗e (3.15)

Here qk is an initial guess, while e is the error between the desired end effector pose and
the one obtained with the direct kinematics.
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4| Dynamics

The derivation of the dynamic model of the space manipulator system plays an important
role for the simulation of motion. Simulating manipulator motion allows control strategies
and motion planning techniques to be tested without the need to use a physically available
system.
This chapter is dedicated to the derivation of the equation of motion expressing the
dynamics of the space manipulator system, together with the computation procedure of
the main dynamical matrices that rule the system behavior.

4.1. Equation of motion

There are two well-established methods for deriving the equation of motion of an open-
chain multi-body system, like the space manipulator: the Lagrange method and the
Newton-Euler method.
The Newton-Euler method is based on the description of the reciprocal interactions in
terms of momentum and forces between each link of the manipulator and between the
manipulator itself and the base. This method is not suitable for simulation, as it requires
the elimination of internal forces and moments that do not affect the motion of the system.
On the other hand, the Lagrange-Euler method is based on the consideration of the kinetic
and potential energy of the system, whose values are expressed with the use of generalised
coordinates. This is a more systematic method which makes it simpler than the Newton-
Euler method; anyway it requires the computation of complex derivatives that increase
the computational demand.
These two methods are equivalent as they result in the same solution to the equation of
motion, but they differ when it comes to their approach and computation burden.
In this work the Lagrangian approach has been carried out due to its suitability for
simulation, that makes it the most used approach when modeling a dynamical system.



24 4| Dynamics

Before deriving the equation of motion, some common assumptions have been previously
considered:

• The chaser body and manipulator links are assumed to be rigid, thus no flexibility
effects are accounted for.

• The effects of the orbital mechanics on the system dynamics are ignored, because
they are insignificant compared to the control forces and torques and since the time
and distance scale of robotic motions are assumed to be relatively small compared
to the orbital period [41][52].

• Due the small presence of micro-gravity in orbit the potential energy is considered
null [2].

Following the Lagrangian formalism, the total energy of the system is just made up of
the kinetic one, as follows

L = T =
1

2

N∑
i=0

(
ωT

i Iiωi +miṙ
T
i ṙi
)

(4.1)

where ri is the distance of the ith body centre of mass while ωi are the angular velocities
of both manipulator’s joints and satellite base.

Solving the Lagrangian Equation 4.2, where Tnc is the vector collecting the non conser-
vative forces acting on the system and q is the generalized coordinate,

∂

∂t

(
∂L
∂q̇

)
− ∂L

∂q
= Tnc (4.2)

after some algebraic passages, the equation of motion of a space manipulator can be
derived. It is expressed as reported in Equation 4.3

M(q) q̈+C(q, q̇) q̇ = τ +Ts/c +Tee (4.3)

In this equation, the dynamics of the SMS are presented to be highly nonlinear, coupled,
time varying and configuration dependent.
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In Equation 4.3

• q̇ is the (6+ n)x1 state vector (where n indicates the number of DoF of the manip-
ulator) collecting the linear velocity of the spacecraft base vs/c , its angular velocity
ωs/c and the manipulator joint velocities θ̇.

q̇ =


vs/c

ωs/c

θ̇

 (4.4)

• M is the (6 + n)x(6 + n) symmetric positive definite mass matrix of the system.
This matrix can be split into blocks collecting the contribution of the base and of
the manipulator, as follows

M =

[
H0 H0m

HT
0m Hm

]
(4.5)

H0 is the satellite mass matrix; H0m is the coupling term; Hm is the manipulator
mass matrix

• C is the (6 + n)x(6 + n) Coriolis matrix, collecting the contribution of centrifugal
and coriolis forces and that can be split too, as follows

C =

[
C0 C0m

CT
0m Cm

]
(4.6)

Once again, C0 is the satellite coriolis matrix; C0m is the coupling term; Cm is the
manipulator coriolis matrix

The computation of each term of M and C matrices is explained in section 4.2 and
section 4.3

• Ts/c is the (6 + n)x1 external perturbation acting on the spacecraft:

Ts/c =


Fs/c

Ms/c

0

 (4.7)

where Fs/c is the perturbing force and is assumed to be null, i.e. no perturbation is
affecting the orbit of the chaser, due to the preliminary assumption, while Ms/c is
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the torque affecting the attitude of the spacecraft.

• Tee is the (6 + n)x1 external perturbation acting on the end effector:

Tee =

00
J

{Fee

Mee

}
(4.8)

In this work Tee has been assumed to be null.

• τ is the (6 + n)x1 control action required to obtain a desired behavior of the space
manipulator system:

τ =


τs/c

Qs/c

τee

 (4.9)

When dealing with a full control, all the components are different from 0. On
the contrary, when an underactuated system is considered, as will be explained in
chapter 6, one or more of these components are set to be null.

4.2. Mass matrix computation

In this thesis, the correct computation of the mass and coriolis matrices is essential not
just for a more precise determination of the evolution of the states in time, but also for
the implementation of the control logics that are based upon the dynamic model, as the
computed control torque, presented in section 4.2.

As already stated, mass matrix M can be expressed as in Equation 4.5. The computation
of each block is now detailed.

• H0 is the 6x6 satellite matrix, that can be expressed as follows

H0 =

[
A B

BT E

]
(4.10)

The blocks in previous matrix are the following ones:
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A =

(
ms +

n∑
i=1

mi

)
I (4.11)

where ms is the satellite mass, mi is the mass of the ith link of the manipulator and
I is the identity matrix

B =

(
ms +

n∑
i=1

mi

)
r×s−g (4.12)

where

rs−g = rg − rs/c (4.13)

with the vector rg denoting the position of the center of mass of the space robot
system, and the symbol × denotes the skew-symmetric matrix of rs−g.

E = Is +
n∑

i=1

(
Ii +mi(r

×
i−s)

T r×i−s

)
(4.14)

where Is is the satellite inertia matrix , Ii is the inertia matrix of the ith link of the
manipulator and

ri−s = ric − rs/c (4.15)

with ric representing the vector starting from the origin of the base-satellite refer-
ence frame and pointing towards the ith link’s centre of mass.

• Matrix H0m is the 6xn matrix that introduces the dynamic coupling terms between
the manipulator and the base satellite in terms of mass influence. Its expression is
given by

H0m =

[
D

F

]
(4.16)

where
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D =
n∑

i=1

miJT i (4.17)

where JT i is the traslational part of the Jacobian , expressed as in Equation 4.18

JT i =
[
k̂×
1 (ri − p1) , k̂×

2 (ri − p2) , · · · , k̂×
i (ri − pi) ,03xN−i

]
∀1 ≤ i ≤ n (4.18)

where k̂i is the unit vector indicating joint axis direction of the link i, ri denotes
the position of the mass center of the ith link, pi is the position vector of joint i.

F =
n∑

i=1

(
IiJRi +mir

×
i−sJT i

)
(4.19)

where JRi is the rotational part of the Jacobian , expressed as follows

JRi =
[
k̂1, · · · , k̂i,03xN−1

]
∀1 ≤ i ≤ n (4.20)

• Regarding the manipulator inertia matrix Hm, it contains the kinetic energy contri-
bution, in both rotational and linear means, when considering just the manipulator;
it has the same expression as the one for ground-based manipulators, as follows

Hm =
n∑

i=1

(
JT
RiIiJRi +miJ

T
T iJT i

)
(4.21)
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4.3. Coriolis matrix computation

The Coriolis matrix elements can be derived directly from the mass matrix elements as
reported in the following Equation 4.22

Cij =
n∑

k=1

(
∂

∂qk
mij −

1

2

∂

∂qi
mjk

)
(4.22)

In a first simulation, C matrix was calculated in this way. Anyway, this approach requires
complex calculations for the partial derivatives that drastically increments the computa-
tional time.
In order to overcome this issue, many researches have been conducted. Among these, the
method that makes use of the decoupled natural orthogonal complement matrix has been
considered [5]. This allows to obtain an expression of the C matrix in which no partial
derivatives are present.
According to this method, the C matrix is computed as in Equation 4.23

C = N T (MṄ + ṀN ) (4.23)

In previous equation M is a (6 ∗ (n+ 1))x(6 ∗ (n+ 1)) matrix defined as

M = diag
(
[M0,M1, . . .MN ]

T
)

(4.24)

where

Mi =

[
Ii 03x3

03x3 I3x3

]
(4.25)

with Ii the ith inertia matrix of the system.

The derivative of M is then computed as follows

Ṁi =

[
ω×

i Ii 03x3

03x3 03x3

]
(4.26)

where ωi is the ith body angular velocity.

Matrix N is a (6 ∗ (n+ 1))x(6 + n) matrix defined as the folowing product
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N = N lN d (4.27)

between a lower block triangular matrix and a diagonal matrix that are expressed as
follows:

N l =


I6,6 06,6 · · · 06,6

B10 I6,6 · · · 06,6

...
... . . . ...

BN0 BN1 · · · I6,6

 (4.28)

N d =


P0 06,1 · · · 06,1

06,6 P1 · · · 06,1

...
... . . . ...

06,6 06,1 · · · PN

 (4.29)

In previous equations the twist propagation matrices Bi,j and twist propagation vectors
Pi appear. These quantities can be computed as follows

Bi,0 =

[
I3,3 03,3(

rs/c − pi

)×
I3,3

]
∀i = 1 . . . n (4.30)

Bi,j =

[
I3,3 03,3

(pj − pi)
× I3,3

]
∀j = 1 . . . n,∀i = 1 . . . n (4.31)

P0 =

[
Ai

0 03,3

03,3 I3,3

]
(4.32)

Pi =

[
k̂i

k̂i ∧ ai

]
(4.33)

As a result, the method described in this section make the resulting equations of motion,
and hence the simulation of the mechanical system, easier and computationally cheaper.
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4.4. External perturbations

For sake of completeness, a brief explanation of the main environmental distrubances af-
fecting the attitude of a spacecraft are here reported.
In space the spacecraft attitude is mainly influenced by the following environmental dis-
turbances:

• Gravity gradient torque.
The gravitational force is generating an unbalanced torque around the centre of
mass of the spacecraft, whose effect is dependent on the inertia properties and on
the attitude of the spacecraft itself

• Solar radiation pressure torque.
The energy of the photons hitting each surface of the spacecraft produces a distur-
bance torque that depends upon the solar pressure, the properties of the surface
and the angle between the surface itself and the Sun.

• Magnetic field torque.
The magnetic disturbance is given by the interaction between the residual magnetic
induction present onboard the spacecraft, mainly due to parasitic currents, and the
Earth’s magnetic field. This interaction produces a torque that is responsible for
disturbing the attitude of the spacecraft.

• Aerodynamic torque.
The aerodynamic force acts on each surface of the spacecraft, generating a torque.
It depends upon the air density and upon the relative velocity of the spacecraft
itself, both in magnitude and direction.

At the end of the day, supposing the system on a LEO, the typical intensity is in the
order of 10−5Nm, fact that makes these disturbances barely affect the dynamics of the
system, reason why they have been neglected from the analysis.
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5| Path Planning

This chapter introduces and describes the path planning task for a space manipulator
system.
When the goal is that of reaching a specific position, a certain trajectory has to be tracked.
The trajectory tracking problem consists of two steps, i.e. reference path planning and
tracking control. The first task is treated in this chapter, the second one will be treated
in chapter 6, which is dedicated to the control approach.

Path planning, in the case under investigation, refers to the process whose goal is to
generate a trajectory that brings the end effector of the manipulator to a desired target
position. Additional constraints can then be fulfilled, related to singularity and joint lim-
its avoidance, fuel consumption, etc.
As already stated in the first chapter, the idea in this work is to investigate the potentiality
of machine learning (reinforcement Q-learning in this research) to create an autonomous
SMS that, once trained, is able to derive autonomously a proper trajectory from start to
target.
First, an introduction to machine learning and its application on manipulator path plan-
ning is presented. Later on in the chapter, the developed method is described.

5.1. Machine Learning and its subdivisions

Nowadays machine learning is a widely used approach; from online shops to social media;
from the financial field to the medical research; from voice recognition to self driving
vehicles, this method proves to be an efficient, easy and safe approach.
Machine learning is a subfield of artificial intelligence which was defined in the 1950s by
AI pioneer Arthur Samuel as “the field of study that gives computers the ability to learn
without explicitly being programmed”.
In other words, it is a scientific discipline concerned with the design and development of
algorithms that allow a system to evolve autonomous behaviors, in order to perform a
task or find the optimal solution to a complex problem.



34 5| Path Planning

Machine learning is generally divided into subcategories, each of which adopts a different
approach from the others. Here, the two main subfields of particular interest for robotics
applications are presented: these are supervised learning and reinforcement learning

1. Supervised learning
Supervised learning (SL) is a machine learning mechanism that first finds a gener-
alized mapping between inputs and outputs coming from a given dataset, and then,
based on this mapping, makes predictions to inputs contained in a different dataset.
In this context, the set of examples with known labels is called the training set and
the new set is called the test set. After a suitable number of examples have been
given, the algorithm learns to generalize input-output relations.
There are two types of problem: classification and regression.
Classification problems ask the algorithm to recognize and categorize an object in
a set of objects, i.e. identify the input data as a member of a particular class or
group. An example is the image classification (like image recognition).
Regression problems, instead, consist in predicting an output based upon a set of
current datas, by understanding the relation between two or more variables. An
example is predicting the price of a house based on its squared metres.

Figure 5.1: Supervised learning: classification vs regression
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2. Reinforcement learning
The reinforcement learning (RL) is a learning method in which the system to train
interacts with its environment by performing actions and thus changing its state;
consequently it is given punishments or rewards, depending on the action taken.
This approach enables an agent to learn a mapping from states to actions by trial
and error so that the expected cumulative reward in the future is maximized.
Moreover, the model can correct the errors that occurred during the training process.
Once an error is corrected by the model, the chances of occurring the same error
are very less. Indeed, the peculiarity of reinforcement learning algorithms is that
they maintain a balance between exploration and exploitation. Exploration is the
process of trying different actions to see if the results are better than what has been
tried before. Exploitation, instead, is the process of performing the actions that
have worked best in the past.
This learning approach is often used for example for videogames and in the robotic
field (self-driving cars, autonomous rovers e.g.).

Figure 5.2: Mars Exploration Rover: its autonomy is based on reinforcement learning
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From this brief description of the two approaches, it is evident that they differs in many
aspects, thus presenting their own advantages and drawbacks.
Reinforcement learning differs from supervised learning since in supervised learning the
training data contains the answer to a certain problem, so the model is trained with the
correct answer; in reinforcement learning, instead, there is no training dataset and hence
no answer, so the reinforcement agent decides what action to take on the basis of the
rewards/punishments it gets, i.e. it learns from its experience.
In supervised learning, moreover, a huge amount of data is required to train the system
to generalize an input-output formula, whereas in reinforcement learning the system or
learning agent itself creates data on its own by interacting with the environment.
The absence of a dataset is a huge advantage of reinforcement learning techniques if
compared with supervised ones. In supervise learning, indeed, when training the classifier,
an as-complete-as-possible dataset, with a lot of good examples, is needed to make a
generalization; otherwise, the accuracy of the model will be very poor and the output
may be a wrong classification/regression. On the other side, reinforcement learning does
not need datas to collect and categorise; anyway it needs a high number of interactions
between the agent and the environment to reach the task.
Speaking about drawbacks, for both methods, usually, the training process needs a lot of
computation time, especially if the data set or the possible states-actions couples are in
large numbers. This issue represents a problem for the machine’s efficiency.

5.2. Machine learning for manipulator path planning

Here are summed up the main strategies to adopt machine learning techniques for ma-
nipulator path planning.

• Supervised learning
In the field of robotic path planning, a lot of researches have concentrated on the
application of supervised learning algorithms. The idea is that of generating op-
timized trajectories by solving a system of equations that contain the equation of
motion of the dynamical system under consideration and some optimal features
that the trajectory is desired to have, like a control torque that is lower than a
certain upper bound, a specific joint angles evolution, etc. After the generation of
the training dataset, an approach, like the one exploiting Gaussian Mixture model,
Neural networks, Decision Tree is selected in order to obtain the generalization of
the input-output law.
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• Reinforcement learning
Robots are a natural application domain for reinforcement learning.
In particular, this method is very suitable for autonomous manipulator path plan-
ning. In the case of manipulators, the input for the training process is the current
state, which generally includes the angles of the joints or the position of the end
effector; the output, instead, is a sequence of actions maximising the cumulated sum
of rewards that the manipulator is receiving throghout the entire process. These
rewards are established in order to plan a trajectory that guarantees the satisfaction
of some criteria. Many criteria can be accounted for: fuel consumption, actuators
saturation, joints position limits, singularities and obstacle avoidance are some of
them.
There are different available RL algorithms that can be used and that differs from
the data collection approaches: Q-learning, Deep reinforcement learning, Actor-
critic learning are the most explored ones.

Having analysed the current trends and advantages/drawbacks of the two approaches, this
thesis investigates the potentiality of reinforcement learning for path planning of a SMS.
The great potentialities of this method, especially applied in robotic field, have brought
to this decision, together with the challenge deriving from the fact that it is still a widely
unexplored field if the purpose is that of SMS trajectory generation.
In this work, the RL approach has the task of making the SMS learn how to plan its path
through a direct interaction with the environment: as it moves, it will get rewards/pun-
ishments depending on the satisfaction of some constraints (singularity avoidance, etc.),
so that at the end of the training process it will be able to take autonomously effective
path-planning decisions.

Hence, a deeper description of RL is pursued.

5.3. Reinforcement learning

As shown in Figure 5.3, the main entities in a RL problem are always two: the agent and
the environment.

The agent is the entity that has the aim of choosing which action to carry out in every
instant of time: for the sake of this thesis, the agent would be represented by the space
manipulator system.
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The environment instead is the space in which the agent is moving and with which it
is interacting, thus obtaining rewards and punishment. It may include the presence of
obstacles that has to be avoided by the agent; in this thesis, due to the assumed vicinity
of the target, an obstacle-free environment is considered.

Figure 5.3: RL general scheme

Before starting the training, the agent does not know what are the correct actions to
take because he does not have any knowledge of how the environment will respond. The
training is therefore that process through which the agent comes to determine which
action to take every time that it comes to a determined state. If the algorithm is set up
correctly, after the training the agent will be able to perform the best action, given its
current state, i.e. it will take actions according to an optimal policy.

Another element that is always present in RL process is the reward. Goal of the agent
is to maximize the sum of the rewards obtained in time: we talk about the action-value
function of a state-action couple Q(s,a) as the sum of total rewards that an agent can
expect to accumulate in the future, starting from state s and taking action a. The reward
assignment becomes therefore fundamental in this kind of problems: it must be connected
to the physical objective that one wants to reach.

The world in which the system ‘lives’ is assumed to be a Markov decision process. Working
with a Markovian system is an ideal condition for RL problems: the choice of the correct
action at time t will depend only on the state of the system at time t and the state of the
system at the next instant of time t + 1 will depend only on the state at time t and the
action taken.

Among the different reinforcement learning methods, the Q-learning approach has been
selected, due to its simplicity and well-known theoretical knowledge. Moreover, the Q
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reinforcement learning method is very suitable for autonomous manipulator path planning
and some researchers are directing in this way [61].
Hence, the following section introduces the features of this algorithm that will represent
the theoretical base essential to apply it to the SMS under consideration.

5.4. Q-learning

The Q-learning algorithm is one of the most widely used RL algorithms. It is based on
continuous update of the action-value function to reach the optimal policy. Once the
training is over, the agent acts in this way: from a generic state s it takes the action a
that it considers best, in the sense that it is the one for which the Q(s,a) is the largest.

5.4.1. Policy update

There are many ways to update the Q(s,a) function.
In this thesis the temporal difference approach has been selected. The big advantages of
temporal difference method, compared to other methods like Dynamic Programming, are
that to update the policy it is enough to wait for a single temporal step and in general
it tends to be more efficient. Moreover, it exploits the Markov property, which makes it
more effective in Markov environments.

Since the system is trained to modify its policy based on rewards and/or punishments
it receives, it is a common practice to perform this updating procedure as a sum of the
immediate reward resulting from a particular action in a particular state (Q(s,a)) plus a
term called temporal difference error that compares the current Q-Value to the reward
gained plus the maximal option available to the agent during the next state.
At each time step of the training, with the environment in state s, an action a is taken,
the value of Q(s,a) is updated by a formula derived from the Bellman equation

Q′(s, a) = Q(s, a) + α
[
r + γmax

a′
(Q (s′, a′))−Q(s, a)

]
(5.1)

where

• Q(s,a) is the action value function for current state and action a

• α is the learning rate

• γ is the discount factor

• r is the reward associated to the choice of action a in state s
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• maxa′ (Q (s′, a′)) is the maximum value among the Q values of the future state

Changing parameters such as γ, α or the ratio of exploration to exploitation makes the
final learning outcomes change significantly and hence influence the performance of the
algorithm.

The discount factor γ (0 ≤ γ ≤ 1) is a parameter that allows to select the importance
given to future rewards by the agent. If γ = 0, the agent will only learn from actions that
produce an immediate reward. If γ = 1, the agent will evaluate each of its actions based
on the total sum of all of its future rewards. In other words, the closer is γ to 1, the more
importance is given to the future rewards; on the contrary, the closer is γ to 0, the less
relevant are the future rewards for the agent.

The learning rate α (0 ≤ α ≤ 1) is instead a parameter that indicates how fast the
agent learns. The higher the learning rate the more the Q(s,a) changes if the quantity
[r + γmaxa′ (Q (s′, a′)) − Q(s, a)] is different from zero. Consequently, using a high α

allows one to get close to the value of Q convergence faster. On the other hand, a high
α may not always be the most effective choice, since in some cases the agent needs new
information to be acquired.

5.4.2. Tabular Q-learning

The algorithm that was used in this thesis work is tabular Q-learning. In this case the
values of each Q(s,a) are contained within a matrix called the Q-table. Each row of the
matrix corresponds to a particular state, while each column corresponds to a particular
action; each cell of the matrix contains the value of Q(s,a).
Before starting the training of the agent, the latter does not know yet the optimal pol-
icy. The initial value of each Q(s,a) present within the Q-table is theoretically arbitrary.
Clearly the choice of this initial value can influence the training and indirectly the rela-
tionship between exploration and exploitation. A common choice is to select null initial
values.
At each time instant t the value of the corresponding Q of the state s and action a is
updated with the TD method.
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Figure 5.4: Q-table representation

This kind of Q-learning algorithm is based on the use discrete variables both for the states
and the actions.
The state is usually discretized according to a discretization grid. A specific state corre-
sponds to the discretized values of a certain physical quantity (the end effector position
in this case).
Actions, too, must be discretized in the same way: commonly they are divided into the
possible movements that are allowed to the system (right/left, up/down, etc).

5.4.3. Exploration and exploitation

As already stated at the beginning of the chapter, there are two modalities of choice of
the action by the agent for every instant of time: exploration and exploitation.
In exploration, the agent explores the environment, in the sense that it randomly chooses
one of the discretized actions, without considering the rewards that it could get by select-
ing an action rather than another.
In exploitation, the agent exploits what it has learnt up to then, in the sense that at state
s the agent chooses the action a which it considers to be the best, i.e. the one for which
there is the maximum value of Q(s,a).
As previously said, before starting the training, the agent does not know which are the
best actions to take and the Q-table is initialized so that all values of Q(s,a) are equal
to each other. In this case, exploration and exploitation can be considered synonyms.
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During training, instead, there is a need to accurately balance the relationship between
exploration and exploitation.

In fact, to always act in pure exploitation during all the training would lead to bad results
because the agent would tend to take the same actions: once in a generic state s, the action
to which corresponds the maximum value of Q(s,a) would be an action which has already
been taken previously. Consequently, different actions, which could have led to better
results would not be considered, since the system is just exploiting and is not exploring.

The other extreme condition of pure exploration is dangerous too: the agent would always
take a random action in every state it is. In this way it is very unlikely that the agent
turns out to be trained at the end of the simulation, since it is never exploiting what it
has learnt.

The general effect of increased exploitation is the increase in the number of positive ex-
periences, i.e. the number of episodes in which a higher final return is obtained compared
to the previous episode [46]. However, it is also very important to have variations in the
quality of such experiences and this happens only if exploration is sufficiently high. In
general it is therefore necessary to carefully balance the relationship between exploration
and exploitation.

5.4.4. ϵgreedy algorithm

One of the simplest and most widely used methods for balancing exploration and exploita-
tion is the ϵ-greedy method. This method is based on selecting a parameter ϵ (0 ≤ ϵ ≤ 1)
on which the choice between exploration and exploitation is made: in each instant of time
the agent takes a random action, i.e. explores, with a probability equal to 1 − ϵ, while
exploits the lesson learnt with probability equal to ϵ. The parameter ϵ is therefore directly
related to to exploitation: the higher it is, the greater the exploitation and vice versa.

A very simple and often effective choice could be leaving the parameter ϵ constant through-
out the training: in this way the same amount of exploring, and hence exploiting, episodes
is maintained during the whole training. Anyway, this solution does not always guarantee
the best results.
It can be more effective, in fact, to use an increasing ϵ during the training in order to
decrease the ratio between exploration and exploitation as the number of the training
episode increases. Intuitively, indeed, at the beginning of the training, when the agent
has performed few interactions with the environment, a high level of exploration would
allow the agent to try and evaluate new actions; on the contrary, when the end of the
training is approached, it is more appropriate to perform actions already explored in order
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to generate episodes with high cumulative rewards, while maintaining at least a minimum
of exploration to ensure the possibility of policy improvements.
The approach of increasing the ratio between exploration and exploitation obtained can
be pursued by simply selecting ϵ as a function increasing with time, like a polynomial
(linear, quadratic, cubic) function.

5.5. Q-learning approach for the space manipulator

After a detailed description of the Q learning theoretical basis, the current section presents
the selected approach that applies the tabular Q-learning method to the path planning
problem related to the SMS under consideration.
In this algorithm the states, i.e. the end effector positions, are discretised according to a
3D grid, composed by cubic cells. The agent can move from one cell of the grid to the
other by selecting among 6 elementary actions. Everytime the end effector moves, the
variables of the system are observed, in order to verify the fulfillment of some imposed
constraints.
A more detailed description of the training process carried out by the algorithm is now
conducted.

5.5.1. Training phase

Environment model

As already stated, the environment in which the agent moves is modeled as a 3D cubic
grid, with cubic cells. Each action of the agent translates into a movement from a cell to
another, depending on the action itself.
The selection of a 2D grid is usually preferred when mobile robots are concerned, especially
because their motion can be modelled in a plane; for manipulators, instead, the selection
of a 2D grid would limit the possible movements of the end effector, even though it would
guarantee a lower compuatational demand. It has to be noticed, indeed, that an increase
in the dimensions of the environment would increment the time it takes for the training
phase.
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Actions

A set of 6 elementary actions in a 3D space was considered: upward, downward, rightward,
leftward, frontward and backwards: from its current cell, the end effector of the SMS moves
towards the cell that corresponds to the action taken.
The selection of these actions goes in favor of a higher simplicity and is in compliance with
the typical researches and applications that adopt the Q-learning algorithm. Obviously,
the addition of extra-actions goes in favour of a higher completeness, although representing
a computational limitation.

Algorithm 5.1 Pseudocode for actions implementation
if action = upward & cell < environmentz then
cell+ = [0, 0, 1]

else if action = downward & cell > 0 then
cell− = [0, 0, 1]

else if action = rightward & cell > 0 then
cell− = [0, 1, 0]

else if action = leftward & cell < environmenty then
cell+ = [0, 1, 0]

else if action = frontward & cell < environmentx then
cell+ = [1, 0, 0]

else if action = backward & cell > 0 then
cell− = [1, 0, 0]

end if

Rewards

Everytime the agent takes an action, it receives a reward, depending on the fulfillment
of some criteria: if the criteria are respected the system will receive a higher reward, if
they are not the system will be punished. These constraints are selected on the basis of
the challenges that a designer needs to face when dealing with a SMS, as explained in
section 1.1. The selected conditions are:

• Joint limits avoidance
Obviously, the robotic system must be able to reach the location not only in the
simulation, but also in reality; hence a proper consideration of the mechanical limits
of the joint angles must be made. Each joint has been consider to have a range of
possible rotation of ±90°.
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• Singularity avoidance
As explained in section 3.3, a singularity is a condition in which a robotic system
doesn’t work properly. When dealing with path planning, singularity conditions
must be avoided: this can be achieved by checking that the Jacobian matrix of the
system fulfills the condition expressed by Equation 3.14

• Target always in sight
In order to perform the mission correctly, the chaser base must constantly have the
target in its sight, since this allows a proper functioning of the sensors installed in
the base whose aim is that of detecting the position of the target. A range constraint
of ±60° has been considered. This means that the angle between the direction of
the target and the direction of the spacecraft face looking at the target must be
inside that range.

• Small translation of the base
As already stated in section 1.1, it would be good, as far as fuel consumption is
concerned, to promote those trajectories that allow for a lower displacement of the
base, so that the fuel of the thrusters that are dedicated to the control of this
displacement can be saved. An upper limit of 50% of the total displacement of the
end effector has been considered.

It is then specified that the fulfillment of the first three constraints is essential to carry
out the mission. If the agent finds itself in a position in which these conditions are not
respected, the corresponding state is labeled as a terminal state: the current training
simulation is stopped and a new one is performed, so that the system understands that
it cannot pass from there.
On the other side, the last condition on the translation of the base is just an advantageous
system behavior: if missed the mission can still be completed and the states in which this
condition is not respected are not labeled as terminal one. Obviously the system will
receive a higher reward for movements that allow for small base translation.
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Action selection

As already stated, in order to select the action to take at each step of the algorithm the
ϵ-greedy algorithm was implemented. In particular, for the sake of properly balancing the
ratio between exploration and exploitation an increasing variation of the ϵ parameter over
the training episodes has been considered, according to the following linear behavior:

ϵ = ϵi +
(ϵf − ϵi)

Nep

Nep (5.2)

where ϵi and ϵf are the initial and final values of epsilon, taken equal to 0.1 and 0.9
respectively, while Nep is the total number of episodes used for the training of the model,
whose required value obviously increases with an increment in the dimensions of the
environment and in the total number of actions considered.
The action selection procedure is summarised in Algorithm 5.2.

Algorithm 5.2 Pseudocode for action selection
Take a random value n, with

0 ≤ n ≤ 1

if n < ϵ then
a | Q(s, a) = maxa(Q(s, a))

else
a = random action

end if

Q-Table design and updating procedure

After the introduction of states and actions, the Q-table can be created. In the algorithm
developed in this thesis, it is represented by a 4 dimensional array, each element of which
contains the value of the Q function corresponding to a certain state (3D position) and
action couple, Q(s,a).
In every episode the Q-table is updated with the temporal difference method, as explained
in Equation 5.1 and showed in Algorithm 5.3
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Algorithm 5.3 Pseudocode for Q-table updating
1: Take action a:

s −→ s′

2: Get r for the couple (s, a)

3: Compute the temporal difference error:
TD = r + γmaxa′ (Q (s′, a′))−Q(s, a)

4: Update the Q table:
Q′(s, a) = Q(s, a) + α · TD

After many experiments, the parameters of the proposed Q-learning algorithm are set as
follows: α = 0.9 and γ = 0.9. In this way, with the selected α the algorithm would allow
for a fast learning process; while the choice of γ allows to give more importance to the
future rewards, like it is usually done in this applications [31]. Different tests have been
executed in order to select the best parameters; these results are reported in the final
chapter of this work.

Steps of the training process

Now that the main features and parameters have been introduced, it is possible to start
the training algorithm. It consists in the following steps:

1. Select an action
The system selects an action depending upon the value of ϵ parameter corresponding
to the number of the episode currently running. In the beginning, ϵ is small, meaning
that the system is more prone to explore the environment, while in the end ϵ becomes
larger, thus allowing the system to take the best possible action with a higher
probability.

2. Assign Reward
Depending on the action selected at previous step, the system moves to the next
state. Here the physical quantities under exam (singularity condition, angle with
respect to the target, displacement of the base and joint angles) are checked: if
the state is a terminal one, the episode is finished and a new one begins; otherwise
a proper reward is given, on the basis of the satisfaction of those requirements
presented in the previous subsection.

3. Update the Q-Table
Once the reward is assigned, the Q-table is updated: the cell corresponding to the
combination (previous location, selected action) is filled with the value coming from
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the updating procedure described in subsubsection 5.5.1.

Figure 5.5: Steps of the algorithm

The previous steps are run for a sufficiently high number of episodes in order to train the
system. The process as a whole takes the name of training process.

5.5.2. Application phase

At the end of this training process, the system is able to face the application phase, i.e.
to take autonomous decisions in order to start from an initial state in the environment
and move autonomously towards the target through a proper trajectory that satisfies the
cryteria with which it has been trained.
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This chapter presents the main features of controlling a space manipulator.
First, an introduction to the different controller types and control modes is presented.
Then, full control mode development is detailed with a technique called computed control
torque.
Finally an underactuated control technique is implemented in order to assess the possi-
bility of avoiding the control of the linear displacement of the base, fact that translates
in a lower consumption of thrusters fuel.

6.1. Controller types

Trajectories are usually specified in the task space in terms of a desired path of the end-
effector, while control actions are tipically performed in the joint space. The main goal of
the joint space control is to design a feedback controller such that the actual state vector
q(t) track the desired state qd(t) as closely as possible.
Joint space controllers are generally divided into two groups:

• Classic control

• Model-based control

The classical control approach relies on classical techniques that can be implemented using
a PID controller. Classical control has the advantage of being very simple to implement.
However, this approach does not consider the effects of the system dynamics. In other
words, in applications that concern robotic system like SMS which is a highly nonlinear
dynamical system with multiple coupling variables, dynamic and coupling effects play such
an important role that ignoring them in controller design will cause robot performance to
deteriorate, especially if high precision is required and an accurate control is needed.

The Model-based control solves this problem by combining an inner feedback loop designed
in order to eliminate non-linearities effects with a simple PID outer loop for classical
control. Among the control approaches reported in the literature, typical methods include
inverse dynamic control, the computed torque control, and the passivity based control



50 6| Control

method.

Before entering into the details of the control logic implementation, it is necessary to
consider the different possible operative modes characterising the control of space manip-
ulator systems.

6.2. Control modes

When dealing with a space manipulator, no matter what the controller type is, there
are different operative modes through which the system can fulfill its objective. Most
researches have concentrated on mainly three modes [56], that differ for the number of
state components that are involved in the control:

• Arm control
The control in this mode involves only the arm of the space manipulator, while the
spacecraft base is let free to float; from here the system takes the name of free floating
system. Free-floating mode leaves the attitude uncontrolled during the operation of
the robotic arm. However, leaving the attitude of the spacecraft tumbled is unsafe
and not ideal for the power system and the sensors used for determining its attitude.
The free-floating robot, although fuel efficient, presents some limitations that make
other modes preferred when dealing with this kind of technology.

• Full control
In this mode both the arm and the spacecraft base translation and attitude are
controlled. A system that is controlled in this way takes the name of free-flying
system. The free-flying mode couples the Attitude and Orbital Control System
(AOCS) of the spacecraft with the robotic arm controller. This mode is preferred
when the base attitude must be maintained during arm motion and with external
disturbances, though it is obviously less efficient in terms of fuel consumption.

• Partial base control
In this mode the arm is fully controlled, but the spacecraft base is controlled only
in attitude, not in translation. Like the first mode, it involves the consideration of
an underactuated system, i.e. a system whose number of actuators is smaller than
the number of controllable states. Anyway, differently from the free-floating system,
this third mode blends the advantages of lower fuel and power consumption with the
ones of the free-flying systems, i.e. its capability of maintaining a desired attitude,
that is an essential condition, especially in case of SMS.
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While for free-floating systems there’s only one controller devoted to the control of the
space manipulator arm, for the other two modes the existing control strategies can be
classified into 2 types [19].
One type, called pose-fixed mode, consists in treating the base and the manipulator sep-
arately: firstly the position and attitude of the spacecraft bus are fixed using the thruster
and reaction wheels to compensate any forces or torques resulted from the motions of the
manipulator, and then applying the controllers designed for controlling the manipulators.
The other mode is to control the motions of both the spacecraft base and the manipulator
simultaneously by considering the dynamic coupling effects.
Although both approaches have been assessed theoretically, researches are moving towards
the latter mode, in order to obtain a more compact and efficient design. This thesis goes
in this direction.

As far as the control modes are concerned, in this work the full control and the partial base
control have been considered. In both cases model based control are assessed, specifically
the computed control torque is chosen for full actuation and a possible underactuated
control, based upon the computed control torque idea is then presented.

6.3. Computed control torque

The computed control torque is one of the most common model based feedback lineariza-
tion control techniques that have been studied and tested on non linear dynamical systems
[4]. Its expression requires the complete knowledge of the system properties, in particular
the knowledge of the actual Mass and Coriolis matrices M and C. The forces/torques to
apply to the system are given by the relation expressed in Equation 6.1

τ = Mu+Cq̇ (6.1)
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The control law consists of an inner nonlinear compensation loop represented by the term
Cq̇, and an outer loop with an equivalent control signal u, as can be seen in the above
diagram.

If the control actions in Equation 6.1 are considered, the equation of motion turns out to
be the one in Equation 6.2:

Mq̈ +Cq̇ = Mu+Cq̇ (6.2)

By simplifying the previous expression, it follows that:

q̈ = u (6.3)

Equation 6.3 represents a simple double integrator dynamic system. By following this
law, the stability properties of the system are completely determined by the choice of the
control action u.

The outer-loop control u can be selected as a classical proportional–derivative (PD) feed-
back control law, whose expression can be given by Equation 6.4

u = q̈d +KDė+KPe (6.4)

where KD and KP are proper gain matrices, derivative and proportional respectively,
while e is the tracking error defined as

e = qd − q (6.5)
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By substituting Equation 6.4 in Equation 6.3, the resulting linear error dynamics turns
out to be the following one

ë+KDė+KPe = 0 (6.6)

With this equation, now the tracking performance of the control system depends upon
ensuring an asymptotic convergence towards zero of the error dynamics that is described
by the ordinary differential equations system of the second order (Equation 6.6).
According to linear system theory, convergence of the tracking error to zero is guaranteed
by a proper selection of the gain matrices. A good choice for the selection of KD and
KP is to take them as diagonal matrices: in this way it is guaranteed the implementation
of a decoupled/independent joint control: each DOF, in this configuration, is controlled
independently from the others.
There are many ways to get a proper expression for these matrices: from classical ziegler-
nicholson scheme, to pole-placement and LQR techniques, to a trial and error process.
Due to the scope of the thesis, that is mainly focused on obtaining a control system only
capable of correctly tracking the desired trajectory, a trial and error process is sufficient.
Typical value to start from can be found for example in [58].

Returning to the expression of the control action, by substituting Equation 6.4 in Equa-
tion 6.1, the commanded forces and torques on the system are given as follows

τ = M (q̈d +KDė+KPe) +Cq̇ (6.7)

The computed control torque method is extremely attractive because it permits to work
with a linearized system, hence designing the control with classical well studied techniques.

On the other side it requires to calculate step by step the dynamic matrices M and C.
This could be extremely challenging in real-time applications since their derivation is one
of the main causes of computational time increase.
Moreover, the application of the computed control torque implies the deep knowledge of
the parameters of the entire system in order to have the most possible accurate compu-
tation of M and C. The perfect elimination of the non linearities can be done only in
the computer simulation, where the matrices involved in the dynamics and in the control
law are the same. In the practical case the computed matrices contain errors and un-
certainties with respect to the real matrices. Indeed, this control method is affected by
possible differences from the nominal condition, for example due to the presence of un-
modeled dynamics (complex friction phenomena, transmission elasticity, orbital dynamics
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consideration), etc.

With this section, the full control approach through computed control torque has been
presented and analysed.
The following section, instead, starts introducing the underactuated control in order to
assess a possible solution of the third control approach, i.e. partial base control.

6.4. Underactuated systems

The control of underactuated systems, i.e. systems with fewer actuators than degrees-of-
freedom, is an open and interesting problem in controls; although there are a number of
special cases where underactuated systems have been controlled, there are relatively few
general principles, which make this field still widely unexplored.
When the underactuated approach is decided, the common solution is that of rearrang-
ing the equations governing the behavior of the system under consideration, in order to
separate what is controlled from what is not.

Let’s sart from the equation of motion of the space manipulator,

M q̈+C q̇ = τ (6.8)

In order to account for the underactuation we have to consider a system with n degrees
of freedom driven by m actuators, characterised by m<n.
Given that the system has more control signals than actuators, τ has only m nonzero
components as follows

τ =

{
F

0(n−m)x1

}
(6.9)

Following the split in the control vector, the mathematical model of the system can be
divided into two auxiliary dynamics, namely actuated and unactuated systems. Corre-
spondingly, the states are split too, as follows

q =

{
qa

qu

}
(6.10)

Equation 6.10 contains the actuated states, collected in the vector qa, and the unactuated
states, collected in the vector qu:
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qa =


q1

...
qm

 , qu =


qm+1

...
qn

 (6.11)

Similarly, the mass matrix M and Coriolis matrix C are reorganized as in Equation 6.12
and in Equation 6.13

M(q) =

[
Maa(q) Mau(q)

Mua(q) Muu(q)

]
(6.12)

C(q, q̇) =

[
Caa(q, q̇) Cau(q, q̇)

Cua(q, q̇) Cuu(q, q̇)

]
(6.13)

By splitting Equation 6.8 and substituting the prevoius equations, the resulting dynamic
is expressed with the following system

Maaq̈a +Mauq̈u +Caaq̇a +Cauq̇u = F

Muaq̈a +Muuq̈u +Cuaq̇a +Cuuq̇u = 0
(6.14)

It must be noted that the mass matrix M is always guaranteed to be symmetric and
positive definite, thus invertible; the same feature is guaranteed for the matrices Maa and
Muu, according to Sylvester’s criterion [57].
Due to this, the unactuated states qu can be determined as follows

q̈u = −M−1
uu {Muaq̈a +Cuaq̇a +Cuuq̇u} (6.15)

Substituting Equation 6.15 into the first of Equation 6.14, it leads to

Mq̈a +C1q̇a +C2q̇u = F (6.16)

where

M = Maa −MauM
−1
uuMua

C1 = Caa −MauM
−1
uuCua

C2 = Cau −MauM
−1
uuCuu

(6.17)
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Equation 6.16 can be seen as the new equation of motion representing the dynamics of
the actuated states of the system. It has a similar shape as Equation 6.8, but with
the introduction of an additional term that accounts for the coupling influence of the
underactuated states over the actuated ones.

6.5. Designed underactuated control

For fully actuated systems, the trajectory tracking problem is now reasonably well un-
derstood [55]. Instead, for underactuated systems trajectory tracking is still an active
research topic.
Fully actuated systems are dramatically easier to control than underactuated systems.
The key observation is that, for fully-actuated systems with known dynamics it is possi-
ble to use feedback to effectively change a nonlinear control problem into a linear control
problem. The field of linear control is incredibly advanced, and there are many well-known
solutions for controlling linear systems.
The underactuated systems are not feedback linearizable. Therefore, unlike fully actuated
systems, the control designer has no choice but to deal with the nonlinear dynamics of
the plant in the control design. This dramatically complicates feedback controller design.

Anyway, Equation 6.16 allows to make some similar considerations to what has been done
in section 6.3 with the computed control torque: as for fully actuated systems, the idea
adopted in this thesis is that of controlling the system with an equivalent linearization
form. The goal is then to reach a condition like Equation 6.3 in which the non linearities in
Equation 6.16 are canceled out and all is reduced to a simple double integrator dynamical
system. The aim is then the determination of a control logic that brings the actuated
states to their desired values, without controlling the underactuated ones.

In analogy with Equation 6.1, the non zero part of the control action is selected as follows

F = Mu+C1q̇a +C2q̇u (6.18)
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∑
Plant

F

Mua

C1q̇a

C2q̇u

∑

q̇

ua

q̇a

q̇u

If Equation 6.18 is substituted in Equation 6.16, after a simplification the following con-
dition for the actuated states is reached

q̈a = ua (6.19)

This is once again a double integrator dynamical system governing in this case only the
behavior of the actuated states.
The equivalent control input ua is taken as a PD controller

ua = q̈ad +KDė+KPe (6.20)

where e = qa − qad is the error over the actuated states. The dynamics of this error is
given as follows

ë+KDė+KPe = 0 (6.21)

and is guaranteed to converge to zero if the gain matrices are properly selected.
Once again the selection of these matrices can be carried out through a trial and error
process and they can be taken as diagonal matrices in order to set an independent joint
control.

Finally, substituting Equation 6.20 in Equation 6.18,the control signals F become

F = M(q̈ad +KDė+KPe) +C1q̇a +C2q̇u (6.22)
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The same consideration done for the full actuation is still valid for the proposed solution:
this approach is affected by dynamic modeling errors, by unmodeled dynamics and it
requires a step by step computation of the dynamical matrices.

Note that the unactuated states have not been considered in the control law, so they
are not guaranteed to reach the desired condition. Nowadays researchers are trying and
find a solution to account for these states too with a control law that does not produce
an action to control them but exploits the reciprocal influence between actuated and
unuctuated states to make both of them approximately converge towards their prescribed
target solution.

This approach has now to be implemented in the space manipulator system under con-
sideration.

6.6. Underactuated space manipulator

Due to the fact that we are not controlling the traslation of the base, the second operative
mode presented in section 6.2 leads to an underactuated system.
In this case, following the structure shown in previous section, the state vector can be
split and reorganized as in Equation 6.23, considering that the only actuators are the
attitude control system (ACS) and the joint motors, responsible for the control of the
base orientation and joint angles respectively.

qa =

{
α

θ

}
, qu = rs/c (6.23)

Consequently, the mass and coriolis matrices have to be rearranged and written as follows

M(q) =

 Mα(q) Mαθ(q) Mαr(q)

Mθα(q) Mθ(q) Mθr(q)

Mrα(q) Mrθ(q) Mr(q)



C(q) =

 Cα(q) Cαθ(q) Cαr(q)

Cθα(q) Cθ(q) Cθr(q)

Crα(q) Crθ(q) Cr(q)


(6.24)

From previous expression,
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Maa(q) =

[
Mα(q) Mαθ(q)

Mθα(q) Mθ(q)

]
Muu(q) = Mr(q)

Mau(q) =

[
Mαr(q)

Mθr(q)

] (6.25)

Through Equation 6.25 it is possible to calculate matrices M, C1, C2 like in Equation 6.17
and consequently the control actions as in Equation 6.22.
These actions are usually given by coupling the joint motors with reaction/inertia wheels
or control moment gyroscopes: these control moment devices are the most efficient solu-
tion when trajectory tracking is addressed.
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7| Simulation results

In this chapter are reported the results concerning both the simulation of the system
and the machine learning algorithm implemented. First, the characteristics of the chosen
space manipulator system (concerning masses, inertias, Denavit-Hartenberg parameters)
are introduced. Then, the softwares used for the accomplishment of the task are presented.
After that, the results related to algorithm analysis and trajectory generation are shown.
Finally the selected control approach is tested.

7.1. Space manipulator features

The space manipulator base is selected to be a 1m cube satellite, on which a 3m long
robotic arm with 6 DOF is mounted.
The selected inertia properties are reported in Table 7.2 for both base and manipulator.

Mass [kg] Ix[kg m2] Iy[kg m2] Iz[kg m2]

Base 1000 166.67 166.67 166.67

Link 1 20 0.2 1.87 1.87

Link 1 15 0.1 1.25 1.25

Link 3 15 0.1 1.25 1.25

Link 4 15 0.1 1.25 1.25

Link 5 15 0.1 1.25 1.25

Link 6 20 0.2 1.87 1.87

Table 7.1: Satellite and manipulator dynamic properties
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The parameters of the satellite-mounted manipulator are taken as reported in the following
Table 7.2.

a [m] α[deg] d [m]

Link 1 0.7 π/2 0

Link 2 0.4 0 0

Link 3 0.4 π/2 0

Link 4 0.4 π/2 0

Link 5 0.4 0 0

Link 6 0.7 0 0

Table 7.2: Satellite and manipulator dynamic properties

The position of the first joint in the body frame is taken as

rq =


0.5

0

0

m (7.1)

7.2. Simulation environment

As already stated in chapter 2, the simulation of the system is carried out by implementing
and relating each single dynamical block. In this thesis, the chosen environment for the
simulation has been MATLAB and Simulink, as can be seen in Figure 7.1 where the block
scheme is presented. Simulink environment is very useful when the goal is the simulation
of nonlinear dynamical systems, since it is very easy to read as it is like a block diagram
and since the simulation is done over time, so state of the whole system in each time-slot
is available.
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Figure 7.1: Block scheme implemented in Simulink. Note that the block named "PLANT"
contains the dynamics and direct kinematics blocks.

The path planning algorithm has instead been implemented with python language in Mi-
crosoft Visual Studio Code environment. Python is a very simple programming language,
which makes it appropriate for machine learning. Moreover, the Python programming
language best fits machine learning due to its ability to run on multiple platforms, such
as Windows, Linux and macOS, and due to its popularity in the programming community.
Furthermore, Python frameworks and libraries offer a reliable environment that reduces
software development time significantly.

The cooperation between MATLAB and Python codes is then essential for the accomplish-
ment of phase 2 of the algorithm (see chapter 5). Indeed, in order to receive the rewards
corresponding to the current location, a connection between Visual Studio Code and MAT-
LAB is established through the matlab.engine library. In this way a simultaneous running
of the python learning algorithm and of MATLAB is performed: MATLAB receives the
current location of the end effector and gives back the correspondent rewards, by checking
that the system dynamical features fulfill the requirements in subsubsection 5.5.1.
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7.3. Q-learning training

In this section the results coming from the Q-learning training method are presented.
The goal is to make an analysis of the python algorithm in order to assess the effectiveness
of the method and its computational burden.

7.3.1. Algorithm analysis

In order to verify the effectiveness of the algorithm, a common way is to visualize the trend
of the cumulated sum of rewards, i.e. of the sum of the rewards obtained per each episode;
this trend shall be increasing with the increasing number of episode, if the algorithm is
correctly implemented.
For the selected α and γ values the cumulated sum of rewards is reported in the following
Figure 7.2.

Figure 7.2: Cumulated sum of rewards with α = 0.9 and γ = 0.9

We can see that for the first episodes the rewards are low, since the agent is still exploring
the environment. From episode 150 the interaction with the environment starts producing
higher rewards for the agent, up to when in the end, the trained agent keeps on performing
actions that guarantee the highest possible reward, thanks also the the exploitation fetaure
that is guaranteed by the increasing value of ϵ parameter.
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It is interesting to compare the previous trend with the one that would be obtained with
different values of α and γ. The comparison is depicted in Figure 7.3

Figure 7.3: Comparison between cumulated sum of rewards trends for different values of
α and γ: on the top-left α = 0.9 and γ = 0.9; on the top-right α = 0.5 and γ = 0.8; on
the bottom α = 0.2 and γ = 0.5

It can be seen that for α = 0.5 and γ = 0.8 the agent keeps on taking wrong actions even
in the final episodes, due to the lower learning rate that delays learning phase. As a result
the algorithm is not working for all the cells in the environment, meaning that starting
from some locations in the environment the agent is not abe to derive its path.
Even worse results are obtained for α = 0.2 and γ = 0.5 case, where the first positive
rewards are obtained after a larger number of episodes and even in the final phase the
agent is still not well trained. This translates into a higher decrease in the coverage
percentage.
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Here below, Table 7.3, are reported the percentage of "working" cells for the same number
of episodes, but for different parameters values.

Working cells [%]

α = 0.9, γ = 0.9 100

α = 0.5, γ = 0.8 95

α = 0.2, γ = 0.5 87

Table 7.3: Algorithm effectiveness for different α and γ

As reported, the α = 0.9, γ = 0.9 is the only case guaranteeing the total coverage. In
order to obtain the same result also for the other cases the number of episodes has to be
increased, thus increasing the training time.

7.3.2. Computational time

An analysis on the computational demand of the training process has been conducted.
Obviously, this shows an increase with the increase in the dimensions of the environment,
as shown in Figure 7.4.

Figure 7.4: Computational time depending on environmental dimensions
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The high cost in terms of time required for the training process is mainly due to two
reasons: the first one is related to the intrinsic feature of reinforcement learning methods,
that, as already stated in chapter 5, require a high amount of time to efficiently train
the agent, since it needs a lot of interactions with the environment in order to learn the
lesson. The second reason is imputable to the time required to the Matlab process needed
to assign a reward for each action taken by the agent.
At the end of the day, since this high computational demand is limited to the train-
ing phase only, it does not represent an issue. Indeed, once the system is trained, the
applicative phase can be carried out in almost real time.

Next section is hence dedicated to the applicative phase.
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7.4. Applicative phase

Once the training algorithm has been analysed under the computational point of view, it
is then possible to check the subsequent applicative phase.
Assuming that the target position is known and arbitrarily equal to pt = [1.5, 0.7,−1]m

and the starting position is pee = [1.4, 0.9,−0.8]m, the system is able to derive au-
tonomously a proper end effector trajectory from start to target. This trajectory is
reported in Figure 7.5 in 3D space and and in Figure 7.6 over time.

Figure 7.5: End effector trajectory in 3D space: the blue point is the starting position,
the green point is the target
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Figure 7.6: End effector trajectory over time

In order to verify the feasibility of the trajectory followed by the agent, the physical
quantities of interest are reported in the following figures and analysed.

Figure 7.7: Joint angles
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Figure 7.8: Singularity condition

Figure 7.9: Angle with respect to the target
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Figure 7.10: Base displacement

As can be seen from previous figure, all the constraints imposed in the algorithm are
satisfied, in particular those regarding the terminal states.
From the joint behavior it can be seen that joint angles are always inside the prescribed
mechanical limits stated in chapter 5
From the second plot the condition for singularity avoidance is fulfilled since det(JJT ) is
always different from 0.
From third plot the attitude angle between the base and the target is always inside the
prescribed range.
From last plot, the base displacement is overall lower than half the total displacement of
the end effector.
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Different initial condition

Starting from a different initial position pee = [1.2, 0.9,−1.1]m, the algorithm is still
capable of determining a trajectory autonomously, as can be seen from Figure 7.11 and
Figure 7.12.

Figure 7.11: End effector trajectory in 3D space: the blue point is the starting position,
the green point is the target
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Figure 7.12: End effector trajectory over time

Together with the trajectory, the quantities of interest are reported in Figure 7.13. Once
again, the satisfaction of the cryteria exposed in chapter 5 is fulfilled.

Figure 7.13: Main physical quantities: on the upper left joint angles, on the upper right
the singularity condition, on the bottom left the angle with respect to the target, on the
bottom right the base displacement
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7.5. Control

In this section, the designed control approaches results are shown, both for the full actu-
ation and for the underactuation, in order to test their trajectory tracking effectiveness.

7.5.1. Full control

For the full control, the computed control torque presented in chapter 6 has been tested.
First of all the gain matrices ruling the asymptotic convergence of the tracking error are
taken after a trial and error process as diagonal matrices with diagonal values equal to

kPi = 1 (7.2)

kDi = 10 (7.3)

The test of the controller is here conducted on the first trajectory in section 7.4. The full
control result regarding the end effector position is reported in the following Figure 7.14
and Figure 7.15

Figure 7.14: Computed control torque of end effector 3D trajectory
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Figure 7.15: Computed control torque of end effector in time

As can be seen, the implemented control strategy allows for an efficient trajectory tracking
for each of the three components of the end effector position. Indeed, the maximum
tracking error concerning the end effector trajectory is in the order of 10−4 m as shown
in Figure 7.16

Figure 7.16: Tracking error
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7.5.2. Underactuated control

In this subsection the designed underactuated control system is tested.

Once again, first of all the gain matrices are taken, after a trial and erro process, as
diagonal matrices with diagonal values equal to

kPi = 10 (7.4)

kDi = 100 (7.5)

Then, the test is conducted on the same trajectory as for the full actuation.
As can be seen from Figure 7.17 Figure 7.18 the control is just partially following the
desired end effector trajectory.

Figure 7.17: Underactuated control for the 3D end effector position
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Figure 7.18: Underactuated control for the end effector position in time

This behavior is due to the fact that the system is not controlling all the states.

Anyway, it is interesting to analyse how the implemented underactuated control system
accomplishes its task of controlling the actuated states, as demonstrated by Figure 7.19,
where the desired joint behavior is tracked efficiently.

Figure 7.19: Underactuated control of the joints
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The tracking error is indeed very low and in the order of 10−3 deg, as reported in the
following Figure 7.20

Figure 7.20: Tracking error

At the end of the day, both controllers show very good tracking capabilities for the
actuated states, fact that make these logics valid candidates for SMS control as far as
the controlled states are concerned.
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8| Conclusions

Space manipulator systems are expected to be a key technology in many future space
missions, thanks to their versatility that make them the perfect solution for on-orbit ser-
vicing tasks, like refuelling and repairing already existent spacecrafts or removing debris.
Anyway, this technology is very complex to be modelled and its application is still a highly
challenging field.
In this work a global analysis of the 3D behavior of a SMS is presented, from the kine-
matics and dynamics study to the path planning algorithm and control implementations.
This was carried out dividing the SMS functionalities into blocks and hence by treating
each block separately.

A new solution for path planning of a space manipulator is presented. This solution is
based upon a machine learning technique called Q-learning that offers great advantages
especially as it allows to have a system with a certain autonomy in decision making. The
trajectory generated by the algorithm is then ensuring some critical aspects of typical
SMS mission like singularity-free feature, joint and attitude limit avoidance. Moreover,
the algorithm is set up in order to promote the motion of the SMS that allow for a small
displacement of the base of the spacecraft.
The results aim at analysing the algorithm assessing both its implementation correctness
and the system’s response. Regarding the latter, the method shows a good robustness to
different initial positions of the SMS end effector in the environment; furthermore, the
constraints previously considered are fulfilled.

Finally a control system based on model-based techniques is implemented. In particular,
the computed control torque technique has been implemented for full actuation, due to its
simplicity of implementation and tracking guarantee. Anyway this control method shows
drawbacks that make it a very good solution only in the ideal case of perfect mass and
coriolis matrix computation.
Eventually, an underactuated control is also proposed for fuel consumption purposes. This
method is based on the same idea of the computed control torque, with the difference that
lies in the fact that now the only actuated states are tracked.



80 | List of Tables

Both controllers show a good tracking capability regarding the states under control. Ob-
viously, the fact that the underactuated system is not controlling all the states overall
translates into a non efficient tracking of the end effector trajectory.

8.1. Future works

There are some points in which the analysis presented in this thesis can be further devel-
oped and they are mainly:

1. Multiple manipulators consideration

2. Dynamical modelling assumptions

3. Sensors and actuators integration

4. Underactuated control improvement

The first possibility consists in a further development of the kinematics and dynamics
modeling algorithms in order to study multiple manipulators systems, i.e. spacecraft on
which more than robotic arms are mounted.

The second development direction concerns the integration in the dynamics blocks of
those features that have been currently neglected. For example, the implementation of
an Orbital Mechanics module that would take into consideration the orbit motion of the
chaser.

The third developement is related to the introduction in the model of proper sensors and
actuators that would make the analysis more realistic, by taking into consideration both
the errors in the measurements and the saturation limits of the actuators dedicated to
the control.

The fourth developement considers the study and development of an improved underactu-
ated system that would lead to the correct tracking of both underactuated and actuated
states, even though controlling the actuated states only. This field is still unexplored and
highly challenging.
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