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Abstract

Paperboard is one of the many layers composing the layered packaging material
employed in the food industry for preservation of liquid products. Its purpose
is to provide the mechanical properties to the �nal package in terms of strength
and sti�ness. The yearly production of this kind of packages amounts at sev-
eral hundred billions units. This number motivates the intense research activity
aimed at characterizing and improving the packaging material to reduce waste.
Despite experimental tests may provide useful information, practical applica-
tions require a mathematical modeling based on a profound understanding of
the material response. The mathematical description of paperboard response
has been extensively explored in the literature in the elastoplastic regime pre-
ceding the onset of damage and fracture. The main objective of the current
work is to extend the state-of-the-art elastoplastic modeling of paperboard ma-
terial to include the development of damage and subsequent crack propagation.

In Computational Mechanics, the modeling of fracture evolution introduces
the fundamental challenge of dealing with discontinuous displacements. In the
last two decades, the phase-�eld approach has overcome this problem changing
the description of the crack topology. Indeed, the sharp geometry is substituted
with a smooth regularization governed by the order parameter called phase-�eld.

In the present work, a computationally e�cient and explicit algorithm for
the rigorous enforcement of the irreversibility constraint in the phase-�eld mod-
eling of brittle fracture is presented. The proposed approach relies on the
alternate minimization of the total energy functional. The phase-�eld evolu-
tion turns out to be governed by a complementarity boundary-value problem,
where the complementarity stems from the irreversibility, while the boundary-
value problem stems from the presence of the gradient term in the phase-
�eld functional. A solution strategy based on the Projected Successive Over-
Relaxation (PSOR) method for constrained optimization, where an iterative
explicit scheme is used for the solution of symmetric linear complementarity
problems, is presented.

A variational formulation of ductile fracture, based on a phase-�eld model-
ing of crack propagation, is then proposed for isotropic materials both in small
and large deformations. The formulation is based on an e�ective stress ap-
proach, combined with an AT1 phase-�eld model. Starting from established
variational statements of �nite-step elastoplasticity for generalized standard
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materials, a mixed variational statement is consistently derived, incorporating
in a rigorous way a variational �nite-step update for both the elastoplastic
and the phase-�eld dissipations. The complex interaction between ductile and
brittle dissipation mechanisms is modeled by assuming a plasticity driven crack
propagation model. A non-variational function of the equivalent plastic strain is
then introduced to modulate the phase-�eld dissipation based on the developed
plastic strains. In the context of small strains, a gradient-extended plasticity
framework has been proposed to prevent the pathological mesh-dependence
due to the combination of the softening response and the continuing plastic
deformation induced by the e�ective stress approach. Particular care has been
devoted to the formulation of a consistent Newton-Raphson scheme for the
gradient-extended model in the case of Mises plasticity, with a global return
mapping and relative tangent matrix, supplemented by a line-search scheme,
for �xed phase �eld. The resulting algorithm has proved to be very robust and
computationally e�ective.

To approach the phase-�eld modeling of fracture in paperboard the pro-
posed ductile fracture formulation has been extended to orthotropic materials,
being ductility and orthotropy the fundamental features of the paperboard me-
chanical response. The resulting orthotropic, small strain phase �eld model
for ductile fracture, based on a state-of-the-art elastoplastic in-plane model,
has been applied to the simulation of failure experimental tests on paperboard
strips, with excellent results in terms of accuracy and scale independence. As
a �rst step towards the inclusion in the model of the large strain out-of-plane
paperboard behavior, a large strain isotropic elastoplastic model for ductile
phase-�eld fracture has been proposed, based on a variational update of the
large strain �nite-step elastoplastic phase-�eld problem. The gradient exten-
sion of the model and its application to orthotropic paperboard are then left
for a future development.
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1 Introduction

1.1 Motivation

The reliable simulation of the initiation and evolution of fracture processes
in solid media is a problem of paramount importance in Computational Me-
chanics, involving signi�cant di�culties and challenges, but opening the door
to fundamental real-life applications. In the wide range of possible applica-
tions, the interest of the current work is restricted to the description of the
mechanical response of ductile material and, more speci�cally, of paperboard
materials. Paperboard is in particular one of the many layers composing the
layered packaging material employed in the food industry for preservation of
liquid products. The main purpose of the paperboard material is to provide the
mechanical properties to the �nal package in terms of strength and sti�ness.
The yearly production of this kind of packages amounts at several hundred
billions units. This number motivates the intense research activity aimed at
characterizing and improving the packaging material to reduce waste. Despite
experimental test may provide useful information, practical applications require
a mathematical modeling based on a profound understanding of the material
response. Thus, the development of formulations and numerical tools able to
predict the mechanical response is of immediate practical impact. The math-
ematical description of paperboard response has been extensively explored in
the literature in the elastoplastic regime preceding the onset of damage and
fracture. The main objective of the current work is the introduction of these
last features into the state-of-the-art modeling of paperboard material.

1.2 State of the art

1.2.1 Brittle fracture

In this part of the introduction, we focus in particular on crack propagation
in brittle elastic media. Within this context, we start from the pioneering
work of Gri�th (1920) who, motivated by experimental evidence, assumed
that the formation of a crack dissipates a speci�c amount of elastic strain
energy proportional to the crack surface through the fracture toughness Gc,
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also known as the critical energy release rate. The crack does not propagate
if such an energy is larger than the elastic energy spent during a virtual crack
propagation. The �rst successful attempt to formalize this energetic theory
into a variational setting can be found in Francfort and Marigo (1998), where
a variational model of quasi-static brittle fracture is proposed. The novelty
of this approach stems from the absence of constraints in terms of having a
pre-existing crack and a well-de�ned crack path. Speci�cally, the crack pattern
in the elastic medium is sought as the minimization of a suitable total energy
functional, which is the sum of the internal elastic energy and of the dissipation
energy associated to the crack surface propagation.

The main problem of this formulation is the necessity to deal with a sharp
discontinuity on the displacement �eld of the body due to the formation of a
crack. To overcome this issue, a regularization of the total energy functional
was introduced in Bourdin et al. (2000). The idea is to use the approximation
introduced in Mumford and Shah (1989) by means of elliptic functionals for im-
age segmentation as proposed in Ambrosio and Tortorelli (1990). In the latter
work, the concept of Γ-convergence (see, e.g., Dal Maso (1993)) was adopted
regularizing (or di�using) a sharp discontinuity inside a domain by means of a
scalar variable, referred to as order parameter, approximating the discontinu-
ity with a smooth transition from the continuum to the discontinuum part. A
crucial feature of the approximation is the introduction of an internal length
measuring the portion of the domain where the discontinuity is di�used. When
the internal length parameter tends to zero, the approximation Γ-converges to
the sharp discontinuity. In Bourdin et al. (2000), a two-�elds functional was
introduced, with the �rst �eld representing the displacement of the body, while
the second one is a scalar �eld (typically referred to as phase �eld), ranging
from 0 to 1, and playing the role of interpolating the unbroken and fully bro-
ken state of the material over a small region of the domain, proportional to
the internal length-scale. Therefore, the variational principle involves the min-
imization of a two-�elds functional and the solution of a coupled problem. It is
worth noticing that the approximation of the crack surface functional contains
a gradient term of the phase-�eld variable. Due to the non-convexity of the
approximated functional, an alternate minimization iterative solution strategy
(staggered scheme) is in general preferred to a Newton-Raphson iterative strat-
egy involving the two �elds at the same time (monolithic scheme). The idea is
to search a stationary point of the total energy functional alternatively freez-
ing one of the two �elds and iterating until a certain convergence criterion is
met. The interest in this algorithmic strategy lies on the observation that the
functional to be minimized is convex in each single �eld. The enforcement of
the stationarity with respect to the phase-�eld variable requires the solution of
a boundary-value problem due to the presence in the functional of the gradient
of the order parameter. Furthermore, in combination with the de�nition of the
internal length, this avoids mesh-dependence of the spatial discretization when
material softening occurs. Such a formulation can therefore be classi�ed within



1.2 State of the art 3

the framework of gradient-type models for damage mechanics.
In the early phase-�eld formulations of brittle fracture, the irreversibility

of the evolution of the order parameter represented a main limitation, with
the thermodynamic nature of this constraint directly stemming from the irre-
versibility of the crack propagation process. This problem was overcome in two
important works Bourdin (2007); Francfort et al. (2008) where the search of
local minimizers for the total energy functional is performed in time-discrete
steps and the crack is prevented to heal via irreversibility of the phase-�eld evo-
lution. A study on the Γ-convergence of the evolution problem can be found in
Giacomini (2005).

Despite the highlighted interesting features of the models in Bourdin (2007)
and Francfort et al. (2008), both of them are characterized by a symmetric be-
havior in tension and compression and allow for negative displacement jumps,
leading to material interpenetration in cracks associated to compressive states.
This issue is addressed in Amor et al. (2009), where a constraint based on the
so-called unilateral contact model is introduced. The idea is to split the internal
elastic energy into spherical and deviatoric parts and to account for the sign of
the local volumetric change, such that the material recovers the original sti�-
ness when experiencing a volumetric compression. A proof of Γ-convergence
for this model is contained in Chambolle et al. (2018). We highlight that a
similar approach based on a volumetric-deviatoric energy split was investigated
for concrete damage mechanics in Comi and Perego (2001) where two di�er-
ent activation criteria were introduced for the damage onset in tension and
compression.

The �rst thermodynamically consistent framework for phase-�eld modeling
of brittle fracture was introduced in Miehe et al. (2010b). Here, the thermody-
namic nature of the irreversibility constraint is explicitly stated, the unilateral
contact model is reproduced with a spectral decomposition of the strain tensor,
and the coupled problem is solved with a monolithic scheme. The monotonic-
ity of the order parameter is enforced with two di�erent approaches: (i) a
rate-independent model using an approximated indicator function; (ii) a rate-
dependent model involving a viscous regularization of the original functional.
In a subsequent work, Miehe et al. (2010a) introduced a novel enforcement of
irreversibility, yet violating the variational nature of the formulation. The idea
is to shift the constraint from the phase-�eld variable to its driving force, via
a history variable accounting for the maximum crack driving force experienced
during the loading history. The coupled problem is then solved with a non-
iterative staggered scheme and the introduction of a viscous regularization of
the functional. The latter is used to prevent unstable crack evolutions.

A comprehensive review on di�erent phase-�eld models and numerical ap-
proaches for brittle fracture can be found in Ambati et al. (2015a), where an
interesting discussion on the convergence of staggered schemes is also reported.
Despite many clearly positive features, it must be noted that one of the major
limitations of the phase-�eld technique, especially for engineering-scale appli-
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cations, resides in its high computational cost due to the necessity of very �ne
meshes along crack paths to resolve the internal length parameter. Therefore,
the development of e�cient solution algorithms is fundamental to tackle indus-
trial problems.

An extensive comparison between monolithic and staggered solutions is pro-
posed in Gerasimov and De Lorenzis (2016), while a variationally consistent
approach accounting for the irreversibility of the phase-�eld model of brittle
fracture can be found in Gerasimov and De Lorenzis (2019), where a penal-
ization term was introduced in the variational formulation. The authors also
discuss in detail the important issue of a suitable choice of the penalization
coe�cient, in order to avoid ill-conditioning of the �nite element discretization
problem.

A variationally consistent enforcement of the irreversibility constraint is
proposed in Marengo et al. (2021) following the procedure outlined in Man-
gasarian (1977) for the solution of Symmetric Linear Complementarity Prob-
lems (SLCP), and already used in Comi and Perego (1996a) in the context of
gradient plasticity with constitutive softening behavior.

1.2.2 Ductile fracture

Fracture propagation in elastoplastic solids presents a ductile dissipation mech-
anism, due to the development of plastic strains, competing and interacting
with a brittle dissipation mechanism, due to the generation of new fracture
surfaces. The existence of a large plastic zone with the consequent energy dis-
sipation makes Gri�th approach to brittle fracture inapplicable, as much as
its elegant and well-established phase-�eld variational formulation introduced
in Bourdin et al. (2000); Francfort and Marigo (1998). Several authors have
proposed extensions of the phase-�eld formulation of brittle fracture incorpo-
rating plastic dissipation mechanisms. In the small deformation framework,
local plasticity has been addressed, e.g., in Alessi et al. (2014); Ambati et al.
(2015b,b); Choo and Sun (2018); Duda et al. (2015); Fang et al. (2019); Huang
and Gao (2019); Yin and Kaliske (2020), while gradient plasticity mechanisms
have been considered in Rodriguez et al. (2018); Shishvan et al. (2021); Ulloa
et al. (2016); Wambacq et al. (2021). In the large deformation framework, the
models Ambati et al. (2016); Borden et al. (2016); Han et al. (2022); Hu et al.
(2021); Talamini et al. (2021) deal with local plasticity, while gradient plastic-
ity has been included in the formulation in e.g., Dittmann et al. (2018); Miehe
et al. (2016, 2017). A comparative review of some small-strain ductile fracture
models can be found in Alessi et al. (2018a).

In Chapter 3, a variational formulation of small strain ductile fracture,
based on a phase-�eld modeling of crack propagation, is proposed �rst. Starting
from established variational statements of �nite-step elastoplasticity for gener-
alized standard materials Comi et al. (1991, 1992); Comi and Perego (1995);
Corigliano (1994); Ortiz and Martin (1989); Reddy et al. (1987); Simo and
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Honein (1990), a rather general mixed variational statement, applicable to a
wide class of elastoplastic materials, is consistently derived, incorporating in a
rigorous way a variational �nite-step update for both the elastoplastic and the
phase-�eld dissipations.

The formulation is based on an e�ective stress description of gradient plas-
ticity, see e.g., Choo and Sun (2018); Huang and Gao (2019); Miehe et al. (2017);
Ulloa et al. (2016); Wambacq et al. (2021), combined with an AT1 phase-�eld
model as in Alessi et al. (2018b); Hu et al. (2021); Samaniego et al. (2021);
Talamini et al. (2021); Wambacq et al. (2021). The term e�ective stress refers
here to the true stress acting on the undamaged portion of the bulk material.
The value of the e�ective stress is then not a�ected by developing damage. The
main consequence of this choice is that plasticity continues to develop until the
very �nal state of material failure, where damage approaches unity. This is
in contrast to what happens when plasticity is described in terms of nominal
stresses, i.e., stresses reduced by the current value of damage. In this latter
case, as soon as damage starts to develop, the nominal stress decreases and the
yield condition is no more satis�ed, so that the �nal part of material deforma-
tion is purely brittle (for a discussion on e�ective vs nominal stresses see, e.g.,
Choo and Sun (2018)).

The fact that e�ective stresses are used and that plasticity continues to
develop also in the damage localization phase, implies that, after damage has
started to develop and the global structural response has become softening,
incremental plastic strains tend to localize in a one-element-thick band, giving
rise to a pathological mesh dependence in the �nal stage of rupture, see, e.g.,
Miehe et al. (2016). To avoid the problem, the simple and e�ective gradient
plasticity regularization proposed in Comi and Perego (1996b) is here adopted.
The presence of the gradient plasticity term introduces computational di�-
culties for the �nite-step time integration of the nonlocal constitutive law. A
computationally e�ective and robust Newton-Raphson scheme for the solution
of the gradient elastoplastic problem for �xed damage is therefore proposed for
the case of Mises plasticity, together with its global return mapping algorithm
and expression of the global consistent tangent matrix. This global return map-
ping scheme allows to formulate the �nite-step elastoplastic problem as a global
linear complementarity problem. The same has been done for the phase-�eld
problem, so that irreversibility of both plastic and brittle dissipation turns out
to be enforced in a rigorous way. Both linear complementarity problems have
been solved using the Projected Successive Over-Relaxation (PSOR) algorithm
of Mangasarian (1977), following the approach proposed in Comi and Perego
(1996b); Marengo et al. (2021).

In ductile fracture, either already existing voids, or voids nucleated under
the e�ect of developing plastic strains at inclusions or second-phase particles,
grow until they coalesce giving rise to a continuous fracture path. Voids nu-
cleation and growth is associated to locally high levels of plastic deformation,
suggesting that in most cases ductile fracture requires high levels of energy
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absorption (see, e.g., Garrison and Moody (1987)). Based on these physical
observations, in the proposed phase-�eld plasticity model, crack nucleation and
propagation is assumed to be driven by plasticity. Damage development is
then possible when the plastic process zone in a stress concentration region
reaches a critical level, measured by the equivalent plastic strain. In practical
terms, this is achieved in the model by introducing a function of the equivalent
plastic strain, modulating the e�ective value of the material fracture energy.
This is somehow in line with what has been done by several other authors
(Hu et al. (2021); Huang and Gao (2019); Yin and Kaliske (2020) ), though
making use of a substantially di�erent de�nition of the fracture energy modula-
tion function. Another important aspect, clearly emerging from the considered
numerical applications, is the capability of the proposed plasticity driven ap-
proach to predict crack nucleation in the absence of a pre-existing crack (for a
discussion on phase-�eld prediction of crack nucleation see, e.g., Kumar et al.
(2020); Tanné et al. (2018)).

The AT1 model used here has some key conceptual and practical advantages
over the AT2 model: it has a non-zero elastic limit, preventing di�use damage at
small loading and the damage localization band is of �nite width Tanné et al.
(2018). Both features are of importance in the considered plasticity driven
framework: i) the material response remains linear elastic until the yield limit
is achieved, without any damage development; ii) having a �nite width, it is
possible to de�ne the phase-�eld characteristic length so that the phase-�eld
localization band remains entirely contained within the plasticity process zone.

1.2.3 Ductile fracture of orthotropic materials

The crack evolution in elastic or elastoplastic media is a non-trivial issue in
the case of material orthotropy. The directional behavior of the material can
lie at di�erent levels of the response: in the elastic, the elastoplastic, or in the
fracture evolution.

The phase-�eld brittle fracture in large strain of an orthotropic elastic ma-
terial has been considered in Raina and Miehe (2016), where the fracture dissi-
pation remains isotropic, while the driving force is modi�ed in a non-variational
fashion. A principal stress activation criterion is postulated where only positive
principal stresses are assumed to contribute to the crack propagation. Here, a
structural tensor accounts for the material orientation in the activation crite-
rion.

A structural tensor is introduced in the gradient term to turn the frac-
ture dissipation from isotropic to orthotropic in Dean et al. (2020); Li and
Maurini (2019); Quintanas-Corominas et al. (2019); Teichtmeister et al. (2017),
inducing an orientation-dependent toughness. In Dean et al. (2020); Quintanas-
Corominas et al. (2019); Teichtmeister et al. (2017) an orthotropic elastic energy
is employed too.

The issue of the energy split to account for the promotion of crack onset
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and propagation in tensile-dominated portions of the domain is addressed in
Teichtmeister et al. (2017) both with an energetic approach, using the comple-
mentary energy, and with a stress criterion (see also Raina and Miehe (2016)).
Both approaches rely on the spectral decomposition of the e�ective stress ten-
sor. A completely di�erent approach consists in postulating the existence of
multiple failure mechanisms associated with multiple damage variables Bleyer
and Alessi (2018).

The extension of orthotropic phase-�eld fracture to elastoplastic materials
can be found in Dean et al. (2020), where the orthotropic behavior is introduced
in the elastic energy, in the volumetric-dependent yield criterion, and in the
fracture energy via a structural tensor approach.

1.2.4 Paperboard

One of the main interests in studying paperboard material lies in its wide ap-
plication in the food packaging industry. Among the di�erent layers that con-
stitute the packaging material, paperboard provides the mechanical properties
to the �nal product. During package forming, the paperboard sheet undergoes
converting and �lling procedures that mechanically stress the material. Thus,
a proper mathematical modeling of the paper mechanical behavior would min-
imize the occurrence of manufacturing defects.

The paperboard is composed of wood-�bers that are mainly arranged into
planes stacked one on to the other. The presence of multiple plies of �bers
introduces a high degree of anisotropy between the in-plane and the out-of-
plane (called ZD) directions of the paper sheet. The manufacturing process
of the blank paperboard sheet induces an in-plane preferential orientation of
the �bers too. Accordingly, two in-plane material directions can be recognized,
i.e., the machine direction (MD) and the cross direction (CD). Thus, the main
mechanical feature of paperboard is its orthotropic behavior in MD, CD and ZD
directions, see, e.g., Borgqvist et al. (2014, 2015); Mäkelä and Östlund (2003).

A recent review on the state-of-the-art approaches for paper modeling can
be found in Simon (2021). In most models as in Borgqvist et al. (2015, 2016),
the hypothesis of decoupled in-plane and out-of-plane behavior is introduced.
This is justi�ed by the experimental evidence that the out-of-plane Poisson ra-
tio is nearly zero, see, e.g., Stenberg and Fellers (2002). An in-plane orthotropic
elastoplastic model of paperboard with multi-surfaces yield criterion was pro-
posed by Xia et al. (2002). It is able to distinguish between yielding in tension
and compression along the di�erent material directions, while the out-of-plane
is treated as elastic. An application to non-isotropic hardening plasticity is
proposed in Borgqvist et al. (2014), where the di�erent in-plane yield mecha-
nisms present a coupled hardening behavior. The Xia's formulation has been
subsequently extended including an elastoplastic out-of-plane behavior to cap-
ture the material response during the converting procedures. First, a cohesive
elastoplastic model was used to simulate delamination in Nygårds et al. (2005);
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Nygårds et al. (2009). Then, the yield criterion has been enhanced to include
the additional yield mechanisms of the out-of-plane response in Borgqvist et al.
(2015, 2016). A non-trivial problem concerns the modeling of damage and frac-
ture in paperboard. The need of a nonlocal model for damage in random �ber
networks has been addressed in Isaksson and Hägglund (2009). The damage
localization width is related to the �ber average length as outlined in Niska-
nen et al. (2001). The problem of damage onset and propagation has been
addressed in Isaksson et al. (2006) for isotropic paper sheets. Here a nonlocal
isotropic scalar damage variable is used. The experimental justi�cation lies in
the observation that the main damage mechanism is �ber bonds failure. A
more realistic nonlocal damage model for orthotropic paperboard is proposed
in Isaksson et al. (2004), where three scalar internal variables are introduced to
capture material failure in the directions of orthotropy MD, CD, and ZD. Here,
damage irreversibility is accounted for, a unique internal length scale parame-
ter governs the nonlocal model, and only the elastic free energy is subjected to
degradation. The idea of a damage variable associated with each set of �bers
can be also found in Chen and Silberstein (2019).

1.2.5 Reduced integration

The 4-nodes and 8-nodes linear elements are widely used in many engineer-
ing applications. The reduced integration (or one-point integration for linear
shape functions) has two main objectives: the reduction of the computational
cost for the element integration and the relaxation of locking phenomena. The
main drawback of the reduced integration is that some fundamental deforma-
tion modes remain stressless at the element level and, then, without energy.
These are spurious or zero-energy modes, and they are often named hourglass
modes because of the corresponding deformed shape shown by the element in
solid mechanics applications. From a mathematical point of view, the fully
integrated discrete gradient, i.e., the space discretization of the shape functions
physical derivatives, has the kernel dimension equal to the number of rigid
body motions. Conversely, when a single-point integration is performed, the
dimension of the kernel increases, since more fundamental modes produce no
displacement gradients. As a matter of fact, this issue impacts also the element
sti�ness matrix that will show additional zero-eigenvalues corresponding to the
stressless eigenmodes. This produces instability in the solution of the �nite el-
ement problem, since very small perturbations exciting these modes produce a
sudden onset and propagation of spurious modes. The remedy to this problem
is the introduction of an arti�cial stabilization of the sti�ness matrix at the
element level. An extensive review of hourglass control in the reduced integra-
tion setting is out of the scope of the current thesis. Thus, only the relevant
contributions to the proposed implementation are presented.

The pioneering work of Flanagan and Belytschko (1981) tackled the problem
by de�ning a suitable measure of the hourglass deformation. This deformation
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is responsible for the hourglass forces needed to stabilize the element against the
spurious modes. The idea lies in the energy-orthogonality between the hourglass
deformation and the deformation corresponding to a linear displacement �eld.
This procedure ensures that the element passes the patch test. In this work, the
kinematics, the constitutive model and the hourglass forces are linear. Here, the
hourglass parameters are de�ned through an eigenvalue analysis of the element
sti�ness matrix.

In Bonet and Bhargava (1995) a novel formulation for the hourglass control
is proposed for hyperelastic materials. The idea closely resembles the early
work of Flanagan and Belytschko (1981). In fact, a suitable measure of the
hourglass mode is computed extracting the linear displacement part from the
deformation gradient and the correspondent forces are de�ned. Then, the 8-
node element is formulated with a constant deformation gradient through a
Hu-Washizu variational approach.

1.3 Thesis structure

The thesis is structured as follows. In Chapter 2, the phase-�eld variational
formulation to brittle fracture is presented. While the theoretical framework is
rather standard, the focus concerns the rigorous enforcement of the irreversibil-
ity constraint on the damage-like variable. In Chapter 3, a novel AT1 e�ective
stress approach to phase-�eld ductile fracture with gradient-extended plasticity
is introduced in small deformations. A scalar modulation function is adopted
in the fracture activation criterion to model the interaction between the plastic
and brittle dissipation mechanisms. Speci�c attention is paid to algorithmic as-
pects. First, a robust and e�cient solution procedure for the balance of linear
momentum of an elastoplastic material with non-local yield criterion is pro-
posed. Then, to overcome the pathological locking phenomenon arising from
the e�ective stress approach, a reduced integration with an original hourglass
stabilization accounting for the material non-linearity is employed. In Chap-
ter 4, the ductile fracture model proposed in the previous chapter is extended
from isotropic to orthotropic materials. The modulation function encapsulates
the orthotropic behavior. Since crack onset and propagation are assumed to
be plasticity driven, the function modulating the resistance to the crack prop-
agation is postulated to depend on a weighted scalar measure of the plastic
strains, the weights being de�ned by the speci�c activated yield mode. Dif-
ferent yield modes are associated to the material orthotropy directions. The
formulation is validated for the in-plane response of paperboard sheets, and the
model predictivity is assessed through the comparison of numerical simulations
with experimental tests. Finally, in Chapter 5, the ductile fracture model of
Chapter 3 is extended to the large strain framework, as a preliminary step for
a possible future extension of the model to include paperboard out-of-plane
failure.
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2 Brittle Fracture

2.1 Introduction

A brittle fracture model describes the evolution of cracks within an elastic
medium. A standard phase-�eld regularization is introduced with a staggered
solution procedure of the coupled mechanical problem. This procedure relies
on the alternate minimization of the total energy functional, searching for sta-
tionary points for one of state variables (the displacement and the phase-�eld)
while the other is frozen. The optimization with respect to the displacement
�eld leads to the usual balance of linear momentum with elastic constants
degraded by the presence of the order parameter. On the other hand, the mini-
mization with respect to the phase-�eld variable leads to a variational inequality
due to the irreversibility constraint. The main consequence is that the crack
evolution is governed by a complementarity boundary-value problem, where the
complementarity stems from the irreversibility, while the boundary-value prob-
lem stems from the presence of the gradient term in the surface functional
approximation. The spatial discretization of the complementarity problem by
means of a Galerkin formulation turns the crack evolution into a symmetric
complementarity problem (SCP), where the symmetry derives from the consti-
tutive functional. The solution algorithm for the SCP is inspired to the one
in Comi and Perego (1996a), where a gradient-plasticity model is introduced
in the minimization principle to prevent ill-posedness of the boundary-value
problem in the presence of material softening behaviour. This solution strategy
is based on the work of Mangasarian (1977), where an iterative explicit scheme
is proposed for the solution of Symmetric Linear Complementarity Problems
(SLCP) and proofs of convergence are provided for the solution sequences. The
linearity stems from the linear dependence in the complementarity problem
of the activation condition upon the phase-�eld increment. The adopted algo-
rithm resembles what is called a Projected Successive Over-Relaxation (PSOR)
scheme for constrained optimization. It is important to notice that the appli-
cation is limited to linear activation functions. Finally, the outlined method is
compared with the variationally consistent penalization procedure proposed in
Gerasimov and De Lorenzis (2019).
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2.2 Regularization of crack topology

The phase-�eld approach to fracture mechanics aims to change the crack de-
scription from sharp to regularized topology. The idea is to di�use the disconti-
nuity interface (i.e., the crack surface) inside the domain with the introduction
of an additional dimension measured by the internal length scale parameter l0d.
The latter measures the portion of the domain where the crack is di�used. In

Figure 2.1: One-dimensional phase-�eld regularization of sharp crack topology.

Figure 2.1 a one-dimensional exempli�cation shows two di�erent type of regu-
larizations, referred as Ambrosio-Tortorelli (AT). The sharp crack topology is
formulated as

d(s)(x) =

{
1 if x = 0

0 if otherwise
, (2.1)

while the di�used counterparts AT1 and AT2 are respectively

d(1)(x) =


(
1− |x|

2l0d

)2

if |x| ≤ 2l0d

0 if otherwise

, d(2)(x) = exp

(
−|x|
l0d

)
. (2.2)

The two formulations di�er for the support of the regularization pro�le. The
AT1 pro�le has a compact support with measure 4l0d, while the AT2 di�usion
presents an in�nite support. Thus, the same symbol l0d refers to di�erent
quantities in the two approaches.

The phase-�eld pro�les d(1) and d(2) are derived from the variational for-
mulation:

d(x) = arg min
{
Γ(d,∇d)

}
, (2.3)

being the surface functional and the surface functional density per unit volume

Γ(d,∇d) =

∫
Ω
γ(d,∇d) dΩ , γ(d,∇d) :=

1

cw l0d

(
w(d)+ l20d∇d ·∇d

)
, (2.4)
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where Ω is body domain; while cw is a constant, w(d) is the local part of the
functional, and they both depend upon the speci�c formulation (see Table 2.1).
The optimal pro�le of the AT2 formulation d(2) is included into the interval

AT1 AT2
cw 8/3 2
w(d) d d2

Table 2.1: Phase-�eld regularization parameter and local functional.

[0, 1], while the optimal pro�le of the AT1 approach d(1) ranges in (−∞, 1].
Thus, the latter approach requires the addition of the constraint d ≥ 0 to (2.3)
to admit the minimizer (2.2)1.

The condition d ∈ [0, 1] is required for the application of the phase-�eld
formulation to fracture mechanics, since the order parameter can be interpreted
as a damage-like variable interpolating the unbroken and fully-broken state of
the material. Moreover, the internal length l0d works as a material parameter
measuring the damage process zone width.

A �nal remark lies in the mathematical robustness of the phase-�eld ap-
proach. The surface functional Γ is a measure of the crack surface, despite
being de�ned as a volume integral. The property of γ-convergence ensures
that, for l0d → 0, the surface functional tends to the exact measure of the
sharp crack topology.

2.3 Phase-field variational formulation

2.3.1 State variables and elastic evolution

Let Ω ⊂ Rndim be the reference domain, where ndim is the problem dimension.
It is subject to Dirichelet boundary conditions on ∂ΩD and Neumann bound-
ary conditions on ∂ΩN with ∂ΩD ∪ ∂ΩN = ∂Ω and ∂ΩD ∩ ∂ΩN = ∅. The
displacement �eld u is subject to u = uD on ∂ΩD.

The state variables are the total strain tensor ε := ∇su (being ∇s(·) the
symmetric gradient tensor operator), and the phase-�eld damage-like variable
d. The material degradation function ω(d), also often referred to as continuity
function, accounts for the presence of damage in the material bulk and it is
such that ω(0) = 1, ω(1) = 0 and ω′(d) < 0. The elastic free energy ψ density
is assumed to be multiplicatively split:

ψ(ε, d) := ω(d) ψ̃A(ε) + ψ̃I(ε) , ψ̃ = ψ̃A + ψ̃I , (2.5)

where ψ̃ is the elastic free energy corresponding to the response of the undam-
aged material to the compatible displacement �eld, ψ̃A and ψ̃I are the active
and inactive part of the elastic energy promoting the crack evolution.

The Clausius-Duhem inequality states that the speci�c dissipation rate ϕ̇
must increase in every transformation, i.e., ϕ̇ := σ : ε̇− ψ̇ ≥ 0, where σ is the
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Cauchy stress tensor, ε̇ is the total strain rate, and ψ̇ is the free energy rate.
The introduction of (2.5) into the dissipation inequality reads:

ϕ̇ := σ : ε̇− ψ̇ =
(
σ − ω ∂εψ̃A − ∂εψ̃I

)
: ε̇︸ ︷︷ ︸

elastic

−ω′ ψ̃A ḋ︸ ︷︷ ︸
fracture

≥ 0 . (2.6)

During an elastic or reversible transformation, no evolution of damage ḋ = 0
occurs and, hence, no dissipation increase is produced (i.e., ϕ̇ = 0). Therefore,
the only term left is (σ − ω ∂εψ̃A − ∂εψ̃I) : ε̇ = 0. Since it must hold for all
reversible transformations ε̇, the elastic evolution law read:

σ = ω σ̃A + σ̃I , σ̃ := σ̃A + σ̃I = ∂εψ̃
A + ∂εψ̃

I , (2.7)

being σ̃A and σ̃I the active and inactive parts of the Cauchy stress tensor
corresponding to the response of the unbroken material to the compatible dis-
placement �eld u. Finally, the brittle-fracture speci�c dissipation rate ϕ̇f reads:

ϕ̇f = −ω′ ψ̃Aḋ ≥ 0 . (2.8)

The equality between the fracture dissipation rate and the elastic energy release
rate ϕ̇f = −ω′ ψ̃Aḋ represents the local power balance principle and it can be
expressed as follows:

Ycḋ := ϕ̇f , Y ḋ := −ω′ ψ̃Aḋ → (Yc − Y ) ḋ = 0 , (2.9)

where Y and Yc are the energy release rate and the critical energy release rate
respectively. The ful�llment of the fracture dissipation inequality (2.8) demands
to the phase-�eld variable being a non-decreasing function during the fracture
evolution. In fact, the critical energy energy release rate represents the energy
dissipated per unit damage growth and it must be strictly positive Yc ≥ 0.
Thus, the damage-like variable rate is sign-constrained, i.e., it is subject to the
irreversibility condition:

ḋ ≥ 0 . (2.10)

2.3.2 Variational formulation

The solution of the variational formulation is de�ned by the set degrees of
freedom displacement vector u and phase-�eld d. The total energy functional
is introduced

Π(u, d) := E(u, d) +Df (d,∇d)−W(u) , (2.11)

where the internal energy, the fracture dissipated energy, and the work of ex-
ternal forces are

E(u, d) :=
∫
Ω

[
ω(d) ψ̃A(ε) + ψ̃I(ε)

]
dΩ ,

Df (d,∇d) :=

∫
Ω
ϕf (d,∇d) dΩ ,

W(u) :=

∫
Ω
b · u dΩ+

∫
∂ΩN

t · u dΓ ,

(2.12)
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subject to

ε = ∇su , σ = ω ∂εψ̃
A + ∂εψ̃

I , ḋ ≥ 0 , u = uD on ∂ΩD . (2.13)

The vectors b and t are the body forces and the tractions, respectively, applied
on the Neumann portion ∂ΩN of the boundary. In the standard phase-�eld
formulation, the brittle fracture dissipation density read

ϕf (d,∇d) = w(d) + 1/2 cd∇d ·∇d , (2.14)

where w(d) is the local phase-�eld speci�c dissipation. The constant parameter
cd measures the damage di�usion bandwidth and it is related to the fracture
internal lengths l0d. The solution of the considered brittle fracture boundary
value problem makes the functional Π stationary with respect to variations of
the �elds (u, d). The inequality constraint ḋ make the variational problem a
variational inequality.

2.3.2.1 Stationarity conditions

The stationarity conditions for the total energy functional Π read:

∂uΠ(u, d)[δu] = 0 →

∫
Ω
σ : δε dΩ−

−
∫
Ω
b · δu dΩ−

∫
∂ΩN

t · δu dΓ = 0 ,
(2.15a)

∂dΠ(u, d)[δd] ≥ 0 →

∫
Ω

[ (
ω′ ψ̃A + w′) δd+

+ cd∇d ·∇δd
]
dΩ ≥ 0 ,

(2.15b)

where δd = d′ − d is not sign-constrained, while ḋ′ ≥ 0 and ḋ ≥ 0 are
arbitrary, non-negative scalar functions. The conditions above correspond to:
(2.15a) equilibrium equations, and (2.15b) non-local fracture evolution crite-
rion.

2.3.2.2 Governing equations

The energy release rate Y and critical energy release rate Yc functionals are
de�ned as:

Y(ε, d)[δd] := −
∫
Ω
ω′(d) ψ̃A(ε) δd dΩ , (2.16a)

Yc(d)[δd] :=
∫
Ω

[
w′(d) δd+ cd∇d ·∇δd

]
dΩ . (2.16b)
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They represent the variational counterpart of the local energy release rate Y
and critical energy release rate Yc in (2.9). The non-local fracture activation
functional Fd is then de�ned as:

Fd(ε, d)[δd] :=
(
Y(ε, d)− Yc(d)

)
[δd] . (2.17)

The condition (2.15b) works as a variational counterpart of the Gri�th activa-
tion criterion for brittle fracture and it can be cast into a set of Kuhn-Tucker
conditions following standard arguments in constrained optimization, see e.g.,
Alessi et al. (2018b). Thus, the irreversibility condition, the activation crite-

rion, and the energy balance read:

ḋ ≥ 0 , Fd(ε, d) ≤ 0 , Fd(ε, d)[ḋ] = 0 , (2.18)

providing the non-local fracture activation criterion for brittle fracture.
The governing equations are conveniently cast into the general format{

∂uΠ(u, d)[δu] = 0 , u = uD on ∂ΩD ,

∂dΠ(u, d)[ḋ] = 0 , −∂dΠ(u, d) ≤ 0 , ḋ ≥ 0 .
(2.19)

2.3.3 Constitutive assumptions

For the implementation considered in this work, the general framework de-
scribed so far is restricted to isotropic linear elastic materials, i.e.

ψ̃(ε) = 1/2K0 ϵ
2
v + 1/2 2G0 e : e , (2.20)

where K0 is the bulk modulus, G0 is the shear modulus, ϵv := ε : I is the total
volumetric strain, I being the identity tensor, e = ε − 1/3ϵvI is the deviatoric
total strain. The de�nition of the active and inactive part of the free energy
follows the volumetric-deviatoric split proposed by Amor et al. (2009). The
positive and negative parts of the volumetric strain are de�ned as ϵ±v := ⟨ϵv⟩±,
being ⟨·⟩± the Macaulay bracket operator, then

ψ̃A(ε) = 1/2K0 (ϵ
+
v )

2 + 1/2 2G0 e : e , ψ̃I(ε) = 1/2K0 (ϵ
−
v )

2 . (2.21)

The phase-�eld degradation function ω(d) and the brittle dissipation energy
density ϕf (d,∇d) are de�ned as

ω(d) = (1− d)2 , ϕf (d,∇d) = Gc γ(d,∇d) , (2.22)

where γ is the phase-�eld regularization surface density functional (2.4), and
Gc is the material toughness, i.e., the fracture energy release per unit surface
growth. Thus, the local part of the brittle dissipation w(d) and the di�usion
coe�cient cd in (2.14) read:

w(d) =
Gc

cw l0d
w(d) cd = 2

Gc

cw
l0d . (2.23)



2.4 Time discretization and staggered evolution 17

2.4 Time discretization and staggered evolution

Given a time increment ∆t > 0 we consider the �nite time sequence tn = n∆t
for n = 0, ..., N . The evolution is de�ned by the following incremental problem.
Known un and dn at time tn, we introduce the auxiliary sequences ui and di

de�ned recursively by the following staggered scheme Bourdin et al. (2000):
u0 = un , d0 = dn and

{
ui+1 ∈ argmin{Πn+1(u, d

i) : u = uD on ∂ΩD}

di+1 ∈ argmin{Πn+1(u
i+1, d) : d ≥ dn = d0},

(2.24)

where Πn+1 denotes the energy functional with boundary and loading condi-
tions prescribed at time tn+1. Ideally, the above scheme introduces in�nite
sequences ui and di for i ∈ N and thus we may de�ne un+1 = limi→+∞ ui and
dn+1 = limi→+∞ di . In practice, the scheme ends when a certain stopping
criterion is met, say, at the staggered iteration i = I (see Algorithm 1). In this
case, we would set un+1 = uI and dn+1 = dI . For ease of presentation, let us
stick with the former case, so that the limit con�guration (un+1, dn+1) solves
the following system (formally passing to the limit in (2.24) as i→ +∞)

{
un+1 ∈ argmin{Πn+1(u, dn+1) : u = uD on ∂ΩD}

dn+1 ∈ argmin{Πn+1(un+1, d) : d ≥ dn}.
(2.25)

In other terms the couple (un+1, dn+1) is a separate minimizer of the energy.
We remark that, being Π non-convex, (un+1, dn+1) is not necessarily a global
minimizer of Πn+1, i.e., it may happen that

(un+1, dn+1) ̸∈ argmin{Πn+1(u, d) : u = uD on ∂ΩD, d ≥ dn}.

However, computing a global minimizer of the non-convex energy Πn+1 is not
convenient from the computational point of view, and not necessary in view of
solving (2.19). Indeed, the system (2.25) is equivalent to the following varia-
tional system

{
∂uΠn+1(un+1, dn+1)[δu] = 0 , δu = 0 on ∂ΩD,

∂dΠn+1(un+1, dn+1)[δd] ≥ 0 , δd = d′ − dn+1 with d′ ≥ dn , d ≥ dn .
(2.26)

Adopting a backward Euler time integration of the phase-�eld rate, i.e., ḋn+1 :=
(dn+1 − dn)/∆t = ∆dn+1/∆t, and noting that, according to the de�nition in
(2.26), δd = ∆d′ − ∆dn+1, with ∆d′ := d′ − dn, is not sign constrained, the
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above variational system can be written in complementarity form as1

{
∂uΠn+1(un+1, dn+1) = 0,

∂dΠn+1(un+1, dn+1)[∆dn+1] = 0, ∂dΠn+1(un+1, dn+1) ≥ 0, ∆dn+1 ≥ 0,

(2.27)

which provides the time discretization of (2.19). In conclusion, the staggered
scheme provides a sequence (ui, di) converging to the con�guration (un+1, dn+1)
which solves (2.27).

The choice of the convergence criterion to stop the staggered iteration
scheme is not unique. The most common possibilities used in the literature
check the variation between two subsequent iterations of either the total en-
ergy functional Πn+1 or the phase-�eld variable. The latter option is equivalent
to controlling the dissipated energy Df,n+1, since it provides a global measure
of the damage inside the domain. A third choice would be to employ the �rst
variation of the total energy, either with respect to the displacement variable or
with respect to the phase-�eld one. The distinction is then made according to
how the staggered scheme is structured, i.e., whether the algorithm solves �rst
the balance of linear momentum equation or the complementarity problem.

In our case, the staggered algorithm is arrested when the out-of-balance
work ResSTAG (see Algorithm 1) is smaller than the assigned tolerance TOLSTAG

ResSTAG =
∣∣∂uΠn+1(u

i, di)[∆ui]
∣∣ ≤ TOLSTAG . (2.28)

We remark that both equations reported in Algorithm 1, i.e., the �rst variation
of the total energy with respect to the displacement variable and to the phase-
�eld one, are nonlinear. The nonlinearity of ∂uΠ is due to the decomposition
of the free energy (2.5), whereas for ∂dΠ it is caused by the constrained nature
of the minimization problem. Therefore, to solve ∂uΠ = 0 we use a Newton-
Raphson procedure to iteratively compute ui for a �xed damage variable di−1,
while the strategy to solve the phase-�eld problem will be thoroughly discussed
in Section 2.6.

1First, note that any δd ≥ 0 is admissible in (2.26), therefore we have
∂dΠn+1(un+1, dn+1) ≥ 0. Choosing ∆d′ = 0 and ∆d′ = 2∆dn+1 we get respectively
δd = −∆dn+1 and δd = ∆dn+1. Hence, by (2.26) we have both

∂dΠn+1(un+1, dn+1)[∆dn+1] ≤ 0 and ∂dΠn+1(un+1, dn+1)[∆dn+1] ≥ 0 ,

which imply the complementarity condition ∂dΠn+1(un+1, dn+1)[∆dn+1] = 0.
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Algorithm 1: Staggered iteration algorithm.

input : (u, d)n, uD,n+1, bn+1, tn+1

initialize i = 0 , (u, d)0 = (u, d)n

while
(
ResSTAG > TOLSTAG

)
do

update i = i+ 1

solve ∂uΠn+1(u, d
i−1) = 0 → ui

solve ∂dΠn+1(u
i, d)[∆d] = 0 , ∂dΠn+1(u

i, d) ≥ 0 , ∆d ≥ 0 → di

compute ResSTAG =
∣∣∂uΠn+1(u

i, di)[∆ui]
∣∣

end

(u, d)n+1 = (u, d)i

output: (u, d)n+1

2.5 Space discretization

The problem physical dimension is ndim, the element number of nodes is nen,
the element number of displacement degrees of freedom is nldof = ndim nen.
The global number of nodes is nnp and the global number of displacement
degrees of freedom is ndof = ndim nnp. The number of independent strain
tensor components is nε. The local, elemental and global solutions of the brittle
fracture problem can be cast into the column vectors:

S l = (u, d) , Se = (ûe, d̂e) , Sg = (û, d̂) , (2.29)

where u is the displacement vector, of dimensions (ndim, 1), and d is the scalar
phase �eld. The element nodal displacement vector ûe has dimensions (nldof , 1),
and the element phase-�eld vector d̂e has dimensions (nen, 1). û (ndof , 1) is the
global nodal displacement vector, and d̂ (nnp, 1) is the global nodal phase-�eld
vector. The element local solution together with the spatial gradients, i.e.
the total deformation ε (nε, 1), and the phase-�eld gradient ∇d (ndim, 1) are
modeled at the element level as:

u = Nu ûe , d = Nd d̂e , (2.30a)

ε = Bu ûe , ∇d = Bd d̂e , (2.30b)

where Nu is the displacement shape function matrix (ndim, nldof ), Bu is dis-
placement compatibility matrix (nε, nldof ), Nd is the phase-�eld shape func-
tion vector (1, nen), and Bd is the phase-�eld gradient matrix (ndim, nen). The
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global assembly is formally performed with the boolean connectivity matrices
Ce,u (nldof , ndof ), and Ce,d (nen, nnp) such that:

ûe = Ce,u û , d̂e = Ce,d d̂ . (2.31)

2.5.1 Governing equations

The weak form of the equilibrium equation (2.15a), and fracture complemen-
tarity equation (2.18)c are spatially discretized:

δûT

[
nel∑
e=1

CT
e,u

(
FI,e − FE,e

) ]
= 0 , ∆d̂T

[
nel∑
e=1

CT
e,d fD,e

]
= 0 , (2.32)

where e denotes the element label and nel is the total number of elements in
the mesh. The element internal force vector FI,e (nldof , 1), the external force
vector FE,e (nldof , 1), and the fracture activation vector fD,e (nen, 1) are

FI,e :=

∫
Ωe

BT
u

(
ω σ̃A + σ̃I

)
dΩe , (2.33a)

FE,e :=

∫
Ωe

NT
u b dΩe +

∫
∂Ωe

NT
u t dΓe , (2.33b)

fD,e := −
∫
Ωe

{
NT
d

[
ω′ ψ̃A + w′

]
+ cdB

T
d ∇d

}
dΩe , (2.33c)

where σ̃A, σ̃I are the active and inactive stresses de�ned in (2.7). The stress
tensor in Voigt notation σ is a vector with dimension (nσ, 1), being nσ = nε
the number of independent stress components. The same symbol is used for
tensor and Voigt notation. The spatially discretized governing equations are:

FI−FE = 0 , (2.34a)

∆d̂ ≥ 0 , fD ≤ 0 , ∆d̂T fD = 0 . (2.34b)

2.6 Solution strategy of the fracture evolution

2.6.1 Symmetric linear complementarity problem

The constitutive functionals in Section 2.3.3 lead to a fracture activation crite-
rion (2.18) with an activation functional (2.17) that is linear in the phase-�eld
variable d. This property stems from the quadratic nature of the degradation
function ω(d) = (1 − d)2 and the local brittle dissipation w(d) that for the
AT1 and AT2 is linear and quadratic respectively (see Section 2.2). In the
current chapter of brittle fracture, the attention is restricted to the quadratic
formulation of the AT2 approach. Thus, the phase-�eld dissipation density
reads:

ϕf (d,∇d) =
Gc

2 l0d

(
d2 + l20d∇d ·∇d

)
. (2.35)
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The resulting element fracture activation vector (2.33c) assumes the linear form

fD,e =

{∫
Ωe

[
NT
d

(
2ψ̃A −

(
2ψ̃A +

Gc

l0d

)
dn

)
−Gc l0dB

T
d∇dn

]
dΩe

}
f tr
D,e

−

−
{∫

Ωe

[(
2ψ̃A +

Gc

l0d

)
NT
dNd +Gc l0dB

T
dBd

]
dΩe

}
Kdd,e

∆d̂e ,

where the trial activation vector f trD,e and the phase-�eld sti�ness matrix Kdd,e

are introduced

f trD,e :=

∫
Ωe

[
NT
d

(
2ψ̃A −

(
2ψ̃A +

Gc

l0d

)
dn

)
−Gc l0dB

T
d∇dn

]
dΩe, (2.36a)

Kdd,e :=

∫
Ωe

[(
2ψ̃A +

Gc

l0d

)
NT
dNd +Gc l0dB

T
dBd

]
dΩe . (2.36b)

Thus, the fracture activation criterion (2.34b) turns into the Symmetric Linear
Complementarity Problem (SLCP)

∆d̂ ≥ 0 ,
(
f trD −Kdd∆d̂

)
≤ 0 , ∆d̂T

(
f trD −Kdd∆d̂

)
= 0 , (2.37)

where the constitutive vectors and matrices are obtained by assembling the rel-
evant element quantities. The symmetry of the complementarity problem stems
from the symmetry of the constitutive functionals, while the linearity derives
from the quadratic nature of the total energy with respect to the phase-�eld
variable. The Kuhn-Tucker conditions (2.37) correspond to the non-smooth
quadratic programming problem:

∆d̂ = argmin

{
1

2
∆d̂TKdd∆d̂−∆d̂T f trD ; ∆d̂ ≥ 0

}
. (2.38)

2.6.2 Penalization of the irreversibility constraint

In the penalty approach proposed in Gerasimov and De Lorenzis (2019) to solve
the unilateral incremental problem for the phase �eld d, the idea is to replace
the constrained minimization (2.38) with the following unconstrained problem

∆d̂ = argmin

{
1

2
∆d̂TKdd∆d̂−∆d̂T f trD + p(∆d)

}
, (2.39)

where the nonlinear penalty term p(∆d) results from the discretization of the
functional

p(∆d) :=
1

2
γp

∫
Ω
⟨d− dn⟩2− dΩ . (2.40)
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The main purpose of the penalization is to introduce an extra energy term in the
total energy penalizing the violation of the irreversibility condition d− dn > 0.
When γp → +∞ the unilateral constraint d ≥ dn and its discretization ∆d ≥ 0
is recovered. It is worthwhile to notice that the penalization coe�cient γp is
a dimensional quantity and a wrong choice may lead to ill-conditioning of the
solving system associated to (2.39). A detailed analysis of the computational
performance of this approach and a criterion for the choice of the coe�cient γp
are available in Gerasimov and De Lorenzis (2019).

The minimization with respect to ∆d of the penalized total energy func-
tional leads to the following nonlinear equation in the phase-�eld �nite incre-
ment:

Kdd∆d̂− f trD + p(∆d̂) = 0. (2.41)

The element penalization residual vector pe can be computed as follows:

pe(∆d̂e) =

∫
Ωe

γp ⟨Nd∆d̂e⟩− NT
d dΩe , (2.42)

where the discretized element phase-�eld increment ∆d, see (2.30), must be
evaluated at the Gauss points for numerical integration. The solution of (2.41)
requires a Newton-Raphson iterative scheme in view of the nonlinearity entailed
by the presence of the Macaulay brackets. The penalty contribution to the
element consistent tangent matrix reads:

∂pe

∂∆d̂e

(∆d̂e) =

∫
Ωe

γp H
−
(
Nd∆d̂e

)
NT
d Nd dΩe , (2.43)

where H− (·) is the negative Heaviside function. Here, the importance of the
penalty coe�cient for the numerical stability of the solver seems clear. At
each Newton-Raphson iteration, di�erent entries of the tangent matrix have an
additional contribution of the order of magnitude of γp.

The convergence criterion used in the iterative scheme controls the variation
of the solution at the mesh nodes between two subsequent iterations associated
to the nonlinear equation (2.41), namely:

Res
(k)
d :=

∥∥∥ ∆d̂k −∆d̂k−1
∥∥∥
L∞
≤ TOLd, (2.44)

where k is the iteration number and TOLd is the prescribed tolerance.

2.6.3 Projected Successive Over-Relaxation Algorithm

The SLCP de�ned in (2.37) is solved at each staggered iteration using an ex-
plicit algorithm, the Projected Successive Over-Relaxation (PSOR) algorithm,
proposed by Mangasarian (1977). In his paper, the author discusses various
algorithms speci�cally conceived for the solution of SLCPs. As already shown
in Comi and Perego (1996a) in the context of gradient plasticity, the algorithm
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is computationally e�cient and robust, though its application is limited to
symmetric and linear complementarity problems.

For the sake of clarity in the presentation of the algorithm, the phase-�eld
SLCP in (2.37) is written in the standard form:

∆d̂ ≥ 0 ,
(
q+Q∆d̂

)
≥ 0 , ∆d̂T

(
q+Q∆d̂

)
= 0 . (2.45)

According to the PSOR algorithm, the matrix Q is additively decomposed as
Q = L+D+LT , where L is its strictly lower triangular part, D, its diagonal,
and LT its strictly upper triangular part (because of the symmetry of the
constitutive matrix). To simplify the notation, the index i of the staggered
iteration is dropped from the constitutive matrix. For the same reason, the r-
th component of the solution vector is denoted with ∆dr := [∆d̂]r. Finally, the
rc-th component of the constitutive matrix is denoted as Qrc := [Q]rc, where
r represents the row-index and c the column-index. The algorithm is iterative
and the solution at the k-th PSOR iteration reads:

∆dkr =
〈
∆dk−1

r −D−1
rr

[
Qrc∆d

k−1
c + qr + Lrc (∆d

k
c −∆dk−1

c )
] 〉

+
, (2.46)

where Lrc := Qr>c, Drc := Qr=c, and ⟨·⟩+ denotes the positive part of the
argument. It is worthwhile noticing that irreversibility is enforced component-
wise in a strong form by the Macaulay bracket operator, while the explicit
nature of the algorithm is guaranteed by the strictly lower triangular format of
the matrix L. This aspect can be better appreciated by looking at the �rst two
components of the solution vector at the k-th PSOR iteration:

∆dk1 =
〈
∆dk−1

1 −Q−1
11

[
Q1c∆d

k−1
c + q1

] 〉
+

∆dk2 =
〈
∆dk−1

2 −Q−1
22

[
Q2c∆d

k−1
c + q1 +Q21 (∆d

k
1 −∆dk−1

1 )
] 〉

+

. . .

By Corollary 2.2 in Mangasarian (1977), the sequence ∆dk de�ned above is
proved to converge to the unique minimizer of problem (2.45). The symmetric
matrix Q = Kdd (2.36b) of the SLCP possesses another fundamental feature:
it is a sparse matrix because of the �nite support of the shape functions of
the spatial discretization. This feature, together with the explicit nature of the
algorithm, allows for a particularly compact and e�ective implementation of
the PSOR algorithm, which is illustrated in detail in Appendix A.

The solution of the SLCP involves the ful�llment of the three complemen-
tarity conditions in (2.45). Di�erent checks are introduced to ensure the con-
vergence of the PSOR algorithm. The irreversibility constraint on the phase-
�eld variable (2.45)1 is automatically satis�ed by the presence of the Macaulay

bracket in (2.46). Therefore, in the �rst criterion the norm Res
(k)
d of the

variation of the phase-�eld increment between two subsequent iterations is
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checked against the prescribed tolerance as in (2.44). Since the phase �eld
is non-dimensional and ranges from 0 to 1, this measure is already normal-
ized with respect to the reference maximum value d = 1. The maximum
increment that would be experienced in a single load step cannot be more
then the unit and TOLd = 10−4 has been set as a reasonable tolerance. On
the other hand, the activation condition (2.45)2 can be violated in two ways.
At the k-th iteration, the generic solution component is denoted with r. Let
C(k)+ := { r ∈ [1, nnp] : ∆d

k
r > 0 } de�ne the set of components where the phase-

�eld increment is positive, and C(k)0 := { r ∈ [1, nnp] : ∆d
k
r = 0 } the set where

it is zero. For every r ∈ C(k)+ the activation condition must be Qrc∆d
k
c + qr = 0,

while for every r ∈ C(k)0 is should be Qrc∆d
k
c + qr > 0. In the �rst case, a cri-

terion checks whether the absolute value of the activation function is di�erent
from zero. In the second case, another criterion checks whether the positiveness
of the activation function is violated:

Res
(k)
d+ := max

r ∈ C(k)
+

∣∣∣Qrc∆d
k
c + qr

∣∣∣ , (2.48a)

Res
(k)
d0 := − min

r ∈ C(k)
0

⟨Qrc∆d
k
c + qr⟩− . (2.48b)

The residuals above are problem-dependent since they are dimensional. There-
fore, a severe tolerance is introduced and TOLd+ = TOLd0 = 10−9 is employed.

In our tests, it has been observed that the ful�llment of Res(k)d ≤ TOLd requires
from few to some dozens of iterations, depending on the prescribed tolerance.
Res

(k)
d0 ≤ TOLd0 is usually satis�ed at all iterations. Res

(k)
d+ ≤ TOLd+ turns out

to de�ne the most strict criterion, taking from few dozens to some hundreds of
iterations, depending on the prescribed tolerance. Finally, the complementarity
condition (2.45)3 converges faster to zero since it comes from the product of
(2.45)2 and (2.45)1.

2.7 Numerical simulations

In this section, two numerical tests proposed in Gerasimov and De Lorenzis
(2019) are considered and the performance of the two solution strategies de-
scribed in the previous section, namely, the penalty approach and the PSOR
algorithm, is comparatively assessed. In both cases, a plane strain specimen is
subjected to a quasi-static loading-unloading, displacement-controlled regime,
under the hypothesis of small displacements. In the �rst case, a single edge
notched (SEN) specimen under shear is considered, while the second test con-
cerns an L-shaped specimen. The material parameters used for both tests are
reported in Table 2.2, while geometry, mesh, and time history are described
in the relevant sections. Finally, the �nite element discretization consists of
structured meshes of 4-nodes quadrilateral elements with full integration.
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Material E0 ν Gc l0d
I 210.00 0.33 2.700 0.01
II 25.85 0.18 0.095 5.00

GPa - N/mm mm

Table 2.2: Material properties

Since the alternate minimization algorithm solves the balance of linear mo-
mentum equation �rst, in the numerical tests the chosen convergence criterion
controls the discretized counterpart of the out-of-balance work (2.28), de�ned
as

ResSTAG =
∣∣∣∆ûT

(
FI(∆û,∆d̂)− FE

)∣∣∣ . (2.49)

Following Gerasimov and De Lorenzis (2019), a tolerance TOLSTAG = 10−7 kJ
is set for the residual ResSTAG (see Algorithm 1). Additionally, we set the
tolerances for the PSOR algorithm and for the penalty method to TOLd = 10−4

(see Section 2.6). We further test both algorithms also with the tolerance
TOLd = 10−6, to assess their performance under a more severe convergence
criterion.

Moreover, the tolerance for the iterations for enforcement of the balance
of linear momentum has been set to TOLNR,u = 10−9 kJ, being the residual
ResNR,u =

∣∣(FI − FE)
T(FI − FE)

∣∣.
Finally, the computing performance of the PSOR method is compared to

that of the penalty method and assessed for each considered benchmark. Specif-
ically, the elapsed time for the phase-�eld subroutine call is measured using the
stopwatch timer function �tic toc� in Matlab.

2.7.1 Single Edge Notched Specimen (SEN) under shear

The SEN example, originally considered in Bourdin et al. (2000), consists of a
crack propagation problem in a shear-loaded square plate with a pre-existing
crack modeled by a physical geometrical discontinuity (see Figure 2.2). The
material parameters are those of material I of Table 2.2.

The initial crack length is a, while the square specimen has width 2a = 1
mm. The geometry is spatially discretized by a uniform structured mesh of
400x400 4-nodes elements with bilinear shape functions. Therefore, the internal
length l0d is resolved with 4 elements. The specimen is subject to Dirichlet
boundary conditions on the bottom and top sides. The �rst one is clamped,
while the latter undergoes a horizontal imposed displacement of magnitude u,
with prevented vertical displacement. The load history is subdivided in time
steps denoted with n. The reference displacement increment is ∆un = 3 · 10−4

mm. Since the �rst part of the response is linear elastic, a re�ned time step is
not needed and therefore the initial displacement is set to u0 = 6 · 10−3 mm.
Then, for n = 2, ..., 21 the loading branch is characterized by un+1 = un+∆un,
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Figure 2.2: SEN specimen under shear loading. Geometry and boundary conditions.

while in the unloading part of the time history, for n = 22, ..., 34, the imposed
displacement is un+1 = un − 3∆un.

The global response in terms of reaction force R, internal energy E , and
brittle fracture dissipation Df is reported as a function of the imposed dis-
placement u in Figure 2.3. The response is nearly linear elastic until the peak
corresponding to the end of step 13. Note that the initial part of the elastic
energy curve in Figure 2.3 should be almost quadratic, even though it does not
appear to be so due to the very coarse time step used in the initial part of
the analysis. At the end of step 13, the stress concentration at the notch tip
drives the growth of the phase �eld until the crack onset, after which the spec-
imen response enters the softening branch. As expected, the unloading path
is linear elastic with no further phase �eld growth. Here, the reaction force is
linear, with reduced (degraded) sti�ness, the internal energy is quadratic, and
the dissipation is constant. It is interesting to note that the fracture dissipation
Df grows monotonically along the staggered iteration sequence, while the total
energy decreases, as a consequence of the minimization process. During shear
loading, the phase �eld deviates from the symmetry axis as it can be noticed in
Figure 2.4. This is a direct consequence of the non-symmetric degradation of
the elastic free energy due to the splitting into positive and negative volumetric
components.

The convergence of the staggered algorithm is shown in Figure 2.5 for the
critical load increment 14 corresponding to the crack onset. The criterion used
for stopping the iterations involves the �rst variation of the total energy with
respect to the displacement (2.28) in its space discrete counterpart (2.49). In
the same �gure, other two quantities are plotted: the total energy (2.11) and
the fracture dissipation (2.12)2. Both of them could also be used to de�ne
alternative convergence criteria. The choice of a suitable stopping criterion is a
delicate point of the staggered scheme. This can be appreciated in Figure 2.6,
where contour plots of the phase-�eld variable are shown at di�erent staggered
iterations. All of them qualitatively seem reasonable solutions for the crack
propagation problem, but they actually correspond to out-of-balance states
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Figure 2.3: SEN specimen under shear loading. Global response in terms of reaction
force and energies versus imposed displacement. Curves are obtained
with both PSOR and penalty methods. Solid marks denote the end of
three relevant steps of the time history: step 14, �rst step in the softening
branch, step 17, intermediate between peak and unloading branch, step
34 corresponding to the end of the time history.

Figure 2.4: SEN specimen under shear loading. Phase-�eld evolution at the end of
three di�erent steps: loading branch, steps 14 and 17, and unloading
branch 21-34 (step 21 is the last loading step; the phase �eld does not
evolve during unloading).

between internal and external forces.
Finally, the overall computing time of the analysis at each load step is

depicted in Figure 2.7. It corresponds to the sum of the execution time for
the subroutine calls for all staggered iterations within a load step. The non-
negligible reduction in the analysis time due to the explicit nature of the PSOR
algorithm can be clearly appreciated. Furthermore, it is worthwhile noticing the
unloading steps n = 22, ..., 34, where the PSOR method does not iterate, while
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Figure 2.5: SEN specimen under shear loading. Evolutions at step 14 of (a) staggered
residual, (b) dissipation energy, and (c) total energy are shown during
the staggered iterations.

Figure 2.6: SEN specimen under shear loading. Phase �eld evolution during the
staggered iterations of step 14.

the penalty method requires at least a couple of Newton-Raphson iterations.
For the sake of completeness, the time required for the execution of the phase-
�eld subroutine in the staggered iterations of step 14 is reported in Figure
2.8. The stability of the PSOR method in terms of number of iterations and,
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consequently, of computing time necessary to reach convergence can be clearly
appreciated. The same stable trend is achieved by the penalty method as long
as the staggered iterations proceed. It should be mentioned, however, that these
results are strictly related to the choice of the tolerance in the two methods.
More speci�cally, if more severe tolerances TOLPSOR = TOLNR,d = 10−6 are
used, the two approaches exhibit a di�erent behavior close to the solution.
The PSOR method needs a signi�cantly larger number of iterations to meet
the more severe stopping criterion. In contrast, the Newton-Raphson method
achieves the usual quadratic convergence rate, even for reduced tolerances.

Figure 2.7: SEN specimen under shear loading. Elapsed time for the execution of
the phase-�eld subroutine at each load step. Comparison between PSOR
and penalty methods.

2.7.2 L-shaped specimen test

The L-shaped specimen test, as described in Winkler (2001), does not consider
a pre-existing crack and involves fracture nucleation as well as propagation,
resulting in a more elaborate test. The problem setup, comprising the geometry
and the boundary conditions, is shown in Figure 2.9, where a = 250 mm, while
the specimen thickness is t = 100 mm. The material parameters are assumed
to be those of material type II in Table 2.2. The zoomed detail in Figure 2.9
shows the trapezoidal reinforcement, glued on the lower wing of the L-shaped
panel to avoid localized stress singularities inside the specimen. An upward
vertical displacement u is applied to the shorter base of this ancillary item,
while its horizontal degrees of freedom are restrained. The L-shaped structure
is also completely clamped at y = −a.

A loading-unloading displacement history is applied under plane strain
conditions: starting from u1 = 0.01 mm and considering a load increment
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Figure 2.8: SEN specimen under shear loading. Elapsed time for the execution of
the phase-�eld subroutine at load step 14. Comparison between PSOR
and penalty methods.
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Figure 2.9: L-shaped specimen test. Geometry and boundary conditions. The en-
larged frame shows the detail of the reinforcement where the upward
displacement is imposed with dimensions in [mm].

∆un = 0.01 mm, 35 loading steps are applied (from 2 to 36), followed by
11 unloading steps (from 37 to 47) using 3∆un. The uniform and structured
4-nodes quadrilateral mesh has typical element size he = 1/4 l0d.

In Figure 2.10, we show the global response for the L-shaped specimen in
terms of reaction force R, internal energy E , and fracture dissipation Df , at
each imposed vertical displacement u. Three di�erent behaviors of the con-
sidered sample can be identi�ed. Until step 23, corresponding to the peak, no
propagation occurs and the response is nearly elastic. From step 24 to 36, crack
nucleation (see Figure 2.11, step 24) and propagation (see, e.g., Figure 2.11,
step 31) take place, de�ning the softening part of the reaction force curve and
leading to a signi�cant increase of speci�c dissipation and to a corresponding



2.7 Numerical simulations 31

Figure 2.10: L-shaped specimen test. Global response with PSOR and penalty meth-
ods in terms of reaction force R, internal energy E , and speci�c dissi-
pation Df versus imposed displacement u. Solid marks denote the end
of three relevant steps of the time history: step 24 corresponds to the
�rst step after the beginning of the softening branch, step 31 is an in-
termediate step between the peak (step 23) and the beginning of the
unloading branch, and step 47 is the end of the time history.

reduction of elastic energy, noticeable in Figure 2.10. Finally, we highlight that
during the elastic unloading stage starting after step 36, the level of dissipation
remains constant and the crack no longer propagates (see Figure 2.11, step 47),
satisfying the irreversibility constraint. Furthermore, in the L-shaped panel
test, the penalty method seems to be less accurate, producing a slightly non-
constant dissipation in the unloading stage, as one can notice from the slight
downward slope for decreasing u in the �nal part of the Df − u curve.

In Figure 2.12, we present the convergence of the staggered algorithm at
the loading step 24, at the beginning of crack propagation. In particular, we
consider the �rst variation of the total energy with respect to the displacement,
the total energy, and the speci�c dissipation (see Figure 2.12). We highlight
that, for the L-shaped benchmark, the convergence criterion (2.49) based on the
�rst variation ∂uΠ of the total energy with respect to the displacement variable
seems to represent a conservative choice, due to the fact that the total energy at
iteration 250 (see Figure 2.12) appears to be already minimized, while ResSTAG
suggests the need for further iterations. Moreover, Figure 2.13 con�rms that
there is no remarkable di�erence in terms of the phase-�eld solution obtained
between iteration 300 and 500 of loading step 24.

The results presented in Figures 2.11, 2.12, and 2.13 are obtained using the
PSOR method and lead to virtually indistinguishable solutions with respect to
the penalty method.

A comparison between the total times required for the execution of the
phase-�eld subroutine via the PSOR and penalty methods is shown in Figure
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Figure 2.11: L-shaped specimen test. The phase-�eld problem is solved via the
PSOR algorithm and we consider the phase-�eld evolution at three dif-
ferent steps: steps 24 and 31 correspond to the loading branch, while
step 47 is at the end of the unloading branch. During the unloading
phase, from step 35 to step 47, the phase �eld does not evolve.

Figure 2.12: L-shaped specimen test. Convergence of the staggered algorithm at the
loading step 24 in terms of the �rst variation of the total energy with
respect to the displacement variable ∂uΠ (ResSTAG), of the dissipated
energy Df , and of the total energy functional Π versus the number of
staggered iterations.

2.14, while, in Figure 2.15, we assess the performance of the PSOR and penalty
algorithms in terms of computing time at each staggered iteration of step 24.
The explicit nature of the PSOR algorithm leads to a time-saving performance,
especially at the computationally more demanding step 24, during which the
crack �eld nucleates. Figures 2.14 and 2.15 show a similar behavior of the
PSOR and penalty method as we reported for the SEN specimen in Section
2.7.1.

Finally, to assess the PSOR algorithm we tested two tolerances (i.e., TOLPSOR =
10−4 and TOLPSOR = 10−6) also for the L-shaped specimen test. While for the
SEN specimen example, a dramatic reduction of TOLPSOR value leads to the
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Figure 2.13: L-shaped specimen test. Phase-�eld evolution during the staggered
iterations (iterations 10, 100, 200, 300, 400, and 500) at the loading
step 24 for the PSOR method.

same results in terms of time performance with respect to the penalty method,
this is not the case for the L-shaped panel test, which proved to be more com-
putationally demanding for the PSOR method when a tolerance equal to 10−6

is considered. Conversely, the performance of the penalty method in terms of
required elapsed total subroutine time is less sensitive to the chosen tolerance.
This issue is related to the tuning of the penalty parameter γp that strongly
depends on the toughness-internal length ratio. In fact, the value of γp for the
L-shaped panel test is much smaller than its counterpart for the SEN specimen
benchmark, thereby representing a more relaxed constraint.
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Figure 2.14: L-shaped specimen test. Total elapsed time to execute the phase-�eld
subroutine at each load step. Comparison between PSOR and penalty
methods.

Figure 2.15: L-shaped specimen test. Total elapsed time to execute the phase-�eld
subroutine at the loading step 24. Comparison between PSOR and
penalty methods.



3 Ductile Fracture

in Small Deformations

3.1 Introduction

In ductile materials two dissipation mechanisms are present: the development
of plastic strains, and the propagation of brittle cracks. Experimental observa-
tions show that either already existing voids, or voids nucleated under the e�ect
of developing plastic strains at inclusions or second-phase particles, grow until
they coalesce giving rise to a continuous fracture path. Based on these physical
evidences, in the proposed phase-�eld plasticity model, crack nucleation and
propagation are assumed to be driven by plasticity. Damage development is
then possible when the plastic process zone in a strain concentration region
reaches a critical level, measured by the equivalent plastic strain. The formula-
tion is based on an e�ective stress description of gradient plasticity, combined
with an AT1 phase-�eld model. The term e�ective stress refers here to the
true stress acting on the undamaged portion of the bulk material. The main
consequence of this choice is that plasticity continues to develop until the �nal
state of material failure, where damage approaches unity. After damage has
started to develop and the global structural response has become softening,
incremental plastic strains tend to localize in a one-element-thick band, giving
rise to a pathological mesh dependence in the �nal stage of rupture. To avoid
the problem, a gradient plasticity regularization is adopted. Starting from es-
tablished variational statements of �nite-step elastoplasticity for generalized
standard materials, a mixed variational statement is derived, incorporating in
a rigorous way a variational �nite-step update for both the elastoplastic and
the phase-�eld dissipations. To obtain a plasticity driven damage development,
a function of the equivalent plastic strain, modulating the current value of the
material fracture energy, is introduced in the functional. A staggered scheme
is adopted for its stationarity enforcement. A computationally e�ective and
robust Newton-Raphson scheme for the solution of the gradient elastoplastic
problem for �xed damage is proposed for the case of Mises plasticity, together
with its global return mapping algorithm and expression of the global consistent
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tangent matrix. A further consequence of the e�ective stress approach is the
occurrence of locking phenomena due to the development of large plastic strains
after damage onset. This is cured with a standard reduced integration tech-
nique together with hourglass stabilization. A novel formulation is proposed to
account for material non-linearity in the hourglass internal forces.

3.2 Phase-field variational formulation

3.2.1 Nominal & effective responses

In the damaged state, dΩ de�nes the in�nitesimal nominal volume, equal to
the original undamaged volume, while dΩ̃ = ω dΩ is the current e�ective
volume, i.e., the nominal volume minus the volume of the defects, being ω
the degradation function introduced in Section 2.3.1. A sketch of the di�erent
volumes is shown in Figure 3.1, where ΩV is the micro-voids volume. Note
that, while Ω denotes the nominal volume and Ω the e�ective one, in what
follows the e�ective quantities, i.e., quantities referred to the damaged volume,
are always denoted with a tilde symbol (̃·), while the nominal quantities, i.e.,
those referred to the undamaged volume, do not have a symbol. The point-wise
transformation from e�ective to nominal quantity reads:

(̃·)
e�ective

e�ective

dΩ̃ = (̃·)
e�ective

ω

nominal

dΩ = (·)
nominal

nominal

dΩ (3.1)

෩Ω

−

ΩV

=

Ω

Figure 3.1: Nominal Ω, voids ΩV , and e�ective Ω̃ volumes

3.2.2 State variables & evolution laws

An elastoplastic material, belonging to the class of generalized standard mate-

rials (see e.g., Halphen and Son (1975)), is considered. The material state is
assumed to be completely de�ned by the total strain tensor ε := ∇su (∇s(·)
being the symmetric gradient operator), the plastic strain tensor εp, the harden-
ing internal variable α, and the damage-like phase �eld d. In the current ductile
formulation, the free energy decomposition into active and inactive part for the
promotion of crack evolution will be addressed in the following. The free energy
density ψ is assumed to be additively decomposed into its elastic (reversible)
part ω ψ̃e(εe), εe = ε − εp denoting the elastic strain tensor, and hardening



3.2 Phase-field variational formulation 37

(unrecoverable) part ω ψ̃p(α), the latter being the internal elastic energy stored
in the material because of irreversible deformations of the micro-structure. The
energies ψ̃e(εe) and ψ̃p(α), assumed to be convex functions of their arguments,
are the undamaged or e�ective elastic and hardening free energies. The nominal
and e�ective free energy densities are de�ned as:

ψ := ω ψ̃ , ψ̃ := ψ̃e + ψ̃p (3.2)

The Clausius-Duhem inequality states that the speci�c dissipation rate ϕ̇ must
increase in every transformation, i.e. ϕ̇ := σ : ε̇ − ψ̇ ≥ 0, where σ is the
Cauchy stress tensor, ε̇ is the total strain rate, and ψ̇ is the free energy rate.
The introduction of (3.2) into the dissipation inequality reads:

ϕ̇ := σ : ε̇− ψ̇ =
(
σ − ω ∂εeψ̃e

)
: ε̇e︸ ︷︷ ︸

elastic

+σ : ε̇p − ω ∂αψ̃p α̇︸ ︷︷ ︸
plastic

− ω′ ψ̃ ḋ︸ ︷︷ ︸
fracture

≥ 0 (3.3)

During an elastic or reversible transformation, no evolution of the plastic de-
formations ε̇p = 0, of the hardening variable α̇ = 0 or of damage ḋ = 0 occurs
and, hence, no dissipation increase is produced (i.e., ϕ̇ = 0). Therefore, the
only term left is (σ − ω ∂εeψ̃e) : ε̇e = 0. Since it must hold for all reversible
transformations ε̇, the nominal and e�ective elastic evolution laws read:

σ = ω σ̃ , σ̃ := ∂εeψ̃
e (3.4)

Consideration of the dissipation inequality in the conditions of no damage,
ḋ = 0, allows to de�ne:

ϕ̇p = ω
˙̃
ϕp ,

˙̃
ϕp := σ̃ : ε̇p − χ̃ α̇ ≥ 0 (3.5)

where
˙̃
ϕp denotes the dissipation rate due to plasticity only and χ̃ is the e�ective

static hardening variable, i.e. the thermodynamic force work-conjugated to the
internal variable α. From (3.3), it turns out to be de�ned as:

χ̃ := ∂αψ̃
p (3.6)

The elastoplastic dissipation inequality (3.5)2 can be also expressed in terms

of its e�ective counterpart, i.e., ϕ̇pdΩ =
˙̃
ϕpdΩ̃ ≥ 0. The e�ective yield stress

associated to the internal variable α is σ̃y(α) = σ̄y0 + χ̃(α), where σ̄y0 is the
initial yield stress. The elastoplastic evolution has to satisfy the additional
constraint that the admissible set of e�ective stress and hardening parameter
(σ̃∗, χ̃∗) has to ful�ll the yield criterion fy(σ̃∗, χ̃∗) ≤ 0, where fy is the local
yield function, convex in the space of stress and static internal variable. The
yield criterion is postulated in terms of e�ective quantities, since only the con-
tinuous, non-damaged part of the volume is undergoing plastic deformations.
The stationarity conditions associated to the (e�ective) principle of maximum
dissipation provide the e�ective elastoplastic evolution laws:

ε̇p = λ̇ ∂σ̃fy , α̇ = −λ̇ ∂χ̃fy , λ̇ ≥ 0 , fy ≤ 0 , λ̇ fy = 0 (3.7)
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where λ̇ is the non-negative rate of a scalar plastic multiplier. Finally, the
ductile-fracture speci�c dissipation rate ϕ̇pf reads:

ϕ̇pf := ω
˙̃
ϕp + ϕ̇f , ϕ̇f := Y ḋ , Y := −ω′ ψ̃ (3.8)

where the ϕ̇f is the brittle fracture speci�c dissipation rate and Y is the fracture
driving force. ϕ̇pf is the dissipation rate per unit nominal volume and, therefore,
the elementary dissipation rate is ϕ̇pf dΩ.

3.2.3 Variational formulation of the finite-step problem

3.2.3.1 Elastoplastic variational update

Let us �rst consider an elastoplastic material without damage. In this case,
e�ective and nominal quantities coincide, since there are no developing defects
inside the volume. The tilde symbol (̃·) will be therefore used only for homo-
geneity with the subsequent sections. Let ∆w̃int be the speci�c elastoplastic
internal work carried out along a deformation process between time tn and tn+1

∆w̃int =

∫ tn+1

tn
σ̃ : ε̇dt =

∫ tn+1

tn
[σ̃ : ε̇e + χ̃ α̇+ (σ̃ : ε̇p − χ̃ α̇)] dt =

= ∆ψ̃e +∆ψ̃p +∆ϕ̃p
(3.9)

where the symbol ∆(·) denotes the increment of the quantity (·) over the time
step ∆t = tn+1− tn. We de�ne an extremal path as a path in strain space from
εn = ε(tn) to εn+1 = ε(tn+1), εn and εn+1 being prescribed strains, minimizing
the internal work ∆w̃int. Let ∆w̃int

min be the minimum value of ∆w̃int, so that
∆w̃int ≥ ∆w̃int

min along any strain path from εn to εn+1.
Since ∆ψ̃e and ∆ψ̃p are path independent quantities, they take the same

value along any path between εn and εn+1 and the extremal path minimizes
∆ϕ̃p. Let ∆ϕ̃pmin be this minimum value. Obviously, if a feasible purely elastic
path exists from εn to εn+1, this is an extremal path. While the sum ∆ε =
εn+1−εn = ∆εe+∆εp is prescribed, di�erent paths lead to di�erent increments
of elastic and plastic strains. The extremal path is therefore the solution of the
following minimization problem:

∆w̃int
min = min

∆εe,∆εp,∆α
{∆ψ̃e +∆ψ̃p +∆ϕ̃p | ∆εe +∆εp = ∆ε} (3.10)

where the total strain increment ∆ε is prescribed.
Based on the principle of maximum dissipation, it has been shown in Reddy

et al. (1987) and Ortiz and Martin (1989) that, for prescribed increments of
∆εp and ∆α over the time step, extremal paths in the plastic variables space
(i.e., leading to the minimum increment of dissipation ∆ϕ̃pmin) are obtained
by letting εp and α evolve only at constant stress, as it is the case when a
backward-di�erence time integration of the elastoplastic constitutive law (of-
ten referred to as return mapping algorithm) is adopted. In this case, the step
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can be seen to have been elastic until the end of the step and plastic evolu-
tion is allowed only when the �nal values σ̃n+1 and χ̃n+1 have been achieved
(see Corigliano (1994) for a review of extremum properties of the generalized
midpoint time integration rule). The backward-di�erence integrated conditions
de�ning the extremal path, i.e. its optimality conditions, are given by (with
fn+1
y = fy(σ̃

n+1, χ̃n+1)):

∆εp = ∆λ∂σ̃f
n+1
y , ∆α = −∆λ∂χ̃fn+1

y ,

∆λ ≥ 0 , fn+1
y ≤ 0 , ∆λ fn+1

y = 0
(3.11)

while the backward-di�erence �nite-step version of the principle of maximum
dissipation reads

∆ϕ̃pmin = max
σ̃n+1, χ̃n+1∈fy≤0

{σ̃n+1 : ∆εp − χ̃n+1∆α} (3.12)

For the considered class of generalized standard materials, the backward-
di�erence integration algorithm has also been shown to preserve the symmetry
of the consistent tangent, implying the existence of an incremental potential
w̃int n
min such that σ̃n+1 = ∂w̃int n

min /∂ε
n+1 Ortiz and Martin (1989). In view of the

special extremal property of the backward-di�erence integrated elastoplastic
constitutive law, this time-integration scheme will be adopted throughout this
work and the symbol ∆ϕ̃p (without the min subscript) will be used to denote
its corresponding plastic dissipation increment over the time step. Assuming
that the solution of the elastoplastic problem is known at time tn, this choice of
the integration scheme allows for a variational characterization of the solution
of the �nite-step elastoplastic problem, which can be shown to coincide with the
solution of the following constrained minimization problem Comi et al. (1991,
1992); Corigliano (1994):

min
u,∆ε

{
Πn

p =

∫
Ω̃

(
ψ̃n+1 +∆ϕ̃p

)
dΩ̃−Wn+1

}
(3.13)

where
ψ̃n+1 = ψ̃e (εe n +∆εe) + ψ̃p (αn +∆α) (3.14)

W denotes the external work and the functional is subjected to the compati-
bility conditions

εn +∆εe +∆εp = εn+1 = ∇sun+1, un+1 = un+1
D on ∂ΩD (3.15)

un+1
D being prescribed displacement values at t = tn+1 on the constrained

boundary ∂ΩD. In (3.13), ∆ϕ̃p is the extremal dissipation increment resulting
from application of the return mapping algorithm.

The minimum problem in (3.13) can be expressed in a more explicit form
by writing its associated Lagrangian functional Comi and Perego (1995); Simo
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and Honein (1990):

Lnp (un+1,∆εe,∆εp,∆α, σ̃n+1,∆λ) = Πn
p −

∫
Ω̃
fy (∆εe, ∆α)∆λ dΩ̃−

−
∫
Ω̃
σ̃n+1 :

[
εe n + εp n +∆εe +∆εp −∇sun+1

]
dΩ̃,

(3.16)

subject to ∆λ ≥ 0 and un+1 = un+1
D on ∂ΩD.

In (3.16), σ̃n+1 (not sign-constrained) and ∆λ ≥ 0 play the role of Lagrange
multipliers for the compatibility and plastic admissibility constraints. It is
easy to verify that the solution of the �nite-step elastoplastic boundary value
problem is given by the solution of the following variational problem, where the
last condition is a variational inequality due to the sign constraint on ∆λ:

∂uLnp [δu] = 0 ∀ δu, with δu = 0 on ∂ΩD

∂∆εeLnp [δ∆εe] = 0 ∀ δ∆εe

∂∆εpLnp [δ∆εp] = 0 ∀ δ∆εp

∂∆αLnp [δ∆α] = 0 ∀ δ∆α
∂σ̃Lnp [δσ̃n+1] = 0 ∀ δσ̃n+1

∂∆λLnp [δλ] ≥ 0 ∀ δλ = ∆λ′ −∆λ, with ∆λ′ ≥ 0 and∆λ ≥ 0

(3.17)

3.2.3.2 Phase-field finite-step variational formulation of ductile

fracture

To account for the propagation of fracture driven by the development of local-
ized plasticity, the functional Lnp in (3.16) is enriched by the addition of the
energy dissipated by the damage-like phase �eld d, responsible for the material
sti�ness and strength degradation. Since in the presence of softening structural
response plastic strains tend to localize in a zero-thickness band, a further reg-
ularization of the model becomes necessary (see, e.g., Dittmann et al. (2018);
Miehe et al. (2017); Shishvan et al. (2021); Ulloa et al. (2016); Wambacq et al.
(2021)). A common and e�ective provision, motivated by micro-scale consider-
ations (see, e.g., Aifantis (1992); Forest (2009)) consists in introducing into the
model a di�usive term of an inelastic, irreversible quantity (see, e.g., De Borst
and Mühlhaus (1992); Miehe et al. (2013)). The simple and e�ective gradient
formulation of �nite-step elastoplasticity presented in Comi and Perego (1996b)
is considered here. De�ning the set

S := (u, ε,∆εp, σ̃, σ̃p, χ̃,∆α,∆λ,∆d) (3.18)

of independent �elds, the new, gradient-enriched functional L∇n
pd (S) is de�ned

below. The stress �eld σ̃p in S is a dummy �eld considered to facilitate the
derivation of the governing equations resulting from the stationarity of the
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functional. For all quantities evaluated at time tn+1, the n+1 at exponent has
been omitted for notation convenience:

L∇n
pd (S) :=

∫
Ω
ω(d)

[
ψ̃e(ε− εp n −∆εp) + ψ̃p(αn +∆α)

]
dΩ

stored internal energy E

−

−
∫
Ω
b · u dΩ−

∫
∂ΩN

t · u dΓ

external work W

+

+

∫
Ω
ω(d)

(
σ̃p : ∆εp − χ̃ ∆α

)
dΩ

plastic dissipation increment ∆Dp

+

+

∫
Ω
ϕf (d,∇d) dΩ

fracture energy Df

+

∫
Ω

ηf
2∆t

(
∆d
)2

dΩ

viscous energy Dv

+

+

∫
Ω
ω(d) σ̃ : (∇su− ε) dΩ

compatibility constraint

−

−
∫
Ω
ω(d) ∆λ fy(σ̃

p, χ̃) dΩ+

∫
Ω
ω(d)

1

2
cp∇λ ·∇λ dΩ

plastic admissibility

(3.19)

subject to

∆λ ≥ 0, ∆d ≥ 0, u = uD on ∂ΩD . (3.20)

The notion of e�ective volume enters in the de�nition of the volume integrals.
With the exception of the fracture energy Df and of the external work W,
the energies and the constraints are de�ned on the continuous portion of the
material volume Ω only, hence

∫
Ω̃
(̃·) dΩ̃ =

∫
Ω ω (̃·) dΩ, Ω being the reference

nominal volume. The vectors b and t are the body forces and the tractions,
respectively, applied on the Neumann portion ∂ΩN of the boundary. In the
standard phase-�eld formulation,

ϕf (d,∇d) = w(d) + 1/2 cd∇d ·∇d (3.21)

where w(d) is the local phase-�eld speci�c dissipation. The constant parameters
cp and cd measure the plastic and damage di�usion bandwidths and they are
related to the plastic and fracture internal lengths l0p and l0d. The viscous
coe�cient ηf introduces a pseudo-time measure of the crack propagation rate,
while ∆t = tn+1 − tn is the current time-step size. This dissipative term is
introduced for algorithmic reasons, as it will be discussed later. The solution of
the considered ductile fracture boundary value problem makes the functional
L∇n
pd (S) stationary with respect to variations of the �elds in S. The inequality

constraints on∆λ and∆dmake the variational problem a variational inequality.
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3.2.3.3 Stationarity conditions

The stationarity conditions for L∇n
pd (S) read:

∂uL∇n
pd (S)[δu] = 0 →

∫
Ω
ω σ̃ : ∇sδu dΩ−

−
∫
Ω
b · δu dΩ−

∫
∂ΩN

t · δu dΓ = 0
(3.22a)

∂εL∇n
pd (S)[δε] = 0 →

∫
Ω
ω
(
∂εψ̃

e − σ̃
)
: δε dΩ = 0 (3.22b)

∂σ̃L∇n
pd (S)[δσ̃] = 0 →

∫
Ω
ω
(
∇su− ε

)
: δσ̃ dΩ = 0 (3.22c)

∂αL∇n
pd (S)[δα] = 0 →

∫
Ω
ω
(
∂αψ̃

p − χ̃
)
δα dΩ = 0 (3.22d)

∂εpL∇n
pd (S)[δεp] = 0 →

∫
Ω
ω
(
− ∂εψ̃e + σ̃p

)
: δεp dΩ = 0 (3.22e)

∂σ̃pL∇n
pd (S)[δσ̃p] = 0 →

∫
Ω
ω
(
∆εp −∆λ ∂σ̃pfy

)
: δσ̃p dΩ = 0 (3.22f)

∂χ̃L∇n
pd (S)[δχ̃] = 0 →

∫
Ω
−ω

(
∆α+∆λ ∂χ̃fy

)
δχ̃ dΩ = 0 (3.22g)

∂λL∇n
pd (S)[δλ] ≥ 0 →

∫
Ω
ω
[
− δλ fy + cp∇λ ·∇δλ

]
dΩ ≥ 0 (3.22h)

∂dL∇n
pd (S)[δd] ≥ 0 →

∫
Ω

{ [
ω′ ψ̃ep + w′ +

ηf
∆t

∆d δd
]
+

+ cd∇d ·∇δd
}
dΩ ≥ 0,

(3.22i)

where δλ = ∆λ′−∆λ, δd = ∆d′−∆d are not sign-constrained, while ∆λ′ ≥ 0,
∆d′ ≥ 0 are arbitrary, non-negative scalar functions belonging to the same
spaces of ∆λ and ∆d, respectively, and

∆λ ≥ 0, ∆d ≥ 0, u = uD on ∂ΩD .

The driving energy ψ̃ep in (3.22i) is de�ned as

ψ̃ep(ε, ε
p, σ̃p, χ̃, α, λ) := ψ̃(ε, εp, α) + ∆ϕ̃p(εp, σ̃p, χ̃, α)−

− fy(σ̃p, χ̃)∆λ+ 1/2 cp∇λ ·∇λ
(3.23)

It contains the term fy ∆λ that is non-vanishing due to the gradient plastic-
ity term. The conditions above correspond to: (3.22a) equilibrium equations,
(3.22b) elastic state equations, (3.22c) compatibility conditions, (3.22d) static
hardening variable state equation, (3.22e) (together with (3.22b)) identity be-
tween the dummy stress σ̃p and the e�ective stress σ̃, (3.22f) plastic strains
evolution, (3.22g) hardening variable evolution, (3.22h) non-local plastic con-
sistency, (3.22i) non-local fracture evolution criterion. To simplify the notation
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in what follows, the symbols α, λ, d are used to express the functional depen-
dencies, rather than the corresponding increments ∆α,∆λ,∆d as already done
in (3.23).

3.2.3.4 Governing equations of the non-local problem

In the implemented formulation, the compatibility condition (3.22c) is enforced
in strong form, i.e., ε = ∇su as in standard compatible �nite elements, and
the dummy stress �eld σ̃p is eliminated assuming σ̃p ≡ σ̃. Equation (3.22a),
combined with the compatibility condition (3.22c), leads to the weak form of
the momentum balance equation, expressed in terms of nominal quantities:∫

Ω
ω σ̃ : δε dΩ =

∫
Ω
b · δu dΩ+

∫
∂ΩN

t · δu dΓ . (3.24)

The stationarity conditions (3.22b), (3.22d)-(3.22g), lead to the e�ective local
state equations and elastoplastic evolution laws:

σ̃ = ∂εψ̃
e , χ̃ = ∂αψ̃

p , ∆εp = ∆λ∂σ̃fy , ∆α = −∆λ∂χ̃fy , (3.25)

while the corresponding nominal stress and static internal variable are obtained
as σ = ωσ̃ , χ = ωχ̃.

While the variations (3.22a)-(3.22g) are standard equalities, (3.22h) and
(3.22i) are variational inequalities. Using standard arguments for variational
inequalities, condition (3.22h) can be written in the following equivalent form
de�ning the elastoplastic non-local loading-unloading conditions:

∆λ ≥ 0 , Fy(σ̃, χ̃, λ, d) ≤ 0 , Fy(σ̃, χ̃, λ, d)[∆λ] = 0 , (3.26)

where the non-local yield functional Fy has been de�ned as:

Fy(σ̃, χ̃, λ, d)[δλ] :=

∫
Ω
ω(d)

[
fy(σ̃, χ̃) δλ− cp∇λ ·∇δλ

]
dΩ . (3.27)

Similarly, the energy release rate Y and critical energy release rate Yc function-
als are de�ned as:

Y(ε, εp, α, λ, d)[δd] := −
∫
Ω
ω′(d) ψ̃ep(ε, ε

p, α, λ) δd dΩ , (3.28a)

Yc(d)[δd] :=
∫
Ω

{[
w′(d) +

ηf
∆t

∆d
]
δd+ cd∇d ·∇δd

}
dΩ ,

(3.28b)

where the evolution laws (3.25) have been used to reduce the number of in-
dependent �elds in the driving energy ψ̃ep. The non-local fracture activation
functional Fd is then de�ned as:

Fd(ε, ε
p, α, λ, d)[δd] :=

(
Y(ε, εp, α, λ, d)− Yc(d)

)
[δd] , (3.29)
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and condition (3.22i) is rewritten in the equivalent form

∆d ≥ 0 , Fd(ε, ε
p, α, λ, d) ≤ 0 , Fd(ε, ε

p, α, λ, d)[∆d] = 0 , (3.30)

providing the non-local fracture activation criterion for elastoplastic brittle frac-
ture. It should be noted that in this elastoplastic-brittle-fracture model the only
coupling between plastic and fracture dissipation mechanisms is present in the
fracture driving force Y, while the fracture dissipation Yc is the same as the
one of the purely brittle case.

3.2.4 Constitutive assumptions

For the implementation considered in this work, the general framework de-
scribed so far is restricted to isotropic linear elastic materials, obeying von-
Mises plasticity criterion with linear isotropic hardening, i.e.

ψ̃e(ε− εp) = 1/2K0 ϵ
2
v + 1/2 2G0 (e− εp) : (e− εp) ,

ψ̃p(α) = 1/2H0 α
2 ,

fy(s̃, χ̃) =
√

3/2 s̃ : s̃− σ̄y0 − χ̃ ,

(3.31)

where K0 is the bulk modulus, G0 is the shear modulus, σ̄y0 is the initial yield
stress, ϵv := ε : I is the total volumetric strain, I being the identity tensor,
e = ε−1/3ϵvI is the deviatoric total strain, s̃ = σ̃− p̃I, is the deviatoric e�ective
stress, p̃ being the hydrostatic pressure (taken positive if tensile) and χ̃ = H0α
is the static internal variable, H0 being the hardening modulus. The restriction
to von-Mises plasticity allows to identify the internal hardening variable α with
the equivalent plastic strain and its increment is given by∆α =

√
2/3∆εp : ∆εp.

The phase-�eld functions ω(d) and w(d) are de�ned as

ω(d) = (1− d)2 , w(d) =
3Gc

8l0d
d , (3.32)

where Gc is the material toughness and l0d the phase-�eld internal length. This
de�nition of w(d) corresponds to an AT1 approach (see Section 2.2), implying
that damage cannot develop until a critical value of the damage driving force
has been achieved. Finally, the fracture di�usion coe�cient cd of the AT1 model
is de�ned as cd = 3/4Gc l0d, the plastic di�usion coe�cient cp as cp = σ̄y0 l

2
0p,

and the viscous coe�cient as ηf = η̄
(
Gc/l0d

)
, being η̄ a viscous parameter with

dimension of a time.
To avoid the promotion of crack propagation by predominantly compressive

states, the deviatoric-volumetric elastic energy split is adopted (see, e.g.Amor
et al. (2009); Comi and Perego (1996a)). According to this technique, the elastic
energy is split into an Inactive part ψ̃eI , due to negative volumetric strains, and
an Active remainder ψ̃eA, which are de�ned as:

ψ̃eA(ε, εp) = 1/2K0 ⟨ϵv⟩2+ + 1/2 2G0 (e− εp) : (e− εp) ,

ψ̃eI(ε, εp) = 1/2K0 ⟨ϵv⟩2− ,
(3.33)
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where ⟨·⟩± are the Macaulay brackets. In view of the purely deviatoric nature
of plastic strains in von-Mises plasticity, no distinction is made between the
tensile/compressive parts of the plastic component ψp of the free energy density.
Note that a split also of this energy component may be recommended in the
presence of dilatant elastoplastic materials (see, e.g., Choo and Sun (2018) for
the case of geological materials). The assumed energy split has implications on
the de�nition of the nominal stress and of the plastic dissipation rate. Taking
into account the elastic energy split, the nominal free energy is de�ned as

ψ = ω(ψ̃eA + ψ̃p) + ψ̃eI , (3.34)

and, from the dissipation inequality (3.3), one has that the nominal stress is
given by:

σ = ∂εeψ
e = ω ∂εeψ̃

eA + ∂εeψ̃
eI = ω σ̃A + σ̃I ̸= ω ∂εeψ̃

e = ω σ̃ , (3.35)

and no straightforward transformation from e�ective to nominal stress can be
applied. The active and inactive e�ective stresses are de�ned:

σ̃A := ∂εeψ̃
eA , σ̃I := ∂εeψ̃

eI with σ̃ = σ̃A + σ̃I . (3.36)

However, for the considered case of von-Mises plasticity and volumetric-deviatoric
split, one has that σ̃I : ε̇p = 0 and the plastic dissipation rate can still be de-
�ned as

ϕ̇p = σ : ε̇p − χα̇ = ω (σ̃A : ε̇p − χ̃α̇) = ω
˙̃
ϕp . (3.37)

For the case of dilatant geological materials, see also the discussion in Choo
and Sun (2018).

3.3 Fracture activation criterion

The proposed approach to plasticity-driven phase-�eld fracture propagation is
based on the de�nition of a scalar function f(α) of the equivalent plastic strain,
hereafter referred to as modulation function, modulating the evolution of the
critical fracture energy Gc, based on the evolution of the plastic process zone.
In ductile fracture, the material resistance to crack extension grows due the
growth of the plastic zone at the crack tip, until it reaches a limit value (the
so-called R-curve). The critical fracture energy Gc represents this steady state
value of the energy to be spent for a unit crack advancement, which however
includes also the energy to be dissipated in the creation of the plastic process
zone. In the considered model, this latter energy is explicitly taken into account
by the plastic dissipation ∆ϕ̃p.

To account for these interaction phenomena, the proposed model is based
on the assumption that damage, measured by the phase-�eld order parame-
ter d, can grow only when the plastic process zone in a stress concentration
region has fully developed, as measured by the local value of the equivalent
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plastic strain α. In practical terms, the competition between the plasticity and
fracture dissipation mechanisms in the initial crack nucleation phase and their
interaction in the subsequent crack propagation phase, is modulated by the ad-
dition of a new interaction term in the expression of the critical energy release
rate functional Yc (3.28b):

Yα
c (α, d)[δd] :=

∫
Ω
f(α)w′(d) δd dΩ

interaction term

+

+

∫
Ω

{[
w′(d) +

ηf
∆t

∆d
]
δd+ cd∇d ·∇δd

}
dΩ

Yc(d)[δd]

.
(3.38)

The de�nition of the modulation function f(α) in (3.38) is obtained based on
the study of the one-dimensional homogeneous case.

3.3.1 One-dimensional homogeneous case

A one-dimensional problem, with homogeneous distribution of the phase �eld
and of plastic strains, i.e.with ∇d = 0, ∇∆λ = 0 and without viscosity, i.e.
ηf = 0, is considered. Under these assumptions, the damage activation criterion
(3.30) can be formulated in strong form as follows:

∆d ≥ 0 , −
[
ω′ (ψ̃ +∆ϕ̃p) + (f + 1)

3

8

Gc

l0d

]
≤ 0 ,[

ω′ (ψ̃ +∆ϕ̃p) + (f + 1)
3

8

Gc

l0d

]
∆d = 0

where the de�nition (3.32) of the local part w(d) of the phase-�eld dissipation
has been used. Note that, in this simple 1D homogeneous case and thanks
to the absence of the gradient of the plastic multiplier, the complementarity
condition fy∆λ = 0 holds in strong form and, therefore, does not appear in
the driving energy (3.23), which is simply given by ψ̃ep = ψ̃ + ∆ϕ̃p. When
the phase �eld is evolving, i.e., when ∆d > 0, and for ω(d) = (1 − d)2, the
activation criterion yields:

2(1− d) (ψ̃ +∆ϕ̃p)− (f + 1)
3

8

Gc

l0d
= 0

where the free energy ψ̃ is de�ned in (3.2) and the increment of plastic dissipa-
tion ∆ϕ̃p in (3.12). De�ning

ḡ :=
3

16

Gc

l0d
(3.39)

the damage activation condition can be written as:

(1− d) (ψ̃ +∆ϕ̃p)︸ ︷︷ ︸
driving force

− (f + 1) ḡ︸ ︷︷ ︸
e�ective fracture energy

= 0 (3.40)
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From this equation one can obtain the value of the phase-�eld variable d for
prescribed displacement and plastic deformation. The point of view is now re-
versed. Let us assume that a damage evolution is prescribed, such that damage
is zero until a critical value αcr of the equivalent plastic strain is achieved and
that, after this, a �ctitious evolution d̄(α) is prescribed, so that (3.40) can be
solved for f(α) + 1. For α ≤ αcr, f(α) should be a non-decreasing function of
the equivalent plastic strain α, since it is intended to account for the plastic
dissipation. As a consequence, ψ̃ in (3.40) should also be intended as a function
that can only increase in time.

To account for all these di�erent aspects, the following form of the modu-
lation function f(α) has been implemented:

f + 1 =



f0 + 1 if α = 0

H̃
ḡ if α ≤ αcr(
1− d̄

) H̃
ḡ + (fmin + 1 ) d̄ if αcr < α < αcr +∆αcr

fmin + 1 if αcr +∆αcr ≤ α
(3.41)

where f0 is an initial value to be de�ned later and the history function H̃ is
de�ned as:

H̃ := H+ ψ̃p +∆ϕ̃p − fy ∆λ+ 1/2 cp∇λ ·∇λ (3.42)

with the history variable H, inspired to the one in Miehe et al. (2010a), de�ned
as:

H = max
(
ψ̃eA,Hn

)
(3.43)

where ψ̃eA is the active part of the elastic energy (3.33)1. An important re-
mark lies in the purely plasticity driven nature of the proposed modulation
function model. The energy split (3.33) involves the positive volumetric and
deviatoric free energy as driving force, nevertheless, only the deviatoric part of
the stress promotes the development of plastic deformation. Thus, the com-
bination of (3.41) with (3.43) does not allow crack evolution due to a purely
dilatant volumetric deformation state, since no plastic deformations arise. This
resembles the pursued objective of plasticity driven model and it is in accor-
dance with some approaches in the literature (see e.g., Razanica et al. (2019)).
For α < αcr, the condition (3.43) ensures that in the case of elastic unloading,
i.e., ψ̃e < ψ̃e n, the modulation function cannot decrease. Finally, ∆αcr de�nes
the increment of α > αcr beyond which f(α) achieves its minimum constant
value fmin, corresponding to the purely brittle portion of Gc, in the sense spec-
i�ed before. According to the de�nition (3.41) of f(α), after damage activation
(i.e., for α > αcr) the evolution of f(α) is governed by the �ctitious phase-�eld
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history d̄(α) in (3.41), whose de�nition is provided analytically in the form

d̄(α) =


0 α ≤ αcr

ζ3 (10− 15 ζ + 6 ζ2) αcr < α < αcr +∆αcr

1 α > αcr +∆αcr

ζ :=
α− αcr

∆αcr

(3.44)
To better understand the e�ect of the di�erent parameters in the modulation
function f(α) in (3.41) and of the prescribed phase-�eld history d̄(α) in (3.44),
the proposed ductile-brittle phase-�eld approach has been applied to a single
4-node element under a uniaxial imposed displacement u in plane strain con-
ditions, with the results shown in Figure 3.2 and 3.3. The element side is
L = 1mm. The element is loaded by nst = 100 equal time steps of imposed
displacement increment ∆u = 0.01mm. The used elastoplastic material prop-
erties are those shown in Table 3.1 for Material II. The toughness is changed to
the value Gc = 100N/mm and the damage internal length is l0d = 1mm. Since
the element size is much smaller then the plasticity and damage characteristic
lengths, the resulting �elds will be uniform over the element. The viscous co-
e�cient is set to η̄ = 10−2 s. Three material parameters have been introduced
in (3.41): the critical equivalent plastic strain αcr, i.e., a scalar measure of the
plastic deformation corresponding to the onset of damage; the minimum value
fmin of the modulation function; the plastic deformation increment ∆αcr, be-
yond which the modulation function f(α) attains its minimum constant value
fmin. Though a precise de�nition of fmin appears di�cult, numerical tests
have shown that its in�uence on the overall response is minor and that it af-
fects mainly the �nal part of the response curve, when the structure has almost
completely failed. In the considered tests, fmin = 0 has been used obtaining
accurate results. It is important to remark that the condition αcr > 0 together
with the AT1 assumption ensures the existence of a purely elastoplastic stage
before the start of damage. The pro�le of the modulation function f(α) and

Figure 3.2: Modulation function f(α)+1 and �ctitious phase-�eld history d̄(α). The
model parameters are αcr = 0.4, ∆αcr = 0.5, and fmin = 0.
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of the �ctitious phase-�eld history d̄(α) are shown in Figure 3.2. The initial
value f0 + 1 corresponds to the �rst yielding at the considered material point,
i.e., it is given by equation (3.41) with d̄ = 0, ∆ϕ̃p = 0, ∆λ = 0 and ψ̃ equal
to its value at the yield limit, and therefore is not a model parameter. A very
important feature of the proposed form of the modulation function f(α) is that
its evolution is given by the current value of H̃ in (3.41), and does not require
to be de�ned a priori. Therefore, in a multi-dimensional case, for α ≤ αcr the
function f(α) is computed from (3.41), with d̄ = 0, based on the current values
of H, ψ̃p, ∆ϕ̃p, and ∆λ. For α ≥ αcr, d̄ starts to grow, as speci�ed in (3.44). At
a certain point, the growth of d̄ prevails on the other terms in (3.41), reducing
Yα
c (α, d) in (3.38), thus allowing damage to propagate. The f(α) + 1 curve

reaches a maximum value fmax + 1 and then decreases to a minimum value
fmin + 1.

The e�ect of the material parameters αcr and ∆αcr is shown in Figure 3.3
for fmin = 0. The elastoplastic hardening response curve (without damage)
is in light gray, while the orange dashed line shows the elastoplastic-brittle
response, obtained without the modulation function (i.e. with f ≡ 0). It can
be clearly noticed how in this latter model there are no parameters to be tuned
to better reproduce the material response. In contrast, the introduction of
the modulation function allows to achieve the two objectives mentioned before:
the competition between the plastic and fracture dissipation mechanisms is
modulated by tuning αcr (Figure 3.3a), while the interaction between the two
mechanisms in the failure phase is modulated by tuning ∆αcr (Figure 3.3b).
αcr delays the beginning of the softening branch, while ∆αcr controls its slope.
From Figure 3.3a it appears that αcr should not be smaller than the value
corresponding to the onset of damage in the f ≡ 0 case. The choice of fmin

has a minor in�uence on the response. fmin = 0 corresponds to an activation
criterion without the e�ect of the modulation function as in the elastoplastic-
brittle case, i.e., the usual value of Gc is fully recovered in the �nal phase of
the rupture process.
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(a) E�ects of αcr on competition between
ductile and brittle dissipation mecha-
nisms. For �xed ∆αcr = 0.5, the val-
ues are αcr = 0.2, 0.4, 0.7.

(b) E�ects of ∆αcr on ductile-brittle in-
teraction dissipation mechanism in
failure phase. For �xed αcr = 0.4,
the values are ∆αcr = 0.1, 0.2, 0.5.

Figure 3.3: E�ects of modulation function parameters.

3.4 Space discretization

The problem physical dimension is ndim, the element number of nodes is nen,
the element number of displacement degrees of freedom is nldof = ndim nen.
The global number of nodes is nnp and the global number of displacement
degrees of freedom is ndof = ndim nnp. The number of independent strain
tensor components is nε. The local, elemental and global solutions of the ductile
fracture problem can be cast into the column vectors:

S l = (u, λ, d) , Se = (ûe, λ̂e, d̂e) , Sg = (û, λ̂, d̂) , (3.45)

where u is the displacement vector, of dimensions (ndim, 1), while λ is the plastic
multiplier and d is the phase �eld and both are scalar �elds. The element nodal
displacement vector ûe has dimensions (nldof , 1), the element multiplier vector
λ̂e has dimensions (nen, 1) and the element phase-�eld vector d̂e has dimensions
(nen, 1). û (ndof , 1) is the global nodal displacement vector, λ̂ (nnp, 1) is the
global nodal multiplier vector, and d̂ (nnp, 1) is the global nodal phase-�eld
vector. The element local solution together with the spatial gradients, i.e. the
total deformation ε (nε, 1), the plastic multiplier gradient ∇λ (ndim, 1) and the
phase-�eld gradient ∇d (ndim, 1) are modeled at the element level as:

u = Nu ûe , λ = Nλ λ̂e , d = Nd d̂e , (3.46a)

ε = Bu ûe , ∇λ = Bλ λ̂e , ∇d = Bd d̂e , (3.46b)

where Nu is the displacement shape function matrix (ndim, nldof ), Bu is dis-
placement compatibility matrix (nε, nldof ), Nλ and Nd are the plastic multi-
plier and phase-�eld shape function vectors (1, nen), and Bλ and Bd are plastic
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multiplier and phase-�eld gradient matrices (ndim, nen). The global assembly is
formally performed with the boolean connectivity matrices Ce,u (nldof , ndof ),
Ce,λ (nen, nnp), and Ce,d (nen, nnp) such that:

ûe = Ce,u û , λ̂e = Ce,λ λ̂ , d̂e = Ce,d d̂ . (3.47)

3.4.1 Governing equations

The weak form of the equilibrium equation (3.24), the plasticity (3.26)c and
fracture (3.30)c complementarity equations are spatially discretized:

δûT

[
nel∑
e=1

CT
e,u

(
FI,e − FE,e

) ]
= 0 , (3.48)

∆λ̂T

[
nel∑
e=1

CT
e,λ fY,e

]
= 0 , ∆d̂T

[
nel∑
e=1

CT
e,d fD,e

]
= 0 , (3.49)

where e denotes the element label and nel is the total number of elements in
the mesh. The element internal force vector FI,e (nldof , 1), the external force
vector FE,e (nldof , 1), the yield vector fY,e (nen, 1), and the fracture activation
vector fD,e (nen, 1) are:

FI,e :=

∫
Ωe

BT
u

(
ω σ̃A + σ̃I

)
dΩe , (3.50a)

FE,e :=

∫
Ωe

NT
u b dΩe +

∫
∂Ωe

NT
u t dΓe , (3.50b)

fY,e :=

∫
Ωe

ω
(
NT

λ fy − cpBT
λ ∇λ

)
dΩe , (3.50c)

fD,e := −
∫
Ωe

{
NT
d

[
ω′ ψ̃ep + (f + 1)w′ + w′

ϵ +
ηf
∆t

∆d
]
+ cdB

T
d ∇d

}
dΩe ,

(3.50d)

where σ̃A, σ̃I are de�ned in (3.36), being the e�ective stress tensor in Voigt
notation σ̃ = σ̃A + σ̃I a vector with dimension (nσ, 1), with nσ = nε the
number of independent stress components. The element integrals are evaluated
over the element nominal volume Ωe. Then, ∇λ, ∆d and ∇d are discretized
as in (3.46). The additional constant term w′

ϵ is introduced to avoid spurious
damage activations when α < αcr and is de�ned as:

w′
ϵ = ϵ

Gc

l0d
H− (α− αcr) (3.51)

where ϵ is a non-dimensional, small coe�cient to be set as small as possible
(usually taken equal to 10−2), and H− (·) is the negative Heaviside operator.
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The spatial discretization of the governing equations reads:

FI − FE = 0 , (3.52a)

∆λ̂ ≥ 0 , fY ≤ 0 , ∆λ̂T fY = 0 , (3.52b)

∆d̂ ≥ 0 , fD ≤ 0 , ∆d̂T fD = 0 . (3.52c)

3.5 Algorithmic implementation

3.5.1 Staggered scheme

The algorithmic solution of the set of governing equations (3.52) relies on the al-
ternate minimization scheme illustrated in Algorithm 2. At each time step from
tn to tn+1, the input is the solution at the previous step (û, λ̂, d̂)n, the incre-
ment of displacement Dirichelet boundary conditions ∆ûD and the increment
of external forces ∆FE. The staggered scheme is solved with an iterative pro-
cedure, where i denotes the staggered iteration counter. First, the elastoplastic
problem (3.52a) and (3.52b) in û and ∆λ̂ is solved in a monolithic fashion with
a Newton-Raphson scheme, for �xed phase-�eld ∆d̂i−1. The residuum of this
inner monolithic loop, with iteration counter k, is a suitable measure of the
out-of-balance forces FI − FE and is denoted with ResM. The corresponding
tolerance is TOLM, where the M subscript stands for monolithic. Then, the
elastoplastic solution (û, λ̂)k is used to solve the phase-�eld activation criterion
for frozen displacement and plastic multiplier. Finally, the residual ResSTAG of
the staggered scheme is computed. It measures again the out-of-balance forces,
but with the updated damage. The complementarity problems (3.52b) and
(3.52c) are solved using the Projected Successive Over-Relaxation algorithm
(PSOR) introduced in Mangasarian (1977) , following the approach proposed
in Marengo et al. (2021), and outlined in Section 2.6.1 for the brittle counter-
part of the phase-�eld activation criterion (3.52c). Further details are given in
Appendix D.

3.5.2 Monolithic elastoplastic solver

The solution scheme of the elastoplastic problem (3.52a) and (3.52b) is further
detailed in this section. Since in the light of the staggered scheme this problem
must be solved for �xed phase-�eld, the explicit dependence on the damage
variable is omitted for the sake of clarity. The displacement residual vector
Ru (the iteration counter k has been omitted for notation convenience) has
dimensions (ndof , 1) and measures the out-of-balance forces in the equilibrium
equations:

Ru(∆û,∆λ̂) := FI(∆û,∆λ̂)− FE (3.53)

The solution of the balance of linear momentum must ful�ll the elastoplastic
laws (3.52b). In practical terms, the loading-unloading conditions (3.52b) must
be solved for �xed displacement increment, with the additional di�culty that,
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Algorithm 2: Alternate minimization scheme

input : (û, λ̂, d̂)n , ∆ûD, ∆FE

initialize (û, λ̂, d̂)i = (û, λ̂, d̂)n

while
(
ResSTAG > TOLSTAG

)
do

update i = i+ 1

while
(
ResM > TOLM

)
do

update k = k + 1

set
FI,k = FI(∆ûk,∆λ̂k,∆d̂i−1)

fY,k = fY(∆ûk,∆λ̂k,∆d̂i−1)

solve
FI,k − FE = 0

∆λ̂k ≥ 0 , fY,k ≤ 0 , ∆λ̂Tk fY,k = 0
→ (∆ûk,∆λ̂k)

assemble Ru,k = FI,k(∆ûk,∆λ̂k,∆d̂i−1)− FE

compute ResM = RT
u,k Ru,k

end

set (û, λ̂)i = (û, λ̂)k , fD,i = fD(∆ûi,∆λ̂i,∆d̂)

solve ∆d̂ ≥ 0 , fD,i ≤ 0 , ∆d̂T fD,i = 0 → ∆d̂i = ∆d̂

assemble Ru,i = FI(∆ûi,∆λ̂i,∆d̂i)− FE

compute ResSTAG = RT
u,iRu,i

end

output: (û, λ̂, d̂)n = (û, λ̂, d̂)i

due to the presence of the gradient term, the elastoplastic return mapping
algorithm has to be formulated as a global problem and the time integration
of the constitutive law cannot be carried out element by element. Once a �rst
estimate of the nodal plastic multiplier increment ∆λ̂ is obtained, the set of
active nodes A can be determined using the global PSOR algorithm:

A :=
{
a ∈

[
1, nnp

] ∣∣ ∆λ̂a > 0
}

(3.54)

where a is the global node label. The vanishing of the residuum Ru is enforced
by means of a Newton-Raphson iterative scheme. The estimate of the displace-
ment increment update δ∆û between two successive iteration k − 1 and k can
be computed from the following conditions, resulting from the linearization of
Ru and fY around the current solution ûk−1, ∆λ̂k−1:

δRu +Ru = 0 , δfY
∣∣
A = 0 (3.55)
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where (·)|A is the restriction over the set of active nodes. The linearizations
read:

δRu =
∂Ru

∂û
δ∆û +

∂Ru

∂λ̂

∣∣∣∣∣
A

δ∆λ̂
∣∣
A = Kuu δ∆û +Kuλ

∣∣
A δ∆λ̂

∣∣
A (3.56a)

δfY =
∂fY
∂û

∣∣∣∣∣
A

δ∆û+
∂fY

∂λ̂

∣∣∣∣∣
A

δ∆λ̂
∣∣
A = Kλu δ∆û+Kλλ

∣∣
A δ∆λ̂

∣∣
A (3.56b)

Therefore, the solving system becomes:[
Kuu Kuλ

∣∣
A

Kλu

∣∣
A Kλλ

∣∣
A

]
k−1

∣∣∣∣∣ δ∆û

δ∆λ̂
∣∣
A

∣∣∣∣∣ = −
∣∣∣∣∣Ru

0

∣∣∣∣∣
k−1

(3.57)

It is important to remark that this system is needed only to recover the correct
algorithmic tangent sti�ness for the estimation of the displacement update δ∆û
through (3.56a). Once the system has been solved for δ∆û, the value of the
update δ∆λ̂

∣∣
A is not used in the current algorithm. As shown in Algorithm 3,

it is evident how the adopted procedure resembles a classical Newton-Raphson
scheme for local plasticity, but with the introduction of a global return mapping.
The explicit expressions of the tangent matrix and residuals are provided in
Appendix B. When large time steps are used, convergence may become di�cult.
especially when damage is activated. To overcome convergence problems, a line
search procedure has been used as outlined in Appendix C.

3.5.3 Reduced integration with hourglass control

The e�ective stress approach proposed in the current formulation has an im-
portant consequence: the plastic deformations develop in the continuous part
of the material until complete failure. From a practical point of view, this in-
volves very large plastic strains that induce a severe locking of the response.
A possible solution to the problem is the use of a B-bar approach as in Simo
et al. (1985). However, the use of a selective-reduced integration scheme into a
staggered solution procedure (see Section 3.5.1) for a general three-dimensional
problem would signi�cantly increase the computational burden. Therefore, the
solution of a reduced single-point integration has been chosen instead. Two-
dimensional four-nodes and three-dimensional eight-nodes elements have been
used.

3.5.3.1 Linear kinematics

The implementation resembles the one in Flanagan and Belytschko (1981). For
the sake of simplicity, the four-nodes element is discussed only, yet, the same
conceptual passages may be extended to the eight-nodes element. The main
relevant quantities are introduced in Appendix F. Let φ be an unknown scalar
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Algorithm 3: Monolithic elastoplastic solver

input : (û, λ̂)n , ∆ûD, ∆FE

initialize (û, λ̂)k = (û, λ̂, d̂)n

while
(
ResM > TOLM

)
do

assemble Kuu(∆ûk,∆λ̂k) , Kuλ(∆ûk) , Kλλ

update k = k + 1

solve

[
Kuu Kuλ

∣∣
A

Kλu

∣∣
A Kλλ

∣∣
A

]
k−1

∣∣∣∣∣ δ∆û

δ∆λ̂
∣∣
A

∣∣∣∣∣ = −
∣∣∣∣∣Ru

0

∣∣∣∣∣
k−1

→ ∆ûk

set fY,k = fY(∆ûk,∆λ̂)

solve ∆λ̂ ≥ 0 , fY,k ≤ 0 , ∆λ̂T fY,k = 0 → ∆λ̂k

define A := { a ∈ [1, nnp] | ∆λ̂k,a > 0 }
assemble Ru,k(∆ûk,∆λ̂k)

compute ResM = RT
u,k Ru,k

end

output: (û, λ̂)i = (û, λ̂)k

�eld, and φ̂e be the vector of its nodal values for element e . It may be a
displacement component, the scalar phase-�eld or the scalar plastic multiplier.
It is additively decomposed

φ̂e = φ̂lin
e + φ̂hg

e , (3.58)

where the linear and hourglass parts of the nodal solution vector are de�ned as

φ̂lin
e =a01+a1x̂1+a2x̂2 , (3.59)

φ̂hg
e =c01+c1b1+ c2b2 + c3ĥ , (3.60)

being a0, a1, a2 arbitrary constant coe�cients, c0, c1, c2, c3 constant coe�cients
to be determined, x̂1, x̂2 the nodal coordinates vector in direction 1, 2 respec-
tively, and b1, b2 the shape functions physical derivatives vector at the element
centroid (see Appendix F). It must be remarked that, while φ̂lin

e is the exact
linear part of the element solution, φ̂hg

e is a new measure of the hourglass mode,
yet, with the abuse of notation, the same symbol of Appendix F is used. The
orthogonality condition is enforced

φ̂hgT
e φ̂lin

e = 0 , (3.61)

allowing the de�nition of the coe�cients c0, c1, c2, c3 for arbitrary a0, a1, a2.
Furthermore, the fundamental property bTi φ̂

hg
e ̸= 0 guarantees that the hour-
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glass measure is non-vanishing for the one-point reduced integration. The so-
lution of (3.61) with respect to the unknown coe�cients provides the hourglass
solution measure:

φ̂hg
e = c3

[
ĥ− (x̂T1 ĥ)b1 − (x̂T2 ĥ)b2

]
= c3γ̃ . (3.62)

The γ-projection mode vector is the normalized vector γ̂ := γ̃/ |γ̃|. Then, the
coe�cient c̄3 in φ̂hg

e = c̄3 γ̂ can be computed using (3.61):

γ̂Tφ̂e = γ̂T(φ̂lin
e + φ̂hg

e ) = c̄3 .

The �nal shape of the hourglass solution vector reads:

φ̂hg
e = (γ̂Tφ̂e)γ̂ = (γ̂γ̂T)φ̂e . (3.63)

In the variational formulations outlined in the previous sections, the total en-
ergy or the Lagrangian functionals to be minimized are enriched with the ad-
ditional term at the element level:

Πhg
e (φ̂e) = 1/2 khgφ φ̂hgT

e φ̂hg
e , (3.64)

where khgφ is the hourglass sti�ness related to the scalar �eld φ. The corre-
sponding stationarity with respect to the variable φ reads:

∂φ̂e
Πhg

e (φ̂e)[δφ̂e] = δφ̂T
e (k

hg
φ φ̂hg

e ) = δφ̂T
e f

hg
φ,e .

Finally, the hourglass force associated to the �eld φ can be written as

fhgφ,e(φ̂e) = (khgφ γ̂γ̂T)φ̂e = Khg
φ,e φ̂e , (3.65)

whereKhg
φ,e = khgφ γ̂γ̂T is the constant hourglass sti�ness and it is governed only

by the parameter khgφ . Therefore, the relation (3.65) states a linear relation
between the hourglass force and the element �eld φ̂e.

3.5.3.2 Displacement hourglass stiffness

Let the scalar �eld φ be the i-th displacement component ui. The hourglass
nodal forces correspond to a linear spring with constant sti�ness according to
(3.65). The de�nition of the hourglass coe�cient khgui0

(see e.g., Belytschko et al.
(2014, 1984)) reads:

khgui0
= k̄ui0

[
2G0

(
bTi bi

)
Ωe

]
, (3.66)

where the zero subscript has been introduced for reasons discussed below. The
quantities inside the bracket are problem dependent, i.e., the shear modulus G0,
the element volume Ωe, and the one-integration point gradients of the shape
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functions bi. Conversely, the user-de�ned non-dimensional coe�cient k̄ui0 has
typical values of the order 0.01.

It must be noticed that an elastic hourglass sti�ness will introduce non-
negligible spurious hardening responses in bending dominated problems (i.e.,
when the hourglass mode is more excited) in the presence of high material non-
linearities. The reason lies in the observation that the internal nodal forces
corresponding to the linear part of the nodal displacements (3.59) are com-
puted according to the constitutive model (3.50a), while the hourglass nodal
forces (3.69) are linearly proportional to the hourglass modes, independent of
the constitutive model. To overcome this issue, the following choice has been
employed: the hourglass sti�ness is maintained linear, yet it is modulated by a
reduction coe�cient that accounts for the material nonlinearity. In the case of
elastoplasticity, the reduction coe�cient is inspired by the hardening law and
reads:

cr(α) =

1 α = 0 or ∆α = 0

max
(

σy0(α)
σ̄y0+E0α

, cmin

)
otherwise

, (3.67)

where α is the equivalent plastic strain at the element single integration point.
The �rst condition ensures that in the elastic regime, and during elastic un-
loading, the elastic sti�ness of the hourglass modes is recovered. The ratio
σy0(α)/(σ̄y0+E0α) represents the discrepancy between the elastic (σ̄y0+E0α)
and elastoplastic σy0(α) = σ̄y0 +H0α (see Section 3.2.4) responses in the one-
dimensional case. Finally, a minimum threshold is introduced cmin = 10−4 to
prevent too small values of the sti�ness. The implemented hourglass sti�ness
reads

khgui
(α, d) = ωκ(d) cr(α) k

hg
ui0

, (3.68)

where also the damaging behaviour of the material is accounted for with the
degradation function ωκ(d) := (1 − κ)(1 − d)2 + κ, being κ = 10−2 a residual
sti�ness coe�cient to avoid ill-conditioning of the sti�ness matrix.

The �nal hourglass forces in the i-th physical direction read

fhgui,e(ûi,e) = (khgui
γ̂γ̂T)ûi,e = Khg

ui,e ûi,e , (3.69)

being ûi,e the nodal vector of the i-th displacement component. The vec-
tors fhgui,e, ûi,e have dimension (nen, 1), and the matrix Khg

ui,e has dimension
(nen, nen), being nen the number of element nodes. Here, an important re-
mark must be done on the management of the degrees of freedom of the �-
nite element implementation. The hourglass formulation in Section 3.5.3.1 is
suitable for a scalar �eld. Thus, it corresponds to a component-wise storage
of the nodal degrees of freedom as for the vector ûi,e = (û

(1)
i , . . . , û

(nen)
i )T.

Conversely, the usual storage of the degrees of freedom is node-wise as in
ûe = (û

(1)
1 , . . . , û

(1)
ndim , ·, û

(nen)
1 , . . . , û

(nen)
ndim )T introduced in (3.45). The formal

introduction of a booelan connectivity matrix Cui,e (nldof , nen) between the
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two approaches such that ûe =
∑ndim

i=1 Cui,eûi,e allows to correctly de�ne the
hourglass force and tangent sti�ness read

fhgue =
∑ndim

i=1 CT
ui,e f

hg
ui,e , Khg

ue =
∑ndim

i=1 CT
ui,eK

hg
ui,eCui,e . (3.70)

Finally, while the introduction of the hourglass force fhgue in the monolithic
scheme of Section 3.5.2 is immediate, the hourglass tangent sti�ness Khg

ue is
added to the diagonal term Kuu,e only, since no coupling between the displace-
ment and the plastic multiplier is considered in the hourglass energy.

3.5.3.3 Phase-field and plastic multiplier hourglass stiffnesses

The reduced integration has been adopted also for the scalar phase-�eld d and
plastic multiplier λ. The hourglass coe�cients in the two formulations read:

khgλ0 = k̄λ0

[
σ̄y0 l

2
0p

(
bTi bi

)
Ωe

]
, (3.71)

khgd0 = k̄d0

[
Gc/l0d

(
bTi bi

)
Ωe

]
. (3.72)

The used values are k̄λ0 = 0.1, k̄d0 = 10. They have been calibrated to guaran-
tee the same order of magnitude between the hourglass and the linear eigenval-
ues. The corresponding hourglass forces are fhgλ,e, and fhgd,e from (3.65). They are
added to fY,e (3.50c), and fD,e (3.50d), respectively. A �nal remark concerns on
the monolithic scheme for the plastic multiplier. The tangent hourglass sti�ness
matrix Khg

λ,e must be summed to the diagonal term Kλλ,e, only.

3.6 Numerical simulations

Two-dimensional simulations are performed with 4-nodes quadrilateral elements
in plane strain conditions. The staggered residual tolerance is TOLSTAG =
10−3N2, while the monolithic Newton-Raphson residual tolerance is TOLM =
10−6N2. The mesh resolution of the phase-�eld localization band is reported
for each test comparing the element dimension he and the damage internal
length parameter l0d, which for the AT1 dissipation model represents a fourth
of the band width (see Section 2.2).

Material E0 ν K0 G0 σ̄y0 H0 l0p Gc

I 68.90 0.33 - - 465 10 1.2 10
II - - 71.66 27.28 340 250 1.6 9.31

GPa - GPa GPa MPa MPa mm N/mm

Table 3.1: Material properties
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3.6.1 One-dimensional localization

The tensile loading of a one-dimensional bar is considered. The geometry and
boundary conditions are depicted in Figure 3.4. The cross section is assumed
to be A = 1mm2. The material properties are E0 = 210GPa, σ̄y0 = 350MPa,
H0 = 650MPa, l0p = 0.06mm, and Gc = 2N/mm. The fracture internal length
is l0d = 0.03mm. The ductile fracture parameters are αcr = 0.4, ∆αcr = 0.2
and fmin = 0. The viscous coe�cient η̄ = 5 · 10−3 s.

A uniform mesh of 500 linear one-dimensional �nite elements is used with
an element size he = 0.002mm. A uniform time discretization is used to enforce
the boundary conditions. The total number of steps is nst = 1000 and the step
increment is ∆ū = 5 · 10−4mm. The localization in the central part of the bar
is obtained with a local weakening of the material properties in the central 10%
of its length. In these elements, the initial yield stress σ̄y0 and the toughness
Gc are reduced by 20%. For this particular 1D example, the staggered residual
tolerance is TOLSTAG = 10−5N2, while the monolithic Newton-Raphson residual
tolerance is TOLM = 10−10N2.

1

0.1

ത𝑢

Figure 3.4: One-dimensional bar in tension: geometry [mm] and boundary condi-
tions.

The global response in terms of engineering strain and stress is shown in
Figure 3.5a. Here, some signi�cant steps are highlighted with circular markers.
The corresponding pro�les of the modulation function f + 1 are then plotted
in Figure 3.5b. The �rst time at which a point reaches α = αcr is step 680.
The competition between the terms (1 − d̄) and H̃ starts at step 737. Until
that moment, the qualitative pro�le of the modulation function resembles the
one of the equivalent plastic deformation. After that, the points experiencing
a plastic deformation α > αcr show a decrease in the value of f + 1, since the
in�uence of the �ctitious phase-�eld history d̄ signi�cantly intervenes into the
modulation function.

The time and space evolution of the equivalent plastic deformation and of
the phase �eld can be observed in Figure 3.6. The circular markers correspond
to the mesh nodes. Before damage onset, only the plastic deformation pro�le is
di�erent from zero as shown in the plot of step 680, when for the �rst time α =
αcr is reached. Here, the uniform solution of the equivalent plastic deformation
is slightly perturbed by the weakening of the material parameters. In the
following steps, the damage localization induces a more intense localization of
plastic deformations, due to the e�ective stress approach adopted in the current
work, with the material continuing to yield after damage development. Since
the e�ective stress is acting on the continuous part of the material bulk and this
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(a) Engineering stress vs strain curve (b) Modulation function evolution

Figure 3.5: 1D localization. Global response (a) and modulation function time evo-
lution (di�erent colors correspond to di�erent times) (b).

is progressively reducing, the plastic deformation increases considerably and, at
this point, the e�ect of the gradient on the plastic multiplier can be appreciated
because of the softening structural response. In the subsequent snapshots, it
can be noticed how the damage growth is driven by the developing plastic strain.
At step 752, the plastic deformation reaches αcr +∆αcr for the �rst time. At
step 800, the pro�les of the equivalent plastic deformation and of the phase �eld
are fully developed. The plasticity driven nature of fracture can be appreciated
by noticing that the �nite band-width of damage is entirely contained in the
plastic localization band, since no damage occurs in the portion of the domain
where α < αcr.

3.6.2 V-notched specimen

We consider the V-notched specimen experimentally tested in Li et al. (2011).
Several authors have used this benchmark for the simulation of ductile fracture
(see, e.g., Miehe et al. (2017)). This is shown as a �rst example to demonstrate
the model capabilities when crack onset and specimen failure occur without a
stable propagation branch. The geometry of the specimen is depicted in Figure
3.7a. As in Li et al. (2011); Miehe et al. (2017), slightly rounded corners have
been used at the notch tips to avoid sharp discontinuities in the geometry. The
Dirichelet boundary conditions constrain the horizontal direction only. The
material properties are shown in Table 3.1 for the case of Material I. The
phase-�eld internal length is l0d = 0.4mm and the ductile fracture parameters
are αcr = 0.05, ∆αcr = 0.03 and fmin = 0.
The mesh is shown in Figure 3.7b. A re�nement in the expected crack propaga-
tion region is used. The minimum element side is he = 0.1mm. The resolution
of the localization zone is l0p/he = 12 for the plastic deformation and l0d/he = 4
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Figure 3.6: 1D localization. Equivalent plastic strain (blue curve) and phase-�eld
time evolution (brown curve).

for the phase �eld. A total of nel = 6359 elements and nnp = 6454 nodes have
been used, with a time step ∆ū = 0.01mm.

The global response in terms of reaction force and enforced displacement at
the right edge is shown in Figure 3.8. The viscous coe�cient is set to a non-
negligible value η̄ = 0.08 s, to prevent overly brittle crack propagation. The
response is purely elastoplastic until a displacement of 0.25mm, corresponding
to step 25, is enforced. Then, damage grows at both the notch tips until crack
onset occurs between step 35 and 36. The two cracks propagate with an almost
linear path until step 42, when the �rst crack starts to branch as it can be
clearly noticed in step 44. The �nal coalescence of the two fractures occurs at
step 49. The contour plots of the plastic multiplier λ and of the phase �eld d
at the relevant steps in the reaction curve are shown in Figure 3.9 and 3.10.
It must be noticed that, due to the plasticity driven nature of the proposed
ductile fracture model, the crack propagation closely follows the path of the
plasticity localization band observable in the contour plots of λ.
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(b) Mesh

Figure 3.7: V-notched specimen. Geometry in [mm], boundary conditions and mesh.

Figure 3.8: V-notched specimen. Reaction force vs imposed displacement. Results
(solid black curve) are compared to those in Miehe et al. (2017) (light
gray) and to the experimental results in Li et al. (2011) (circular mark-
ers).

3.6.3 Symmetric notched specimen

This test has also been investigated by several authors, such as in Ambati et al.
(2015b) and Yin and Kaliske (2020). In these two works, the ductile fracture
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Figure 3.9: V-notched specimen. Plastic multiplier contourplots.

Figure 3.10: V-notched specimen. Phase-�eld contour plots.

simulation approach is signi�cantly di�erent from the current model. The main
di�erence lies in the yield criterion being based on nominal stresses. When
damage starts to propagate, nominal stresses decrease and the response of the
damaged material becomes purely elastic, since the yield surface can be no more
activated. This example is particularly interesting in view of the stable crack
propagation that can be observed after damage reaches the unit value in the
�rst notch. The geometry and boundary conditions are shown in Figure 3.11a.
Both edges are clamped (i.e, no horizontal displacements are allowed) and the
top boundary is subjected to an enforced vertical displacement. The uniform
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increment of Dirichelet boundary conditions at each step is ∆ū = 0.01mm.
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Figure 3.11: Symmetric notched specimen. Geometry in [mm], boundary conditions
(a) and mesh (b).

The material properties are shown in Table 3.1 for the case of Material
II. The phase-�eld internal length is l0d = 0.4mm and the ductile fracture
parameters are αcr = 0.09, ∆αcr = 0.01 and fmin = 0. The viscous coe�cient
is η̄ = 0.01 s. The mesh for the simulation is shown in Figure 3.11b. A local
re�nement is introduced where the crack propagation is expected to occur. The
minimum element side is he = 0.2mm. The resolution of the localization zone
is l0p/he = 8 for the plastic deformation and l0d/he = 2 for the phase �eld. The
number of elements is nel = 5438 and the number of nodes is nnp = 5494.

The global response in terms of reaction force vs enforced vertical displacement
at the top edge is depicted in Figure 3.12. The corresponding contour plots
of plastic multiplier and phase �eld are shown in Figure 3.13. The response
is purely elastoplastic until step 55 corresponding to ū = 0.55mm. In step
71 it is evident how shear bands form at an inclination of almost 45◦. At
step 80 (ū = 0.80mm), the right notch �rst reaches damage equal to unity.
Afterwards, a long and stable horizontal crack propagation is observed from
the right notch towards the opposite one. This mechanism continues until step
113 (ū = 1.13mm) with an almost linear softening slope. At this point the crack
in the second notch appears. Then, in a few steps, a short stable propagation
of this second crack is observed towards the opposite side. This mechanism is
evident up to step 148 (ū = 1.48mm) when the cracks are so close that the
merging of the two paths becomes possible. This sudden crack propagation
ends with the specimen failure at step 153 (ū = 1.53mm).
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Figure 3.12: Symmetric notched specimen. Reaction force vs imposed displacement.
Results are compared with those of the nominal stress approach pro-
posed in Ambati et al. (2015b).

3.6.4 Asymmetric notched specimen

The asymmetric notched specimen with the geometry and boundary conditions
depicted in Fig. 3.14a is considered. The bottom edge is fully clamped, while
the top edge has fully constrained horizontal displacement, with an enforced
vertical displacement ū. The material properties correspond to Material I in
Table 3.1. The phase-�eld internal length is l0d = 0.6mm and the ductile
fracture parameters are αcr = 0.086, ∆αcr = 0.05 and fmin = 0. The viscous
coe�cient is η̄ = 0.001 s.

The mesh used is shown in Figure 3.14b. The spatial discretization is locally
re�ned where the crack localization is expected to occur. The minimum element
size is he = 0.2mm. Therefore, the resolution is l0p/he = 8 and l0d/he = 3. The
number of elements is nel = 2637 and the number of nodes is nnp = 2686. The
time step is ∆ū = 0.01mm.

The global response in terms of reaction force and enforced displacement
is shown in Figure 3.15. The structural response is elastoplastic until step 45
where a damage starts to develop at the upper notch. At step 61, the phase-
�eld reaches unity for the �rst time. At step 64, fracture starts also from the
lower notch. First, the cracks propagate horizontally from the two notches,
then, in few steps, the two paths start to align along the shear band, i.e., in
the direction of the driving plastic deformation. Finally, an unstable crack
propagation occurs between steps 79 and 81, where the cracks merge.
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(a) Plastic multiplier λ

(b) Phase �eld d

Figure 3.13: Symmetric notched specimen. Plastic multiplier (a) and phase �eld (b)
contour plots.
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(a) Geometry in [mm] and boundary
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Figure 3.14: Asymmetric notched specimen. Geometry in [mm], boundary condi-
tions (a) and mesh (b).

Figure 3.15: Asymmetric notched specimen. Reaction force vs imposed displace-
ment. Results are compared with those obtained with the nominal
stress approach proposed in Ambati et al. (2015b) and the e�ective
stress approach proposed in Rodriguez et al. (2018).
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(a) Plastic multiplier λ

(b) Phase �eld d

Figure 3.16: Asymmetric notched specimen. Contour plots of plastic multiplier (a)
and phase �eld (b).



4 In-plane Fracture of Paperboard

4.1 Introduction

The orthotropic nature of paperboard re�ects in both the elastic response and
the yield criterion. A ductile fracture model accounting for the relative orienta-
tion between the material directions and the external excitations is developed
extending the modulation function approach introduced in the previous chapter
for isotropic materials. The novelty of the proposed formulation is encapsulated
in the de�nition of a scalar plastic strain measure of the orthotropic response.
This follows the de�nition of a damage activation criterion in the material plas-
tic strain space assessing the attainment of the critical size of the plastic local-
ization zone. The plastic strain measure represents a sort of distance between
the current state and the said critical condition. The proposed model deeply
di�ers from other approaches available in the literature. An isotropic damage
and fracture dissipation energy functional are used, while the orthotropic re-
sponse lies in the plasticity-driven nature of the crack evolution, controlled by
the sole modulation function. Unlike the isotropic materials outlined in Chap-
ter 3, for orthotropic materials with multiple hardening mechanisms, it has
been observed that the e�ective stress approach with plasticity-driven crack
evolution shows no mesh-dependence when a global softening response occurs.
For this reason, a local plasticity model, without gradient extension, has been
used. Finally, the model predictivity is validated with experimental results.

4.2 Phase-field ductile fracture of orthotropic materials

The thermodynamic and variational formulation closely resemble the isotropic
case in Section 3.2. The main di�erence lies in the presence of multiple yield
mechanisms, thus, the internal variable α is substituted with a set of hardening
internal variables β1, ..., βnβ

, being nβ the number of yield mechanisms. They
are cast into a single vector β = (β1, ..., βnβ

)T. Therefore, only the fundamental
results are reported.
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4.2.1 State variables & evolution laws

The state variables are the total strain tensor ε , the plastic strain tensor
εp, the set of hardening internal variables β, and the damage-like phase �eld
d. The free energy ψ is assumed to be additively decomposed into its elastic
(reversible) part ω ψ̃e(εe), εe denoting the elastic strain tensor, and hardening
(unrecoverable) part ω ψ̃p(β), the latter being the internal elastic energy stored
in the material because of irreversible deformations of the micro-structure. The
energies ψ̃e(εe) and ψ̃p(β), are the undamaged or e�ective elastic and hardening
free energies. The nominal and e�ective free energies are related via ψ := ω ψ̃,
being ψ̃ := ψ̃e + ψ̃p.

The nominal and e�ective elastic stresses are σ = ω σ̃ and σ̃ := ∂εeψ̃
e

respectively. The nominal and e�ective plastic dissipation rates read:

ϕ̇p = ω
˙̃
ϕp ,

˙̃
ϕp := σ̃ : ε̇p − χ̃ · β̇ ≥ 0 , (4.1)

where χ̃ is the e�ective static hardening variables vector, i.e., the thermody-
namic forces work-conjugated to the internal variables β. It is de�ned as:

χ̃ := ∂βψ̃
p . (4.2)

The elastoplastic evolution has to satisfy the constraint that the admissible set
of e�ective stress and static hardening parameters (σ̃∗, χ̃∗) has to comply with
the yield condition fy(σ̃∗, χ̃∗) ≤ 0, being fy the yield function, convex in the
space of stress and static internal variables. The yield criterion is postulated in
terms of e�ective quantities, as outlined in Section 3.2. The stationarity con-
ditions associated to the (e�ective) principle of maximum dissipation provide
the e�ective elastoplastic evolution laws:

ε̇p = λ̇ ∂σ̃fy , β̇ = −λ̇ ∂χ̃fy , λ̇ ≥ 0 , fy ≤ 0 , λ̇ fy = 0 , (4.3)

where λ̇ is the non-negative rate of a scalar plastic multiplier.

4.2.2 Variational formulation of the finite-step problem

4.2.2.1 Phase-field finite-step variational formulation of ductile

fracture

The variational principle is stated within the �nite step increment. The previ-
ous and current time are tn and tn+1 respectively. The time increment in the
current step is ∆t = tn+1 − tn. The generic quantity increment is de�ned as
∆(·) = (·) − (·)n, where for all quantities evaluated at time tn+1, the n + 1 at
exponent has been omitted for notation convenience. The current Lagrangian
functional to be minimized is Ln, where the superscript n implies that the
quantities at end of the previous time step are parameters in the optimization
procedure. De�ning the set of independent �elds

S := (u, ε,∆εp, σ̃, σ̃p, χ̃,∆β,∆λ,∆d) (4.4)
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The stress �eld σ̃p in S is a dummy �eld considered to facilitate the derivation
of the governing equations resulting from the stationarity of the functional.

Ln(S) :=
∫
Ω
ω(d)

[
ψ̃e(ε− εp n −∆εp) + ψ̃p(βn +∆β)

]
dΩ

stored internal energy E

−

−
∫
Ω
b · u dΩ−

∫
∂ΩN

t · u dΓ

external work W

+

∫
Ω
ω(d)

(
σ̃p : ∆εp − χ̃ ·∆β

)
dΩ

plastic dissipation increment ∆Dp

+

+

∫
Ω
ϕf
(
dn +∆d,∇(dn +∆d)

)
dΩ

fracture energy Df

+

∫
Ω

ηf
2∆t

(
∆d
)2

dΩ

viscous energy Dv

+

+

∫
Ω
ω(d) σ̃ : (∇su− ε) dΩ

compatibility constraint

−
∫
Ω
ω(d) ∆λ fy(σ̃

p, χ̃) dΩ

plastic admissibility

,

(4.5)

subject to
∆λ ≥ 0, ∆d ≥ 0, u = uD on ∂ΩD , (4.6)

being ϕf the phase-�eld dissipation density (3.21).

4.2.2.2 Governing equations of the non-local problem

The weak form of the momentum balance equation, expressed in terms of nom-
inal quantities is (3.24). The stationarity conditions with respect to the stress
tensor σ̃, the total strain ε, the set of hardening internal variables β and the
static internal variables χ̃, lead to the e�ective local state equations and elasto-
plastic evolution laws:

σ̃ = ∂εψ̃
e , χ̃ = ∂βψ̃

p , ∆εp = ∆λ∂σ̃fy , ∆β = −∆λ∂χ̃fy , (4.7)

while the corresponding nominal stress and static internal variable are obtained
as σ = ωσ̃ , χ = ωχ̃. The stationarity condition with respect to ∆λ can be
written in the following equivalent form de�ning the local elastoplastic loading-
unloading conditions:

∆λ ≥ 0 , fy(σ̃, χ̃) ≤ 0 , fy(σ̃, χ̃)∆λ = 0 . (4.8)

Finally, the energy release rate Y and critical energy release rate Yc functionals
are de�ned:

Y(ε, εp,β, d)[δd] := −
∫
Ω
ω′(d) ψ̃ep(ε, ε

p,β) δd dΩ , (4.9a)

Yc(d)[δd] :=
∫
Ω

{[
w′(d) +

ηf
∆t

∆d
]
δd+ cd∇d ·∇δd

}
dΩ , (4.9b)



72 In-plane Fracture of Paperboard

where the driving energy ψ̃ep in (4.9a) is de�ned as

ψ̃ep := ψ̃e + ψ̃p +∆ϕ̃p , (4.10)

and being δd = ∆d∗ − ∆d with ∆d∗ ≥ 0. The non-local fracture activation
functional Fd is then de�ned as:

Fd(ε, ε
p,β, d)[δd] :=

(
Y(ε, εp,β, d)− Yc(d)

)
[δd] , (4.11)

and the fracture activation criterion (i.e., stationarity with respect to d) is
written as

∆d ≥ 0 , Fd(ε, ε
p,β, d) ≤ 0 , Fd(ε, ε

p,β, d)[∆d] = 0 . (4.12)

4.2.3 Constitutive assumptions

For the implementation considered in this work, the general framework de-
scribed so far is restricted to the in-plane behaviour of paperboard. The mate-
rial can be considered as ductile and orthotropic. The two in-plane material
directions are the machine direction (MD) and cross-direction (CD), and they
will be denoted with the subscripts 1 and 2 respectively.

4.2.3.1 In-plane orthotropic elastoplasticity for paperboard

The class of orthotropic elastic materials that suitably describe paperboard (see
e.g., Mäkelä and Östlund (2003)) have the elastic free energy:

ψ̃e(ε− εp) :=
1

2
(ε− εp) : D̃ : (ε− εp) , (4.13)

where D̃ = ∂2εεψ̃
e is the e�ective orthotropic elastic sti�ness. The yield criterion

is de�ned as in Xia et al. (2002):

fy(σ̃, χ̃) =

6∑
s=1

(
⟨σ(s)n (σ̃)⟩+
σ
(s)
y (χ̃)

)2k

− 1 , (4.14)

where s denotes the s-th yield mechanism. The possible yield mechanisms
are MD tension (s = 1), CD tension (s = 2), positive shear (s = 3), MD
compression (s = 4), CD compression (s = 5), and negative shear (s = 6). For

each mechanism, the normal stress σ(s)n (σ̃) := σ̃ : n(s) is the projection of the
stress tensor along the s-th unit normal to the yield surface n(s). The latter is a
material parameter. The s-th mechanism contributes to the summation in the
yield function only if σ(s)n > 0 thanks to the positive Macaulay bracket ⟨σ(s)n ⟩+.
In Figure 4.1 the in-plane Xia's yield surface is depicted for the initial yield
stresses in Table 4.2. The hardening mechanisms are assumed to be uncoupled
and the e�ective yield stress reads σ(s)y (χ̃) = σ̄

(s)
y + χ̃(s), where σ̄(s)y is the initial
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e�ective yield stress. Finally, the coe�cient k governs the degree of interaction
between the di�erent mechanisms. More details can be found in Appendix
E. The static hardening variables χ̃(s) evolve according to the logarithmic law
Borgqvist et al. (2014, 2015):

χ̃(s)(β(s)) = k
(s)
1 log

(
k
(s)
2 β(s) + 1

)
(4.15)

where k(s)1 and k(s)2 are material parameters to be determined experimentally.
The integration of the static hardening variables evolution law provide the
hardening energy:

ψ̃p(β) :=
6∑

s=1

∫ β(s)

0
χ̃(s)

(
β̄
)
dβ̄ =

=
6∑

s=1

{
k
(s)
1

k
(s)
2

(
k
(s)
2 β(s) + 1

) [
log
(
k
(s)
2 β(s) + 1

)
− 1
]
+ 1

} (4.16)

Figure 4.1: In-plane Xia's yield surface in the material reference frame.

4.2.3.2 Brittle fracture

The phase-�eld functions ω(d) and w(d) are de�ne according to an AT1 ap-
proach, see Section (3.2.4). In the current model, the whole energy will be
engaged in the process (i.e., no energy split is assumed), yet the activation
criterion will be manipulated to avoid the promotion of crack evolution by
predominantly compressive states (see Section 4.3.2).

4.3 Interaction between ductile-brittle

dissipation mechanisms

The proposed approach to plasticity-driven phase-�eld fracture evolution relies
on the de�nition of a scalar function f(ξ) of a suitable scalar measure ξ of
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the plastic strain, hereafter referred to as modulation function, modulating the
evolution of the critical fracture energy Gc, based on the evolution of the plastic
process zone.

To account for these interaction phenomena, the proposed model is based on
the assumption that damage, measured by the phase-�eld order parameter d,
can grow only when the plastic process zone in a stress concentration region has
fully developed, as measured by the plastic strain measure ξ. In practical terms,
the competition between the plasticity and fracture dissipation mechanisms for
the onset of crack and their interaction in the following crack propagation, is
modulated by the introduction of a new interaction term in the expression of
the critical energy release rate functional Yc (4.9b):

Yp
c (ξ, d)[δd] :=

∫
Ω
f(ξ)w′(d) δd dΩ

interaction term

+

+

∫
Ω

{[
w′(d) +

ηf
∆t

∆d
]
δd+ cd∇d ·∇δd

}
dΩ

Yc(d)[δd]

(4.17)

The de�nition of the modulation function f(ξ) in (4.17) is obtained based on
the study of the one-dimensional homogeneous case.

4.3.1 Modulation function

The de�nition of the modulation function follows the same logical steps of
Section 3.3.1. The following form of the modulation function f(ξ) has been
implemented:

f + 1 =



f0 + 1 if ξ = 0

H̃
ḡ

if ξ ≤ ξcr(
1− d̄

) H̃
ḡ

+ (fmin + 1 ) d̄ if ξcr < ξ < ξcr +∆ξcr

fmin + 1 if ξ ≥ ξcr +∆ξcr
(4.18)

where the history function H̃ is de�ned as follows:

H̃ := H+ ψ̃p +∆ϕ̃p (4.19)

with f(0) = f0 and where ∆ξcr de�nes the increment of ξ > ξcr beyond which
f(ξ) achieves its minimum constant value fmin, corresponding to the purely
brittle portion of Gc, in the sense speci�ed before and the history variable H,
inspired to the one in Miehe et al. (2010a), is de�ned as:

H = max
(
ψ̃e,Hn

)
(4.20)
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For ξ < ξcr, this last condition ensures that in the case of elastic unloading,
i.e., ψ̃e < ψ̃e n, the modulation function cannot decrease.

The �ctitious phase-�eld history d̄(ξ) in (4.18) is provided analytically in
the form

d̄(ξ) =


0 ξ ≤ ξcr
ζ3 (10− 15 ζ + 6 ζ2) ξcr < ξ < ξcr +∆ξcr

1 ξ ≥ ξcr +∆ξcr

ζ :=
ξ − ξcr
∆ξcr

(4.21)

4.3.2 Plastic strain measure

The crucial point of the formulation is to introduce a suitable measure of the
plastic deformation ξ, accounting for the activation of the di�erent yielding
mechanisms to promote the formation of a crack. In the case of an isotropic
material with single hardening mechanism and von-Mises criterion, the equiva-
lent plastic deformation α =

∫ t
0

√
2/3 ε̇p : ε̇p dτ works as an internal hardening

variable. Then, it is enough to de�ne a critical equivalent plastic deformation
αcr, corresponding to the onset of damage in the material d̄(α > αcr) > 0, and
a second value ∆αcr, accounting for the complete formation of a crack (i.e., for
α ≥ αcr + ∆αcr, d̄ = 1). The plastic strain measure in the isotropic case can
be simply de�ned as ξiso := α/αcr. Thus, the critical value is trivially ξisocr = 1.
Therefore, the plastic strain measure ξiso provides the distance from the crit-
ical value corresponding to the onset of damage, i.e., for ξiso < 1 no damage
occurs, while at ξiso = 1 damage starts to grow. Finally, for ξiso ≥ 1 + ∆ξisocr

a full crack is developed d̄ = 1, where ∆ξisocr = ∆αcr/αcr. The extension to
orthotropic material is performed as follows. A critical value is de�ned for each
plastic strain component (εp1,ε

p
2,γ

p
12) in the material reference frame de�ned by

the orthotropy axes (i.e., for each fundamental mechanism a material parameter
is introduced ϵcr1 ,ϵ

cr
2 ,γ

cr
12). Then, inspired from the yield criterion in the stress

space (4.14), a criterion for the onset of damage is introduced in the material
plastic deformation space(

⟨εp1⟩+
ϵcr1

)2kp

+

(
⟨εp2⟩+
ϵcr2

)2kp

+

(
|γp12|
γcr12

)2kp

− 1 = 0 , (4.22)

where the material parameter kp at the exponent controls the interaction among
the di�erent modes, the Macaulay bracket ⟨·⟩+ is needed to avoid damage
growth in compressive-dominated states, and the absolute value of the shear
strain accounts for the independence of the sign. As in the isotropic case, a
scalar plastic strain measure ξ, providing the distance of the current plastic
deformation state from the critical value de�ned by the activation criterion
(4.22), is introduced. The critical condition is still assumed to be ξcr = 1 and it
corresponds exactly to (4.22). The activation criterion is homothetically scaled



76 In-plane Fracture of Paperboard

by the factor ξ as follows:(
⟨εp1⟩+
ξ ϵcr1

)2kp

+

(
⟨εp2⟩+
ξ ϵcr2

)2kp

+

(
|γp12|
ξ γcr12

)2kp

− 1 = 0 , (4.23)

where the loci of points εp ful�lling this condition have constant factor ξ. Then,
this last equation can be solved with respect to the plastic deformation measure,

ξ(εp) =

[(
⟨εp1⟩+
ϵcr1

)2kp

+

(
⟨εp2⟩+
ϵcr2

)2kp

+

(
|γp12|
γcr12

)2kp
]1/2kp

. (4.24)

In Figure 4.2, the homothetic surfaces at constant plastic deformation measure
are shown in the nominal space (i.e., where the axis are scaled with respect
to the critical values). In this space, for the reference interaction parameter
kp = 1, the activation criterion and the homothetic surfaces represent a sphere
and (4.24) de�nes a distance. It is now clear how the condition ξ(εp) < 1

Figure 4.2: Loci of constant plastic strain measure ξ in the space of in-plane plastic
deformation components (material reference frame). The reference in-
teraction parameter is kp = 1 and ∆ξcr = 0.5. The step between two
loci is ∆ξ = 0.5. The solid line represents the damage onset criterion,
and the dashed line the fracture onset criterion.

denotes the undamaged state, while ξ(εp) = 1 corresponds to the critical sur-
face and consequently to the onset of damage. Finally, for ξ(εp) ≥ 1 + ∆ξcr
a complete crack is developed. A �nal important remark concerns the role
of the Macaulay operator in the criterion (4.22). The proposed model does
not include any energy split to prevent the crack propagation in compressive-
dominated states. Instead, the proposed activation criterion (stated in the
material reference frame) assumes that only the positive part of the normal
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plastic strain components can contribute to the crack evolution, while all the
shear strain contribute to trigger the damage growth, regardless the sign. In
Fig. 4.2, it is evident how this is obtained with a criterion that for negative
normal deformation component εpi (with i = 1, 2) assumes a constant value in
the corresponding direction.

4.4 Numerical simulations

The model capabilities are assessed by comparison of numerical simulations
and experimental results from tests carried out in the Tetra Pak laboratories
(see Section 4.4.2). The simulations are performed with plane stress linear
triangular elements with single integration point. The paperboard thickness is
t = 0.41mm. The elastic parameters and the mechanisms interaction coe�cient
k of the Xia's yield function (4.14) are reported in Table 4.1.

E1 E2 ν12 G12 k

5.310 2.203 0.396 1.370 3
GPa GPa - GPa -

Table 4.1: Elastoplastic material properties.

The in-plane yield mechanisms have been already discussed in Section 4.2.3.
The mechanisms have label s spanning from 1 to 6. The Xia's yield function
unit normals are computed according to Appendix E. The initial yield stress
σ̄y, the hardening parameters k1,k2 (see (4.15)), and the description of each
mechanism are given in Table 4.2. Hardening is assumed to occur only in
tension and shear. The same material properties are used for positive and
negative shear.

label description σ̄y k1 k2
1 tension MD 15.00 12.00 300.00
2 tension CD 8.00 4.50 230.00
3 positive shear 5.00 6.00 150.00
4 compression MD 22.06 - -
5 compression CD 16.70 - -
6 negative shear 5.00 6.00 150.00

GPa - -

Table 4.2: Yielding and hardening material properties of each mechanism.

The brittle fracture material properties are the toughness Gc = 6N/mm
and the internal length scale parameter l0d = 2mm (see e.g., Niskanen et al.
(2001)). The viscous coe�cient is η̄ = 10−2. The simulations are carried out in
tensile conditions, where the relative orientation between the material direction
CD and the load is denoted with θ. The material layouts that have been tested
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are tension along CD direction θ = 0◦; tension along MD direction θ = 90◦ and
some intermediate directions, i.e., θ = 22.5◦, 45◦, 67.5◦. The ductile fracture
material parameters are introduced for two families of materials in Table 4.3.

Material ϵcr1 ϵcr2 γcr12 kp ∆ξcr
I 0.200 0.600 0.600 1.00 0.5
II 0.035 0.087 0.11 0.75 0.2

Table 4.3: Ductile fracture parameters

In all simulations, the minimum value of the modulation function is fmin =
0.

4.4.1 Single element

A single element is used to show some of the modulation function features. In
Figure 4.3 the geometry of the square shape L = 1mm, the uniaxial boundary
conditions and material orientation θ are shown. A uniform step size is applied
to the constrained nodes at the top, where a vertical displacement increment
∆ū = 0.01mm is enforced with a total number of steps nstep = 100. For this
test only, the viscous coe�cient is η̄ = 0.

12

𝜃

𝑅, ത𝑢

𝑔

𝐿

Figure 4.3: Single quadrilateral element geometry, boundary conditions and material
orientation θ.

The ductile fracture parameters are shown in Table 4.3 for Material I. The
vertical engineering strain is computed as ε = ū/L. The reaction force R is
measured at the top nodes in the vertical direction. The engineering stress
is then σ = R/(L t). In Figure 4.4a the plot of the engineering stress versus
strain is shown for the di�erent orientations θ. Here, the purely elastoplas-
tic response, without damage, is perfectly preserved in all layouts when ξ < 1.
Thus, the competition between the plastic and fracture dissipation mechanisms
is correctly captured by the presence of the modulation function. In the sub-
sequent �gures, the modulation function f , the �ctitious phase-�eld history d̄,
and the evolution of plastic deformation εp in the material plastic strain space
are shown for all four Gauss points g of the element (see Figure 4.3). In Fig-
ure 4.4b the modulation function and �ctitious phase-�eld history are depicted
versus the plastic strain measure ξ. The evolution of d̄ is the same for all points
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since it is de�ned as a function depending on the sole variable ξ. Conversely,
the modulation function changes for di�erent orientations and di�erent Gauss
points. Here, the importance of the de�nition introduced for f in (4.18) can
be appreciated. It is multiplicatively split into a user-de�ned part (1− d̄) and
a problem-dependent part H̃/ḡ that is self-adjusting according to the speci�c
geometry, boundary conditions, and material orientation. Thus, this second
contribution is responsible for the presence of di�erent f curves in Figure 4.4b,
yet their peaks and minimum values occur at the same ξ because of the term
(1− d̄). The fact that the MD and CD f curves lie below the other orientations
is justi�ed by the presence of several plastic mechanisms that are engaged for
the intermediate layouts. This increases the term H̃/ḡ. A last remark can be
done for the uniform condition within the element. A uniform response can
be appreciated for tension along the material directions MD and CD. For the
intermediate orientations the response di�ers at di�erent integration points.

In Figure 4.4d, the damage activation criterion in the material plastic strain
space

(
εp1, ε

p
2, γ

2
12

)
shown in (4.22) is depicted together with the plastic deforma-

tion evolution
(
⟨εp1⟩+, ⟨ε

p
2⟩+, |γ

p
12|
)
for all orientations and Gauss points. Again,

uniform conditions are obtained for tension in MD and CD only. The solid black
line denotes the intersection of the surface ξ = 1, corresponding to the dam-
age activation criterion, with the three planes εp1 = 0, εp2 = 0, γp12 = 0. The
dashed line corresponds to the surface ξ = 1+∆ξcr = 1.5 intersecting the same
planes, i.e., when damage has fully developed into a crack and d̄ = 1. These
two surfaces are directly related to the dashed lines present in Figure 4.4b.

4.4.2 Experimental setup

The experimental tests have been carried out in the Tetra Pak laboratories.
A tensile testing machine with a 5 kN load cell from Instron (2530-405) has
been used (see Figure 4.5). The boundary conditions enforced by the clamps
constrain the displacements in all directions. The bottom constraint works
as a �xed clamp, while the top one prevents all horizontal displacements and
enforces a controlled vertical displacement. The specimen length L, to be in-
troduced in Sections 4.4.3 and 4.4.4, measures the distance between the two
constraints. The enforced deformation rate is 0.01 s−1. The force versus dis-
placement curves obtained from the tests on the paperboard plane strips (Sec-
tion 4.4.3) are used for the calibration of the material parameters, while the
results for the holed strips, obtained with the same material parameters, are
employed for the assessment of the model predictive capabilities (Section 4.4.4).

In the experimental campaign, only the specimens that failed far from the
clamps have been considered as reliable. This condition is rather di�cult to
obtain for the numerical simulations, since the material heterogeneity is not
accounted for in the current model. Therefore, for the short-span plane strip
specimens, where the in�uence of the constraints is more signi�cant, the central
elements have been weakened in terms of initial yield stresses and material
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(a) Engineering stress and strain
(b) Modulation function and �ctitious

phase-�eld

(c) Deformed shapes for the di�erent
layouts θ at the �nal step u = 1mm.
The undeformed shape is in black.

(d) Activation criterion in the plastic
strain space (material frame). The
solid line corresponds to ξ = 1, the
dashed line to ξ = 1 + ∆ξcr, where
∆ξcr = 0.5.

Figure 4.4: Single quadrilateral element. The response is shown for di�erent material
orientations.

toughness. This does not a�ect signi�cantly the global response in terms of
reaction force, yet it drastically changes the crack pattern that otherwise would
not resemble the experimental evidence.

4.4.3 Tensile test on paperboard strip

First, the model capabilities are assessed with a set of tests on plane strips. The
geometry, boundary conditions, and material orientation θ are shown in Figure
4.6. The specimens have a rectangular shape, with �xed width W = 15mm
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Figure 4.5: Tensile testing machine.

and two lengths L = 25, 90mm. The specimens with L = 25mm are called
short-span, while the specimens with L = 90mm are called long-span. The
paperboard strip is fully clamped on one of the short sides, while on the opposite
side a clamp enforces a displacement ū along the longitudinal direction. In the
discrete time step procedure, an increment ∆ū of varying size is enforced with
re�nement during the damage localization.

1

2

𝜃 𝑅, ത𝑢
𝑊

𝐿

Figure 4.6: Tensile paperboard strip geometry, boundary conditions and material
orientation θ.

The material ductile properties are those in Table 4.3 for Material II. These
parameters have been calibrated to match the response of the short and long-
span plane strip. The minimum element size is he = 0.5mm and the resolution
of the phase-�eld internal length is l0d/he = 4.

Figure 4.7: Tensile paperboard short-span strip mesh.
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In Figure 4.7 the mesh for the short-span specimen is shown. The same
mesh has been used in the localization zone of the domain also for the long-span
specimen, while the element size remains longer outside this region. For both
short and long tests, the initial yield stresses σ̄(s)y and the material toughness Gc

have been reduced in the central part of the specimens. Otherwise, a systematic
failure at the clamps is observed. In Figure 4.8, the reaction force R in the same
direction of the enforced displacement ū is shown for the di�erent material
orientations θ and for both families of specimens. The simulations (thick line)
are superimposed to the experimental results (thin line). For the experimental
curves only the maximum and minimum envelopes are depicted.

(a) Short-span strip (b) Long-span strip

Figure 4.8: Tensile strip. Reaction vs displacement. Experimental tests envelopes
(thin line) and numerical results (thick line).

The simulations show the model capability to reproduce the orthotropic be-
haviour for the damage and fracture processes thanks to the anisotropic plas-
tic strain measure ξ and the activation criterion (4.22), despite the assumed
isotropic damage model. Furthermore, the size-e�ect is well captured, re�ect-
ing in the embrittlement of the softening response. In Figure 4.9 and 4.10
the short and long-span specimens respectively are depicted at failure. Here,
the phase-�eld contour plots, where the elements with d ≥ 0.95 are plotted in
white to render a realistic view of the crack pattern, are compared with some
signi�cant experimental tests. The results allow some comments. First, the
fracture path depends on the material orientation. Yet, the exact response of
the specimens is not reconstructed by the model, especially for the short-span.
The reasons are of various nature: the boundary conditions and the out-of-
plane constraint of the clamps can induce some structural e�ects that are not
captured by the in-plane model; the material can be heterogeneous both in
terms of mechanical properties and in terms of thickness; the heterogeneity
may occur along the thickness too, and it would induce a failure mode as for
the case θ = 67.5◦ in Figure 4.9b, where the fracture is not extruded through
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(a) Simulation

(b) Experimental

Figure 4.9: Tensile short strip. Phase-�eld pro�le and experimental specimens at
failure.

the thickness, but �bers debond at di�erent in-plane coordinates. The main
conclusion is that the crack pattern can be considered as highly variable even
for �xed material orientation, and this feature is not reproduced by the current
approach. For the long-span specimen in Figure 4.10 the discrepancy between
numerical simulations and experimental tests is less evident. In contrast, the
results in terms of reaction-displacement curves are extremely accurate, for all
material orientations and specimen lengths.

4.4.4 Tensile test on paperboard holed strip

The tensile strip tests in Section 4.4.3 have been used for the calibration of
the material parameter. The subsequent step is to assess the model predictiv-
ity with a more complex boundary value problem. The holed strip geometry,
boundary conditions and material orientation θ are shown in Figure 4.11. The
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(a) Simulation

(b) Experimental

Figure 4.10: Tensile long-strip. Phase-�eld pro�le and experimental specimens at
failure.

tests are restricted to the material layouts θ = 0◦, 45◦, 90◦. The specimen has a
rectangular shape with �xed widthW = 15mm and two lengths L = 25, 90mm
with a central hole of diameter Φ = 5mm . The boundary conditions are the
same of the plane strip. The material ductile properties are shown in Table 4.3
for Material II. The minimum element size is he = 0.5mm and the resolution
of the phase-�eld internal length is l0d/he = 4. In Figure 4.12 the mesh for the
short-span specimen is shown. The same mesh has been used in the localiza-
tion zone of the domain also for the long-span specimen, while the element size
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Figure 4.11: Tensile paperboard holed strip geometry, boundary conditions and ma-
terial orientation θ.

Figure 4.12: Tensile paperboard short-span holed strip mesh.

remains longer outside this region. In Figure 4.13 the reaction force R in the
same direction of the enforced displacement ū is shown for the di�erent material
orientations θ and for both families of specimens. The simulations (thick line)
are superimposed to the experimental results (thin line). For the experimental
curves only the maximum and minimum envelopes are depicted. For the tensile

(a) Short-span holed strip (b) Long-span strip

Figure 4.13: Tensile holed strip. Reaction vs displacement. Experimental tests en-
velopes (thin line) and numerical results (thick line).

holed specimens, the comparison of numerical simulations and experimental ev-
idences is performed in terms of crack pattern for the short-span (Figure 4.14)
and the long-span (Figure 4.15). Here, the same comments of the plane strip
hold. With respect to the previous cases, the holed strips present the additional
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uncertainty related to the exact positioning of the hole and the presence of pos-
sible defects along the central circumferential cut. Despite these uncertainties,
both the numerical fracture patterns and the reaction-displacement curves sat-
isfactorily reproduce the physical observations for the long-span strip. In the
short span case, a slight discrepancy is obtained for the 0◦ and the 45◦ ori-
entations. Nevertheless, the attained predictivity of the current model can be
deemed as satisfactory.

(a) Simulation

(b) Experimental

Figure 4.14: Tensile holed short strip. Phase-�eld pro�le and experimental speci-
mens at failure.
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(a) Simulation

(b) Experimental

Figure 4.15: Tensile holed long strip. Phase-�eld pro�le and experimental specimens
at failure.
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5 Ductile Fracture

in Large Deformations

5.1 Introduction

The out-of-plane behaviour of paperboard during the creasing and folding con-
verting procedures involves large plastic deformations and damage. As a prelim-
inary step for the inclusion of the out-of-plane behaviour in the paper model of
Chapter 4, the e�ective stress approach to ductile fracture introduced in Chap-
ter 3 for isotropic materials is extended to the large deformations framework.
In the current chapter, the results are presented for local plasticity. As antic-
ipated, mesh-dependence is obtained in the numerical simulations when large
plastic strains tend to localize in a one-element-thick band. To correct this
pathological behaviour, a gradient plasticity ductile fracture model has been
developed in small deformations �rst (see Chapter 3). The implementation of
the same gradient plasticity in large strains is left as a future development.

5.2 Phase-field variational formulation

5.2.1 Kinematics

5.2.1.1 Effective, nominal, current & reference configurations

Let F be deformation gradient and J = detF the volume ratio. The volume in
the reference con�guration is Ω0, and Ω is the volume in the current con�gu-
ration. In both con�gurations an e�ective and nominal volume can be de�ned
(see Section 3.2.1) as follows:

current

dΩ̃
effective

= ω

current

dΩ
nominal

= ω J

reference

dΩ0

nominal

= J

reference

dΩ̃0

effective

(5.1)

where the tilde (̃·) stands for e�ective or damaged. The degradation function
ω(d) accounts for the presence of the phase-�eld damage-like variable and it
has the usual properties outlined in Section 2.3.1. Note that, while Ω0 denotes
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the reference nominal volume and Ω̃0 the e�ective reference volume, in what
follows the e�ective material quantities, i.e., quantities referred to the damaged
reference volume, are always denoted with a tilde (̃·), while the nominal material
quantities, i.e., those referred to the undamaged reference volume, have no tilde
(·), since it must hold (·) dΩ0 = (̃·) dΩ̃0. Thus, (·) = ω (̃·).

5.2.1.2 Multiplicative decomposition of deformation gradient

The deformation gradient is assumed to be multiplicatively decomposed into
elastic Fe and plastic Fp parts according to Lee (1969) as follows

F = FeFp . (5.2)

This introduces a stress-free intermediate con�guration that is obtained by the
mapping of the plastic deformation gradient Fp. The volume ratio follows the
same multiplicative split J = JeJp. The plastic right Cauchy-Green tensor
and the elastic Finger tensor are strain measures in the reference and current
con�gurations, respectively,

Cp = FpTFp , be = FeFeT . (5.3)

The introduction of the multiplicative split into the de�nition of be leads to
the push-forward operation between reference and current con�gurations:

be = FCp−1FT . (5.4)

5.2.1.3 Directional derivatives

A general introduction on the directional derivatives of the kinematic quantities
is presented. The generic quantity is denoted with (·). The time increment

d(·) =
˙
(·) dt, being ˙

(·) the rate of (·) and dt the time increment, the virtual
variation δ(·), and the �nite-step linearization ∆(·) are de�ned as directional
derivatives of (·) with respect to the displacement increment du = u̇dt, the
virtual displacement δu, and the displacement increment in the �nite-time step
∆u = u−un, respectively. In the latter case, a time discretization is introduced.
The previous time step is denoted with tn, while the current time step is tn+1.
Yet, the current quantities are represented without subscript n+1 for the sake
of simplicity, i.e., (·) = (·)n+1.

The generic directional derivative is denoted with d(·), where the opera-
tor d can be a time increment d, a variation δ or a linearization ∆ (see e.g.,
Holzapfel (2000)). Let f0(u) be a generic quantity in material description, and
let f(u) = Ξf (f0(u)) be its spatial counterpart, where Ξf (·) formally repre-
sents the push-forward operation on f0 into the current con�guration. The
directional derivative of the material and spatial description of the quantity f
is de�ned as:

df0 :=
∂f0
∂ϵ

(
u+ ϵ du

)∣∣∣
ϵ=0

, df := Ξf

(
df0
)
. (5.5)
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The spatial directional derivative along the displacement increment u̇dt is called
Lie derivative Lv f = Ξf (ḟ0). The directional derivative of the displacement
gradient in material d∇0u and in spatial description d∇u simply reads:

dF = ∇0du , dl = ∇du = dFF−1 . (5.6)

In the �rst relation, the identity F = I +∇0u has been used. Therefore, the
directional derivatives of the deformation gradient and the material displace-
ment gradient along du coincide. Thus, the increment dF = Ḟdt (being Ḟ
the deformation gradient rate), the virtual variation δF, the time linearization
∆F of the deformation gradient are directional derivatives of the material gra-
dient ∇0(·) along the displacement increment u̇dt, the variation δu, and the
�nite-increment ∆u, respectively. The second relation (5.6)2 states that the
directional derivative of the spatial displacement gradient, de�ned as dl, co-
incide with the push-forward of the directional derivative of the deformation
gradient along du. Thus, the rate l is the spatial velocity gradient, its virtual
variation is δl, and the linearization L are the directional derivatives of the
spatial gradient ∇(·) along the displacement increment u̇dt, the variation δu,
and the linearization ∆u, respectively. The symmetric sym (·) = 1/2[(·) + (·)T]
and skew symmetric skw (·) = 1/2[(·)− (·)T] operators allow to introduce:

dd = sym (dl) , dw = skw (dl) . (5.7)

For du = u̇dt, they represent the rate of deformation d = sym l and the spin
tensor w = skw l. For du = δu, they represent the virtual rate of deformation
δd = sym δl and the virtual spin tensor δw = skw δl. Finally, when du = ∆u,
they are the linearized rate of deformation D = symL and spin tensor W =
skwL.

The di�erentiation of the multiplicative decomposition (5.2) reads:

dF = dFeFp + FedFp . (5.8)

The combination of (5.8), (5.6), and (5.2) leads to the directional derivatives:

dl = (dFeFe−1) + (Fe dlpi F
e−1) = dle + dlp , (5.9)

where dle is the spatial directional derivative of elastic deformation gradient,
dlpi = dFpFp−1 is the derivative of plastic deformation gradient in the interme-
diate con�guration, while dlp is the spatial derivative of the plastic deformation
gradient. The operation dlp = Fe dlpi F

e−1 pushes forward the tensor dlpi from
the intermediate to the current con�guration. It follows:

dd = symdl = symdle + symdlp = dde + ddp . (5.10)

Finally, the di�erentiation of the elastic Finger tensor follows from the push-
forward operation (5.4) and it reads:

dbe = d
(
be
)
|Fp + d

(
be
)
|F = dl be + be dlT

total

+ F dCp−1FT

plastic

, (5.11)
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where the symbol d[·]|(·) denotes that the directional derivative of [·] is per-
formed for �xed (·). The last parcel of the sum can be further developed as

F dCp−1FT = F d(Fp−1Fp−T)FT = −FFp−1dFpFp−1Fp−TFT−

− FFp−1Fp−TdFpTFp−TFT = −Fe(dlpi + dlpTi )FeT =

= −(FedlpiF
e−1)FeFeT − FeFeT(Fe−TdlpTi FeT) = −(dlpbe + bedlpT) .

Thus, the elastic Finger tensor di�erentiation at �xed deformation gradient
reads:

d
(
be
)
|F := F dCp−1FT = −2 sym

(
dlp be

)
. (5.12)

When du = u̇dt, the last quantity represents the Lie derivative of the elastic
Finger tensor Lv be = −2 sym lpbe. Thus, the general format of the directional
derivative of the elastic Finger tensor reads:

dbe = d
(
be
)
|Fp + d

(
be
)
|F = 2 sym (dlbe)

total

− 2 sym (dlpbe)

plastic

= 2 sym (dlebe) .

(5.13)

5.2.2 State variables & evolution laws

The formulation is restricted to the framework of isotropic materials. The
thermodynamic state is assumed to be completely de�ned by the elastic defor-
mation gradient Fe, the plastic deformation gradient Fp, the hardening internal
variable α, and the damage-like phase �eld d. They can be cast in

Sv =
(
Fe,Fp, α, d

)
, (5.14)

where the elastic and plastic deformation gradients are related as in (5.2). In
the current section, all energy and energy rate densities are referred to the
reference con�guration. The free energy ψ(Fe, α, d) per unit nominal reference
volume dΩ0 is assumed to be additively decomposed into its elastic (reversible)
part ω(d) ψ̃e(Fe), and hardening (unrecoverable) part ω(d) ψ̃p(α), the latter
being the internal elastic energy stored in the material because of irreversible
deformations of the micro-structure. The energies ψ̃e(Fe) and ψ̃p(α) are the
undamaged or e�ective elastic and hardening free energies. The nominal ψ and
e�ective ψ̃ reference free energy densities (i.e., per unit initial volume) are:

ψ = ω ψ̃ , ψ̃ := ψ̃e + ψ̃p . (5.15)

The Clausius-Duhem inequality states that the dissipation rate density ϕ̇ in the
reference con�guration must increase in every transformation, i.e.,

ϕ̇ = ẇ − ψ̇ ≥ 0 , (5.16)
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where ẇ is the internal mechanical work or stress power, and ψ̇ is the free
energy rate. The additional constraint to the thermodynamic evolution is the
ful�llment of the yield criterion for the static work-conjugated variables:

fy ≤ 0 (5.17)

being fy the yield function. In the large deformation framework, the functions
ψ̃e, ẇ, and fy have a di�erent representation whether in material or spatial
representation. In the following, the de�nitions of the static internal variable
χ̃, work conjugated with the kinematic internal variable rate α̇, and the energy
release rate Y , work-conjugated with the damage variable rate ḋ,

χ̃ :=
∂ψ̃p

∂α
, Y = −ω′ ψ̃ (5.18)

will be systematically used.

5.2.2.1 Material description of elastoplastic evolution

The material description of the stress power and elastic free energy density are

ẇ = P : Ḟ , ψ̃e(Fe) , (5.19)

where P is the �rst Piola-Kirchho� stress tensor. The introduction of the
directional derivative (5.8) in rate form Ḟ = ḞeFp + FeḞp, and the rate of the
free energy

ψ̇ = ω ∂Feψ̃e : Ḟe + ω χ̃ α̇− Y ḋ , (5.20)

into the dissipation inequality reads:

ϕ̇ =

(
PFpT − ω ∂ψ̃

e

∂Fe

)
: Ḟe

︸ ︷︷ ︸
elastic

+FeTP : Ḟp − ω χ̃ α̇︸ ︷︷ ︸
plastic

+ Y ḋ︸︷︷︸
fracture

≥ 0 . (5.21)

During an elastic or reversible transformation, no evolution of the plastic de-
formations Ḟp = 0, of the hardening variable α̇ = 0 or of damage ḋ = 0 occurs
and, hence, no dissipation increase is produced (i.e., ϕ̇ = 0). Therefore, the only
term left is (PFpT − ω ∂Feψ̃e) : Ḟe = 0. Since it must hold for all reversible
transformations Ḟe, the nominal and e�ective elastic state equations read:

P = ω P̃ , P̃ :=
∂ψ̃e

∂Fe
Fp−T . (5.22)

The consideration of the dissipation inequality in the conditions of no damage,
ḋ = 0, allows to de�ne the nominal and e�ective plastic dissipation rate density

ϕ̇p = ω
˙̃
ϕp ,

˙̃
ϕp := P̃p : Ḟp − χ̃ α̇ ≥ 0 . (5.23)
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with the plastic �rst Piola-Kirchho� stress tensor, i.e., the stress measure re-
sponsible for plastic dissipation being

P̃p := FeTP̃ . (5.24)

The e�ective dissipation inequality (5.23)2 follows ˙̃
ϕpdΩ̃0 = ϕ̇pdΩ0 ≥ 0. The

e�ective yield stress associated to the internal variable α is σ̃y(α) = σ̄y0+ χ̃(α),
where σ̄y0 is the initial yield stress. The elastoplastic evolution has to satisfy the
additional constraint that the admissible set of e�ective stress and hardening
parameter (P̃p∗, χ̃∗) have to ful�ll the yield criterion fy(P̃p∗, χ̃∗) ≤ 0, where fy
is the local yield function in material description, convex in the space of stress
and static internal variable. The yield criterion is postulated in terms of e�ec-
tive quantities, since only the continuous, non-damaged part of the volume is
undergoing plastic deformations. The stationarity conditions associated to the
(e�ective) principle of maximum dissipation provide the e�ective elastoplastic

evolution laws:

Ḟp = λ̇
∂fy

∂P̃p
, α̇ = −λ̇ ∂fy

∂χ̃
, λ̇ ≥ 0 , fy ≤ 0 , λ̇ fy = 0 , (5.25)

where λ̇ is the non-negative rate of a scalar plastic multiplier. A fundamental
remark lies in the �ow rule (5.25)1. The latter holds under the assumption
of isotropic material only. For anisotropic material, the concept of isoclinic
intermediate con�guration shall be introduced, see e.g., Dean et al. (2016).

5.2.2.2 Spatial description of elastoplastic evolution

The spatial description of the stress power per unit reference volume, and the
isotropic elastic free energy density are

ẇ = τ : d , ψ̃e(be) . (5.26)

where τ is the Kirchho� stress tensor, d = sym l is the rate of deformation
(being l = ḞF−1 the spatial velocity gradient according to the directional
derivative (5.6)), and be = FeFeT the elastic Finger tensor according to (5.3)2.
The introduction of the directional derivative (5.10) in rate form d = de + dp,
and the linearization of the free energy

ψ̇ = ∂beψ̃e : ḃe + χ̃ α̇− Y ḋ , (5.27)

where the �rst elastic term can be further developed using (5.13) in rate form

∂beψ̃e : ḃe = ∂beψ̃e : (2 sym lebe) = (2 ∂beψ̃e be) : de , (5.28)

lead to the following dissipation inequality in spatial description

ϕ̇ =
(
τ − ω 2 ∂beψ̃e be

)
: de︸ ︷︷ ︸

elastic

+ τ : dp − ω χ̃ α̇︸ ︷︷ ︸
plastic

+ Y ḋ︸︷︷︸
fracture

≥ 0 . (5.29)
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During an elastic or reversible transformation, no evolution of the plastic de-
formations dp = 0, of the hardening variable α̇ = 0 or of damage ḋ = 0 occurs
and, hence, no dissipation increase is produced (i.e., ϕ̇ = 0). Therefore, the only
term left is (τ − ω 2 ∂beψ̃e be) : de = 0. Since it must hold for all reversible
transformations de, the nominal and e�ective elastic state equations read:

τ = ω τ̃ , τ̃ := 2
∂ψ̃e

∂be
be . (5.30)

The consideration of the dissipation inequality in the conditions of no damage,
ḋ = 0, allows to de�ne the nominal and e�ective plastic dissipation rate density
in spatial description:

ϕ̇p = ω
˙̃
ϕp ,

˙̃
ϕp := τ̃ p : dp − χ̃ α̇ ≥ 0 . (5.31)

with the plastic Kirchho� stress tensor, i.e., the stress measure responsible for
plastic dissipation being trivially

τ̃ p = τ̃ . (5.32)

The spatial plastic power density per unit reference volume can be further
manipulated using the relation Lv be = −2 sym lpbe from (5.12) and the spatial
elastic state equation (5.30), see e.g., Simo and Miehe (1992):

τ̃ : dp = 2 ∂beψ̃e be : lp = 2 ∂beψ̃e : (−1/2Lv be) = τ̃ : (−1/2Lv be be−1) (5.33)

Likewise its material description, the e�ective elastoplastic dissipation inequal-

ity (5.31)2 follows ˙̃
ϕpdΩ̃0 = ϕ̇pdΩ0 ≥ 0. The e�ective yield stress associated

to the internal variable α is σ̃y(α) = σ̄y0 + χ̃(α), where σ̄y0 is the initial yield
stress. The admissible set of e�ective stress and hardening parameter (τ̃ p∗, χ̃∗)
have to ful�ll the yield criterion fy(τ̃

p∗, χ̃∗) ≤ 0, being fy is the local yield
function in spatial description, convex in the space of stress and static internal
variable. The yield criterion is postulated in terms of e�ective quantities, since
only the continuous, non-damaged part of the volume is undergoing plastic de-
formations. The stationarity conditions associated to the (e�ective) principle
of maximum dissipation provide the e�ective elastoplastic evolution laws:

dp = λ̇
∂fy
∂τ̃ p

, α̇ = −λ̇ ∂fy
∂χ̃

, λ̇ ≥ 0 , fy ≤ 0 , λ̇ fy = 0 , (5.34)

where λ̇ is the non-negative rate of a scalar plastic multiplier. The use of (5.33)
leads to the alternative �ow rule (see e.g., Simo and Miehe (1992)):

Lv be = −2 λ̇ ∂fy
∂τ̃ p

be . (5.35)

A constitutive hypothesis is introduced on the plastic �ow evolution in spatial
description. The plastic evolution (5.34)1 provides information on the symmet-
ric part of the plastic velocity gradient dp = sym lp, i.e., the plastic rate of
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deformation, while no information arises for the plastic spin wp = skw lp. The
assumption for isotropic materials is

wp = 0 . (5.36)

This assumption of zero plastic spin is compatible with plastic isotropy (see
e.g., de Souza Neto et al. (2008)), the condition to which the present formula-
tion is restricted. Plastic anisotropy requires the de�nition of an appropriate
constitutive equation for the plastic spin (see e.g., Dafalias (1984, 1985)).

The plastic rate of deformation can be then de�ned according to (5.9)2 and
cast into the convenient form:

dp = FeḞpF−1 . (5.37)

5.2.2.3 Fracture evolution

Finally, the ductile-fracture speci�c dissipation rate reads:

ϕ̇pf := ω
˙̃
ϕp + ϕ̇f , ϕ̇f := Y ḋ , (5.38)

where ϕ̇f is the brittle fracture speci�c dissipation rate and Y is the fracture
driving force. ϕ̇pf is the dissipation rate per unit nominal reference volume
and, therefore, the elementary dissipation rate is ϕ̇pf dΩ0.

5.2.2.4 Change of description

In the previous Sections 5.2.2.1, 5.2.2.2, 5.2.2.3, an abuse of notation has been
introduced for the stress power ẇ, the e�ective elastic free energy ψ̃e, and the
yield function fy, i.e., the same symbols have been used for the material and
spatial descriptions. The subscript or superscript (m) and (s) will be used to
denote the material and spatial description of the scalar-valued functions. The
stress power density, referred to the undeformed volume, simply transforms
following the relation (5.6)2 as

ẇ(m) := P : Ḟ = P : (lF) = (PFT) : l = τ : d =: ẇ(s) .

Therefore, the stress transformation is

τ = PFT . (5.39)

The description change of the e�ective elastic energy density simply reads

ψ̃e
(m)(F

e) = ψ̃e
(s)(b

e) .

The transformation from the elastic deformation gradient to the Finger tensor
is (5.3)2. The following derivative in index notation

∂beij
∂F e

mn

=
∂(F e

ikF
e
jk)

∂F e
mn

= δimδknF
e
jk + F e

ikδjmδkn = δimF
e
jn + F e

inδjm
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is used in the computation of the description change from material to spatial

∂ψ̃e
(m)

∂F e
mn

=
∂ψ̃e

(s)

∂beij

∂beij
∂F e

mn

=
∂ψ̃e

(s)

∂bemj

F e
jn +

∂ψ̃e
(s)

∂bemi

F e
in = 2

∂ψ̃e
(s)

∂bemj

F e
jn ,

where the symmetry of be is used. The �nal result is summarized in the relation:

∂ψ̃e
(m)

∂Fe
= 2

∂ψ̃e
(s)

∂be
Fe . (5.40)

Therefore, the material elastic state equation (5.22)2 can be directly turned
into its spatial counterpart (5.30)2:

P̃ =
∂ψ̃e

(m)

∂Fe
Fp−T = 2

∂ψ̃e
(s)

∂be
FeFp−T = 2

∂ψ̃e
(s)

∂be
beF−T = τ̃F−T .

Likewise, the yield function transforms as a scalar-valued function:

f (m)
y (P̃p) = f (s)y (τ̃ p) .

The conversion from the material plastic stress P̃p to the spatial plastic stress
τ̃ p follows the de�nitions (5.24), (5.32) and it reads

P̃p = FeTP̃ = FeTτ̃F−T = FeTτ̃ pF−T . (5.41)

The derivative of the material plastic stress with respect to the spatial one is

∂P̃ p
ij

∂τ̃phk
=
∂(F e

riτ̃
p
rsF

−1
js )

∂τ̃phk
= F e

riδrhδskF
−1
js = F e

hiF
−1
jk .

The description change of the normal is developed in index notation

∂f
(s)
y

∂τ̃phk
=
∂f

(m)
y

∂P̃ p
ij

∂P̃ p
ij

∂τ̃phk
= F e

hi

∂f
(m)
y

∂P̃ p
ij

F−1
jk .

Finally, the conversion of the yield surface normal reads

∂f
(s)
y

∂τ̃ p
= Fe∂f

(m)
y

∂P̃p
F−1 . (5.42)

Therefore, the transformation from the material �ow rule (5.25)1 to the spatial
�ow rule (5.34)1 with the application of (5.42) is a straightforward application
of (5.37) and is restricted to plastic isotropy:

dp = FeḞpF−1 = λ̇Fe∂f
(m)
y

∂P̃p
F−1 = λ̇

∂f
(s)
y

∂τ̃ p
.
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5.2.3 Variational formulation of the finite-step problem

5.2.3.1 Kinematics & plastic dissipation of the finite-step

The time discretization of the mechanical problem in the large deformations
framework is performed through a linearization of the kinematic quantities in
the �nite step. The pseudo-time is discretized into time steps with increment
∆t = tn+1 − tn, being tn and tn+1 the previous and current time, respectively.
The generic increment is ∆(·) = (·)n+1 − (·)n. The displacement increment is
∆u := u−un. The following linearizations correspond to directional derivatives
of the di�erent kinematic quantities along ∆u according to Section 5.2.1.3.
Thus, the current section has the sole purpose to establish a common notation.
The linearization of the material and spatial velocity gradients are

∆F := ∇0(∆u) , L = ∆F (Fn+1)−1 , (5.43)

being the material increment gradient ∆F the linearization of the deformation
gradient. Note that L is the result of the integration of the spatial velocity
gradient l over the time increment. Therefore, it is a non-dimensional quan-
tity representing the deformation gradient increment expressed in the current
con�guration. For notation convenience the n + 1 will be omitted from now
onward. The linearization of the multiplicative split reads

∆F = ∆FeFp + Fe∆Fp . (5.44)

Thus, the time discrete counterpart of the kinematic linearization (5.9) reads:

L = (∆FeFe−1) + (Fe∆FpF−1) = Le + Lp . (5.45)

The symmetric and skew-symmetric parts of Lp are again the increment of
plastic deformation Dp and of the plastic spin tensor Wp. The introduction of
the plastic isotropy assumption as in Section 5.2.2.2 leads to

Wp = 0 → Dp = Fe∆FpF−1 . (5.46)

The last linearization concerns the elastic Finger tensor de�ned in (5.4) for
�xed deformation gradient F already introduced in (5.12):

∆
(
be
)
|F = F∆Cp−1FT = −2 sym (Dpbe) , (5.47)

where the constitutive assumption (5.46) has been exploited. From a mechan-
ical stand point, (5.47) corresponds to the time discretization of the elastic
Finger tensor Lie derivative (see e.g., Simo and Hughes (1998)).

Finally, the e�ective plastic dissipation increment can be computed ex-
actly in the material description when a backward-Euler integration scheme
is adopted as in the small deformation case (see e.g., Ortiz and Martin (1989)).
Thus, the dissipation increment reads:

∆ϕ̃p :=

∫ tn+1

tn

˙̃
ϕp dt = P̃p

n+1 : ∆Fp − χ̃n+1∆α . (5.48)
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5.2.3.2 Hu-Washizu mixed functional

The solution of the variational formulation is the set

S := (u,Fe,Fp, P̃, P̃p, χ̃,∆α,∆λ,∆d) . (5.49)

The ductile fracture Hu-Washizu type mixed functional is the Lagrangian:

Ln(S) :=
∫
Ω0

ω(d)
[
ψ̃e(Fe) + ψ̃p(αn +∆α)

]
dΩ0

stored internal energy E

−

−
∫
Ω0

b0 · u dΩ0 −
∫
∂ΩN

t0 · u dΓ

external work W

+

+

∫
Ω0

ω(d)
(
P̃p : ∆Fp − χ̃ ∆α

)
dΩ0

plastic dissipation increment ∆Dp

+

+

∫
Ω0

ϕf (d,∇0d) dΩ0

fracture energy Df

+

∫
Ω0

ηf
2∆t

(
∆d
)2

dΩ0

viscous energy Dv

+

+

∫
Ω0

ω(d) P̃ : (I+∇0u− FeFp) dΩ0

compatibility constraint

−

−
∫
Ω0

ω(d) ∆λ fy(P̃
p, χ̃) dΩ0

plastic admissibility

,

(5.50)

subject to
∆λ ≥ 0 , ∆d ≥ 0 , u = uD on ∂ΩD , (5.51)

where P̃ is the e�ective �rst Piola-Kirchho� stress tensor, P̃p is the plastic
�rst Piola-Kirchho� stress. In the e�ective elastic free energy ψ̃e, and the
yield function fy the material description is tacitly assumed with the usual
abuse of notation. The notion of e�ective formulation enters in the de�nition
of the integrals evaluated with respect the e�ective reference volume dΩ̃0 =
ωdΩ0. With the exception of the fracture energy Df and of the external work
W, the energies and the constraints are de�ned on the continuous portion of
the material volume Ω̃0 only, hence

∫
Ω̃0

(̃·) dΩ̃0 =
∫
Ω0
ω (̃·) dΩ0, Ω0 being the

reference nominal volume. The vectors b0 and t0 are the body forces and the
tractions, respectively, applied on the Neumann portion ∂ΩN of the nominal
reference boundary. In the standard phase-�eld formulation,

ϕf (d,∇0d) = w(d) + 1/2 cd∇0d ·∇0d , (5.52)

where w(d) is the local phase-�eld speci�c dissipation, and ∇0(·) is the gradi-
ent with respect the reference con�guration (see Section 2.3.2). The constant
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parameter cd measures the damage di�usion bandwidth and it is related to the
fracture internal length l0d. An important remark concerns the de�nition of
such parameter in the reference con�guration. This involves the distortion of
the internal length together with the solid. The viscous coe�cient ηf introduces
a pseudo-time measure of the crack propagation rate, while ∆t = tn+1 − tn is
the current time-step size. This dissipative term is introduced for algorithmic
reasons as in the small deformation framework (see Section 3.2). The solution
of the considered ductile fracture boundary value problem makes the functional
Ln(S) stationary with respect to variations of the �elds in S. The inequality
constraints on ∆λ and ∆d turns stationarity into a variational inequality.

5.2.3.3 Stationarity conditions

The stationarity conditions for Ln(S) read:

∂uLn(S)[δu] = 0 →

∫
Ω0

ω P̃ : ∇0δu dΩ0−

−
∫
Ω0

b0 · δu dΩ0 −
∫
∂ΩN

t0 · δu dΓ = 0 ,

(5.53a)

∂FeLn(S)[δFe] = 0 →
∫
Ω0

ω
(
∂Feψ̃e − P̃FpT

)
: δFe dΩ0 = 0 , (5.53b)

∂FpLn(S)[δFp] = 0 →
∫
Ω0

ω
(
P̃p − FeTP̃

)
: δFp dΩ0 = 0 , (5.53c)

∂
P̃
Ln(S)[δP̃] = 0 →

∫
Ω0

ω
(
I+∇0u− FeFp

)
: δP̃ dΩ0 = 0 , (5.53d)

∂αLn(S)[δα] = 0 →
∫
Ω0

ω
(
∂αψ̃

p − χ̃
)
δα dΩ0 = 0 , (5.53e)

∂
P̃pLn(S)[δP̃p] = 0 →

∫
Ω0

ω
(
∆Fp −∆λ ∂

P̃pfy

)
: δP̃p dΩ0 = 0 , (5.53f)

∂χ̃Ln(S)[δχ̃] = 0 →
∫
Ω0

−ω
(
∆α+∆λ ∂χ̃fy

)
δχ̃ dΩ0 = 0 , (5.53g)

∂λLn(S)[δλ] ≥ 0 →
∫
Ω0

ω
(
− δλ fy

)
dΩ0 ≥ 0 , (5.53h)

∂dLn(S)[δd] ≥ 0 →

∫
Ω0

{ [
ω′ ψ̃ep + w′ +

ηf
∆t

∆d
]
δd+

+ cd∇0d ·∇0δd

}
dΩ0 ≥ 0 ,

(5.53i)

where δλ = ∆λ′−∆λ, δd = ∆d′−∆d are not sign-constrained, while ∆λ′ ≥ 0,
∆d′ ≥ 0 are arbitrary, non-negative scalar functions belonging to the same
spaces of ∆λ and ∆d, respectively, and

∆λ ≥ 0, ∆d ≥ 0, u = uD on ∂ΩD .
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The driving energy ψ̃ep in (5.53i) is de�ned as

ψ̃ep := ψ̃ +∆ϕ̃p = ψ̃e + ψ̃p +∆ϕ̃p . (5.54)

The conditions above correspond to: (5.53a) equilibrium equations, (5.53b)
elastic state equations, (5.53d) compatibility conditions, (5.53e) static hard-
ening variable state equation, (5.53c) the de�nition of the plastic �rst Piola-
Kirchho� stress tensor, (5.53f) plastic strains evolution, (5.53g) hardening vari-
able evolution, (5.53h) plastic consistency, (5.53i) non-local fracture evolution
criterion. To simplify the notation in what follows, the symbols α, λ, d are used
to express the functional dependencies, rather than the corresponding incre-
ments ∆α,∆λ,∆d.

5.2.3.4 Governing equations of the non-local problem

In the implemented formulation, the compatibility condition (5.53d) is enforced
in strong form as in standard compatible �nite elements, i.e.,

F := FeFp = I+∇0u . (5.55)

The equilibrium equation in material description can be written as:∫
Ω0

ω P̃ : ∇0δu dΩ0 =

∫
Ω0

b0 · δu dΩ0 +

∫
∂ΩN

t0 · δu dΓ , (5.56)

The material elastic (5.53b), and the hardening state equations (5.53e), the
material �ow rule (5.53f), and the internal variable evolution law (5.53g) read

P̃ =
∂ψ̃e

∂Fe
Fp−T , χ̃ :=

∂ψ̃p

∂α
, ∆Fp = ∆λ

∂fy

∂P̃p
, ∆α = −∆λ ∂fy

∂χ̃
. (5.57)

Using standard arguments for variational inequalities, condition (5.53h) can be
cast in the equivalent set of material elastoplastic loading-unloading conditions:

∆λ ≥ 0 , fy(P̃
p, χ̃) ≤ 0 , fy(P̃

p, χ̃)∆λ = 0 (5.58)

where the plastic �rst Piola-Kirchho� stress is P̃p = FeTP̃ according to (5.53c).
The use of (5.6), and the transformation rule (5.39) allow to write the

equilibrium equation into its spatial counterpart:∫
Ω0

ω τ̃ : ∇sδu dΩ0 =

∫
Ω0

b0 · δu dΩ0 +

∫
∂ΩN

t0 · δu dΓ , (5.59)

The use of the transformation rules (5.40), (5.41), (5.42), together with the
assumption (5.46) lead to the spatial elastoplastic evolution laws:

τ̃ = 2
∂ψ̃e

∂be
be , χ̃ :=

∂ψ̃p

∂α
, Dp = ∆λ

∂fy
∂τ̃

, ∆α = −∆λ ∂fy
∂χ̃

, (5.60)
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where the relation τ̃ p = τ̃ from (5.32) is exploited into the �ow rule. The
manipulation of the plastic stress power density as in (5.33) leads to:

τ̃ : Dp = τ̃ :
(
− 1/2∆(be)|Fbe−1

)
, (5.61)

where ∆(be)|F is the �nite-step counterpart of the Lie derivative Lv be accord-
ing to (5.12). Thus, the use of (5.61) and (5.60)3 leads to the alternative spatial
�ow rule:

∆(be)|F = −2∆λ ∂fy
∂τ̃

be . (5.62)

The spatial counterpart of the elastoplastic loading-unloading conditions (5.58)
reads:

∆λ ≥ 0 , fy(τ̃ , χ̃) ≤ 0 , fy(τ̃ , χ̃)∆λ = 0 . (5.63)

The energy release rate Y and critical energy release rate Yc functionals are:

Y(Fe,Fp, α, d)[δd] := −
∫
Ω0

ω′(d) ψ̃ep(F
e,Fp, α) δd dΩ0 , (5.64a)

Yc(d)[δd] :=
∫
Ω0

{[
w′(d) +

ηf
∆t

∆d
]
δd+ cd∇0d ·∇0δd

}
dΩ0 ,

(5.64b)

where the state equations and the evolution laws have been used to reduce the
number of independent �elds in the driving energy ψ̃ep. The non-local fracture
activation functional Fd is then de�ned as:

Fd(F
e,Fp, α, d)[δd] :=

(
Y(Fe,Fp, α, d)− Yc(d)

)
[δd] (5.65)

and condition (5.53i) is rewritten in the equivalent form

∆d ≥ 0 , Fd(F
e,Fp, α, d) ≤ 0 , Fd(F

e,Fp, α, d)[∆d] = 0 (5.66)

providing the non-local fracture activation criterion for elastoplastic brittle frac-
ture. It should be noted that in this elastoplastic-brittle-fracture model the only
coupling between plastic and fracture dissipation mechanisms is present in the
fracture driving force Y, while the fracture dissipation Yc is the same as the
one of the purely brittle case.

Finally, the current formulation for large deformations ductile fracture relies
on the coupling between the plastic and brittle dissipation mechanisms proposed
in Section 3.3 for small strains.

5.2.4 Constitutive assumptions

5.2.4.1 Metal plasticity

For the implementation considered in this work, the general framework de-
scribed so far is restricted to metal plasticity. The assumption of incompressible
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plastic deformations Jp = detFp = 1 is introduced. Therefore, the volumetric
deformation is totally elastic Je = J . The isotropic elastic energy follows a
Neo-Hookean material behaviour (see e.g., Holzapfel (2000)):

ψ̃e(be) = ψ̃e
vol(J)+ψ̃

e
iso(b

e
) :=

K0

2

(
J2 − 1

2
− log J

)
+
G0

2

(
trb

e−3
)
. (5.67)

where ψ̃vol, ψ̃iso are the volumetric and isochoric parts of the energy, respec-
tively. While, b

e
= J−2/3be is the isochoric elastic Finger tensor, and K0, G0

are the bulk and shear modulus, respectively. The e�ective elastic evolution
can be additively decomposed into volumetric and isochoric part:

τ̃ = τ̃vol + τ̃iso = K0 1/2(J2 − 1) I+G0 devb
e

(5.68)

being τ̃vol = 2 ∂beψ̃e
volb

e, τ̃iso = 2 ∂beψ̃e
isob

e = dev (∂beψ̃e
isob

e
) the e�ec-

tive volumetric and isochoric Kirchho� stress tensor, respectively. Moreover,
dev (·) = (·)− 1/3tr (·)I is the deviatoric tensor operator. The von-Mises yield
function reads

fy(τ̃iso, χ̃) :=
√

τ̃iso : τ̃iso −
√

2/3 (σ̄y0 + χ̃) , (5.69)

being σ̄y0 the initial yield stress. The exponential hardening law is used:

χ̃(α) = (σ∞ − σ̄y0)(1− exp(−δpα)) +H0α , (5.70)

where σ∞ and δp are the saturation stress and coe�cient, respectively. While
H0 is the linear hardening modulus.

Finally, the spatial �ow rule (5.62) is used:

∆
(
be
)
|F = F∆Cp−1FT = −2∆λ ∂τ̃fy be = −2∆λ nbe ,

where the yield surface unit normal tensor is de�ned as

n :=
∂fy
∂τ̃

=
τ̃iso
|τ̃iso|

. (5.71)

The last step consists in the development of the term

nbe = J2/3 nb
e
= J2/3 n

(
1

3
trb

e
I+ devb

e
)

= J2/3

(
1

3
trb

e
n+
|τ̃iso|
G0

nn

)
,

where the isochoric elastic law was used. If the common assumption for metals
|τ̃iso|/G0 ≈ 0 is introduced (see Simo (1988)), the spatial �ow rule reads

F∆Cp−1F
T
= −2/3∆λ trb

e
n ,

where F = J−1/3F is the isochoric deformation gradient. The use of the time
linearization ∆Cp−1 = Cp−1−Cp−1

n , together with the de�nition (5.4) leads to

FCp−1F
T
= FCp−1

n F
T − 2/3∆λ trb

e
n .
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The de�nition of the trial elastic isochoric Finger tensor b
e,tr

:= FCp−1
n F

T

allows the introduction of the update of the isochoric elastic Finger tensor:

b
e
= b

e,tr − 2/3∆λ trb
e
n . (5.72)

Then, the return mapping algorithm outlined in Simo and Hughes (1998) can
be directly employed.

5.2.4.2 Brittle fracture

The phase-�eld functions ω(d) and w(d) are de�ned as

ω(d) = (1− d)2, w(d) =
3Gc

8l0d
d . (5.73)

where Gc is the material toughness and l0d the phase-�eld internal length. This
de�nition of w(d) corresponds to an AT1 approach (see Section 2.2), implying
that damage cannot develop until a critical value of the damage driving force has
been achieved. Finally, the viscous coe�cient ηf is de�ned as ηf = η̄

(
Gc/l0d

)
.

To avoid the promotion of crack propagation by predominantly compressive
states, the deviatoric-volumetric elastic energy split is adopted (see, e.g.Amor
et al. (2009); Comi and Perego (1996a)). According to this technique, the elastic
energy is split into an Inactive part ψ̃eI , due to negative volumetric strains, and
an Active remainder ψ̃eA, which are de�ned as:

ψ̃eA(be) = ψ̃e
vol(J

+) + ψ̃e
iso(b

e
) , ψ̃eI(be) = ψ̃e

vol(J
−) . (5.74)

being J±(J) = ⟨J − 1⟩± + 1, where ⟨·⟩± are the Macaulay functions. Thus,
J+ = J if J > 1, and J+ = 1 if J < 1, while J− = J if J < 1, and J− = 1
if J > 1. In view of the purely deviatoric nature of plastic strains in von-
Mises plasticity, no distinction is made between the tensile/compressive parts
of the plastic component ψ̃p of the free energy density. The assumed energy
split has implications on the de�nition of the nominal Kirchho� stress and of
the plastic dissipation rate. Taking into account the elastic energy split, the
nominal reference free energy is de�ned as

ψ = ω
(
ψ̃eA + ψ̃p

)
+ ψ̃eI . (5.75)

Then, the active and inactive e�ective Kirchho� stresses are de�ned

τ̃A = 2
∂ψ̃eA

∂be
be , τ̃ I = 2

∂ψ̃eI

∂be
be ; τ̃ = τ̃A + τ̃ I . (5.76)
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5.3 Space discretization

The space discretization resembles the one outlined in the small deformation
framework in section 3.4, where all relevant de�nitions have been introduced
already. The element local solution di�ers from the small strain framework for
the gradients, i.e., the spatial symmetric displacement gradient ∇su (nε, 1),
and material the phase-�eld gradient ∇0d (ndim, 1) are modeled as:

∇su = Bu ûe , ∇0d = Bd d̂e . (5.77)

5.3.1 Governing equations

The weak form of the spatial equilibrium equation (5.59), and the fracture
complementarity equations (5.66)3 are spatially discretized:

δûT

[
nel∑
e=1

CT
e,u

(
FI,e − FE,e

) ]
= 0 , ∆d̂T

[
nel∑
e=1

CT
e,d fD,e

]
= 0 . (5.78)

where e denotes the element number and nel is the total number of elements
in the mesh. The element internal force FI,e (nldof , 1), the external force
FE,e (nldof , 1), and the fracture activation fD,e (nen, 1) vectors are de�ned as:

FI,e :=

∫
Ω0e

BT
u

(
ω τ̃A + τ̃ I

)
dΩ0e , (5.79a)

FE,e :=

∫
Ω0e

NT
u b0 dΩ0e +

∫
∂Ω0e

NT
u t0 dΓ0e , (5.79b)

fD,e := −
∫
Ω0e

{
NT
d

[
ω′ ψ̃ep + (f + 1)w′ + w′

ϵ +
ηf
∆t

∆d
]
+ cdB

T
d ∇0d

}
dΩ0e ,

(5.79c)

where τ̃A, τ̃ I are the active and inactive e�ective Kirchho� stresses de�ned in
(5.76) in Voigt notation with dimension (nσ, 1), being nσ = nε the number of
independent stress components. The element integrals are evaluated over the
element nominal reference volume Ω0e. The de�nition of the phase-�eld activa-
tion vector fD,e introduces the modulation function approach already outlined
in Section 3.3. The additional constant term w′

ϵ is introduced to avoid spuri-
ous damage activations when α < αcr and is de�ned as in (3.51). The spatial
discretization of the governing equations reads:

FI − FE = 0 , (5.80a)

∆d̂ ≥ 0 , fD ≤ 0 , ∆d̂T fD = 0 . (5.80b)

5.4 Algorithmic implementation

The solution of the �nite element discretized governing equations (5.80) is per-
formed with a staggered scheme that perfectly resembles the one described in
the previous chapters (see e.g., Section 3.5.1).
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The e�ective stress approach proposed in the ductile fracture formulation
has an important consequence: plastic deformations develop in the continuous
part of the material until complete failure. From a practical point of view, this
involves very large plastic strains that induce a severe locking of the response. A
possible solution to the problem is the use of F-bar approaches as in Simo et al.
(1985) and de Souza Neto et al. (1996). Nevertheless, the use of a staggered so-
lution procedure (see Chapter 3) for a general three-dimensional problem with
a selective-reduced integration scheme would signi�cantly increase the compu-
tational burden. Therefore, the solution of reduced single-point integration
has been chosen instead. Two-dimensional four-nodes and three-dimensional
eight-node elements have been used.

5.4.1 Reduced integration with hourglass control

5.4.1.1 Nonlinear kinematics

The nonlinear kinematics concerns the displacement �eld of the large defor-
mation framework. The formulation comes from Bonet and Bhargava (1995).
Let the i-th coordinate in the reference x0i and current xi con�gurations be
spatially discretized according to (F.5):

xi =
(
x̂Ti 1

)
+
(
x̂Ti ξ̂1

)
ξ1 +

(
x̂Ti ξ̂2

)
ξ2

linear xlin
i

+
(
x̂Ti ĥ

)
ξ1ξ2

hourglass xhg
i

, (5.81)

where, for the sake of compactness, only the current quantities are represented,
yet for the reference ones it is enough to add a zero subscript. The de�nitions
of 1, ξ̂1, ξ̂2, and ĥ are in Appendix F. The nodal coordinates vector in the
current con�guration reads:

x̂i :=
(
x̂
(1)
i x̂

(2)
i x̂

(3)
i x̂

(4)
i

)T
, (5.82)

being x̂(a)0i , x̂
(a)
i the xi-coordinate of the a-th node in the reference and current

con�guration respectively. The one-point integration implies the evaluation of
the deformation gradient at the element centroid Fc:

(Fc)ij =
∂xc,i
∂x0j

=
∂N

(a)
c

∂x0j
x̂
(a)
i = x̂Ti b0j , (5.83)

where xc,i, N
(a)
c , b0i are the i-th spatial coordinate, the a-th node shape func-

tion, and the i-th gradient component vector at the element centroid already
introduced in Appendix F. The latter must be computed with respect the mate-
rial coordinates. The centroid deformation gradient Fc is unique for the single
�nite element. Thus, a uniform deformation gradient is used to model a non-
uniform response. A uniform response x̊i, i.e., when F̊ij is constant over the
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element, involves no displacement hourglass modes, and the coordinates map
is

x̊i = F̊ijx0j → x̊lini = F̊ijx
lin
0j , x̊hgi = F̊ijx

hg
0j , (5.84)

where the last two relations are a trivial consequence of (5.81). The use of
(5.81) allows to write the conditions (5.84) in their nodal counterpart, since it
must hold in each point of the element, i.e., for every ξ1, ξ2, then(̊

x̂
T

i ξ̂k
)
= F̊ij

(
x̂T0j ξ̂k

)
k = 1, 2;

(̊
x̂
T

i ĥ
)
= F̊ij

(
x̂T0jĥ

)
. (5.85)

Nevertheless, the de�nition of the centroid (constant) deformation gradient in
the case of one-point integration leads to equation

(Fc)ij :=
∂xi
∂ξk

[
∂x0j
∂ξk

]−1 ∣∣∣
ξ=0

→ ∂

∂ξk

[
xi − (Fc)ijx0j

]∣∣∣
ξ=0

= 0 . (5.86)

The insertion of (5.81) into the last equality (5.86) leads to the conditions:(
x̂Ti ξ̂k

)
= (Fc)ij

(
x̂T0j ξ̂k

)
, k = 1, 2 , (5.87)

where the relation ∂ξk(ξ1ξ2)|ξ=0 = 0 has been used. The comparison of (5.87)
with (5.85)1 allows to state that the linear part of the reference and current
coordinates transforms as the uniform case when a single integration point
is used, but in general the hourglass portion (5.85)2 will not. Therefore, a
resonable measure of the hourglass i-th component comes from (5.85)2

uhgi (x̂i) =
(
x̂Ti ĥ

)
−
(
x̂Ti b0j

)(
x̂T0jĥ

)
= x̂Ti

[
ĥ−

(
x̂T0jĥ

)
b0j

]
= x̂Ti γ̂0 , (5.88)

since it measures how much is the discrepancy from the uniform case. Here γ̂0

is the large strain counterpart of the γ-projection vector (3.62) and is de�ned

γ̂0 = ĥ−
(
x̂T01ĥ

)
b01 −

(
x̂T02ĥ

)
b02 , (5.89)

where the nodal position vectors x̂0i and the centroid gradient vectors b0i cor-
respond to the reference con�guration. In the variational formulations outlined
in the previous sections, the total energy or the Lagrangian functionals to be
minimized are enriched with the additional term at the element level:

Πhg
e (ûi) = 1/2 khgui0

uhgi uhgi , (5.90)

where khgui0
is the hourglass sti�ness related to the i-th displacement direction.

The corresponding stationarity with respect to the variable ui reads:

∂ûi
Πhg

e (ûi)[δûi] = δuhgi (khgui0
uhgi ) = δûTi f

hg
i,e ,

being δx̂i = δûi. The nodal hourglass forces in the i-th physical direction are

fhgi,e (x̂i) = (khgui0
γ̂0γ̂

T
0 )x̂i = Khg

i,e x̂i , (5.91)

where Khg
i,e = khgui0

γ̂0γ̂
T
0 is the element hourglass tangent sti�ness of the i-th

physical direction, since the linearization of the �rst variation ∂ûi
Πhg

e reads:

∆∂ûi
Πhg

e (ûi)[δûi,∆ûi] = δûTi K
hg
i,e∆ûi .
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5.4.1.2 Displacement hourglass stiffness

In both the linear and nonlinear kinematics cases, the hourglass nodal forces
correspond to a linear spring with constant sti�ness. The de�nition of hourglass
coe�cient khgui0

(see e.g., Belytschko et al. (2014, 1984); Bonet and Bhargava
(1995)) reads:

khgui0
= k̄ui0

[
2G0

(
bT0ib0i

)
Ω0e

]
, (5.92)

where the quantities inside the bracket are problem dependent, i.e., the shear
modulus G0, the element reference volume Ω0e, and the one-integration point
material gradients of the shape functions b0i. Conversely, the user-de�ned
non-dimensional coe�cient k̄ui0 has typical values of the order 0.01.

The nonlinear behaviour of the material is accounted through a reduction
of the constant hourglass coe�cient k̄ui0 with the same procedure outlined in
Section 3.5.3.2 for linear kinematics.

5.5 Numerical simulations

The current section aims to validate the large strain ductile fracture model
with the experimental results in Boyce et al. (2013). The material under in-
vestigation is stainless steel. A plate of thickness 3.124 mm is used to extract
two families of specimens. The I-shaped samples are used for the calibration of
the elastoplastic and ductile fracture parameters. Here, only the experimental
curves of reaction force versus displacement are provided. The second family
consists of holed compact tension specimens. The material properties of the
current model have been calibrated with the I-shaped specimens, and the same
data are used to predict the response of the holed compact tension. The values
are reported in Table 5.1.

E0 ν σ̄y0 σ∞ H0 δp Gc l0d αcr ∆αcr

195 0.30 1100 1200 500 10 100 1.5 0.4 1.0
GPa - MPa MPa MPa - N/mm mm - -

Table 5.1: Material properties

The numerical simulations has been performed with eight-nodes brick ele-
ments with single integration point and hourglass control according to the pro-
cedure outlined in Section 5.4.1. The residual for the Newton-Raphson scheme
ResNR used to solve the balance of linear momentum (5.80a), and the residual
for the solution of the staggered scheme ResSTAG of the coupled problem (5.80)
are the magnitude of the out-of-balance forces:

ResNR = ResSTAG = (FI − FE)
T(FI − FE) . (5.93)

The used tolerances for the Newton-Raphson and the staggered scheme are:

TOLNR = 10−6N2 , TOLSTAG = 10−3N2 . (5.94)
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The tolerances are provided in absolute value and they must be compared with
the maximum value of the reaction forces involved in the following tests, being
the order of magnitude 104N.

5.5.1 I-shaped specimen

The I-shaped specimen is subject to uniaxial tensile boundary conditions. This
allows to exploit the problem's symmetry and thus only one eight-th of the
specimen is studied. In Figure 5.1a the implemented geometry and boundary
conditions are shown. The thickness is divided in two, so t = 1.562 mm. The
symmetry boundary conditions are introduced with rollers acting on the faces of
coordinates x = 0, y = 0, and z = 0, respectively. Therefore, only the normal
direction to the three surfaces is set to zero, while the tangential directions
are free. The external load is enforced by the clamps acting on the top face
where a displacement ū is prescribed in y direction and the reaction force is
measured, see Figure 5.1. The reference displacement is ūr and it corresponds
to half of the gage length as in Figure 5.1a. The structured mesh used for
the simulation is depicted in Figure 5.1b. Four elements have been used along
the thickness t. The number of elements is nel = 896, with local re�nement
close to the symmetry plane y = 0. The minimum element size is he = 0.4
mm, with a ratio he/l0d = 3.75. The time history for the enforcement of the
non-homogeneous Dirichelet boundary condition ū(t) is discretized into time
steps t1, ..., tn, tn+1, ..., tnst , being nst the total number of steps, ūn := ū(tn),
and ∆ūn := ūn+1− ūn. In the interval n ∈ [1, 140], the displacement increment
is ∆ūn = 0.01 mm, while in the interval n ∈ [141, 2140] the increment is
∆ūn = 0.001 mm. Thus, the total number of steps is nst = 2140.

In Figure 5.2 the reaction force-displacement curve is represented. The two
quantities are adimensionalized with respect to the specimen geometry. The
engineering stress is de�ned as σ = R/A, being R the vertical reaction force of
the top clamp corresponding to ū, and A = 3.124 · 6.35mm2 the cross-section
corresponding to the cutting plane y = 0. The engineering strain is the av-
erage deformation ε = ūr/l0r, being the reference length l0r = 12.7 mm the
initial distance between the cutting plane y = 0 and the strain gage. The ex-
perimental results reported in Boyce et al. (2013) are denoted with a dashed
line, while those of the current model are in solid line. The good agreement of
the formulation with the experimental data hides the fundamental problem of
the proposed model: the e�ective stress approach, together with the plasticity-
driven nature of the crack evolution, induces a mesh dependent behaviour of
the ductile fracture response both in term of plastic deformation and phase-�eld
(see e.g., Miehe et al. (2017)). The observation is that the following mechanism
is triggered: the plastic deformation drives the evolution of the phase-�eld, and
the e�ective stress approach involves that plasticity continues to develop until
complete failure. The beginning of a softening response promoted by damage
introduces a localization of the plastic deformation, and, hence, a localization
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Figure 5.1: I-shaped specimen. Geometry in [mm], boundary conditions and mesh.

of the phase-�eld driving force. As a consequence, damage and plastic defor-
mations localize on a single row of elements and the phase-�eld is not able to
reach the value d = 1 at the Gauss points. Thus, the �nite element is not able
to reproduce the correct sti�ness of the fractured response. The result is the
long non-physical tale of the reaction force in the �nal part of the softening
branch.

In Figure 5.3 the deformed shape, the equivalent plastic strain and the
phase-�eld contour plots are shown for di�erent stages of the ductile response
and they are superimposed to the undeformed con�guration. In Step 1400 the
localization of the response is evident. The only nodes reaching d = 1 lie on the
plane symmetry y = 0, while the upper set of nodes have d ≈ 0.7. Thus, the
�rst layer of elements is not able to represent a full crack, since the integration
points never reach d = 1.

5.5.2 Holed compact tension specimen

The material parameters of the ductile fracture model with modulation func-
tion have been calibrated with the I-shaped specimen of the previous Section
5.5.1. The same parameters have been used to predict the response of the
holed compact tension specimen. The geometry and boundary conditions are
shown in Figure 5.4a. The load is enforced with a set of two pins passing
through the plate's holes. The correct modeling of this boundary condition
would require the simulation of contact between the pin and the hole. Yet,
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Figure 5.2: I-shaped specimen. Engineering stress vs strain.

the current implementation models half pin, that is clamped to the hole, as a
Neo-Hookean material (i.e., no irreversible deformations and no damage) with
a higher sti�ness with respect to the plate. Finally, a displacement ū is en-
forced at the half pin center. The reaction force is measured along ū, while the
reference displacement is the Crack Opening Displacement (COD) (see Fig-
ure 5.4a). Likewise the I-shaped specimen, the symmetry condition along the
plate thickness is exploited. Therefore, only half-thickness of the specimen is
used t = 1.562 mm. The unstructured mesh is shown in Figure 5.4b. A local
re�nement is performed in the surrounding of the circular notch A, the holes
B,C,D, and along the expected crack path towards point E. The number of ele-
ments is nel = 16835. The minimum element size is he = 0.2 mm, with a ratio
he/l0d = 7.50. The thickness is resolved with 5 elements. The time history for
the enforcement of the non-homogeneous Dirichelet boundary condition ū(t) is
discretized into time steps t1, ..., tn, tn+1, ..., tnst , being nst the total number of
steps, ūn := ū(tn), and ∆ūn := ūn+1 − ūn. In the interval n ∈ [1, 94], the dis-
placement increment is ∆ūn = 0.01 mm, while in the interval n ∈ [95, 3000] the
increment is ∆ūn = 0.001 mm. Thus, the total number of steps is nst = 3095.

In Figure 5.5 the reaction force versus COD is shown. The experimental
curves from Boyce et al. (2013) are represented in dashed line. The mini-
mum and maximum envelopes of the data are reported only. The problem of
localization for the internal variables is here evident because of the fracture
propagation process. The crack pattern of the current model resembles the
path A-C-E. The �rst drop in the reaction force corresponds to the crack prop-
agation from the round notch A to the hole C. This is somehow reproduced by
the ductile formulation and it corresponds to the reaction decrease from step
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Figure 5.3: I-shaped specimen. Equivalent plastic strain and phase-�eld.

700 to step 1400. Yet, the slope of the softening branch is much less steep, com-
pared to the experimental evidence. The reason lies exactly in the localization
phenomenon outlined in Section 5.5.1 for the I-shaped specimen. The damage
mesh-dependence does not allow the �nite elements to develop a full crack, i.e.,
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Figure 5.4: Holed compact tension specimen. Geometry in [mm], boundary condi-
tions and mesh.

to reach d = 1 at the integration points. The consequence on the propaga-
tion is that the sti�ness corresponding to the presence of a fracture along the
path A-C is not correctly reproduced. Thus, the subsequent evolution of the
crack from hole C to point E does not match the experimental result, and the
propagation occurs at a much smaller time rate.

Figure 5.5: Holed compact tension specimen. Reaction force versus displacement.

In Figure 5.6 the deformed shape and contour plots of the phase-�eld are
depicted. The elements reaching d ≥ 0.96 at each node are erased from the



114 Ductile Fracture in Large Deformations

visualization to better render the crack pattern and propagation.

Figure 5.6: Holed compact tension specimen. Phase-�eld.



6 Conclusions and future

developments

The aim of the current thesis has been the introduction of damage and fracture
in the mechanical model of paperboard.

The �rst step towards this result has involved the study of a robust and
reliable formulation for brittle fracture, i.e., the simplest model that couples
the elastic and fracturing behavior of the material. The phase-�eld formulation,
among many other approaches, such as XFEM, cohesive models, etc., has the
advantage of being the regularization of a discontinuous problem. Thus, a
continuous model renders the approach more appealing for the �nite element
implementation, where continuity is the main feature. Moreover, the variational
formulation underlying such regularization provides mathematical robustness
to the approach (e.g., the property of Γ-convergence). In the present work,
the application to brittle materials has been limited to a standard formulation,
while the attention has been shifted to a rigorous and e�cient solution of the
non-local problem of fracture activation arising from the phase-�eld approach.

The subsequent step has been the study of crack propagation in elastoplas-
tic media. Contrary to the brittle problem, for ductile fracture there is no
variational formulation in the sharp framework to be regularized. Therefore,
a widely employed approach in the literature consists of the extension of the
phase-�eld brittle model with the inclusion of the plastic dissipation in the en-
ergy formulation, based on some internal variables accounting for the evolution
of plastic deformation. Conversely, the current thesis proposes a di�erent point
of view: instead of extending the brittle model with plastic internal variables,
a well-established �nite-step elastoplastic formulation for standard materials is
enhanced with a damage-like internal variable, i.e., the phase-�eld. The �rst
ingredient introduced in the formulation is a clear distinction between nomi-
nal and e�ective quantities, i.e., referred to nominal (undamaged) or e�ective
(damaged) volume of the material, respectively. The importance of this di�er-
entiation lies in the suitable de�nition of the yield criterion for the evolution of
irreversible deformations. Here, it is assumed to depend on the e�ective quan-
tities, since plastic strains are developing in the continuous part of the medium
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only. Moreover, the e�ective approach to ductile fracture introduces a mesh-
dependence in the �nite element solution: while the phase-�eld formulation can
be regarded as a gradient-extended damage model, the local nature of plastic
strain evolution, even of hardening type, may be in�uenced by the overall soft-
ening response. The �nal outcome, for plasticity-driven fracture evolution, may
be a mesh-dependence of both plastic and damage internal variables. To over-
come this pathological aspect of the formulation, a gradient-extended plasticity

model is employed. Thus, two internal lengths dominate the localization of
the plastic strain and of the damage �eld. In the current thesis, a novel algo-
rithm for the solution of the equilibrium equations of an elastoplastic solid with
non-local plasticity has been proposed and has proven to be robust and com-
putationally e�cient. Moreover, a novel formulation to model the competition
between the plastic and fracture dissipation mechanisms has been presented.
The idea lies in the non-variational modi�cation of the fracture activation crite-
rion with the introduction of a modulation function accounting for the coupling.
This function has been calibrated in a one-dimensional uniform case to gain
some better insight into its physical interpretation. A �nal aspect concerns the
implementation of the proposed model. The e�ective approach involves the de-
velopment of plastic deformations after the onset of damage. Therefore, large
irreversible strains arise and they might induce a severe locking of the �nite
element solution. The strategy to solve this issue has been the use of a reduced
one-point integration technique for 4-nodes and 8-nodes elements with hourglass
control. While the formulation of the hourglass stabilization is rather standard,
a novel approach has been proposed to account for the material non-linearity
into the hourglass internal forces.

Finally, the last ingredient to be considered to address paperboard model-
ing is its orthotropic behavior. The current thesis proposes an entirely novel
approach. The simple idea consists of the extension of the modulation function
formulation introduced for isotropic ductile materials. The modulation function
is a scalar quantity and its argument is a scalar quantity too. First, a damage
activation criterion is stated in the plastic strain space of the material reference
frame. Then, a suitable scalar variable is introduced to measure the distance
of the current plastic strain state from the activation condition. The last quan-
tity, called the plastic strain measure, encapsulates the orthotropic nature of
the plasticity-driven crack evolution and it is used as the sole argument of the
modulation function controlling the fracture activation criterion. The proposed
approach can be applied to a general class of orthotropic ductile materials, and
it has been successfully validated with experimental data on paperboard.

The current work leaves many open issues. The large strain ductile fracture
model presented in the last chapter has been formulated within the framework
of local plasticity only. A needed future development would be the gradient-
extension of plasticity in the ductile fracture model at large strains. Conversely,
the thesis addresses the mechanical modeling of fracture in paperboard with a
focus on the in-plane, small strain behavior of the material only. Still, the sub-
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sequent challenge would be the modeling of the out-of-plane response, which
necessarily requires a large strain formulation. Here, the fracture mechanism
occurs in the form of delamination between the di�erent plies. To treat this
case, characterized by material properties and failure mechanism substantially
di�erent from those considered for the in-plane model, a natural choice might
be the introduction of an additional damage variable controlling the new dissi-
pation mechanism.
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Appendices





A PSOR for Sparse Matrices

The implementation of the PSOR algorithm in Section 2.6.3 for a symmetric
sparse square matrix of dimension nnp and number of non-zero entries nnz,
according to the Compressed Column Storage representation CCS, is shown in
Algorithm 4. The input data are the three arrays PA (matrix entry values), IR
(matrix entry row indices), and JC (pointer to entries of the IR array) for the
description of the matrix, and the driving vector q that here is treated as an
array q. The While loop iterates until a suitable convergence criterion is met.
Here, only the in�nite norm of the solution variation between two subsequent
iterations is shown, but for a comprehensive discussion see Section 2.6.3.
The �rst For loop runs over the sparse matrix columns jcol (i.e., over the solu-
tion array's components ∆dk(jcol)). Here, the explicitness of the algorithm is
clear, since the solution at every k-th iteration is built component-wise and the
jcol-th component depends on all its previous components (from 1 to jcol − 1).
The scheme exploits the strict lower triangular nature of L. In light of the CCS
representation, the For loop runs over the columns of the sparse matrix.
The second For loop runs over the sparse matrix rows h of the jcol-th column.
The matrix-to-vector products are performed according to the standard de-
scription of sparse matrices. For �xed r-index, the product Qrc∆d

k−1
c of (2.46)

returns a scalar, which is stored into the quantity Q∆d.
The �rst If statement (irow == jcol) extracts the diagonal term, computes its
inverse, and stores it into the scalar variable D−1. The second If statement
(irow < jcol) computes the product Qr>c (∆d

k
c −∆dk−1

c ) of (2.46). This is the
scalar product between the L matrix's r-th row and a vector. Yet, the column-
wise storing of the sparse matrix requires to perform that product between the
r-th column of the LT matrix and the vector. Since LT is the strict upper trian-
gular part of the sparse matrix, the If statement reads irow < jcol. The result of
the scalar product Qr<c (∆d

k
c−∆dk−1

c ) is stored into the quantity L∆∆d, where
∆∆d refers to the variation of the solution between two subsequent iterations
k − 1 and k.
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Algorithm 4: Projected Successive Over-Relaxation
input : PA(nnz, 1), IR(nnz, 1), JC(nnp + 1, 1), q(nnp, 1)
∆dk(nnp, 1) = 0

while Res
(k)
d > TOLd do

∆dk−1 = ∆dk

for jcol ← 1 to nnp do

Q∆d = 0
L∆∆d = 0
for h← JC(jcol) to JC(jcol + 1)− 1 do

irow = IR(h)
Q∆d = Q∆d+ PA(h)∆dk−1(irow)
if (irow == jcol) then

D−1 = [PA(k)]−1

end

if (irow < jcol) then

L∆∆d = L∆∆d+ PA(h)
[
∆dk(irow)−∆dk−1(irow)

]
end

end

∆dk(jcol) =
〈
∆dk−1(jcol)−D−1

[
Q∆d+ q(jcol) + L∆∆d

] 〉
+

end

Res
(k)
d =

∣∣∆dk −∆dk−1
∣∣
∞

end

output: ∆dk(nnp, 1)



B Von-Mises gradient plasticity

The linearizations needed for the solution of the gradient elastoplastic problem
in Section 3.5.2 with the monolithic scheme in Algorithm 3 are developed below.
All operations are performed for the von-Mises plasticity without damage (see
Section 3.2.4 for the constitutive functionals), thus, the tilde symbol for the
e�ective response is omitted for the sake of clarity. Voigt notation is used
throughout this appendix. For instance, the stress vector is denoted with σ =
(σ1, σ2, σ3, τ12, τ13, τ23)

T. The element shape functions and shape functions
gradients are introduced in Section 3.4. The linearization of the element internal
forces vector reads:

δFI,e =

∫
Ωe

BT
u δσ dΩe =

=

[∫
Ωe

BT
u

(
Del −∆λDel

dev ∂
2
σσfy D

el
dev

)
Bu dΩe

]
Kuu,e

δûe+

+

[∫
Ωe

BT
u

(
−Del

dev ∂σfy

)
Nλ dΩe

]
Kuλ,e

δλ̂e

(B.1)

where Del = ∂2εεψ
e is the matrix of elastic moduli and the deviatoric nature

of the plastic deformation vector εp has been exploited. Del
dev is the deviatoric

elastic sti�ness matrix. The linearization of the element yield vector reads:

δfY,e =

∫
Ωe

[
NT

λ δfy − cpBT
λ ∇δλ

]
dΩe =

=

[∫
Ωe

NT
λ

(
Del

dev ∂σfy

)T
Bu dΩe

]
Kλu,e

δûe+

−
[∫

Ωe

{
NT

λ

(
∂σf

T
y Del

dev ∂σfy + ∂λχ
)
Nλ + cpB

T
λ Bλ

}
dΩe

]
Kλλ,e

δλ̂e

(B.2)
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The deviatoric elastic sti�ness matrix for the isotropic case is Del
dev = 2G0 Idev,

where Idev is the deviatoric projection matrix. The use of von-Mises yield
function with isotropic linear hardening leads to:

∆λDel
dev ∂

2
σσfy D

el
dev = 2G0 β

(
Idev − ntr ntrT

)
Del

dev ∂σfy = 3G0
str

σtreq
, ∂σf

T
y Del

dev ∂σfy = 3G0

where str is the trial elastic deviatoric stress vector, ntr = str/|str| is the trial
yield surface unit normal vector, σtreq =

√
3/2 str : str is the trial equivalent stress

(being s the deviatoric stress tensor with Voigt notation s), and β := 3G0 ∆λ/σtr
eq.

The element tangent sti�ness matrices and the internal forces vector are:

Kuu,e =

∫
Ωe

BT
u

[
Del − 2Gβ

(
Idev − ntr ntrT

)]
Bu dΩe (B.3a)

Kuλ,e =

∫
Ωe

BT
u

(
−3G0

str

σtreq

)
Nλ dΩe = KT

λu,e (B.3b)

Kλλ,e = −
∫
Ωe

[(
3G0 +H0

)
NT

λ Nλ + cpB
T
λ Bλ

]
dΩe (B.3c)

FI,e =

∫
Ωe

BT
u

[
pm+ (1− β) str

]
dΩe (B.3d)

where m = (1, 1, 1, 0, 0, 0)T is the spherical projection vector in Voigt notation,
and p = 1/3mT σ is the hydrostatic pressure.



C Line search

The implemented line search procedure is based on what proposed in Nocedal
and Wright (2006). The global return mapping outlined in Section 3.5.2 for
the elastoplastic gradient problem with �xed damage shows how the loading-
unloading condition (3.52b) is a purely displacement driven problem. Therefore,
without loss of generality, it can be stated that the Lagrangian (3.19) (here-
after denoted as L for the sake of compactness) depends on the displacement
only L(∆û), being ∆û the global nodal displacement vector of the spatial dis-
cretization in Section 3.4. The solution update δ∆ûk between two subsequent
Newton iterations k− 1 and k is the result of the monolithic system (3.57) and
the current solution can be written as follows:

∆ûk = ∆ûk−1 + δ∆ûk . (C.1)

The new solution estimate should satisfy the condition

L(∆ûk) < L(∆ûk−1) .

Yet, this condition may not be always ful�lled by the Newton algorithm. There-
fore, a line search procedure has been implemented. The step length parameter
γk is de�ned such that:

∆ûk = ∆ûk−1 + γk δ∆ûk . (C.2)

The optimal step length minimizes the total energy between the two iterations
k − 1 and k:

γk = argmin
γ∗
k

[
L
(
∆ûk−1 + γ∗k δ∆ûk

)]
. (C.3)

For non-quadratic objective functions L(∆û) there is no closed form solution
of the problem (C.3). Therefore, a standard procedure involves the satisfaction
of the so-called Wolfe condition:

L
(
∆ûk−1 + γk δ∆ûk

)
< L

(
∆ûk−1

)
+ c1 γk δ∆ûTk R(k−1)

u , (C.4)

where Ru is the global displacement residual vector de�ned in (3.53) and

R
(k−1)
u := Ru(∆ûk−1) is the residual at the previous iteration used for the
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Algorithm 5: Backtracking or steepest descent line search

set γk = 1

while
(
.not. Wolfe

)
do

update γk = γk ρ

Wolfe L
(
∆ûk−1 + γk δ∆ûk

)
< L

(
∆ûk−1

)
+ c1 γk δ∆ûTk R

(k−1)
u

end

computation of δ∆ûk. The constant parameter c1 for Newton type solver has
the typical value 10−4 (see Nocedal and Wright (2006)).

The backtracking or steepest descent line search algorithm is shown in Algo-
rithm 5. The idea is that the step length γk is reduced by a constant parameter
ρ ∈ [1/10, 1/2]. Furthermore, a minimum value γk,min should not be reached as
suggested in Nocedal and Wright (2006). An important remark must be done
on the Dirichelet boundary condition of the displacement �eld. The minimiza-
tion outlined in (C.4) must hold for all the active degrees of freedom, i.e., the
degrees of freedom that contribute to the minimization of the total energy in
the time step. Therefore, the constrained degrees of freedom must be excluded
from the algorithm. Yet, in order to avoid a too large di�erence in the incre-
ment update of the active degrees of freedom and the constrained degrees of
freedom a not too small threshold must be used for the step length. The chosen
value is γk,min = 1/2.



D Linear activation criteria

for gradient plasticity

and damage

The use of von-Mises plasticity with linear isotropic hardening (see Section
3.2.4 for the constitutive functionals) leads the element yield vector fY,e (3.50c)
to be a linear function of the element plastic multiplier increment vector ∆λ̂e

as follows:

fY,e =

∫
Ωe

ω
[
NT

λ

(
σtreq − σ̄y0 −H0 λn

)
− cpBT

λ ∇λn

]
dΩe

f tr
Y,e

+

−
{∫

Ωe

ω
[(

3G0 +H0)N
T
λ Nλ + cpB

T
λ Bλ

]
dΩe

}
Kλλ,e

∆λ̂e ,

(D.1)

where the constant matrixKλλ,e and the trial equivalent stress σtreq have already
been de�ned in Appendix B, while the element trial yield vector is de�ned as:

f trY,e :=

∫
Ωe

ω
[
NT

λ

(
σtreq − σ̄y0 −H0 λn

)
− cpBT

λ ∇λn

]
dΩe . (D.2)

On the other hand, the choices of a quadratic degradation function and the
use of an AT1 dissipation functional for the phase �eld lead to the following
de�nition of the phase-�eld element activation vector fD,e (3.50d):

fD,e =

∫
Ωe

[
NT
d

(
2(1− dn) ψ̃ep − (f + 1)

3Gc

8l0d
+ w′

ϵ

)
− 3Gcl0d

4
BT
d ∇dn

]
dΩe

f tr
D,e

−

−
{∫

Ωe

[
NT
d Nd

(
2 ψ̃ep +

ηf
∆t

)
+

3Gcl0d
4

BT
d Bd

]
dΩe

}
Kdd,e

∆d̂e ,
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where the trial fracture activation vector f trD,e and the the matrix Kdd,e have
been de�ned:

f trD,e :=

∫
Ωe

[
NT
d

(
2(1− dn) ψ̃ep − (f + 1)

3Gc

8l0d
+ w′

ϵ

)
−

−3Gcl0d
4

BT
d ∇dn

]
dΩe ,

(D.3a)

Kdd,e := −
∫
Ωe

[
NT
d Nd

(
2 ψ̃ep +

ηf
∆t

)
+

3Gcl0d
4

BT
d Bd

]
dΩe . (D.3b)

Finally, the yielding and fracture activation criteria (3.52b) and (3.52c) can be
written as follows:

∆λ̂ ≥ 0 ,
(
f trY +Kλλ∆λ̂

)
≤ 0 , ∆λ̂T

(
f trY +Kλλ∆λ̂

)
= 0 , (D.4a)

∆d̂ ≥ 0 ,
(
f trD +Kdd∆d̂

)
≤ 0 , ∆d̂T

(
f trD +Kdd∆d̂

)
= 0 . (D.4b)

They correspond to the Karush-Kuhn-Tucker conditions associated to the con-
strained minimization of the total energy with respect to the plastic multiplier
and the phase �eld. The speci�c choices adopted for the constitutive function-
als make them two symmetric linear complementarity problems (SLCP) of the
standard form:

x ≥ 0 ,
(
q+Qx

)
≤ 0 , xT

(
q+Qx

)
= 0 .

The solution of these variational inequalities is sought by means of a Projected
Successive Over-Relaxation algorithm (PSOR) as introduced in Mangasarian
(1977) and already outlined in Section 2.6.3 and Appendix A.



E In-plane elastoplastic model

for paperboard

The tilde symbol for the e�ective quantities is omitted for the sake of clarity.
All the quantities are written in the material reference frame where the indices
1,2 refer to the MD and CD directions, respectively. In Voigt notation, the
in-plane stress and strain vector are σ = (σ1, σ2, τ12)

T and ε = (ε1, ε2, γ12)
T

(the same symbol is used for the tensorial and Voigt quantities with abuse of
notation). The elastic evolution is stated as σ = D(ε−εp) (see e.g., Mäkelä and
Östlund (2003)), where the elastic sti�ness matrix, expressed in the material
reference frame, reads

D =
1

1− ν12ν21

 E1 ν21E1 0

ν12E2 E2 0

0 0 G12 (1− ν12ν21)

 . (E.1)

Here, E1, E2 are the elastic moduli in the orthotropy directions, while ν12 and
ν21 are the Poisson ratios. Finally, G12 is the in-plane shear modulus. The
Xia's yield function is

fy(σ,χ) =
6∑

s=1

 (⟨σ(s)n (σ)⟩+
σ
(s)
y (χ)

)2k
− 1 , (E.2)

where the normal stress σ(s)n (σ) = n(s)Tσ is the projection of the stress vector
along the s-th mechanism unit normal in the stress space. The latter in Voigt
notation reads

n(s) =
(
n
(s)
1 , n

(s)
2 , 2n

(s)
12

)T
. (E.3)

The components of each normal are material parameters to be determined
experimentally Borgqvist et al. (2015), or using analytical relations Borgqvist
et al. (2014). The components always refer to the material reference frame and
are shown in Table E.1.
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s n1 n2 n12

1 n
(1)
1 −

(
1−

(
n
(1)
1

)2)1/2
0

2 −
(
1−

(
n
(2)
2

)2)1/2
n
(2)
2 0

3 0 0 1/
√
2

4 −1 0 0
5 0 −1 0

6 0 0 −1/
√
2

Table E.1: Yield unit normals components

The independent components are

n
(1)
1 =

1√
1 + ν212

, n
(2)
2 =

1√
1 + ν221

. (E.4)

The yield mechanisms are postulated to be uncoupled leading to the yield
stresses σ(s)y (χ) = σ̄

(s)
y0 + χ(s) (see e.g., Borgqvist et al. (2015)), where σ̄(s)y0 is

the initial e�ective yield stress of the s-th mechanism. The �rst derivatives of
the Xia's yield function used in the plastic evolution laws read:

∂fy
∂σ

=
6∑

s=1

[
2k

σ
(s)
y

(
⟨σ(s)n ⟩+
σ
(s)
y

)2k−1

n(s)

]
, (E.5a)

∂fy

∂χ(s)
= − 2k

σ
(s)
y

(
⟨σ(s)n ⟩+
σ
(s)
y

)2k

. (E.5b)

The elastoplastic evolution requires the solution of a local nonlinear and coupled
set of equations. The integration algorithm and the computation of the consis-
tent algorithmic tangent sti�ness can be found in e.g., Ottosen and Ristinmaa
(2005).



F One-point reduced integration

In the current appendix , the nomenclature is stated for the element quantities,
i.e., the shape functions and their gradients. The attention is restricted to the
4-nodes element for the sake of compactness, but the same concepts can be
easily extended to the 8-nodes element. Let φ be a generic scalar �eld de�ned
over the element. The nodal quantities are denoted with (̂·). The nodal value
of the scalar �eld φ is φ̂(a), being a the node label. The nodal values of the
scalar �eld are collected into a nodal vector φ̂e = (φ̂(1), . . . , φ̂(a), . . . , φ̂(nen))T.

F.1 Modal representation

The master element is depicted in Figure F.1. The element's node label is
denoted with the integer a and it spans from 1 to nen = 4.

Figure F.1: Master four-nodes element

The shape function of the a-th node is N (a)(ξ1, ξ2) = 1/4 (1 + ξ̂
(a)
1 ξ1) (1 +

ξ̂
(a)
2 ξ2), and it can be recast into the linear (ξ1, ξ2) and bilinear (i.e., hourglass
h := ξ1 ξ2) contributions:

N (a)(ξ1, ξ2) = 1/4
[ (

1
)
+
(
ξ̂
(a)
1

)
ξ1 +

(
ξ̂
(a)
2

)
ξ2

linear

+
(
ĥ(a)

)
h

hourglass

]
(F.1)

The values of the linear ξ̂(a)1 , ξ̂
(a)
2 and hourglass ĥ(a) nodal coordinates are in

Table F.1.
Let φ be a generic scalar �eld to be spatially discretized with �nite elements,

and φh its element discretization. The nodal representation reads

φh(ξ1, ξ2) =
∑4

a=1N
(a)(ξ1, ξ2) φ̂

(a) (F.2)



132 One-point reduced integration

node a 1 2 3 4

ξ̂1 �1 +1 +1 �1
ξ̂2 �1 �1 +1 +1
ĥ +1 �1 +1 �1

Table F.1: Nodal ξ1, ξ2 and hourglass h = ξ1 ξ2 coordinates of four-nodes master
element

being φ̂(a) the value of φ in the a-th node. The manipulation of the last relation
and the de�nition of the new coe�cients:

c1 :=
∑4

a=1
1/4 φ̂(a) = φ̂T

e 1 , c2 :=
∑4

a=1
1/4 ξ

(a)
1 φ̂(a) = φ̂T

e ξ̂1 ,

c3 :=
∑4

a=1
1/4 ξ

(a)
2 φ̂(a) = φ̂T

e ξ̂2 , c4 :=
∑4

a=1
1/4h(a) φ̂(a) = φ̂T

e ĥ

where th enodal vectors of the constant 1, linear ξ̂1, ξ̂2, and hourglass ĥ coor-
dinates are:

[1]a = 1/4 , [ξ̂k]a = 1/4 ξ
(a)
k , [ĥ]a = 1/4h(a) (F.3)

The nodal coordinates vectors have unit norm and they are endowed with the
fundamental orthogonality properties:

1Tξ̂k = 0 , 1Tĥ = 0 , ξ̂Tk ĥ = 0 (F.4)

The modal representation of the element solution then reads:

φh(ξ1, ξ2) =
(
φ̂T

e 1
)
+
(
φ̂T

e ξ̂1
)
ξ1 +

(
φ̂T

e ξ̂2
)
ξ2 +

(
φ̂T

e ĥ
)
h (F.5)

The relation between the nodal representation and the modal representation is
obtained evaluating the expression (F.5) at each node.

φ̂e = c1 1+ c2 ξ̂1 + c3 ξ̂2
linear φ̂lin

e

+ c4 ĥ

hourglass φ̂hg
e

= φ̂lin
e + φ̂hg

e (F.6)

where all the modal vectors have dimension nen = 4. The rigid body mode

vector is 1. The tensile mode vector ξ̂1 and the shear mode vector ξ̂2 have
components provided by the nodal coordinates (ξ1, ξ2) in Table F.1. The
hourglass mode ĥ has components provided by the nodal hourglass coordi-
nate h = ξ1 ξ2 in Table F.1. The fundamental modes of the i-th component of
the displacement are shown in Figure F.2.
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(a) 1 rigid body (b) ξ̂1 tensile

(c) ξ̂2 shear (d) ĥ hourglass

Figure F.2: Fundamental modes in the i-th physical component of the displacement.

F.2 Physical gradients

The vectors of the nodal coordinates in each i-th physical direction and the
shape functions are de�ned as

x̂i :=
(
x̂
(1)
i x̂

(2)
i x̂

(3)
i x̂

(4)
i

)T
(F.7)

N :=
(
N (1) N (2) N (3) N (4)

)T
(F.8)

The physical gradients of the shape functions in each physical direction in the
centroid of the element are

b1 :=
∂N

∂x1
(ξ = 0) =

1

2Ωe

[
x̂
(24)
2 x̂

(31)
2 x̂

(42)
2 x̂

(13)
2

]T
(F.9)

b2 :=
∂N

∂x2
(ξ = 0) =

1

2Ωe

[
x̂
(42)
1 x̂

(13)
1 x̂

(24)
1 x̂

(31)
1

]T
(F.10)

where the relative i-th coordinates of each kh-th couple of nodes are de�ned:

x̂
(kh)
i := x̂

(k)
i − x̂

(h)
i with x̂

(kh)
i = −x̂(kh)i (F.11)

The fundamental orthogonality property that induces spurious modes in the
reduced integration is

ĥTbi = 0 (F.12)
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