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1. Introduction
Fuel performance codes have been mainly devel-
oped to predict fuel behaviour for conventional
light water reactors (LWRs), which are the most
common reactor type worldwide and for which
decades of research have greatly supported their
fuel modelling. However, future advanced mod-
ular reactor designs, such as small modular re-
actors dedicated to industrial heat production,
lack this extensive feedback. In such concepts,
the envisaged fuel temperature (Tfuel < 250°C)
lies below the normal range encountered in com-
mercial pressurized water reactors. Within this
temperature range, attention has been drawn
towards the formation of high burn-up struc-
ture (HBS) restructuring [1]. Various models de-
scribe the HBS phenomenon, with many indicat-
ing different modalities of restructuring. Com-
monly, these descriptions point to the accumu-
lation of microstructural defects, emphasizing
the role of dislocations in the restructuring pro-
cess [2] [3] [4] [5]. This observation is supported
by TEM images, in particular those derived by
Nogita and Une [6], who identified the reorga-
nization of grain boundaries into sub-divided
grains (20–30 nm) with high angle boundaries
as a result of stored strain energy release in the
matrix. These microstructural modifications in-

duced by prolonged irradiation damage have an
impact on the fuel behavior between the pre-
and post- restructuring. To properly predict
fuel operation, fuel performance codes must ac-
count for this restructuring process. As part of
the PLEIADES platform developed at CEA, fis-
sion gas modules like MARGARET [7] exploit
the correlation developed from the experimental
observations by Nogita and Une [6] as a sim-
plified dislocation model to determine the mor-
phological state in which the fuel should be de-
scribed. However, as we move beyond the irradi-
ation conditions of the reference fuel specimens,
the current correlations may not be applicable
to predict dislocation density and consequently
the emergence of HBS. Therefore, current mod-
els may fail to predict fuel restructuring for novel
reactor designs, while safety requirements need
an accurate density dislocation prediction. To
overcome the limitations imposed by empirical
evaluations, more physical-based models are to
be preferred since they are not dependent on the
specific conditions at which certain experimen-
tal irradiation samples had been subjected.
With the purpose of developing a physics-based
model for the evaluation of dislocation density
in UO2, it is necessary to integrate an accurate
formulation of the phenomena governing the ki-
netics of the main microstructural features iden-
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tified in the fuel. Rate theory modelling is an
approach able to embed all these mechanisms in
a set of coupled ordinary differential equations,
and it has been traditionally applied to describe
the microstructural evolution of materials under
irradiation at the mesoscopic scale [8] [9]. In
particular, the work by Veshchunov and Shes-
tak [10] was taken as a starting reference since
it one of the most exhaustive rate-theory models
available in open literature devoted to the devel-
opment of HBS restucturing. Nevertheless, this
model suffers from heavy mathematical formula-
tions that compromise its practical implementa-
tion. Instead, the presented work tries to avoid
non-linear expressions and discontinuities which
tend to worsen numerical performance, while in-
tegrating additional physical mechanisms for a
more comprehensive description.

2. Model Equations
The model describes a kinetic system accounting
for both point and extended defects with seven
variables in the mean field approximation, for
which all the defects are uniformly distributed
within the material and their interactions occur
continuously in space and time1.
The temperature dependence of the model is
mostly contained within the expressions for
the uranium defects diffusivity Dv,i

(
m2 · s−1

)
.

Diffusivity expressions determine how fast
the defects will move and consequently which
physical mechanisms are favoured during the
irradiation, hence impacting on the growth of
dislocations in the fuel bulk. The correlations,
in the Arrhenius form, are [11]:

Dv = 3.7 · 10−7 exp

(
−2.4 (eV)

kBT

)
(1)

Di = 2.5 · 10−8 exp

(
−0.6 (eV)

kBT

)
(2)

Within the range of temperature 100÷1100°C,
Eq.(1) and Eq.(2) always return Di >> Dv, in-
dicating that the interstitials diffuse much faster
than vacancies; this discrepancy then decreases
as the temperature increases.

1This approximation is taken at the single-grain level,
where it is reasonable to assume uniformity conditions
due the magnitude of fission rate and temperature in the
fuel with respect to the grain size.

Table 1: Definition of the model state variables

Definition Unit

cv Point vacancy concentra-
tion

-

ci Point interstitial concen-
tration

-

Cvl Vacancy loop concentra-
tion

m−3

Cl Interstitial loop concentra-
tion

m−3

Rl Interstitial loop mean ra-
dius

m

Rp Average pore radius m

ρd Dislocation network den-
sity

m
m3

Table 2: Definition of the model coefficients

Definition Unit

b Burgers vector m

c
(eq)
v Thermal equilibrium con-

centration
-

c
(ps)
v Vacancy concentration at

pore surface
-

Ḟ Fission rate m−3·s−1

Ledge Length of the grain edge m

Rvl Vacancy loop mean radius m

Zv,i Point defect bias factor -

α Recombination constant m−2

αl Interstitial loop nucleation
constant

m−2

η Nr. of vacancies knocked
out per collision

-

θ Pore dihedral angle -

λ Fission fragment path m

ξ Vacancy cluster formation
modifier

-

Ω U vacancy volume m3

Ωvl Vacancy cluster mean vol-
ume

m3
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The quantities which appear in the model
equations are listed in Tables 1 and 2. The
complete set of ordinary differential equations
is the following:

ċv = −
(
k2v + k2v,gb

)
Dvcv − αDicicv+

(1− ξ)K −Kl +Kp +Kb +Kte

(3)

ċi = −
(
k2i + k2i,gb

)
Dici − αDicicv+

K +Kl −Kd +Kfd

(4)

Ċvl = +
ξK

Ωvl
− 2πRvlCvl

Ωvl
·[

ZiDici − ZvDv

(
cv − c(eq)v

)] (5)

Ċl =
αlDi

Ω
c2i −Kl −Kfd+

4Cl

bRl

[
ZiDici − ZvDv

(
cv − c(eq)v

)] (6)

Ṙl =
1

b

[
ZiDici − ZvDv

(
cv − c(eq)v

)]
(7)

ρ̇d =
d (2πRlCl)

dt
(8)

Ṙp =
1

Rp

[
Dv

(
cv − c(ps)v

)
−Dici

]
+

− 2ΩḞ ληmax

(
0, 1− 2Rp sin θ

Ledge

) (9)

On the right end side of Eq.(3) Eq.(4), the first
term contains the total sink strengths of vacan-
cies and interstitials towards extended defects
k2v

(
m−2

)
and k2i

(
m−2

)
, while k2v,gb

(
m−2

)
and

k2i,gb
(
m−2

)
are respectively the grain boundary

sink strengths for vacancies and interstitials; the
second term refers to vacancy-interstitial recom-
bination; the third term describes the Frenkel
pair generation induced by irradiation charac-
terised by the defect production rate K

(
s−1

)
,

where in the case of Eq.(3) a certain fraction of
the produced vacancies ξK

(
s−1

)
are removed to

form vacancy loops, whose contribution appears
in the first term of Eq.(5). The rate Kp

(
s−1

)
in

Eq.(3) indicates the vacancies emitted per sec-
ond as a result of knockout of pores by the fission
fragments impinging the pores; such effect has
an impact on the pore size, which is accounted in
the second term of Eq.(9). Similarly, Kb

(
s−1

)
represents the knockout of bubbles by the fis-
sion fragments impinging the bubbles, however

the bubble radius is kept constant for simplic-
ity. The rate Kl

(
s−1

)
in Eq.(3), Eq.(4) and

Eq.(6) refers to loss of point vacancies which are
being absorbed by interstitial loops. Eq.(3) is
completed with Kte

(
s−1

)
, defining the vacancy

thermal production. In this model, an intersti-
tial loop is assumed to be formed with the clus-
tering of di-interstitials: the fifth term of Eq.(4)
and the first term of Eq.(6) describe the decrease
of single interstitials due to formation of inter-
stitial loops. The rate Kfd

(
s−1

)
in Eq.(4) and

Eq.(6) expresses the increase in interstitial con-
centration as a consequence of fission damage to
interstitial loops. The second term of Eq.(5) fol-
lows the absorption of point defects, where the
expression in the square brackets, with the nega-
tive sign, imposes that a flow of interstitials will
diminish the vacancy loop concentration, while
a flow of vacancies will enhance it. Similar for-
mulations affect the size of interstitial loops in
Eq.(6) and pores in the first term of Eq.(9). Fi-
nally, Eq.(8) accounts for generation of disloca-
tion networks by the accumulation of loops.

3. Case study results
The model has been applied for a set of fuel con-
ditions which are normally encountered for oper-
ational light water reactors. In order to predict
the onset of HBS, the model computes the dislo-
cation density for temperatures between 100°C
and 1100°C for prolonged irradiation times. In
this way, it is possible to inspect the model ap-
plicability not only to conventional operating
temperatures but also to fuel temperature con-
ditions for novel designs which are outside the
calibration range set by [6], such as those envi-
sioned for SMRs for heat production.
The total dislocation density evolution is shown
in Figure 1: ρtot consists in the sum of the dislo-
cation loop density ρl (interstitial prismatic) and
the dislocation network density ρd. The total
dislocation density presents an increasing trend,
steeply increasing at the beginning and then al-
most saturating throughout most of the irradia-
tion time; the values obtained for ρtot span be-
tween 1014÷1016 m

m3 , in line with the predictions
by models [10] [11]. As expected, the dislocation
density is higher at higher burn-ups and there is
a noticeably high density at low temperatures.
Nevertheless, if it is true that ρtot grows at all
temperatures, such increase is not monotonic in
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the considered range.
In addition to this preliminary evaluation, a
comparison with experimental data by [6] was
performed in Figure 2. The case study results
at 700°C are displayed with a dashed curved
together with the six experimental points: the
predictions approach correctly the data extrapo-
lated at lower burnups, but underestimate those
above 40 GWd/t.
In order to perform a better prediction of the
latter data points and to achieve a monotonic
decrease in dislocation density with increas-
ing temperatures, a parameter optimisation was
performed. Among the model equation rates
and sink strengths, the choice fell either on quan-
tities with less physical meaning or those which
could be varied over a wider range of values such
to be sufficiently impactful in the new projec-
tion. These are: the recombination radius rc,

Figure 1: Evolution of the total dislocation den-
sity for the considered case study.

Figure 2: Comparison with experimental data
by Nogita and Une at 700°C.

the number of defects produced in the fission
track z, the bias correction factor ε, the fraction
of vacancies forming clusters ξ and the num-
ber of vacancies knocked out from a pore per
collision η. The model fitting with the exper-
imental data consisted in the minimization of
the residuals

(
ρmeasured
tot − ρmodel

tot

)
through the

least squares method. This procedure returned
the following values: rc = 7.5 · 10−10 m, z =
1.0 · 104, ε = 0.024, ξ = 8.3 · 10−5, η = 10. The
model prediction after the parameter optimiza-
tion is depicted with a solid line in Figure 2: the
results are in reasonable agreement with the ex-
perimental data at all burn-ups within the con-
sidered range, including those at bu > 40 GWd/t
when fuel restructuring is consistent. Moreover,
above 800°C, fitting induced the ρtot to decrease
as the temperature rises, approximately after
four years of irradiation (Figure 3). Neverthe-

Figure 3: Evolution of the total dislocation den-
sity after parameter optimization.

Figure 4: Evolution of ρtot against temperature
after parameter fitting with experimental data.
The restructuring limits are the same ones as [7].
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less ρtot still does not increase monotonically
with temperature, largely because of the sharp
increase at around 500°C. A possible interpre-
tation for this peak lies in the fact that, in
the conditions set by this case study, between
400÷600°C the system dynamics particularly
favours vacancy clustering: indeed, the concen-
tration of point vacancies finally reaches satu-
ration as their higher mobility allows them to
aggregate more easily, thus driving lower proba-
bility of interaction with interstitials and inter-
stitial loops. From this it conveys that more in-
terstitials will be available to form loops, and the
presence of dislocation loops will be less compro-
mised by the action of point vacancies; the in-
creasing Cl then immediately reflects in increas-
ing ρtot.
In Figure 4, the ρtot is represented at different
burn-ups: as expected, the total dislocation den-
sity is higher at higher bu and there is a notice-
ably high density at low temperatures. Gener-
ally, fuel restructuring is accepted within a range
of values of dislocation density (as done in MAR-
GARET) that here is taken as 1÷5·1015 m

m3 . Be-
low 200°C the results obtained for ρtot are above
this range, hence the fuel is locally completely
restructured. This is a significant result that in-
dicates there might be a substantial formation of
HBS in the potential deployment of novel SMRs
for heat production.

4. Surrogation of the model
The possible implementation of the presented
model into fuel performance codes requiring an
evaluation of the dislocation density may result
difficult, especially in view of the challenging
mathematical formulation of the model equa-
tions [12]. A useful step in this regard con-
sists in the surrogation of the model, which ap-
proximates the underlying behaviour of the rate
equations in a given domain with the advantage
of reducing the computational time required to
reproduce the solutions. The surrogate is able
to efficiently replace the original model solution
thanks to a neural network constructed on a
training dataset of input-output pairs from full
simulations of the physics-based model [13] [14].
Indeed, the original mathematical expressions
were smoothed out from discontinuities also in
view of the network training needed for surroga-
tion.

For a first network acting as a surrogate model,
the total dislocation density is taken as output,
as this state variable is the main reference indi-
cator for HBS restructuring; still, rather than
generating the integrated value ρtot, the time
derivative ˙ρtot is preferred because it can be
inserted directly in the fuel performance codes
(FPCs) solvers. In order to build a surrogate
able reproduce accurately the original model, it
is first necessary to generate a data set charac-
terized by the input values varied over a certain
range of possible operating fuel conditions with
their corresponding output. The three selected
inputs are:
• Fission rate Ḟ =

[
5.0 · 1018; 5.0 · 1019

]
m−3·

s−1.
• Temperature T = [100; 1200]°C.
• Burn-up bu = [0; 200] GWd/t.

Given this input domain, a latin hypercube sam-
pling of 10000 data points

(
Ḟ , T, bu

)
was per-

formed. Each point was then given to the origi-
nal model to generate the corresponding value of
the time derivative of the total dislocation den-

Figure 5: Schematic representation of the surro-
gate model.

sity. The final outcome consists in a dataset de-
fined by

(
Ḟ , T, bu, ˙ρtot

)
points, which were fur-

ther divided in the three smaller lists of train-
ing (making up 60% of points), validation (20%)
and test (20%). The final structure of the sur-
rogate is depicted in Figure 5: the 3 input - 1
output network is intermediated by one hidden
layer that eleborates the given data, populated
by 32 nodes exploiting the activation functions
ReLU+Linear.
Figure 6 gives indications about the network

5



Executive summary Aleksandar Djonovic

performance: subfigure 6a indicates that the
base ten logarithm of the mean square er-
ror (MSE) between network estimations and
training-validation outputs stabilize within −3.5
and −4.5, i.e. a MSE approximately between
0.03% and 0.003%, suggesting the network is
able to return valid predictions with respect to
the original model outputs. In addition, sub-
figure 6b represents a reasonable response of
the surrogate towards test output values, as the
points tend to gather along the plot bisector.
The estimations become less accurate for the
highest values of the total dislocation density
(> 0.8) due to the fact that the training dataset
contained few of such high value ˙ρtot, therefore
the network is less trained to predict them.

5. Conclusions
The present work consisted in the development
of a physics-based model that considers the in-

(a)

(b)

Figure 6: (6a) Comparison of the mean square
error between training and validation runs; (6b)
predicted values of ρ̇ by the surrogate against
the testing data.

teraction and evolution of point and extended
defects in UO2 under irradiation. The main fo-
cus of the study was directed towards the evo-
lution of dislocation density ρtot, since disloca-
tions are microstructural features playing a cru-
cial role in fuel restructuring and in the resulting
emergence of HBS. The model was conceived to
substitute correlations such as the one used in
MARGARET for applications that go beyond
their calibration range. The proposed model
thoroughly incorporates and summarizes most
of the advancements in the subject available in
literature, ensuring a comprehensive representa-
tion of key phenomena. It is distinguished by
a complex yet physics-based description and it
serves as a versatile solution suitable for stan-

Figure 7: Original model results for the sampled
input points.

Figure 8: Surrogate model results for the sam-
pled input points.
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dalone applications or as a module within FPCs.
Notably, the overall performance is enhanced by
avoiding discontinuities in the equations and by
specifically treating the most uncertain parame-
ters through fitting. The model accuracy is also
confirmed by validation of the results against
available data: the model was already return-
ing reasonable estimations of the total disloca-
tion density with physically sound values of the
parameters, but after the parameter optimiza-
tion the model predictions improved, sensibly
approaching the experimental data. Further-
more, the developed model foresees high val-
ues of dislocation density especially at low local
fuel temperatures (T<250°C), suggesting sub-
stantial HBS formation that may interest size-
ble portions of the fuel pellet. For the consid-
ered case study, the dislocation density evolution
monotonically increases with irradiation time
(or burn-up) but not with temperature, even
after the fitting. Temperature dependence, in
the form of uranium diffusion coefficients, heav-
ily impacts the defect dynamics and will favour
certain physical phenomena over others.
Finally, by sampling a consistent amount of total
dislocation density estimations from a defined
set of fission rate, temperature and burn-up val-
ues varied over large intervals, a neural network
that could act as a surrogate to the original
model was advanced. With respect to validation
data the surrogate predictions of ˙ρtot present a
MSE < 0.03%, demonstrating to mimic the orig-
inal model results remarkably.
Not only does this physics-based model embed
complexity of the many mechanisms occurring
in irradiated fuel, but the surrogation is also de-
signed for computational efficiency and practical
usage. The surrogate model is available upon
request and will be integrated both in MAR-
GARET and SCIANTIX codes for fission gas
behaviour. The increasing demand for SMRs in
the future energy landscape sparks greater inter-
est in modelling, particularly in surrogate mod-
els, devoted specifically for these reactor designs.
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