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1. Introduction 
Structural Health Monitoring (SHM) uses 

sensing and data analytics to evaluate structural 

health and detect damage. However, 

environmental and operational variability poses 

challenges. Temperature, wind, humidity, and 

solar radiation cause fluctuating dynamic 

response. Traffic congestion and special events 

also alter stresses. This variability can mask 

damage or cause false alarms, limiting SHM 

effectiveness.[1] 

This thesis aims to mitigate variability's 

influence on damage detection. The objectives are 

to:  

1) Review methods like data normalization 

that reduce variability effects. 

2) Implement suitable techniques on the 

Livenza Railway Bridge using monitoring 

data. 

3) Develop general recommendations for 

enhancing SHM robustness. 

 

Although applied to a specific bridge, the 

research will focus on broadly useful techniques. 

One possible solution by developing hybrid 

machine learning techniques to isolate indicators 

of structural damage from environmental impacts 

in SHM data is proposed, and demonstrated on a 

case study of a Livenza railway bridge monitoring 

system. A local outlier removing function is used 

to mitigate the operational variability and Machine 

learning models are used for removing the 

environmental variability.  

2. Thesis Breakdown 

• The primary goal of the thesis is to develop 

a model that can remove the operational 

and environmental variability. 

• The literature review and state of the art 

was conducted to find the current area of 

research. 

• Data-preproccessing 

• Hybrid Model building and training on 

livenza bridge data.  

• Introduction of virtual damage to the 

dataset to access the performance of 

hybrid model. 
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3. Model Development Phase 
This stage primarily involves a diverse 

range of tasks, spanning from data preprocessing 

to the construction of machine learning models.  

3.1. Variability due to operations and 

environment 
Time series data from bridge response 

sensor E35 and environmental sensor T39 over a 1-

week period, shown in Figure 1, demonstrate that 

fluctuations in E35 closely match variations in 

temperature T39. This is statistically validated by 

the high correlation coefficient between E35 and 

T39 evident in the correlation matrix, indicating 

that environmental factors are a primary source of 

response variability. 

 

Figure 1: Time series of (a) Bridge response sensor 

E35; (b) Environmental sensor T39 

Additionally, as shown in Figure 4, some isolated 

spikes visible in the I15 time series are likely caused 

by operational variability from traffic loads. These 

outliers are addressed through the local outlier 

removal technique. 

3.2. Data cleaning 
Data cleaning is the process of finding, correcting, 

and removing errors or inconsistencies from a data 

set. In the thesis, Outlier Removal, Exclusion, 

Scaling was widely used to clean up the data. 

 

3.2.1. Exclusion 

 

Figure 2 Removing data by exclusion 

Imputing too many values can result in a number 

of potential issues like bias in data or overfitting of 

models. So, it is better to remove this large 

inconsistent data before applying any machine 

learning method. This method of removing the 

data is referred as Exclusion. 

Data selected for the study was 14th July 2022 to 10th 

May 2023. 

Only good performing sensors were selected, and 

faulty sensors were dropped. 

Also, the sensors which are not useful in 

calculation of residuals can also be dropped, i.e., 

the sensors which have constant values over the 

period. 

 

Figure 3 Sensor with almost constant value over 

period 
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3.2.2. Outliers and missing values 
In the present case, the outliers are also said to be 

due to the operation of the bridge itself. This can be 

due to passing of a train which in turn changes the 

dynamic response of the bridge. 

A local outlier removal algorithm is developed to 

remove the operational variability. 

 
 

 

Figure 4 Local outlier removal 

Figure 4 shows successful removal of outliers. 

 

3.2.3. Handling missing values            
For imputing missing data, the second-degree 

polynomial interpolation approach has a number 

of benefits. It can identify intricately curved 

patterns in the data and offer reasonably precise 

estimates for values that are absent. 

 

Figure 5: Interpolation of missing data 

3.2.4. Feature Transformation 

The sensor data, initially in electrical voltages, 

underwent an electrical-to-physical 

transformation to convert them into their 

respective physical units. Additionally, to handle a 

year-long dataset, the observation frequency was 

adjusted from 1 minute to 1 hour by averaging the 

data over this time interval. 

4. Hybrid model training phase 
The processed dataset considering only bridge 

response sensors are scaled and then a PCA 

transform is applied to it, which transforms 

original data from original subspace to Principal 

subspace.[2] 

The first principal component should explain the 

maximum variation due to environmental effects 

in the dataset, which can be proved by plotting a 

correlation matrix of all principal components and 

environmental data. 

Thus, this principal component was extracted and 

a dynamic regression model having a 24-hour time 

lag was trained on this PCA transformed data.[3] 

The dynamic regression model was chosen 

carefully after considering other machine learning 

model also. All the models were trained using a 

python library called DARTS, library for time 

series forecasting that offers a variety of models, 
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from classics such as ARIMA to state-of-the-art 

deep neural networks. [4] 

Figure 6 shows comparison of various models 

considered during training phase. 

 

Figure 6: Comparison of Model Performance and 

Efficiency. 

 

Above figure shows performance of each model. 

 

Figure 7: RMSE vs median RSD 

Figure 7 shows efficacy of all models in terms of 

successfully removing the environmental 

variability. 

After selecting the dynamic regression model, 

residuals are calculated by subtracting the 

predicted values from the actual values of the 

chosen principal component (PC). These residuals 

represent the bridge response data that cannot be 

solely attributed to environmental changes, mainly 

reflecting fluctuations related to structural 

degradation. To bring these residuals back to the 

original subspace, an inverse PCA transform is 

applied, reconstructing them into the original 

feature space. These refined residuals offer 

valuable insights for damage detection and 

analysis. 

Statistical analysis techniques and visualization 

methods can be applied to these refined residuals. 

They enable the identification and interpretation of 

damage indicators within the bridge monitoring 

data. By isolating the variations associated with 

structural damage and removing the influence of 

temperature, this PCA-based method enhances the 

accuracy and reliability of damage detection in 

bridge monitoring systems. 

 

Figure 8: Variation of residuals and original 

bridge response for sensor LVDT25 

The trained hybrid model when used on the sensor 

data from another railway bridge “Piave bridge” 

was also able to remove the environmental effects, 

this can be shown in figure below. 

 

Figure 9: Residuals obtains for “Piave bridge” 

after applying trained hybrid model. 

This proves the generality of the trained hybrid 

model. 

5. Application on Simulated damage 

scenario. 
The structural health monitoring system's design 

and tuning for damage detection involve 

simulating the bridge's response to various forms 

of structural damage under operating conditions. 

This includes investigating notional damage 

scenarios with different magnitudes and extents of 

damage to understand the impact on sensor-

measured indicators like displacements, rotations, 

natural frequencies, and modal eigenvectors. To 
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assess the effectiveness of Principal Component 

Analysis (PCA) and regression modeling in 

removing environmental effects, virtual damage is 

induced in mechanical sensors. This virtual 

damage manipulation includes altering strain 

values, sensor readings, or data relationships to 

mimic structural damage. One possible scenario is 

shown below. 

 
The above hybrid trained model was applied to 

this new dataset. 

 

 

Figure 10: Variability before and after application 

of hybrid model 

It can be seen from Figure 10 that after processing 

the data through the PCA+Regression model 

described in previous section, the damage induced 

can be clearly identified.  

The ability of the refined residuals to primarily 

capture the variations due to induced damage 

while effectively removing temperature variations 

would demonstrate the success of this work. 
  

6.  Conclusion 
• The methodology of using machine learning 

models to reduce environmental and 

operational variability in structural health 

monitoring (SHM) was successfully developed 

and validated on the Livenza Railway Bridge 

case study. 

• Visualization and statistical techniques 

confirmed the presence of temperature and 

train loading effects on the bridge response 

data, highlighting the need for data 

normalization. 

• Regression models were effective in predicting 

and removing temperature variations. 

Dynamic regression with a 24-hour lag 

performed the best. 

• Combining regression with PCA further 

filtered out unmeasured variability not 

captured by regression. This integrated 

approach reliably isolated damage indicators. 

• Simulated damage scenarios validated the 

methodology's ability to extract damage 

patterns from raw data affected by 

environmental impacts. 

• While demonstrated on a bridge, the machine 

learning techniques have potential for broader 

SHM applications susceptible to 

environmental or operational influences. 

• The computational framework enables 

distinguishing between external variability 

and underlying structural degradation for 

more accurate SHM analysis. 

7.         Future Prospects 
• Optimize LSTM model hyperparameters like 

layers, nodes, regularization to further 

improve performance. 

• Apply advanced system identification 

techniques like SINDy to derive enhanced 

physics-based model tailored to bridge 

dynamics. 

• Develop hybrid models integrating machine 

learning with physics-based principles to 

better isolate environmental effects. 

• Explore unsupervised learning methods like 

autoencoders for detecting damage from 

normalized data. 
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