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SOMMARIO

Il fenomeno della condivisione dell’infrastruttura nelle reti mobili è stato rilevante negli ultimi
due decenni, ha acquisito importanza soprattutto durante le ultime due migrazioni tecno-
logiche, ovvero dal 2G al 3G e dal 3G al 4G e sarà ancora più cruciale con l’arrivo del 5G.
La condivisione dell’infrastruttura è stata attraente per gli operatori di reti mobili (ORM)
perché, grazie alla riduzione dei costi, permette di far fronte a una domanda crescente da
parte degli utenti anche con ricavi in calo. Inoltre, non è insolito che la condivisione delle
infrastrutture venga combinata con la condivisione dello spettro, una risorsa essenziale per
le reti mobili e sempre più scarsa. In questo ambito, i ricercatori (ma non solo) hanno af-
frontato molteplici aspetti tecnici della condivisione dell’infrastruttura a volte combinati con
la condivisione dello spettro. Alcuni aspetti tecnici sono, per esempio, la valutazione delle
prestazioni in termini di metriche di rete, la gestione delle risorse, le tecnologie abilitanti
e le nuove architetture. Anche gli aspetti economici sono stati studiati, ma di solito con
attenzione limitata alla stima dei risparmi sui costi delle diverse alternative di condivisione
dell’infrastruttura.

Tuttavia, un ORM è una entità che vuole massimizzare i suoi profitti. Perciò, per l’ORM è im-
portante valutare non solo la riduzione dei costi dovuta alla condivisione dell’infrastruttura e,
se applicabile, anche alla condivisione dello spettro, ma anche il loro impatto sulle prestazioni
della rete e, di conseguenza, sui ricavi. Da questo punto di vista, la fattibilità della condivi-
sione dell’infrastruttura non dovrebbe essere data per scontata. Volendo studiare il problema
strategico di un ORM che stipula un accordo di condivisione con uno o più altri ORM, è
necessario tener conto sia degli aspetti tecnici che economici: tale studio è stato il primo
obiettivo di questo progetto di ricerca di dottorato.

Abbiamo considerato più varianti che derivano da due casi. Per affrontare ogni variante è
stato formulato un modello matematico appropriato. Queste varianti affrontano uno scenario
4G in cui alcuni ORM con determinate quote di mercato coesistono in una determinata
area geografica urbana densa. Ogni ORM deve decidere se installare uno strato di small
cell nell’area e, in tal caso, se operare da solo o sottoscrivere un accordo di condivisione,
ovvero costruire una rete condivisa con un sottoinsieme o con tutti gli altri ORM (nel qual
caso viene creata una coalizione). Una caratteristica chiave di queste varianti è il modello
dei prezzi degli utenti che è definito come una funzione lineare del bitrate medio percepito
dall’utente a seconda della coalizione di cui l’ORM dell’utente fa parte. Tale modello di prezzo
ci consente di catturare l’impatto che la condivisione dell’infrastruttura e, se applicabile,
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anche la condivisione dello spettro hanno sui ricavi dell’ORM attraverso una metrica delle
prestazioni della rete. A loro volta, i due risultati chiave dei modelli che affrontano queste
varianti sono l’insieme delle coalizioni e il numero di small cell che le coalizioni installano.

I due casi che abbiamo considerato sono: (i) condivisione dell’infrastruttura senza ag-
gregazione di spettro con il costo dell’infrastruttura suddiviso tra i suoi membri a priori, in
base alle loro relative quote di mercato e (ii) condivisione dell’infrastruttura con aggregazione
di spettro, assumendo che l’ORM può possedere una licenza per una determinata quantità
di spettro e che i membri di una coalizione sono tutti disposti ad aggregare il loro spettro
individuale e, contrariamente al caso (i), il modo nel quale il costo della coalizione è diviso
tra i suoi ORM membri è un risultato del modello – questo per tener conto del fatto che gli
ORM possono avere quote di mercato e di spettro molto varie, quindi una regola di divisione
dei costi a priori potrebbe non garantire la stabilità della coalizione.

Inoltre, abbiamo considerato due varianti per il caso (i). La prima variante è guidata dal
mercato, in cui le coalizioni vengono create volontariamente dagli ORM che agiscono come
entità che massimizzano il profitto individuale. Questa variante è stata modellata come
un gioco a utilità non trasferibile (UNT). Invece nella seconda variante un regolatore decide
quale coalizioni creare in modo da massimizzare un obiettivo globale (bitrate di utente, totale
o minimo) mentre si garantisce un profitto non negativo per ciascun ORM. Questa seconda
variante è stata modellata come un problema di programmazione lineare mista intera. Anche
per il caso (ii) abbiamo considerato due varianti: una prima in cui il problema è formulato
come un gioco cooperativo UNT, supponendo che i membri di una coalizione siano disposti
solo a condividere il costo dell’infrastruttura e ciascuno mantenga i propri ricavi individuali,
e una seconda variante nella quale gli ORM sono disposti a distribuire anche parte dei loro
ricavi – formulato come un gioco cooperativo a utilità trasferibile (UT).

Abbiamo considerato diversi casi in cui variano le quote di mercato degli ORM e nel caso
(ii) anche le loro quote di spettro. Inoltre abbiamo analizzato anche l’impatto del prezzo per
l’utente per unità di bitrate sui risultati. I principali risultati del caso (i) sono che general-
mente c’è un maggiore incentivo a cooperare nella prima variante rispetto alla seconda e che
per entrambe le varianti l’aumento del prezzo unitario per l’utente diminuisce l’incentivo alla
cooperazione; questo indica che per la condivisione delle infrastrutture senza aggregazione
dello spettro esiste un compromesso tra riduzione dei costi e degrado del livello di servizio e
quale dei due prevale dipende dal prezzo unitario per l’utente. Per quanto riguarda il caso
(ii), si può concludere che la grande coalizione è stabile per quasi tutte le istanze indipen-
dentemente dal prezzo unitario per l’utente, il che significa che il guadagno dell’aggregazione
dello spettro supera il degrado del livello di servizio della condivisione dell’infrastruttura
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senza aggregazione di spettro. Inoltre, la regola della divisione stabile dei costi tiene conto
della quota del mercato e della quota di spettro che caratterizza ciascun ORM. Per quanto
riguarda l’originalità e il contributo di questi lavori, per quanto ne sappiamo, le varianti e i
rispettivi modelli studiati nell’ambito del primo obiettivo di questo progetto di ricerca non
hanno precedenti in letteratura.

Per quanto riguarda le reti 5G, il disaccoppiamento delle infrastrutture dai servizi - per i
quali la condivisione dell’infrastruttura diventa un pilastro importante - porta alla nascita
di nuovi attori come i Fornitori di Infrastruttura (FdI) e i Fornitori di Servizio (FdS): i FdI
sono responsabili dell’implementazione e della gestione dell’infrastruttura mentre i FdS dei
servizi offerti agli utenti finali attraverso risorse noleggiate / acquisite dagli FdI. Il secondo
obiettivo di questo progetto di ricerca è studiare le interazioni tecno-economiche tra più FdI
e più FdS che non sono ancora state studiate in letteratura e per le quali proponiamo un
nuovo modello basato su un gioco multi-leader-follower (GMLF).

Più in dettaglio, abbiamo considerato alcuni FdI con infrastrutture di rete individuali ma
sovrapposte su una densa area urbana. Supponiamo che gli FdI operino in bande di spettro
disgiunte. Inoltre, abbiamo considerato FdS che forniscono ciascuno un determinato tipo
di servizio a un determinato segmento di mercato degli utenti finali. Supponiamo che le
stazioni di base (SdB) degli FdI siano collocate, quindi ci concentriamo sull’area di una
singola cella di SdB in cui la capacità della cella di ciascun FdI dipende dalla sua tecnologia
di rete e dalla larghezza di banda dello spettro disponibile. Mentre un FdI può servire più
FdS contemporaneamente, nel nostro modello ipotizziamo che un FdS serva i suoi utenti
finali attraverso la capacità acquistata da un singolo FdI. Tutti gli FdI e gli FdS sono entità
razionali il cui scopo è massimizzare il profitto individuale. Il prezzo per unità di capacità
offerto da un FdI massimizza il profitto del FdI che è dato dal prodotto del prezzo unitario e
dalla capacità totale venduta. A sua volta, un FdS, attraverso la selezione del FdI, massimizza
il suo profitto dato dalla differenza tra i ricavi ottenuti dai suoi utenti finali (dove i ricavi
sono una funzione della quantità di capacità acquistata dal FdI selezionato) e il costo della
capacità acquistata. Come anticipato, questo problema è stato modellato come un GMLF
attraverso il quale abbiamo studiato un gran numero di casi realistici che contribuiscono in
modo significativo alla novità di questo lavoro. Ciò che rende realistiche le istanze nel contesto
del 5G è che il modello dei costi di rete si basa sulla recente letteratura 5G e che i servizi
forniti dagli FdS sono ispirati dagli standard International Mobile Telecommunications for
2020 and beyond. L’insieme di FdS è uguale per tutte le istanze mentre le caratteristiche degli
FdI, cioè la tecnologia di rete e la larghezza di banda dello spettro disponibile, variano. Un
risultato chiave è che le caratteristiche tecnologiche degli FdI influenzano in modo significativo
la concorrenza tra loro e quindi anche l’impostazione del mercato che ne risulta.
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ABSTRACT

The phenomenon of infrastructure sharing in mobile networks has been prevalent over the last
two decades. It has gathered momentum especially during the last two technology migrations,
i.e., from 2G to 3G and from 3G to 4G and it will be even more crucial with the advent
of 5G. The key rationale behind such phenomenon is cost reduction as a means for Mobile
Network Operators (MNOs) to deal with an increasing user demand but declining revenues.
It is also not unusual for infrastructure sharing to go hand in hand with sharing of spectrum,
an essential and increasingly scarce resource for mobile networks. In this milieu, the research
community (but not only) has addressed multiple technical aspects of infrastructure sharing
sometimes combined with spectrum sharing. Among others, such technical aspects include
performance evaluation in terms of network metrics, resource management and enablers and
adapted architectures. Economic aspects have been addressed as well, but usually with a
narrow focus on estimating the cost savings of the different infrastructure sharing alternatives.

However, from the perspective of an MNO, which is a self-interested, profit-maximizing
entity, it is important to assess not only the cost reduction that infrastructure sharing, and
when applicable, also spectrum sharing bring about, but also their impact on the network
performance and consequently on the MNO’s revenues. From this perspective, the viability
of infrastructure sharing should not be taken for granted; in order to study the strategic
problem of an MNO entering a sharing agreement with one or multiple other MNOs, both
technical and economic aspects should be taken into account – such study has been the first
objective of this doctoral research project.

We have specifically considered multiple variants arising from two cases where each variant
has been tackled by an appropriate mathematical model. These variants address a common
4G scenario in which there is a set of MNOs with given market shares that coexist in a given
dense urban geographical area; each MNO has to decide whether to deploy a layer of small
cells in the area and if so, whether to do that by itself or by entering a sharing agreement,
i.e., building a shared network with a subset or all other MNOs (in which case a coalition is
created). One key common feature of these variants is the user pricing model which is defined
as a linear function of the average rate perceived by the user depending on the coalition joined
by the user’s MNO; such pricing model allows us to capture the impact that infrastructure
sharing, and, when applicable, also spectrum sharing have on the MNO’s revenues through
a network performance metric. In turn, the two key outcomes of the models tackling these
variants are the set of coalitions and the number of small cells they deploy.
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The two cases we have considered are: (i) infrastructure sharing without spectrum pooling
with the shared infrastructure cost split among its members a priori, according to their
relative market shares and (ii) infrastructure sharing with spectrum pooling, assuming each
MNO may own a given amount of licensed spectrum and that members of a coalition are
all willing to pull together their individual spectrum, and conversely to case (i), how the
coalition cost are split among its member MNOs is an outcome of the model – this is to
account for the fact that MNOs may have very distinct mixtures of market and spectrum
shares, hence an a priori cost division rule may not guarantee the coalition stability.

Further, we consider two variants for case (i): a market-driven variant, in which coalitions
are created voluntarily by the MNOs, each acting as a profit-maximizing entity – modeled
as a Non Transferable Utility (NTU) game and a second variant in which a regulator decides
the coalitions to be created so as to maximize a global objective (total or minimum user rate)
while guaranteeing a non-negative payoff for each MNO – modeled as Mixed Integer Linear
Programming problems. Two variants are also considered for case (ii): a first one in which
the problem is formulated as an NTU cooperative game, assuming members of a coalition
are only willing to share the infrastructure cost and each keep its individual revenues and a
second variant in which the MNOs are also willing to give away part of their revenues, thus
formulated as a Transferable Utility (TU) cooperative game.

Several problem instances have been considered in which we vary the MNOs’ market shares
and for case (ii) also their spectrum shares; in addition we also analyze the impact of the
user price per unit of rate on the outcome. The main findings for case (i) are that there is
generally more incentive to cooperate in the first variant compared to the second and that
for both variants the increase of the user unit price decreases the incentive for cooperation
which indicates that for infrastructure sharing without spectrum pooling there is a trade-off
between reduced cost and service level degradation and which of the two prevails depends
on the user unit price. As for case (ii), it can be concluded that the grand coalition is stable
for almost all the instances independently of the user unit price meaning that the spectrum
pooling gain exceeds the service level degradation of infrastructure sharing without spectrum
pooling; additionally, the stable cost division rule accounts for the market and spectrum share
characterizing each MNO. Concerning the originality and the contribution of these works, to
the best of our knowledge, the variants and their respective models studied under the first
objective of this research project have no precedents in the literature.

As for 5G networks, the decoupling of infrastructure from services – for which infrastructure
sharing becomes an important pillar – results in the emergence of new stakeholders such as
Infrastructure Providers (InPs) and Service Providers (SPs) where the InPs are responsible for
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the deployment and management of the infrastructure whereas SPs for provisioning services
to end users through resources rented/acquired from the InPs. The second objective of
this research project is to study the techno-economic interactions among multiple InPs and
multiple SPs that have not yet been addressed in the literature and for which we propose a
novel framework based on a Multi-Leader-Follower Game (MLFG).

In detail, we consider multiple InPs with individual but overlapping network infrastructures
over a dense urban area. InPs are also assumed to operate in disjoint spectrum bands.
Further, in this area there is also a set of SPs which provide each a given type of service
to a given market segment of end users. The InPs’ base stations (BSs) are assumed to be
collocated, hence we focus on the area of a single BS cell where the BS cell capacity of each
InP depends on its network technology and available spectrum bandwidth. While an InP
can serve multiple SPs simultaneously, in our framework we assume that an SP serves its end
users through capacity purchased from a single InP. All InPs and SPs are assumed rational
entities whose aim is to maximize their individual profits. In these lines, the capacity unit
price offered by an InP maximizes the InP’s profit which is given by the product of the unit
price and the total sold capacity. In turn, an SP, through the InP selection, maximizes its
profit given by the difference between the revenues obtained from its end users (which are a
function of the amount of capacity purchased from the selected InP) and cost of the purchased
capacity. As anticipated, this problem has been modeled as a MLFG through which we have
investigated a large number of realistic problem instances which contributes significantly to
the novelty of this work. What makes the instances realistic in the context of 5G is that the
network cost model is based on recent 5G literature and the services provisioned by SPs are
characterized through usage scenarios of International Mobile Telecommunications for 2020
and beyond. The instances are such that the set of SPs is the same across all of them while
we vary the InPs’ characteristics, i.e., network technology and available spectrum bandwidth.
From the numerical results, one key finding is that the technological characteristics of the
InPs significantly influence the competition among them and hence the resulting market
setting.
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CHAPTER 1 INTRODUCTION

Up to now, the prevailing business model for a facility-based1 Mobile Network Operator
(MNO) entails (among others): (i) purchasing a spectrum license, (ii) deploying and manag-
ing the network infrastructure, (iii) tailoring services for the subscribers (such as voice, text
and data etc.) and (iv) handling their billing and accounting. This business model intrinsi-
cally implies high upfront costs for the spectrum licenses acquisition and the infrastructure
roll-out, but also operational costs to maintain the network during its lifetime. However,
with the shift of the MNO core service from voice to data, such approach is failing to be
profitable, especially due to the remarkable escalation of the mobile data traffic. To sustain
such a demand, MNOs have to densify their networks, increase their spectrum holdings and
migrate to new (more spectrally–efficient) technologies which altogether result in substantial
capital investments while revenues from users are decreasing. When instead of deploying
a dedicated network infrastructure, an MNO decides to share part/all of the infrastructure
with other MNOs, it can be able to reduce its capital and operational cost, which in turn
makes its business more profitable.

Further, as the mobile ecosystem moves towards the 5G, the network infrastructure and the
services it provides are expected to decouple2, essentially through the Network Functions
Virtualization (NFV) and Software-defined Networking (SDN) paradigms. As a result, in-
frastructure sharing becomes a building block of the 5G framework whereas from a business
point-of-view, 5G becomes an enabler to infrastructure sharing, as new stakeholders such as
Infrastructure Providers (InPs) and Service Providers (SPs) will emerge.

1.1 Definitions and basic concepts

As a broad definition, infrastructure sharing is the shared use (of existing or jointly deployed)
network infrastructure among multiple MNOs. Unsurprisingly, the common driver across
the several infrastructure sharing instances accompanying the recent technology migrations
is cost reduction – especially at roll-out. However, the degree by which infrastructure sharing
contributes in lowering the capital and operational cost depends significantly on the type of

1"Facility-based" is a term used to identify a Mobile Network Operator (MNO) which deploys its own
network infrastructure as opposed to a Mobile Virtual Network Operator (MVNO) which does not own
neither network infrastructure nor a spectrum license but operates by leasing capacity from the former.

2It is worth noting that concept of decoupling the network infrastructure from its services has been
suggested much earlier than the conception of 5G (see e.g., [2–4]). However, in 5G it is integral to how its
architecture is being defined.
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network sharing agreement (which network elements are shared, the geographical footprint,
whether spectrum is shared etc.). Nevertheless, the degree of sharing is also subject to
national and international regulation (which, at the limit, can inhibit such process) [5–8];
further, it is also affected by standardization [9–12] and the industry (vendors) [13, 14].

1.1.1 Evolution of mobile networks and infrastructure sharing

Infrastructure sharing has become instrumental since the roll-out of 3G networks3, while an
even larger number of sharing agreements have been recorded so far for 4G [15]. Moreover,
infrastructure sharing is also considered an important enabler for 5G, given its performance
targets and in particular the very dense network deployments [16] which will require at least
site sharing due to limited site availability. Additionally, in the envisioned 5G architecture
[17] there is innate support for infrastructure sharing; two important terms related to infras-
tructure sharing in 5G are multi-tenancy and network slicing [18]. Multi-tenancy means that
multiple tenants (mobile broadband providers, industry verticals etc.) with very different
service requirement will coexist in the same network [19]. In turn, network slicing is the
means to support multi-tenancy, that is, a means to set up end-to-end logically independent
networks from the common pool of network resources which can accommodate the specific
requirements of each tenant. Several new stakeholders emerge in this context, e.g., InPs
which deploy and manage resources and lease them to SPs4, which in turn focus only on
provisioning services for end users.

1.1.2 Infrastructure sharing alternatives

In the literature, but also among vendors, regulators, the 3rd Generation Partnership Project
(3GPP) and other actors, there is not a (strictly) unique classification of the infrastructure
sharing alternatives available to MNOs (compare e.g., the classifications provided in [2–4,
13, 15, 20, 21]). However, based on the architectural scope [15, 21] or technical model [4, 20],
i.e., based on which network elements (nodes) MNOs agree to/can share, there are two main
types of sharing: passive and active, the latter comprising the former.

3Notice however that nowadays commercial solutions are available also for 2G networks. For instance,
Nokia offers a Multi-Operator Core Network (MOCN) solution for the Global System for Mobile Communi-
cations (GSM)/Enhanced Data rates for GSM Evolution (EDGE) [13]: in MOCN, MNOs share the Radio
Access Network (RAN) and pool together their frequency carriers, that is, they also share their spectrum,
while they keep dedicated Core Networks (CN)s. The goal of MOCN is to efficiently operate legacy 2G
networks. MNOs are refarming 2G frequency carriers for 3G and 4G since the latter can exploit them more
efficiently. Therefore, to maintain suitable levels of the capacity for 2G networks, Nokia’s MOCN solution
allows pooling spectrum of up to four MNOs.

4We have opted for the (more generic) term, i.e., SP instead of tenant since our focus is on techno-economic
aspects and not on the implementation of network slicing within the 5G architecture.
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Passive sharing (also referred to as site sharing or co-location [4]) implies the sharing of
the site physical space and of the non-active elements on the site (such as shelter, cabinet,
mast, power supplies, batteries, generators, air-conditioning alarms and access protection
[4, 20]. Passive sharing became common around 2000 [4], nowadays it is usually encouraged
and – in some countries – even mandated by regulators [6]; it has also given rise to the
TowerCompanies (TowerCos) business5.

Active sharing, on the other hand, extends to active elements of the RAN (such as anten-
nas, Base Transceiver Stations (BTS)/Base Station Controller (BSC) for 2G, Node B/Radio
Network Controller (RNC) for 3G and Evolved Node B (eNB) for 4G) and part of the core
nodes6.

A third sharing alternative – the geographical-split network sharing [9] – applies to the case
when multiple MNOs with individual spectrum licenses agree to cover disjoint geographical
areas of a country; by allowing users of one another to roam in their respective deployed
networks, all involved MNOs can provide services nation-wide. Implementation-wise, there
are two options: the first is based on national (domestic) roaming, which means that only
one CN is connected to each RAN (the one of the MNO deploying the RAN) whereas the
second option is based on RAN sharing, where either the (individual) core of each MNO is
connected to the each shared RAN covering a specific area or when also part of the core
network is common to all MNOs and the latter are connected to the several RANs (covering
the entire geographical area) through the common core.

Apart from these alternatives, infrastructure sharing for mobile networks can also apply to
the back-haul segment only. Moreover, spectrum sharing alone comes in plenty of different
flavors. Conversely, infrastructure sharing among mobile networks and other Radio Access
Technologies (RATs) has been studied as well. Further, the consolidated business model of
MVNOs represents a particular type of infrastructure sharing: an MVNO is an operator
which does not own either a spectrum license or a network infrastructure but leases network
capacity from a facility-based MNO to provide services to its subscribers (some references
concerning these additional alternatives are provided in Section 2.2.5).

5Ollen and Avery [22] discusses different alternatives for passive sharing varying from cash neutral agree-
ments between operators to Joint Ventures (JVs) and TowerCos which pool together sites of several MNOs
and lease them to the same MNOs (sale-and-leaseback) and to new entrants.

6CN elements related to user billing and accounting are not shared. These elements are individual also
for Mobile Virtual Network Operators (MVNOs).
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1.1.3 Drivers and barriers of infrastructure sharing

As anticipated, the main driver for infrastructure sharing is cost reduction. The following is
a brief summary of the drivers identified by (some) authors in the literature over the last two
decades: Village et al. in [2] (2002) identify the high roll-out cost and the “need for speed
to market” as drivers for network sharing in 3G. The authors in [3] (2005) argue that high
license cost and demanding coverage requirement associated with a spectrum license, have
forced licensees to turn to network sharing (or at the limit return their licenses when unable
to meet such requirements). According to a study carried out by the GSM Association
(GSMA) in 2008 [6], infrastructure sharing in 2G/3G was mainly propelled by declining
Average Revenue Per User (ARPU), the need for substantial investment for the 3G roll-
out both by new entrants and incumbents 7 and the limited number of sites in urban areas
(where network densification is particularly needed to deal with congestion). In [15] (2015), it
is pointed out that infrastructure sharing is even more crucial nowadays, for the deployment
of the Long-Term Evolution (LTE) technology compared to the deployment of 3G (back in
2000) since the amount of data traffic generated by an LTE user is two to three times larger
compared to a 3G one, while the data unit price is decreasing. As drivers, the work in [15]
lists the followings: spectrum being a scarce resource, the aim to reduce the digital divide
(provide broadband services to rural areas as well), the price reduction due to increased
competition from a large number of operators in the market, regulator caps for wholesale
access prices and, most importantly, the continuous proliferation of the mobile data traffic.

Moreover, it is worth noting that although cost reduction is the main driver for infrastructure
sharing (MNOs are, after all, profit-maximizers), there are also several societal and environ-
mental benefits to it; among others, infrastructure sharing contributes in reducing: the digital
divide – by making investment affordable in unattractive (rural/low density) areas and emerg-
ing markets, the infrastructure redundancy and consequently, the energy consumption and
citizens’ health and aesthetic concerns regarding electromagnetic emission/site locations but
also the barriers for new entrants.

However, there are also barriers to infrastructure sharing. Frisanco et al. in [4] identify the
MNOs’ loss of control over their networks leading to the inability to differentiate themselves
in the market. According to [2], a shared network provides the same coverage for all involved
MNOs which poses a threat to competitiveness if the MNOs were to compete solely on
coverage. Beckman et al. in [3] argue along similar lines as [2].

7A new entrant which obtained a 3G spectrum license had to provide national coverage within deadlines
whereas incumbent MNOs had to deploy additional sites to those already deployed for 2G; although MNOs
with 2G infrastructure can generally reuse 2G sites for 3G, a larger number of sites are nevertheless needed
to provide coverage for 3G since it operates at higher frequencies than 2G.
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1.1.4 Cost savings of infrastructure sharing

The cost saving of the different infrastructure sharing alternatives have been estimated by
several actors [2, 4, 6, 15, 20, 21]. For instance, the work in [4] applies a spreadsheet-based
financial model to calculate the cost savings of several sharing options ranging from passive
to full sharing. In their estimates, Meddour et al. [20] also account for the fact that the
Capital Expenditures (CAPEX) and the Operational Expenditures (OPEX) incurred from
the different network parts, e.g., the site, the RAN and the core, vary on the type of area
under consideration, i.e., whether rural, sub-urban or urban. All estimates confirm that
sharing agreements involving more network elements provide larger savings; for instance, in
[15], a report of the consultancy firm Coleago, it is revealed that the overall savings can vary
in the range 10%-40%, depending of the scope of sharing. Estimates of Vodafone [21] show
that in addition to the sharing option, the amount of savings also depends on the number of
involved MNOs: larger savings are reported for a network shared by three MNOs as opposed
to two.

1.2 Scope and motivation

Infrastructure sharing for mobile (cellular) networks is a multifaceted subject which interests
several entities such as MNOs, regulators, standardization bodies, the industry etc. How-
ever, this research project will deal with the MNO perspective and it will first tackle problems
arising when self-interested, profit-maximizing, conventional (i.e., facility-based) MNOs vol-
untarily enter long-term infrastructure (and possibly also spectrum) sharing agreements as
a means to reduce their CAPEX and OPEX. Then, this research project will explore new
stakeholders that are emerging in the context of 5G, such as InPs and SPs and it will address
problems arising from their techno-economic interactions.

Notice that the spectrum sharing research field is closely related to infrastructure sharing.
Spectrum for mobile networks is inherently a scarce resource, and, nowadays more than ever,
vital for MNOs to support the current traffic volume and the envisioned throughput for 5G.
In this context, several spectrum sharing frameworks have stemmed, e.g., Dynamic Spectrum
Access (DSA), Licensed Shared Access (LSA), cognitive radio and spectrum sharing in the
context of LTE in Unlicensed bands (LTE-U). However, this research project addresses spec-
trum sharing mainly as an additional dimension to infrastructure sharing, with the purpose
of evaluating its implications in the incentive for infrastructure sharing; in other words, we do
not deal with particular problems, such as, interference management or resource allocation,
arising in the context of specific spectrum sharing frameworks.
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As discussed in details in Section 2, most of the literature on infrastructure sharing concerning
conventional MNOs deals with technical aspects, such as enablers and architectural enhance-
ments, resource management algorithms, performance evaluation in terms of network-related
metrics, etc. As far as economic aspects are concerned, the profitability of infrastructure
sharing has been usually defined in terms of cost savings estimates, merely accounting for
the investment cost to provide coverage under different sharing options. Few works that
adopt mathematical approaches (mainly game theory) have modeled the strategic problem
of self-interested conventional MNOs deciding to share the network infrastructure. However,
also in these works, the impact of infrastructure sharing in the MNO payoffs is perceived
only through the cost. In these lines, the viability of infrastructure sharing becomes almost
always trivial and the profitability defined in this way does not address the impact that
sharing has on network performance metrics, which in turn impact MNO revenues and con-
sequently their overall profit. In this context, there is a need to address both technical and
economic aspects when dealing with the strategic problem of self-interested MNOs entering
sharing agreements: this is the first objective of this research project. In turn, in the 5G
literature, the main focus is on the architecture and implementation of network slicing. There
are also works that address the economic viability of 5G networks through techno-economic
approaches but, up to date, only from the point of view of a single MNO. However, the
presence of new stakeholders in 5G (such as InPs and SPs) sets the ground for a new and
competitive mobile market setting that needs to be studied with appropriate models, which
is the second objective of this research project.

1.3 Research project objectives

As anticipated, this research project has two broad objectives: the first concerning infras-
tructure sharing among conventional MNOs and the second concerning infrastructure sharing
for decoupled infrastructure from services in the context of 5G.

1.3.1 Infrastructure sharing among conventional MNOs

The first objective of this research project is to propose techno-economic frameworks to evalu-
ate the viability and profitability of infrastructure sharing among self-interested conventional
MNOs under different technical, economic and regulatory settings. Methodology–wise, we re-
sort to mathematical programming and game theory to model scenarios arising when varying
technical and economic settings both when sharing is assisted (constrained) by a regulator
and when the latter does not intervene.
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Specifically, in this first type of problems, we consider the current business model of con-
ventional MNOs, namely, MNOs with individual market shares and spectrum licenses which
decide whether to enter greenfield infrastructure sharing agreements with other MNOs, if
profitable to do so. In this context, depending on whether spectrum sharing is allowed or
possible (from a technical point of view) two cases can arise:

• infrastructure sharing without spectrum pooling and

• infrastructure sharing with spectrum pooling.

1.3.2 Infrastructure sharing for decoupled infrastructure from services in the
context of 5G

The second research objective is to study the techno-economic interactions among InPs and
SPs in the context of 5G. Specifically, we will consider scenarios involving multiple self-
interested InPs and multiple self-interested SPs where the former own network resources
(infrastructure and spectrum) but do not provision services for end users whereas the latter
provision services for end users through resources rented/acquired from the former. Our aim
is to propose a framework based on game theory that addresses the problems of resource
pricing from the InPs’ point of view and of InP selection and resource demand from the SPs’
point of view for several cases which differ from the technological characteristics of the InPs
(and the resulting network cost) while the SPs provision 5G services for end users.

1.4 Document outline

This document is organized as follows. In Chapter 2 we review the literature related to our
research project. Then, in Chapter 3 we explain how the objectives of the research project
have been realized through three journal articles ([23], [24] and [25]). Each of these journal
articles has been included in this document as a standalone chapter, i.e., in Chapters 4,
5 and 6, respectively. A general discussion follows in Chapter 7. Conclusions, limitations
of our work and some directions for future research are presented in Chapter 8. Finally,
Appendices A and B belong to the article presented in Chapter 4 ([23]) whereas Appendices C,
D and E, to the article presented in Chapter 6 ([25]).
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CHAPTER 2 LITERATURE REVIEW

Infrastructure sharing has been a very prolific research topic over the last three decades. In
this literature review we first make a broad chronological classification due to the change in
the nature of problems studied over time. We start by providing an overview of the early
works on the topic and then we focus on the more recent and up-to-date works. For the
latter, we further identify several categories.

2.1 Early works

The works in [2–4, 26–29] are among the earliest on infrastructure sharing (combined at
times also with spectrum sharing). With the exception of [28]1, these works have tended
to address technical issues of different sharing alternatives, assess the financial profitability
through techno-economic approaches, state regulatory standpoints and provide guidelines for
the latter and conceive new paradigms for the mobile market.

In [26], which dates back to 1994, Ramsdale states that national roaming2 is part of the
specifications of the Digital Cellular System at 1800 MHz (DCS 1800), unlike the Global
System for Mobile Communications at 900 MHz (GSM 900), which supported international
roaming only. National roaming was introduced in the DCS 1800 to improve coverage due
to smaller cell sizes at 1800 MHz (as opposed to 900 MHz).

Instead, the work in [27] shows the positive impact of infrastructure sharing in financial
terms for the Universal Mobile Telecommunications Systems (UMTS), especially for lowly
populated areas in which network deployment is dictated by coverage instead of capacity. In
turn, MVNOs are suggested as a means to monetize spare resources of an MNO.

Park et al. in [29] discuss issues faced by MNOs worldwide when deploying Wideband
Code Division Multiple Access (W-CDMA) and propose spectrum trading and infrastructure
sharing as means to accelerate the deployment of W-CDMA. However, they emphasize that
such means should be cautiously treated by regulators.

The study in [4] proposes a spreadsheet-based financial model to estimate the economic
1The study in [28] is an early work on the problem of scheduling users of multiple operators arising from

the case when a 3G, facility-based MNO hosts several MVNOs: the authors propose a non-preemptive priority
queuing model for circuit-switched traffic applied through an admission control scheme.

2National roaming is an infrastructure sharing alternative that allows users of an operator which does
not provide coverage in certain areas of a country to be served by the network of another operator of that
country covering such areas.
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profitability of multiple sharing alternatives and shows that cost can be further reduced if
the network operations are outsourced or a joint venture is created.

The authors in [2] discuss technical aspects concerning the infrastructure sharing alterna-
tives at the time; they also anticipate two crucial paradigms: (i) dynamic spectrum trading
and (ii) the decoupling of the network infrastructure from services, enabled by infrastruc-
ture sharing. It is worth noticing that both these paradigms are ongoing research topics
even nowadays. Similarly, according to [3], the advantages of network sharing go beyond
cost reduction: based on the product life cycle model, the authors suggest that, under an
appropriate regulatory framework, network sharing can steer the monolithic mobile networks
industry toward the decoupling of the network infrastructure from services for end users. In
other words, based on [2] and [3] infrastructure sharing would lead to new stakeholders such
as network/infrastructure providers and service providers which were expected to emerge in
the mobile market, the former being responsible for network planning, deployment and man-
agement while the latter for dealing only with the development of novel services (possibly
specialized and targeting specific market segments [3]).

2.2 More recent and up-to-date works

In this section, in addition to works on infrastructure sharing among conventional MNOs we
will also address works on Wireless Network Virtualization (WNV) [30] and network slicing
(enabling multi-tenancy) in the context of 5G [31], both based on infrastructure and spectrum
sharing. Conversely, WNV and network slicing can be seen as enablers for infrastructure and
spectrum sharing. Specifically, from these two research areas, we review works concerning
the InP business model given that our second research objective addresses infrastructure
sharing for decoupled infrastructure from services. It is interesting to bring up the fact that
the decoupling of infrastructure from services was envisioned by some of the early works
on infrastructure sharing, namely, [2] and [3]. The concept has been further carried out
in the context of WNV and then in the context of network slicing. In fact, the different
research efforts on introducing SDN, virtualization in general and NFV in particular into
mobile networks seem to have converged into the 5G architecture as enablers for network
slicing. In these lines, Samdanis et al. in [32] provide a compelling analysis of the path from
infrastructure sharing to multi-tenancy.

For the more recent literature, there is a tendency to address specific problems, e.g., the prob-
lem of resource management, for specific sharing scenarios, e.g., infrastructure and spectrum
sharing at the RAN. There are at least two ways to go about the classification of this liter-
ature, one being problem-centric and the other being methodology-centric. We have opted
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for the first one in order to highlight the fact that there are many aspects to infrastructure
sharing and hence provide the reader with the bigger picture on the topic. Methodology
details are discussed only for works that are the most similar to ours. We have identified the
following categories/branches for the revised works under the problem-centric classification:

• performance evaluation,

• resource management,

• enablers and architectures,

• energy efficiency and

• strategic modeling.

It is worth pointing out that some of the works may fit in more than one category, but for
each such work, we have opted for a single category, the one we believe is the most salient.

Our work fits in the last branch (strategic modeling) on which we will dwell on more thor-
oughly in Section 2.2.6, especially for works that are very similar to ours both in context
and methodology. For the latter in particular, we will provide a detailed comparison in or-
der to highlight the contribution of our work in the field. As for the rest of the branches –
discussed in Sections 2.2.1–2.2.4 – we will only point to a non-exhaustive related literature
for the interested reader and provide some illustrative examples. To complete the picture of
infrastructure sharing, in Section 2.2.5 we also mention a few publications concerning sharing
scenarios that are different from the ones addressed in this research project.

2.2.1 Performance evaluation

Several authors have addressed the gains of particular infrastructure and/or spectrum sharing
scenarios in terms of network performance metrics, such as throughput, coverage probability
etc. (see e.g., [33–36]) and/or economic ones such as CAPEX/OPEX reduction (see e.g.,
[37–40]). The common approach is to benchmark such scenarios against the baseline case
when no sharing takes place and the involved MNOs build individual networks instead.
Methodology-wise, both theoretical, mainly stochastic geometry analysis (see e.g., [34,36,41,
42]), and simulation approaches (see e.g., [35, 43, 44]) have been adopted. For instance, the
work in [35] proposes a virtualized architecture to enable two types of spectrum sharing other
than the classical one and capacity sharing (national roaming) and compares the different
sharing alternatives with no sharing case. The performance metrics considered in [35] are the
sector load and packet drop probability. The authors in [43] analyse how the time and space
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correlation of the MNO individual traffic loads impacts the gains of infrastructure sharing in
the case when MNOs decide to pool together their respective networks. Kibilda et al. [41]
resort to stochastic geometry to calculate the gains of sharing for the cases of infrastructure
and/or spectrum pooling. Their key finding is that the infrastructure and spectrum sharing
gains do not sum up when combined since full sharing (infrastructure+spectrum) introduces a
tradeoff between data rate and coverage. As 5G is expected to make use of the millimeter wave
(mmWave) frequencies [16], the gains of infrastructure and/or spectrum in these frequencies
have become the object of several recent works. For instance, Gupta et al. in [42] provide
a stochastic geometry-based theoretical analysis on the gains of spectrum sharing using a
simplified antenna and channel model for the mmWave frequency range. In particular, in [42]
it is shown how narrow beams are key for spectrum sharing in the mmWaves. A very similar
investigation to [41] is carried by Rebato et al. in [44] for mmWaves; the authors highlight
the impact of the channel model accuracy when carrying out a quantitative analysis of the
sharing gains. The recent work in [36] also addresses infrastructure and spectrum sharing
at mmWaves and it resorts to stochastic geometry to derive the probability of Signal-to-
Interference-plus-Noise Ratio (SINR) coverage as a performance metric.

2.2.2 Resource management

Problems of resource management arise whenever infrastructure sharing is combined with
spectrum sharing, as users of multiple MNOs have to be assigned resources from a shared
pool.

Several studies ([45–48]) have proposed algorithms for a multi-operator scheduler, namely
when users of multiple MNOs have to be scheduled in the finite resources available in a shared
BS. Assuming MNOs agree a priori on the resource shares, i.e., how to split the available BS
resources among them, the work in [45] adopts the concept of Generalized Processor Sharing
for a multi-operator scheduler. For the same setting, Malanchini et al. [46] explore the
tradeoff between satisfying the resource shares and improving the overall (system) spectral
efficiency when the agreed resource shares are violated in a controlled fashion. The work in
[47] considers a global scheduler taking decisions for clusters of BSs and therefore scheduling
users of multiple MNOs over a 3D time-frequency-space resource grid. In [47] scheduling is
performed with the objective of maximizing the overall system utility. The authors in [48]
propose a BS virtualization scheme which performs scheduling in two levels, namely, among
MNOs, and for each MNO, among its user flows. Hew et al. in [49] consider a network shared
by multiple MNOs, each of them serving both a set of end users and a set of MVNOs. In
this context, the problem of resource allocation is tackled in two steps: first, the resource
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sharing among MNOs, and then the resource sharing among the users and the MVNOs of
each MNO, where the resource sharing at each step is modeled as a bargaining problem. The
study in [50] suggests an algorithm that fairly allocates the shared radio resources among
MNOs. In [51] the authors propose Remote Radio Head (RRH) assignment algorithms for a
SDN-based Cloud Radio Access Network (C-RAN) shared by multiple MNOs.

Concerning WNV, the problem of resource management is crucial in the interaction among
an InP and its SPs. We recall that in the context of our research project, an InP is an entity
which is responsible for the infrastructure deployment, management and operation and does
not serve end users directly whereas an SP is an entity which does not have any resources
of its own but purchases or rents resources from an InP to provision services for its end
users. It is worth noticing that the terminology concerning the SP varies across different
works: such entity is also referred to as a Virtual Operator (VO), Virtual Network Operator
(VNO) or MVNO. Also notice that the conventional MVNO obtains resources from an MNO
which serves end users of its own, unlike the InP. The key difference lies in the fact that a
conventional MVNO competes with its MNO, while there is no such competition between and
InP and its SPs/VOs/VNOs/MVNOs. In these lines, some works tend to “misuse” the term
InP when they consider the InP to provide services also to end users. Additionally an InP is
also referred to as a Network Service Provider (NSP). Moreover, the work in [30] envisions
three different types of stakeholders in line with the ones in the cloud computing domain,
i.e., the InP providing Infrastructure as a Service (IaaS), the MVNO providing Network as a
Service (NaaS) and the SP providing Software as a Service (SaaS). For instance, in [52] the
authors address a scenario in which there are multiple InPs, a single MVNO and multiple
SPs where the MVNO acts as a reseller of resources from InPs to SPs. However, we will
stick to our two-types-of-stakeholders business model, i.e., InPs and SPs which is common
among the vast majority of works related to WNV addressed in this research project. Finally,
it should be noted that the terms slicing and slice are also used in some works in non-5G
contexts, in the sense that, such works do not consider problem instances that account for
5G service requirements.

There is a large body of literature on resource managements concerning InPs and SPs in
the context of WNV. The vast majority considers a single InP and multiple SPs (see e.g.,
[53–77]). However, there are exceptions: e.g., the work in [78] considers a single InP and a
single VNO which serves multiple users through an SDN-based virtualized network provided
by the InP. The VNO faces the problem of scheduling its users, each characterized by a
maximum delay over a finite time period, through resources rented by the InP with the
objective of minimizing the payments made to the InP for the rented resources. There are
also works which consider both multiple InPs and multiple SPs (and few other variations
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with multiple InPs) which will be discussed in Section 2.2.6 as they are generally similar to
our work in [25]. As for the literature on a single InP and multiple SPs, it can be broadly
classified into two groups based on whether the resource management is driven by pricing
([66–77]) or not ([53–65]). For instance, Ho et al. in [68] consider the case when there is
a single InP serving multiple MVNOs, each characterized by a fixed number of users and
a Service Level Agreement (SLA) given in terms of a minimum resource requirement and a
maximum aggregate rate (over all its users). The InP has to decide how to price and allocate
its available BS resources among all users of all MVNOs so as to maximize its profit while
guaranteeing the SLA of each MVNO. In this work MVNOs are also self-interested as the goal
of each MVNO is to maximize its own profit given by the difference between the total rate
obtained from resources allocated by the InP and their cost. The problem is then modeled
as a one-leader multi-follower variant of the Stackelberg game with the InP being the leader
and each MVNO being a follower. Instead, Kamel et al. in [63] address a scheduling problem
over one time frame which is modeled through mathematical programming. In details, there
is a single InP and a set of VOs, each having a fixed number of users and a minimum resource
requirement (total Physical Resource Blocks (PRBs) over the time frame). The InP has to
decide to which user to assign each PRB and the amount of power to allocate to each PRB
so as to maximize the total rate over the time frame while satisfying the maximum power
constraint, the minimum resource requirement of each VO and a VO-specific proportional
fairness constraint for cell-center and cell-edge users.

In 5G, the problem of resource management reemerges in the context of multi-tenancy and its
enabler, network slicing ([17,31]). Tenants (such as MVNOs, Over The Top (OTT) providers
and vertical industries) have distinct requirements to support their services which have to
be translated into appropriate network resources. It is worth noting that network slicing
does not involve only the RAN segment but it can be end-to-end. However, the problem
of resource management at the RAN segment has brought about a significant amount of
attention from the research community due to the intrinsically complex nature of the radio
(wireless) access. For instance, the authors in [32] propose the “5G Network Slice Broker”,
a centralized scheduler based on the 3GPP specifications for network sharing. The proposed
scheduler has a global view of the shared network and applies admission control and resource
allocation, translating the tenants’ request, with given SLAs, into available network resources.
Other examples on resource management at the RAN in the context of multi-tenancy/network
slicing are given in: [79–85].
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2.2.3 Enablers and architectures

Although the different alternatives for infrastructure and spectrum sharing can be financially
attractive for MNOs, they where not always supported by the 3GPP specifications; in fact,
while a basic type of network sharing was supported as of Release 5, there was no support for
more involved network sharing scenarios for the 3GPP GSM EDGE RAN (GERAN) prior
to Release 10 ([10]).

Standardization apart, the research community has largely contributed on the topics of
enabling network sharing, e.g., through novel architectures. While passive sharing (i.e.,
site/tower sharing) is the simplest network sharing alternative to implement, the different
types of active sharing demand architectural changes in mobile networks e.g., to guarantee
the isolation of the involved MNOs in terms of their private information in order to avoid
harming competition, or they demand changes at protocol stack level to implement the novel
resource management algorithms etc. According to [86], radio resource management should
be delegated to a third party provider to ensure isolation and therefore not to interfere with
competition. In [87] the authors introduce AppRAN which relies on a centralized scheduler
to perform application-level resource allocation for a shared RAN. In particular, different
flavors of virtualization have been widely considered by the research community as candidate
enablers for network sharing. For instance, the virtualized network architecture proposed in
[88] can support network sharing.

Other works that resort to virtualization are e.g., [48, 89–92]. In particular, the authors of
[93] and of [94] propose the “Network without Borders”, namely the virtualized pool of (het-
erogeneous) wireless resources for which infrastructure and spectrum pooling are essential.

Costanzo et al. in [95] suggest an architecture for 4G RAN sharing based on SDN and NFV.

In the context of enabling network slicing in 5G networks, there is a myriad of works that
propose architectures or test prototypes based on (i) NFV and/or SDN (see e.g, [96–101]), (ii)
changes to the RAN protocol stack (see e.g., [102–104]), or (iii) using features of the new 5G
radio ([84]) etc. In particular, the work in [105] proposes an architecture to support network
slicing in ultra-dense networks, the one in [106] presents an architecture that supports Internet
Of Things (IoT) slices whereas the one in [107] dwells on combining 3GPP specifications for
5G with NFV.

2.2.4 Energy efficiency

Infrastructure and spectrum sharing allow to reduce the energy-consumption OPEX cost
particularly in cases when the aggregated network resources (infrastructure and/or spec-
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trum) are redundant. For instance, in rural areas where capacity is not an issue, MNOs
can decommission a subset of the aggregated BSs and/or operate at a subset of the ag-
gregated frequency carriers [4], which reduces the energy consumption and (indirectly) the
environmental impact. In these lines, since MNOs dimension their networks based on the
peak-load traffic predictions, there is intrinsically resource redundancy during the off-peak
periods in their individual networks. Consequently, MNOs can agree to roam each other
users during the off-peak periods, e.g., overnight, and switch off a subset of their BSs (see
e.g., [108, 109]). While the vast majority of infrastructure (and spectrum) sharing problems
revolve around economic and technical aspects, some works (see e.g., [108–123]) have taken
an energy-efficiency/green networking perspective.

2.2.5 Miscellaneous

Infrastructure sharing for mobile network segments other than the access

Infrastructure sharing and multi-tenancy can also be applied to specific segments of a mobile
network other than the access. For instance, the studies in [124–128] address sharing of the
back-haul network whereas the one in [129] deals with the sharing of the core network.

Infrastructure sharing among different types of networks

In the following paragraph we provide some examples of heterogeneous infrastructure sharing.
The work in [130] studies sharing among different RATs, the one in [131] addresses sharing
between LTE femtocells and Wi–Fi hotspots whereas the one in [132] investigates 3G offload-
ing over Wi–Fi. Kibilda et al. [133] deal with sharing among MNOs and OTTs. In [134] the
authors propose a RAN architecture for both infrastructure and spectrum sharing between
the MNOs and safety services. Instead the study in [135] concerns infrastructure sharing
between mobile services and smart grid utilities or intelligent transportation services. Lin et
al. in [136] address back-haul sharing among mobile networks and fixed networks whereas
Simo-Reigadas et al. in [137] suggest exploiting the community infrastructure as back-haul
for 3G.

Infrastructure sharing for networks other than mobile

The concept of infrastructure sharing is not exclusive to mobile networks. In fact, it has
been applied to fixed access networks and problems related to the latter have been recently
addressed in the literature (see e.g., [138] and [139]). Apart from fixed access networks,
infrastructure sharing has also been proposed for Wi–Fi networks, e.g., in [140].
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Spectrum sharing

The overall literature on the different types of spectrum sharing alone (i.e., not combined with
infrastructure sharing) is per se very vast. Unsurprisingly, as spectrum is a scarce resource
for the MNOs, many works within this literature resort to different game theory models (see
e.g., [141–144]).

MVNO business model

The relation among the MNO, its MVNO(s) and the end users has been largely addressed
through game theory as well (see e.g., [49, 145–148]).

2.2.6 Strategic modeling

This branch consists of works that deal with decision-making problems such as MNOs de-
ciding whether to enter a sharing agreement or not, SPs selecting InPs from which to obtain
resources etc. Such works naturally resort to mathematical programming and to game the-
ory in particular when the involved actors are assumed rational, self-interested and payoff-
maximizing entities.

Infrastructure sharing among conventional MNOs

The following works concern either greenfield deployment of shared networks [149–152] or the
case when shared networks are created by pooling together the existing network infrastructure
of at least two MNOs [144,153–155].

The works in [149–151] address the problem of infrastructure and spectrum sharing arising
when a set of MNOs, each with a given number of users (market share) and own spectrum
license, plan a greenfield LTE deployment. The strategic problem of coalition formation,
namely, which subsets of MNOs voluntarily sign long-term infrastructure and spectrum shar-
ing agreements, is modeled by means of non-cooperative game theory.

Blogowski et al. in [152] deal with the particular scenario when two MNOs have to deploy
BSs over a given set of candidate sites. For each site, each MNO has to decide whether to
install a BS or not; in the former case, if both MNOs decide to install a BSs, it is assumed
that is is profitable for both to install a single shared BS. The problem is formulated as
a non-cooperative game where the payoff of each player (MNO) is given by its total profit
(revenues - cost), calculated over all BSs. It is assumed that each site can serve a given
(arbitrary) number of users, e.g., those under its coverage area, which means there are no
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capacity constraints associated with the sites. Instead, coverage constraints are present and
they are expressed as a minimum percentage of users to be served by each MNO (a common
constraint associated for spectrum licensees). When the coverage constraint is absent, MNOs
can decide independently for each site. Otherwise, the game is no longer separable. The
authors describe the propriety of the Nash equilibria of the game for different relationships of
the payoff matrix (i.e., by establishing relations between the payoffs obtained under different
strategy profiles) and also suggest a centralized solution which Pareto dominates all Nash
Equilibria.

The authors in [153] consider the case when a set of MNOs agrees to pool together their
current individual RAN networks but make joint decisions for future decommissions, network
expansion and upgrades of their shared network; a greedy procedure is proposed to solve the
multi-period network planning.

Similarly to the “sale-leaseback” approach of TowerCos (see e.g., [22]), the work in [154]
assumes a set of self-interested MNOs decide to pool together their respective network in-
frastructures and create a JV, responsible for managing their shared network. In turn, MNOs
will leaseback network capacity from the JV. The authors propose a Stackelberg game to de-
termine the shares MNOs obtain from the JV and the prices set by the JV to the MNOs and
by the MNOs to their respective users.

Notably, the user perspective is considered in [144], which investigates the problem of user-
to-BS association when multiple MNOs decide to pool together their respective network
infrastructures. The authors propose a non-cooperative game to model the problem of each
user selecting its serving BS from the shared pool, independently, so that its individual data
rate is maximized.

The work in [155] represents a fresh take on infrastructure sharing. Its authors consider a
set of MNOs with individual but overlapping infrastructures (BSs) and individual spectrum
licenses; in this setting one of the MNOs (the buyer) can purchase the use of BSs of the other
MNOs (the sellers) for serving its own users at its own licensed spectrum. The buyer MNO
evaluates whether it can provide a given QoS to its own users through its own infrastructure
by increasing the transmission power of its BSs or by purchasing BSs from the seller MNOs.
In the latter case, the buyer MNO has to decide from which seller MNOs to buy from and
what fraction of their BSs to purchase so as to minimize its expenditures while satisfying the
QoS of its users. In turn, the seller MNOs have to decide the fraction of their own BSs to
sell so as to maximize their profit (payment from the buyer MNO minus cost of sold BSs)
where the competition in quantity among the seller MNOs is modeled as a Cournot market.

From the works on strategic modeling of infrastructure sharing among conventional MNOs,
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only the works in [149–151] have significant common features with one of our papers, namely,
[24]. Indeed, similarly to [24], the works in [149–151] address the coalition formation problem
among MNOs in a greenfield deployment scenario where both infrastructure and spectrum
can be shared and each MNO is characterized by a given number of users and amount of
individual spectrum bandwidth. However, there are some essential differences:

• a non-cooperative game is proposed in [149–151] as opposed to the cooperative games
we propose in [24],

• the players’ (MNOs’) payoff functions are defined only in terms of network costs in
[149–151] while in [24] the payoff of an MNO is given in terms of its profit, i.e., the
difference between its revenues and network cost, both affected by the coalition the
MNO becomes part of; such difference is crucial since in practice MNOs are more likely
to be driven by gains in profits in such strategic decision making than by cost reduction
alone, and

• coalition cost are split a priori in [149–151] – uniformly among coalition members in
[149, 151] and based on the Shapley value in [150] – whereas in [24] the cost division
among coalition members is an outcome of the game, which is an important aspect, as
from our numerical analysis we conclude that an intuitive a priori cost division based
on the market shares does not always guarantee the coalition stability.

Infrastructure sharing for decoupled infrastructure from services

We remind the reader that we have discussed the varying terminology used across different
works related to the InP business model in Section 2.2.2 and that we have maintained the
authors’ terminology for the considered stakeholders when describing their work and, when
necessary, we provide clarifications on how they compare to our terminology. In the following,
we will focus on works that tend to exhibit more affinities with our work in [25]. It is worth
pointing out that, across the different works very distinct mathematical approaches have
been used to study the interaction among InPs and SPs.

Rather exceptionally, the study in [156] tackles the interaction among InPs and MVNOs
(analogous to SPs in our model) from the MVNO perspective. In fact, the authors in [156]
consider multiple InPs but a single MVNO and propose a model based on contract theory in
which the MVNO acts as the employer whereas the InPs as employees.

Instead, Wei et al. in [157] take a centralized approach. Specifically, the work in [157]
considers multiple InPs and multiple VNOs (analogous to SPs in our model) in the context
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of WNV. Here, each InP has a given set of users of its own; resources allocated to its
own users are referred to as local slices and the total rate across the local slices should be
above a given minimum for each InP. Instead, resources allocated to users of an MVNO are
referred to as a foreign slices. Each InP is characterized by a given bandwidth (number
of subchannels) and power budget for the downlink of a BS. The problem of determining
the number of subchannels and amount of power to allocate to each slice by each InP with
the objective of maximizing the total rate across all slices while satisfying the bandwidth
and power constraints and the minimum rate requirement for the local slices of each InP is
formulated by means of an Integer Programming (IP) model. In this model an MVNO can
be simultaneously served by multiple InPs, likewise an InP can simultaneously serve multiple
MVNOs.

The authors in [158] propose a hierarchical (two layer) combinatorial auction to model the
interactions among multiple InPs, multiple MVNOs (analogous to SPs in our model), and
multiple end users concerning the resource allocation at BS level (the resources here being
transmission power, number of channels and number of antennas).

Maille et al in [159] propose an interesting three-stage game concerning the investment of
wireless telecommunications providers in different technologies. In essence, at stage 1 the
providers decide a subset of technologies to invest on, from 3G, Wi-Fi and Worldwide inter-
operability for Microwave Access (WiMAX), at stage 2, given their choices at stage 1, the
providers then decide the price to offer to the end users, whereas at stage 3, end users select
the provider-technology tuple providing the best price vs. Quality of Service (QoS) tradeoff.

The work in [160] also models competition among multiple wireless service providers, where
each provider has deployed a single and distinct wireless access technology, owns a given
amount of spectrum bandwidth and competes with the other providers over end users in
bandwidth unit prices. Among the different formulations given by the authors, there is a
one-leader, two-follower Stackelberg game in which one of the providers moves first, i.e.,
announces its bandwidth unit price before the others.

Rose et al. [161] study a scenario in which there are multiple Network Service Providers
(NSPs), each being able to provide multiple service types, and multiple users with different
assessments for the QoS. The authors propose a Multi-Leader-Follower Game (MLFG) in
which NSPs first declare the prices for the services they offer and then, based on these prices,
the users choose an NSP and a service. Both NSPs and users are profit maximizers; the
former aim to maximize their profit from services selected by users and the latter aim to
maximize the difference between the QoS assessment of the chosen service and its price.

Although the works in [159–161] do not address the InP business model, they bear method-
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ological similarities with our work in [25]. Nevertheless, among [156–161], the work in [161]
is the most comparable to [25]. Specifically, the MLFG that models the interaction among
NSPs and users in [161] is, at some extent, similar to the MLFG of our framework (with NSPs
and end users in [161] being similar to the InPs and the SPs, respectively in [25]) in both
the strategies and the payoff definition of the respectively similar stakeholders. Nevertheless,
there are some crucial differences between the two:

• while in [25] we consider a discrete and finite set of SPs, in [161] the authors account
for a continuum of end users therefore each subgame of stage two of the MLFG in [161]
is a non-atomic game, and

• unlike in [161], we use our proposed framework in [25] to study realistic scenarios
concerning the network technologies and their costs (based on the elaborate cost models
for 5G proposed in [1]), the services provided to end users and their requirements (based
on usage scenarios for International Mobile Telecommunications (IMT) for 2020 and
beyond [162]) and the user fees.

Additionally, our work in [25] also bears similarities with the works [1,163,164] which study
the economic feasibility of 5G networks against the requirements of 5G services; however, in
[25] we model the competition among multiple InPs with their own 4G/5G networks whereas
in [1, 163,164] the problem of dimensioning a single 5G network has been addressed.
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CHAPTER 3 REALIZATION OF THE RESEARCH PROJECT

This doctoral thesis is organized as a thesis by articles; its core consists of the following three
published journal articles:

1. Lorela Cano, Antonio Capone, Giuliana Carello, Matteo Cesana and Mauro Passacan-
tando, “On optimal infrastructure sharing strategies in mobile radio networks”, IEEE
Transactions on Wireless Communications, May 2017 ([23]),

2. Lorela Cano, Antonio Capone, Giuliana Carello, Matteo Cesana and Mauro Passacan-
tando, “Cooperative infrastructure and spectrum sharing in heterogeneous mobile net-
works”, IEEE Journal on Selected Areas in Communications, October 2016 ([24]), and

3. Lorela Cano, Giuliana Carello, Matteo Cesana, Mauro Passacantando and Brunilde
Sansò, “Modeling the techno-economic interactions among infrastructure and service
providers in 5G networks with a multi-leader-follower game”, IEEE Access, December
2019 ([25]).

These articles are presented in the thesis in order, in Chapters 4, 5 and 6, respectively.

Our work in [165], a proceeding of the 2016 European Wireless conference, was also carried
out in the context of this research project. In [165] we address the same problem as in [24]
but through a non-cooperative game approach. As the key findings of [24] and [165] are
similar, our work in [165] has not been incorporated in this thesis for the sake of conciseness.

As stated in Section 1.3, this research project has two main objectives, the first concerning
infrastructure sharing among conventional MNOs, whereas the second, infrastructure sharing
for decoupled infrastructure from services in the context of 5G. Essentially, through the models
developed in [23] and [24] we have covered the first objective, whereas through the one in
[25], the second objective.

In detail, the papers [23] and [24] study a similar scenario in which there are multiple con-
ventional MNOs with fixed market shares that coexist in one or multiple geographical areas
where they aim to deploy a layer of LTE small cells. The problem consists in whether each
MNO deploys the new infrastructure or not and if it does, whether to deploy it alone or by
entering a sharing agreement (i.e., building a shared network) with some or all other MNOs.
Several variants deriving from this scenario have been studied in [23] and [24] through appro-
priate mathematical models (i.e., either game theory or mathematical programming). These
variants differ among them depending on whether (i) spectrum pooling is allowed or not,
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(ii) the sharing agreement is market-driven or imposed by a regulator and (iii) the shared
infrastructure cost is split a priori among the MNOs or it is an outcome of the model. A
common feature of all these variants is the user pricing model which is defined as a linear
function of the average rate perceived by the user where this rate depends on the user’s MNO
and the coalition joined by the latter. Through this user pricing model we are then able to
capture the impact of infrastructure and spectrum sharing not only on the cost but also on
the MNOs’ revenues.

In turn, in [25] we study a 5G scenario in which the network infrastructure and services are
decoupled. Specifically, we consider a dense urban area in which there are multiple InPs with
individual, overlapping network infrastructures but disjoint spectrum bands, and multiple
SPs, each providing a single type of service to a specific market segment. Assuming the InPs’
BSs are collocated, we concentrate on the area of a single BS cell. The BS cell capacity
of a given InP depends on its network technology and available spectrum bandwidth. SPs
provision services for their end users in the cell area by purchasing capacity from one of
the InPs. Conversely, an InP can serve multiple SPs. Both InPs and SPs are assumed self-
interested and profit-maximizers. Consequently, each InP offers its cell capacity at a unit
price which maximizes its profit from the overall sold capacity and each SP selects an InP
from which to purchase capacity so as to maximize its own profit, i.e., revenues from end
users depending on the the amount of purchased capacity minus the cost of the latter. In this
setting, SPs compete among them in choosing an InP whereas InPs compete among them in
their unit prices. This scenario has been modeled through a MLFG and has been tested for
a large number of realistic instances in the context of 5G.



23

CHAPTER 4 ARTICLE 1 : ON OPTIMAL INFRASTRUCTURE
SHARING STRATEGIES IN MOBILE RADIO NETWORKS

Lorela Cano, Antonio Capone, Giuliana Carello, Matteo Cesana and Mauro Passacantando
Published on IEEE Transactions on Wireless Communications, May 2017
c© 2017 IEEE. Reprinted, with permission, from [23] in its preprint version.

Abstract

The rapid evolution of mobile radio network technologies poses severe technical and economi-
cal challenges to Mobile Network Operators (MNOs); on the economical side, the continuous
roll-out of technology updates is highly expensive, which may lead to the extreme where
offering advanced mobile services becomes no longer affordable for MNOs which thus are
not incentivized to innovate. Mobile infrastructure sharing among MNOs becomes then an
important building block to lower the required per-MNO investment cost involved in the
technology roll-out and management phases.

We focus on a Radio Access Network (RAN) sharing situation where multiple MNOs with a
consolidated network infrastructure coexist in a given set of geographical areas; the MNOs
have then to decide if it is profitable to upgrade their RAN technology by deploying ad-
ditional small-cell base stations and whether to share the investment (and the deployed
infrastructure) of the new small-cells with other operators. We address such strategic prob-
lem by giving a mathematical framework for the RAN infrastructure sharing problem which
returns the “best” infrastructure sharing strategies for operators (coalitions and network con-
figuration) when varying techno-economic parameters such as the achievable throughput in
different sharing configurations and the pricing models for the service offered to the users.
The proposed formulation is then leveraged to analyze the impact of the aforementioned
parameters/input in a realistic mobile network environment based on LTE technology.

4.1 Introduction

Mobile telecommunication networks and services have been characterized by a dramatic up-
take in the past two decades which is still to be over. According to [166], the penetration of
mobile subscriptions has reached the amazing level of 96% worldwide in 2014, and the traffic
delivered through mobile radio networks is expected to reach 11.2 Exabytes/month by 2017
[167] with a considerable share taken by bandwidth-eager services provided by aggressive
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Over The Top service providers.

To cope with such fast growing rate, the mobile networks have undergone, and are still
undergoing, several technology migration phases cruising from the introduction of third gen-
eration (3G) and 3.5G wireless technologies on top of 2G networks to the standardization
and deployment of the Long Term Evolution (LTE) with the recent launch of 5G initiatives
[168]. The effect of such rapid evolution in the mobile networks technologies poses several
technical and economical challenges to Mobile Network Operators (MNOs). On the technical
side, the coexistence of multiple technologies in the Radio Access Network (RAN) calls for
advanced radio resource orchestration procedures to cope with such heterogeneity. On the
economical side, the combined effect of revenues of MNOs that tend to flatten and the net-
work technology updates that are highly expensive may lead to the extreme where offering
advanced mobile services becomes no longer affordable for MNOs which are not incentivized
to innovate and migrate to new technologies [169].

In this context, the conventional model according to which each MNO retains complete con-
trol and ownership of its network is at odds with the large and frequent investments requested
on the network infrastructure, and with the increased complexity in the management of the
network components. Mobile infrastructure sharing among MNOs thus becomes an impor-
tant building block to “break" such vertical and inflexible approach, by lowering the required
per-MNO investment cost to cope in the technology roll-out and management phases.

Different forms of infrastructure sharing are already in place, ranging from basic unbundling
and roaming, to site and spectrum sharing [170]. In these “classical" forms of sharing generally
one MNO still retains ownership of the mobile network. On the other hand, we focus here on
a RAN sharing scheme in which MNOs share a single radio infrastructure while maintaining
separation and full control over the back hauling and respective core networks. In this
work, we consider a scenario where multiple MNOs with a consolidated macro cells network
infrastructure and consolidated market shares coexist in a given set of geographical areas;
the MNOs have to decide if it is profitable to upgrade their RAN technology by deploying
additional small-cell base stations and whether to share the investment (and the deployed
infrastructure) of the new small-cells with other operators.

We address such strategic problem by providing a mathematical framework for the analy-
sis of the RAN infrastructure sharing problem that takes into account both technical and
economical aspects and provides the optimal sharing strategies for MNOs, that include coali-
tions with other MNOs and network configuration. The proposed infrastructure sharing
problem is first tackled from the perspective of a regulatory entity that can impose sharing
configurations maximizing the quality of service perceived by all users and then from a single
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MNO perspective, in order to account for MNOs as profit-maximizing selfish entities. A
Mixed Integer Linear Programming (MILP) formulation is proposed to determine sharing
configurations maximizing the quality of service; this formulation includes techno-economic
parameters such as the achievable throughput and the pricing models for the service offered
to the users. For representing the MNO perspective, we propose a Non Transferable Utility
(NTU) coalitional game model. The proposed mathematical framework is then leveraged
to analyze the impact of the aforementioned parameters in a realistic mobile network en-
vironment based on LTE technology for which numerical values for technical and economic
parameters are available. Note however that the proposed approach is general and can be
easily applied to other scenarios with different small cell technologies.

The manuscript is organized as follows: Sec. 4.2 reviews the mainstream literature in the field
of infrastructure sharing highlighting the main novelties of the proposed approach. In Sec. 4.3,
we introduce the reference scenario describing the techno-economic parameters involved in
the infrastructure sharing problem and the proposed mathematical framework that allows to
represent the problem from the two considered perspectives. Sec. 4.4 describes the considered
scenarios and cases while results and insights are reported in Sec. 4.5, where the strategic
behavior of MNOs in several different realistic scenarios is analyzed. Our concluding remarks
are given in Sec. 4.6.

4.2 Related Work

The literature on infrastructure/resource sharing can be grouped in two main research tracks:
(i) works dealing with techno-economic modeling of network sharing and (ii) works on prac-
tical algorithms for management and allocation of shared network resources. The first track
mostly includes qualitative and quantitative studies of different sharing scenarios and models
for estimating capital and operational expenditures. Particular attention is dedicated to the
identification of drivers and barriers to network sharing or possible new organization of the
mobile network value chain for sharing to be viable.

Meddour et al. [20] suggest guidelines for MNO involved in the sharing process and emphasize
the need for subsidization and assistance from regulatory entities. Similarly, Beckman et.
al [3] show that the role of regulatory entities is crucial to avoid the decline of market
competition.

A recent work by Di Francesco et al. [153] introduces a competition-aware network sharing
framework in the context of cellular network planning which allows to balance the cost benefit
of sharing and the push toward next-generation technologies.
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The authors of [4] model the capital and operational expenditures for different levels of
sharing and suggest outsourcing as the solution to the challenges posed by network shar-
ing. In [171], the authors propose a benchmark-based model that provides high-quality cost
estimates for alternative delivery options of the MNO processes such as “regionalization",
“centralization" and “outsourcing". Vaz et al. propose a framework to evaluate the perfor-
mance of heterogeneous network deployment patterns in terms of net present value, capacity,
coverage, and carbon footprint [33]. By means of a techno-economic analysis, the work in
[37] addresses the cost/revenue viability of different WLAN value network configurations in
the presence of MNOs and Service Application Providers and the use cases for which there
is incentive to share.

In the field of strategic modeling of resource/infrastructure sharing, it is worth mention-
ing the works resorting to game theory. Malanchini et al. [172] resort to non-cooperative
games to model the problems of network selection, when users can choose among multiple
heterogeneous wireless access, and of resource allocation in which mobile network operators
compete to capture users by properly allocating their radio resources. In [141], spectrum
sharing among selfish MNOs in unlicensed bands is modeled as a non-cooperative game. The
work in [151] and more extensively in [150] also use a non-cooperative game to model the
strategic decision of a MNO regarding sharing its LTE infrastructure in a non–monopolistic
telecom market. Another example of 4G infrastructure sharing is given in [131] which con-
siders sharing LTE access network femtocells with other access technologies such as Wi–Fi.
Cooperative game theory is used in [49] and [130]; in [49], the resource allocation problem in
a shared network is formalized in a two step problem: resource sharing among the operators
and resource bargaining among the users and Mobile Virtual Network Operators of each op-
erator; the work in [130] considers not only sharing among MNOs but also among operators
of different wireless access technologies.

The research track on practical aspect of resource/infrastructure sharing focuses on algo-
rithms and architectures for managing shared resources. The work in [86] suggests that radio
resource management is handled by a third-party service provider or an inter-connection
provider to preserve competition and reduce exposure. Anchora et al. ([90]) introduce a ns-3
implementation to assess the performance of spectrum sharing in a LTE multi-node/multi-
MNO scenario, where a virtual central entity is responsible for applying the sharing policies
to the common frequency pool. In [89], virtualization of the wireless medium (spectrum
sharing) is proposed to exploit spectrum multiplexing and multi-user diversity while allowing
MNOs to remain isolated. Instead, the authors in [40] introduce the Network without Bor-
ders concept as a pool of virtualized wireless resources with a shared radio resource manager.
Along the same lines, Rahman et al. ([91]) introduce a novel architecture based on wireless
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access network virtualization, where the key tenet is to offload the baseband process from
physical base station to backend devices; in this way, the physical base stations can be sliced
into virtual base stations. In [48], instead, a 2-level radio resource scheduling (among MNOs
and for each MNO among its user flows) BS virtualization scheme satisfying the 3GPP SA1
RSE ([173]) requirements has been proposed. The work in [174] proposes the necessary LTE
architectural enhancements to adopt capacity, spectrum and hardware sharing, and provides
a simulation-based comparative performance analysis of the proposed sharing scenarios and
of no sharing case. Johansson [50] provides an algorithm for fair allocation of the shared
radio resource among multiple operators.

The aforementioned literature work either abstracts away technical aspects related to the
mobile network performance to focus on more economic-oriented analysis and modeling, or
the other way around. In our previous work [175], we focus on infrastructure sharing in
a single and homogeneous geographical area. To the best of our knowledge, ours is one
of the first attempts to strike a better balance between these two aspects of the sharing
problem, by quantitatively modeling the relation between technical issues related to the
radio communication at the access interface (area coverage, transmission rate, user density
and quality observed by users) with economic issues (deployment costs and revenues) in
mobile network infrastructure sharing. In this work we provide a more general framework
which captures large-scale sharing scenarios featuring multiple geographical areas. Further,
we consider two different perspectives: the single decision maker one, where the decision
maker is a regulatory authority, and the multiple decision makers perspective, that accounts
for the single MNO point of view.

4.3 Modeling the Problem of Mobile Network Infrastructure Sharing

We decided to explore two alternative infrastructure sharing configurations: socially optimal
configurations providing the best service level for the users, which can be imposed by a regu-
latory authority1 and stable configurations representing a setting where MNOs act as selfish
entities aiming to maximize their profits from upgrading their network. While a centralized
approach allows to model the problem of determining socially optimal configurations, coop-
erative game theory is more suitable to determine stable configurations. In Section 4.3.1,
we introduce the techno-economic parameters representing the considered scenario and pro-
vide an MILP formulation for the centralized approach. In Section 4.3.2, we discuss how

1It is usually the case that infrastructure sharing agreements are analyzed on a per-case basis by a
regulatory authority aiming to assess the impact of such sharing agreements on the users; at the limit,
regulators could impose configurations that provide the best service level for the users.
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an NTU cooperative game is adopted to determine stable configurations. We remark that
in Sections 4.3.1 and 4.3.2, we use the term coalition with a slight abuse of terminology
to represent a set of MNOs which build a unique shared network, both when they decide
to join the coalition based on their profit and when the coalition is suggested as a socially
optimal choice. In 4.3.1, the socially optimal coalitional structure (partition of the set of
MNOs) is selected according to the regulator point of view and each MNO is assigned to
its corresponding coalition. Instead, in 4.3.2, each MNO joins the coalition that maximizes
its individual profit; in other words, a coalition is stable when none of its members has an
incentive to leave the coalition.

4.3.1 Socially optimal coalitional structures - an MILP formulation

We consider a set O of MNOs who have up and running 3G/4G networks over a set A of
dense urban areas: each area a ∈ A is populated by Na users and has a size Aa. Parameter
σi gives the share of users of MNO i ∈ O which is assumed to be equal in each area. The
MNOs may consider investing to deploy additional LTE small-cells (HetNets) in some or all
the areas. A MNO can either invest by itself or share the investment (and the deployed
infrastructure) with a subset (or all) of the other MNOs. Let S denote the set of all possible
coalitions that can be activated for the given set of MNOs (here we consider all possible
non-empty subsets, thus |S| is equal to 2|O| − 1). If a MNO invests by itself, the coalition is
referred to as singleton. Si is the set of coalitions MNO i can be part of. Each MNO inherits
the customer base from its current network, assuming that users do not change their MNO
but may subscribe to a new (LTE) data plan.

We consider the problem of determining the socially optimal sharing configurations, that
is, how to partition MNOs in coalitions and how many small-cell base stations (BSs) each
coalition of MNOs should activate in order to maximize the global service level provided to
the users.

In each area a maximum number Umax of BSs can be activated by all coalitions.

Users are characterized by parameter δ that represents their willingness to pay for 1 Mbps
of LTE rate on a monthly basis and therefore the monthly price of 1 Mbps.

We consider an investment lifetime D (in months). The investment costs are then calculated
over the whole D period. Both capital (e.g., site and BS acquisition) and operational (e.g.,
hardware and software maintenance, land renting and power supply) expenditures contribute
to the overall costs of the infrastructure [20].

Let gcapex and gαopex denote the fixed CAPEX and annual OPEX components, respectively.
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gαopex is calculated as a fixed percentage (ξ) of gcapex, i.e., gαopex = ξgcapex. We denote by g the
cost of a single BS for the investment lifetime D which is determined as the sum of the fixed
initial CAPEX and the OPEX accumulated during D, i.e.,

g = gcapex + 1
12Dg

α
opex. (4.1)

The BSs installation cost of a coalition is then divided among the coalition members based
on their market shares.

We assume that the same coalitional structure will apply to all areas, that is, MNOs will be
assigned to the same coalition in all areas, as it can be easier for MNOs to coordinate with
the same set of MNOs in all the areas2. Table 4.1 recaps the problem’s parameters notation.

The partitioning of the set of MNOs O into a socially optimal coalitional structure is modeled
as follows. Binary variables ys represent the coalition activation: ys equals one if coalition s
is activated in all the areas a ∈ A and it invests (deploys BSs) in at least one of them. The
binary variable xis is equal to one if MNO i is assigned to coalition s ∈ Si and s invests, it
equals zero if i is assigned to any other coalition in Si but s or s does not invest. Constraints
(4.2) guarantee that each MNO i is assigned to at most one coalition from Si. Constraints
(4.3) make sure that if s is activated (ys = 1), all MNOs i ∈ s are assigned to s.

∑
s∈Si

xis ≤ 1, ∀ i ∈ O, (4.2)

xis = ys, ∀ s ∈ S, ∀ i ∈ s. (4.3)

If coalition s is activated, it will deploy a certain number of BSs for each area a ∈ A, repre-
sented by a non-negative integer variable uas . If s is not activated or there is no investment
(ys = 0), the corresponding variables uas , for each a ∈ A, are forced to zero by means of
Constraints (4.4). Conversely, a coalition is not active (ys = 0) if it does not deploy any
BS in any of the areas (Constraint (4.5)); Constraint (4.6) limits the overall number of BSs

2In the case of stable sharing configurations, as MNOs decide by themselves which coalition to join,
selecting the same coalition (set of collaborating MNOs) in all the areas might also require less time for the
sharing agreements to be approved by regulators. Nevertheless, we have also investigated the case in which
MNOs are assigned/select a different coalition in each area, which overall does not provide significant gains
with respect to forcing the same one over all areas.
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deployed by all coalitions in each area.

uas ≤ Umaxys, ∀ s ∈ S, ∀ a ∈ A, (4.4)

ys ≤
∑
a∈A

uas , ∀ s ∈ S, (4.5)
∑
s∈S

uas ≤ Umax, ∀ a ∈ A. (4.6)

We assess the quality of service provided by MNOs through the average rate perceived by the
users, which is an important indicator of the users’ level of satisfaction. This rate is different
for each area a ∈ A: firstly because we consider areas with different number of users (Na) and
size (Aa) and secondly because a different number of BSs (uas) may be deployed in different
areas. In the proposed model, we define two types of LTE user rate, namely nominal and
average, for each coalition s ∈ S. The nominal user rate is the maximum achievable LTE
rate for a certain level of Signal to Interference and Noise Ratio (SINR) and a given system
bandwidth3 that a user perceives when assigned all downlink LTE resource blocks from its
serving BS. The downlink SINR depends on the number of BSs activated by the coalition
the user belongs to since a larger number of BSs results in the user being on the average
closer to its serving BS, and thus receiving a stronger signal, but also closer to the interfering
BSs4. Thus, the nominal user rate of coalition s in area a, represented by a non-negative
continuous variable ρa,noms , is a function of the number of deployed BSs uas . The behavior of
ρa,noms as a function of uas is investigated by simulating the deployment of the small cell BSs
(see Subsec. 4.4.1).

Instead, the average user rate perceived by a user of coalition s in area a is represented by the
continuous non-negative variables ρas and defined in terms of the nominal user rate (ρa,noms )
and of the load of its serving BS as follows5:

ρas = ρa,noms (1− η)
∑

i∈s σiNa
uas , ∀ s ∈ S, ∀ a ∈ A,

where parameter η is the user activity factor, that is, the probability that a user is actually
active in his/her serving BS, ∑i∈s σiNa is the total number of users that are served by
members of coalition s in area a, and the ratio

∑
i∈s σiNa

uas
is the average number of users

served by one BS in area a. As a result, ρa,noms is scaled down by the factor (1− η)
∑

i∈s σiNa
uas

3We consider a 10 Mhz bandwidth in our simulations whether the BS is shared or not.
4Since we are considering a nominal rate, any other BS transmission will use a subset or all the resource

blocks and therefore unavoidably interfere.
5We note that this equation is defined for uas > 0, while we set ρas = 0 when uas = 0.
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which accounts for the average congestion level at a serving BS in a.

In the MILP formulation, the nonlinearity of ρas in terms of uas is handled by approximating
ρas with a piecewise linear function described by the following constraints:

zas ≤ uas , ∀ s ∈ S, ∀ a ∈ A, (4.7)

ρas ≤ Ra,l
s + αa,l+1

s (uas − Ua,l
s ) +M(1− zas ), (4.8)

∀ s ∈ S, ∀ a ∈ A, ∀ l ∈ {0, . . . , L− 1},

ρas ≤ Ra,L
s zas , ∀ s ∈ S, ∀ a ∈ A, (4.9)

where zas are binary variables that equal 0 if uas = 0 (Constraints (4.7)) and therefore set
to zero ρas when uas = 0 (Constraints (4.9)). Constraints (4.8) model the piecewise linear
functions approximating ρas , for any s ∈ S, a ∈ A, where L denotes the number of the
linear pieces, αa,ls denotes the slope of the l-th linear piece, Ua,l

s and Ra,l
s are the coordinates

(number of BSs and user rate, respectively) of the (l + 1) breakpoint whereas M is a big
positive constant (see Appendix A for the details of the approximation).

Assuming that, in each area a, users of any member of coalition s can be served by any of
the BSs activated by s in a, the average user rate provided by MNO i in area a, represented
by continuous non-negative variable qai , is equal to the average user rate of the coalition to
which i is assigned, that is,

qai =
∑
s∈Si

ρas , ∀ i ∈ O, ∀ a ∈ A. (4.10)

As for the investment cost and revenues for the MNOs, it is reasonable to model the revenue6

per MNO i in area a as a continuous non-negative variable rai which is linearly dependent on
the MNO’s user rate qai in that area as shown in (4.11): δqai is the monthly revenue obtained
from one user, which is then multiplied by the investment lifetime D and the number of users
σiNa of MNO i in area a:

rai = δDσiNaq
a
i , ∀ i ∈ O, ∀ a ∈ A. (4.11)

6The price per unit of service (δ) represents the highest price all current users of each MNO are willing
to pay for the new service. Therefore the number of users N is assumed independent of δ. Moreover, the
proposed pricing model aims at translating the MNOs level of investment, which affects the service level
perceived by users, into revenues. It is outside of the scope of the analysis we propose here to account for
pricing models in line with those currently applied by MNOs which involve bundles of services, data caps etc.
In the same lines, we do not account for the user migration among MNOs since it is generally determined by
“non-technical” parameters such as special tariffs, bundle offers, brand fidelity and more in general marketing
strategies.
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The cost incurred by MNO i in area a, represented by non-negative continuous variable cai , is
a linear function of the number of BSs activated in a by the coalition to which i is assigned,
divided among the coalition’s members proportionally to their number of users:

cai =
∑
s∈Si

g
σi∑

j∈s
σj
uas , ∀ i ∈ O, ∀ a ∈ A. (4.12)

Although the socially optimal infrastructure sharing configurations provide the optimal ser-
vice level for users, MNOs cannot be forced to undertake lossy investments. Therefore,
Constraints (4.13) make sure that each MNO obtains a non-negative profit:

∑
a∈A

(rai − cai ) ≥ 0, ∀ i ∈ O. (4.13)

We consider two candidate objective functions to be maximized to determine the socially
optimal sharing configurations:

∑
i∈O,a∈A

qai , (4.14a)

min
i∈O,a∈A

qai . (4.14b)

Objective (4.14a) favors efficiency by maximizing the sum of user rate over all MNOs and
areas, whereas (4.14b) maximizes the smallest user rate (over all areas and MNOs), so as to
privilege users’ fairness. We denote Objectives (4.14a) and (4.14b) by TOTQ and MINQ,
respectively and use this notation throughout Section 4.5. Sets and parameters describing
the instances are recapped in Table 4.1 whereas variables in Table 4.2. In Appendix B, we
prove that the decision version of the problem with objective MINQ is NP-complete.

4.3.2 Stable coalitional structures - A non transferable utility cooperative game
model

We now describe the problem of determining stable infrastructure sharing configurations.
We assume that MNOs in a coalition will share their cost while each MNO will keep its
individual revenue since the latter is incurred from its own share of users. As a result,
the coalition worth, that is, the difference between the coalition global revenues and cost,
cannot be redistributed among its members: therefore we adopt solution concepts of NTU
cooperative games [178].

The game is formalized as a pair (O, V ), where the player set O coincides with the set of
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Table 4.1 Sets, parameters, and corresponding values

Symbol Description Value

O Set of MNOs {A,B,C}, |O|=3
A Set of Areas {Z1,Z2,Z3}
S Set of coalitions {A,B,C,AB,AC,BC,ABC}
Si Set of coalitions MNO i∈O can join {s∈S|i∈s}
Na Number of users of area a∈A See Table 4.3
Aa Size of area a∈A See Table 4.3
σi Market share of MNO i∈O M1:{1/3,1/3,1/3}, M2:{0.1,0.3,0.6}
Umax Max. number of BSs in the area 4000
δ Monthly price of 1 Mbps Equidistant values in [0.02,2]e/Mbps
D Investment lifetime [months] 120 ([176],[50])
η User activity factor 0.001
ξ OPEX annual % 15% [177]

gcapex CAPEX of BS cost 3000e
g BS cost normalized for D 7500e

Table 4.2 Variable domains and description

Variable Description

xis∈{0, 1} 1 if MNO i∈O joins coalition s∈Si in all areas, 0 otherwise
ys∈{0, 1} 1 if coalition s∈S is created in all areas, 0 otherwise
uas∈Z+ Number of BSs activated by coalition s∈S in area a∈A
zas∈{0, 1} 1 if coalition s∈S activates at least one BS in area a∈A, 0 otherwise
ρa,noms ≥0 Nominal user rate for coalition s∈S in area a∈A
ρas≥0 User rate for coalition s∈S in area a∈A
qai≥0 User rate for MNO i∈O in area a∈A
cai≥0 Costs of MNO i∈O in area a∈A
rai≥0 Revenues of MNO i∈O in area a∈A

MNOs and V is a function that associates to each non-empty coalition s ∈ S a subset of
payoff allocation vectors (πi)i∈O, i.e.,

V (s) = {(πi)i∈O : πi ≤ pis ∀ i ∈ s},

where pis is the optimal payoff of player i in coalition s.

Since each MNO is a self-interested entity that aims to maximize its individual profits from
the investment, we define its optimal payoff pis from a given coalition as the largest profit
(difference between total revenues and total cost) it can achieve if it becomes part of that
coalition. Such payoffs are calculated in the following fashion: given a coalition s ∈ S, we
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determine the optimal number of BSs (ũas) activated in each area a ∈ A, calculate each
member’s revenues and costs for each area and therefore calculate the MNO total profit.

The optimal number ũas of BSs coalition s can deploy in area a is obtained solving the
following problem7:

max
∑
i∈s

rai − cai (4.15)

rai = δDσiNaρ
a
s , ∀ i ∈ s, (4.16)

cai = σi∑
j∈s

σj
guas , ∀ i ∈ s, (4.17)

uas ≤ Umax, (4.18)

zas ≤ uas , (4.19)

ρas ≤ Ra,l
s + αa,l+1

s (uas − Ua,l
s ) +M(1− zas ), (4.20)

∀ l ∈ {0, . . . , L− 1},

ρas ≤ Ra,L
s zas , (4.21)

uas ∈ Z+, ρ
a
s ≥ 0, zas ∈ {0, 1}. (4.22)

The objective function (4.15) can be rewritten as

∑
i∈s

δDσiNaρ
a
s −

σi∑
j∈s

σj
guas

 = (4.23)

(∑
i∈s

σi

) δDNaρ
a
s −

1∑
j∈s

σj
guas

 ,

where ρas depends on uas . As δDNaρ
a
s − 1∑

j∈s σj
guas is independent of the MNOs, the optimal

number ũas of BSs is the same for all the players and can be easily computed solving the
above problem.

7We remark that, in the problem we upper bound the number of BSs activated by each coalition in the
area to Umax (Constraint (4.18)) since, for the considered instances (see Section 4.5), the total number of
BSs activated by any partition of MNOs in the set O does not exceed Umax, that is, the more stringent
Constraint (4.6) which limits the number of BSs activated by all coalitions in the area to Umax is never tight.
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Therefore, the optimal payoff pis of each MNO i ∈ s is

pis =
∑
a∈A

δDσiNaρ
a
s(ũas)−

σi∑
j∈s

σj
gũas

 = (4.24)

σi∑
j∈s σj

∑
a∈A

δDNaρ
a
s(ũas)

∑
j∈s

σj − gũas

 .
In other words, the optimal payoff allocations pis correspond to dividing the optimal worth
of coalition s, i.e., ∑a∈A

(
δDNaρ

a
s(ũas)

∑
j∈s σj − gũas

)
, among its members according to their

relative market shares, i.e., σi/
∑
j∈s σj.

In the following we look for stable infrastructure sharing configurations. We define a sharing
configuration as a partition (s1, . . . , sp) of the MNOs set O, where coalitions s1, . . . , sp ∈ S.
A configuration (s1, . . . , sp) is said stable if for any j = 1, . . . , p there is no nonempty subset
s′j ⊂ sj such that

pis′j > pisj , ∀ i ∈ s′j,

that is, for any coalition sj no subset of MNOs has incentive to leave it.

4.4 Experimental settings

We run several tests to evaluate how the coalitional structure, the level of investment, and
therefore the performance indicators of both the socially optimal and stable configurations
are affected by the user economic standpoint.

The MILP model (Section 4.3.1) and problem (4.15)–(4.22) for any s ∈ S and a ∈ A
(Section 4.3.2) have been implemented in AMPL [179]. We have used Gurobi 6.0 [180] as a
MILP solver. All tests were run on an Intel(R) Core(TM) i5-3230M CPU @2.6 Ghz. To keep
the computational time limited, for some of the instances the acceptable relative MIP gap of
Gurobi was set equal to 1e-6. When optimizing MINQ, several equivalent optimal solutions
may be found, which may not provide consistent values for the user rate of the non-bottleneck
areas and MNOs. When needed, they have been computed in post-processing.

4.4.1 BS deployment simulation

A simulation environment was set up to derive the coalition user rate per area ρas as a function
of each possible number uas of BSs that coalition s can activate in area a, i.e., from 1 up to
Umax. In details, the entire set of Umax BSs is uniformly distributed in a pseudo-random
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fashion on the considered square areas; 10 sample users are also randomly distributed over
each area a. The downlink SINR of each sample user in a for each coalition s (SINRa

s) is
calculated for each possible value of uas as a function of: the signal power Pk the sample user
receives from its serving BS k (i.e., the BS from which receives the strongest signal), the
signal power ∑j 6=k Pj received from the interfering (non-serving) BSs and the white Gaussian
noise signal power8 Pnoise. Since users are characterized by an activity factor η, the captured

interference is scaled down by the load of coalition s in area a, i.e., las = 1− (1−η)

∑
i∈Osσai Na
uas .

SINRa
s is therefore calculated as follows:

SINRa
s = Pk

las

(∑
j 6=k

Pj

)
+ Pnoise

, ∀ s ∈ S, ∀ a ∈ A. (4.25)

The received signal power Prx[dBm] has been calculated according to a three-parameter
path loss model (transmitted signal power Ptx, fixed path loss Cpl and path loss exponent Γ)
defined within the GreenTouch Consortium [181]:

Prx[dBm] = Ptx[dBm]− Cpl[dB]− 10Γlog(d[km]), (4.26)

where d is the sample user–BS distance. The calculated SINR is finally mapped to LTE
nominal rate (ρa,noms ) according to a multilevel SINR–to–rate scheme [181]. A single value
for ρa,noms is obtained by averaging over the 10 sample users. An additional averaging is
obtained by applying 100 iterations for each value of uas ; ρas is then calculated analytically as

the product ρa,noms (1− η)
∑

i∈s σiNa
uas , according to the definition in Section 4.3.1.

4.4.2 Instances

We consider three square dense areas (their size and number of users are provided in Table 4.3)
and three MNOs (A, B and C) which is quite reasonable for the Italian (also European)
telecom playground [150]. Assuming the dense urban areas belong to the same city, we
consider the same distribution of users among MNOs in all of them. We report the results
obtained for two such user distributions: M1, MNOs have equal market shares (σA = σB =
σC = 1/3) and M2, for which the market shares of A, B and C are 10%, 30% and 60%,
respectively (σA = 0.1, σB = 0.3, σC = 0.6).

The values of the user’s willingness to pay for 1 Mbps of service on a monthly basis δ were
deduced from current data tariff-plans applied by different Italian MNOs. We have considered

8The white Gaussian noise signal power accounts for the considered system bandwidth.



37

100 values in the range [0.02, 2] e/Mbps which were obtained discretizing the range uniformly
with a 0.02 step.

The number of available sites for installing small cell BSs in a given geographical area is finite
and most likely different for each area. We set Umax to 4000 for all the considered areas;
such number of BSs it at least one order of magnitude larger than the minimum needed for
coverage9 whereas deploying more BSs would result in only a marginal increase of the average
user rate ρs for the considered instances (see Figure A.1).

The investment lifetime period D is set to 120 months (see, e.g., [50, 176]) for all instances.

For the two user distributions we generate a scenario for each value of δ, while the rest of
parameters (O, A, Na, Aa, g, Umax, η, D) are fixed to the values provided in Table 4.1.

Table 4.3 Characteristics of the set of areas

Area Number of users Size

Z1 N1 = 20000 A1 = 4 km2

Z2 N2 = 20000 A2 = 0.5 km2

Z3 N3 = 10000 A3 = 1 km2

4.5 Results

In this section, we examine the impact of the user economic standpoint (different values
of δ) and of the user distribution among MNOs (σi) on the coalitional structures and the
level of investment first of the socially optimal configurations (Subsection 4.5.1) and then of
the stable configurations (Subsection 4.5.2). The two configurations are then compared in
Subsection 4.5.3.

We recall that the user rate as a function of the number of deployed BSs for the different
sharing configurations was obtained by means of simulation (Subsection 4.4.1) and that it
behaves nonlinearly in the number of BSs; to obtain a MILP formulation of the problem, we
have approximated the user rate functions with piecewise linear ones (see Subsection 4.3.1,
Appendix A). In order to account for the error introduced by the approximation, we investi-
gate multiple configurations which perform very similarly. This allows us to identify general
trends concerning the size and composition of the selected coalitional structures as we vary
δ and the user distribution. For each value of δ, we consider as socially optimal sharing
configurations the ones selected by the optimal solution of problem (4.2)-(4.13), solved ei-

9If we consider small cells of 50 m range, the minimum number of small cell BSs for coverage would be
roughly 500 for the largest area (Z1).
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ther under objective TOTQ (4.14a) or MINQ (4.14b), and all configurations for which the
objective function value is at most 0.5% smaller with respect to the optimal one. Similarly,
for stable sharing configurations, we relax the stability condition as follows: we consider a
configuration (s1, . . . , sp) to be stable if for any j = 1, . . . , p there is no nonempty subset
s′j ⊂ sj such that

pis′j
− pisj
pisj

> 0.5%, ∀ i ∈ s′j.

The different outcomes are denoted by the following notation: ABC represents the grand
coalition, coalitional structures that consist of a singleton (i.e., a MNO investing alone) and
a coalition of two MNOs are denoted by A/BC, B/AC and C/AB10, whereas the case when
no sharing takes place, that is, when each MNO invests by itself, is denoted by A/B/C.

For each possible outcome, we report the values of δ for which the outcome is socially optimal
under objectives TOTQ and MINQ in Tables 4.4 and 4.5 for user distributions M1 and M2,
respectively. The results concerning the stable configurations are reported in Tables 4.7a and
4.7b for user distributions M1 and M2, respectively.

Concerning the level of investment, we report the number of BSs deployed by the sharing
configurations only for a subset of the considered values of δ (i.e., {0.02, 0.04, 0.2, 0.4,
1, 2}) due to space limitations. For all values of δ for which we have identified multiple
configurations (as illustrated in Tables 4.4, 4.5, 4.7a and 4.7b), we report the results of the
configuration selected by the optimal solution of the MILP model for the socially optimal
configurations in Tables 4.6 and 4.7, for user distributions M1 and M2, respectively. Similarly,
when multiple configurations are stable, only one of them is reported in Tables 4.8a and
4.8b, for user distributions M1 and M2 respectively. The notation concerning the number
of deployed BSs in Tables 4.6, 4.7, 4.9 is the following: for outcome ABC, the reported
number represents the number of BSs deployed by the grand coalition, for outcomes A/BC,
C/AB and B/AC, the first number represents the number of BSs deployed by the singleton
whereas the second represents the number of BSs deployed by the coalition of two, whereas
for outcome A/B/C, the number of BSs deployed by each MNO are reported in order (i.e.,
the first number corresponds to A, the second to B and third to C).

4.5.1 Socially optimal configurations

As a general rule, results show that as users are willing to pay more (i.e., for higher values
of δ) and, as a result, MNOs can afford a larger network cost, the socially optimal configu-

10We remark that outcomes A/BC, B/AC and C/AB are equivalent for user distribution M1 since MNOs
have equal market shares.
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rations consist of smaller and less congested coalitions in order to provide the best service
level. Regarding the level of investment, the higher the value of δ, the denser the network
deployment as larger revenues make up for increasing network cost.

Table 4.4 Values of δ for which a coalitional structure is socially optimal – user distribution
M1

(a) TOTQ

Coalitional structure δ

ABC [0.02, 0.04]
A/BC, B/AC, C/AB [0.04, 0.1], [0.14, 2]

A/B/C [0.06, 2]

(b) MINQ

Coalitional structure δ

ABC [0.02, 0.06]
A/BC, B/AC, C/AB 0.06, 0.1, [0.14, 0.22]

A/B/C [0.06, 2]

Table 4.5 Values of δ for which a coalitional structure is socially optimal – user distribution
M2

(a) TOTQ

Coalitional structure δ

ABC [0.02, 0.06]
A/BC —
B/AC 0.04, 0.08, [0.12, 0.26]
C/AB [0.04, 2]
A/B/C [0.28, 2]

(b) MINQ

Coalitional structure δ

ABC [0.02, 0.06], 0.1
A/BC —
B/AC [0.1, 0.16], [0.2, 2]
C/AB [0.06, 2]
A/B/C [0.26, 2]

For very low and high values of δ, results are very similar for both user distribution scenarios
(M1 and M2). The grand coalition (ABC) outperforms the other configurations for δ = 0.02
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for TOTQ and for δ ≤ 0.04 forMINQ for both M1 and M2. Although ABC is selected also for
few other low values of δ for both objectives and user distributions, it performs similarly to
other outcomes (Tables 4.4 and 4.5): e.g., for M2, ABC is selected by TOTQ also for δ = 0.06
but performs similarly to C/AB. Instead, A/B/C, which represents the case when no sharing
takes place, is always among the selected outcomes for δ ≥ 0.06 for both TOTQ and MINQ

for M1 (Table 4.4) and for δ ≥ 0.28 for TOTQ and for δ ≥ 0.26 for MINQ for M2 (Table 4.5).

However, for intermediate values of δ, results seem more sensitive to the user distribution. For
M1, the equivalent outcomes A/BC, B/AC and C/AB are selected for almost all values of δ
in [0.06, 2] for TOTQ and for some values of δ in [0.06, 0.22] forMINQ (Table 4.4). However,
since they are always selected alongside A/B/C, that is, they perform very similarly to the
case when there is no sharing, there is practically no incentive for sharing also for intermediate
values of δ for M1. Instead for M2, for δ in [0.08, 0.26], the only socially optimal configurations
selected by TOTQ are C/AB and, for a subset of the values of δ in this range, also B/AC
(Table 4.4a); similarly forMINQ for δ in [0.12, 0.24] (Table 4.4b). In C/AB and B/AC, both
coalitions of two MNOs, AB and AC, involve A which has the smallest market share (10%)
and therefore introduces the minimum level of interference to a coalition. Moreover, for low
values of δ, A benefits from being in a coalition since it cannot afford to invest sufficiently by
itself given its small market share11. For these values, C/AB is more persistent than B/AC
(i.e., it is selected for all δ in [0.04, 2] by TOTQ and all δ in [0.06, 2] by MINQ) since C and
AB are smaller (less congested) than AC. In turn A/BC, which involves the largest coalition
of two MNOs (BC) and the smallest MNO (A) investing alone, is never selected.

Concerning the level of investment, in Tables 4.5a and 4.5b, we report the number of small
cell BSs deployed in each area for the socially optimal sharing configuration selected by
the optimal solution under TOTQ and MINQ, respectively, for a subset of the considered
values of δ ({0.02, 0.04, 0.2, 0.4, 1, 2}) and user distribution M1. Results concerning user
distribution M2 are reported in Tables 4.6a and 4.6b.

For most instances, both objectives TOTQ andMINQ provide the same coalitional structures
but slightly different number of deployed BSs. For instance, for user distribution M2 and
δ = 0.02 (see Tables 4.6a and 4.6b), the grand coalition deploys 5 more BSs under MINQ

compared to TOTQ in the largest area (Z1), 16 more in the most congested/dense area
(Z2), and 22 BSs less in area Z3 (smaller than Z1 and less congested than Z2). Since the
overall profit of each MNO has to be non-negative, objective MINQ achieves fairness by
“redistributing" BSs across the areas so that the user rate of the worst served ones (Z1 & Z2)

11For instance, if all MNOs were to invest by themselves, for δ ≤ 0.26 users of MNO A would perceive the
worst service level (user rate) due to A’s low level of investment. Instead, for δ ≥ 0.28, as A is able to densify
its network, users of C perceive the lowest user rate since C is the largest/most congested MNO.
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is increased at the expense of sacrificing the user rate of the better served one (Z3) (see also
Figure 4.2 and observation (iv) in Section 4.5.4).

Similar observations can be made for both user distribution scenarios concerning the impact
of δ on the number of deployed BSs (Tables 4.6–4.7). A little incentive from users (small δ)
forces MNOs to deploy only a small number of BSs in order to limit their cost and therefore
guarantee an overall positive profit. For example, for user distribution M2, δ = 0.02, under
objective TOTQ the grand coalition deploys 169 BSs in area Z1, 156 BSs in area Z2 and
110 BSs in area Z3 (Table 4.6a). However, as users are willing to pay more (larger values
of δ), more BSs are deployed since higher revenues compensate the costs of deploying more
BSs. In particular, all available sites per area (Umax) are used up in all the areas for user
distribution M1 under objective TOTQ when δ ≥ 0.4 (Tables 4.5a); instead, for M2, the Umax
BSs are exhausted only in areas Z1 and Z2 when δ ≥ 0.4 whereas in Z3 the rate saturation
is achieved by deploying less than Umax BSs when δ ≥ 0.46 (Table 4.6a).

Table 4.6 Socially optimal coalitional structures and corresponding number of activated BSs
– user distribution M1

(a) TOTQ
A/δ 0.02 0.04 0.2 0.4 1 2

Z1 ABC ABC A/BC A/B/C A/B/C A/B/C
157 443 1007/1928 1500/1500/1000 1500/1500/1000 1500/1500/1000

Z2 ABC ABC A/BC A/B/C A/B/C A/B/C
161 448 1000/2000 1500/1500/1000 1500/1500/1000 1500/1500/1000

Z3 ABC ABC A/BC A/B/C A/B/C A/B/C
115 274 706/1496 1500/1500/1000 1500/1500/1000 1500/1500/1000

(b) MINQ

A/δ 0.02 0.04 0.2 0.4 1 2

Z1 ABC ABC A/B/C A/B/C A/B/C A/B/C
177 467 1091/1091/1091 1257/1486/1257 1257/1257/1257 1257/1257/1257

Z2 ABC ABC A/B/C A/B/C A/B/C A/B/C
164 462 1141/1141/1141 1333/1334/1333 1334/1333/1333 1334/1333/1333

Z3 ABC ABC A/B/C A/B/C A/B/C A/B/C
91 232 488/488/488 1080/2288/632 2288/633/633 2288/633/633

4.5.2 Stable configurations

Also for stable configurations, the higher the value of δ, the smaller and less congested are
the selected coalitions. For low values of δ, MNOs prefer to collaborate with a larger number
of MNOs so as to minimize the network cost. Instead, for higher δ, i.e., higher revenues per
unit of service provided, MNOs prefer to increase the service level, which in turn requires



42

Table 4.7 Socially optimal coalitional structures and corresponding number of activated BSs
– user distribution M2

(a) TOTQ
A/δ 0.02 0.04 0.2 0.4 1 2

Z1 ABC ABC C/AB A/B/C A/B/C A/B/C
169 398 2000/1364 700/1300/2000 700/1300/2000 700/1300/2000

Z2 ABC ABC C/AB A/B/C A/B/C A/B/C
156 472 1700/1200 617/1383/2000 700/1300/2000 700/1300/2000

Z3 ABC ABC C/AB A/B/C A/B/C A/B/C
110 287 1200/716 395/1200/2000 554/1200/2000 554/1200/2000

(b) MINQ

A/δ 0.02 0.04 0.2 0.4 1 2

Z1 ABC ABC C/AB A/B/C A/B/C A/B/C
174 469 1776/1191 401/1031/2568 401/1031/2568 401/1031/2568

Z2 ABC ABC C/AB A/B/C A/B/C A/B/C
172 459 2185/1472 381/1055/2564 381/1055/2564 381/1055/2564

Z3 ABC ABC C/AB A/B/C A/B/C A/B/C
88 230 925/595 309/480/2662 858/480/2662 309/1029/2662

building less congested networks, i.e., either shared networks with fewer and smaller MNOs
or individual ones.

Table 4.8 Values of δ for which a coalitional structure is stable
(a) User distribution M1

Coalitional structure δ

ABC [0.02, 0.1], [0.16, 0.22], 0.28
A/BC, B/AC, C/AB [0.02, 0.52], 0.6, [0.98, 2]

(b) User distribution M2

Coalitional structure δ

ABC [0.02, 0.04], [0.1, 0.12], [0.18, 0.30]
A/BC 0.02, 0.06, [0.1, 0.14], [0.18, 0.36], [0.52, 0.54]
B/AC [0.02, 0.08], [0.12, 0.16], [0.22, 0.52], [0.6, 2]
C/AB [0.04, 0.06], [0.1, 2]

For user distribution M1 (see Table 4.7a), when δ ≤ 0.52 there is always incentive for sharing,
i.e., each MNO is better off building a shared network with at least one other MNO than
investing alone. The grand coalition (ABC) is stable for all values of δ in [0.02, 0.1] and a
subset of values in [0.16, 0.28] but it ceases to be the stable when δ ≥ 0.3. The equivalent
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outcomes A/BC, B/AC and C/AB are stable for all δ in [0.02, 0.52] but they become unstable
for a subset of values of δ in [0.54, 2] which in turn means that in such cases no sharing will
take place and MNOs will build individual networks. However, for δ ≥ 0.3, A/BC, B/AC
and C/AB perform very similarly to A/B/C.

For user distribution M2 (see Table 4.7b), as δ increases only configurations containing the
least congested coalitions of two MNOs remain stable. The grand coalition (ABC) and
outcome A/BC (which involves the largest coalition of two MNOs) are never stable for δ ≥
0.32 and δ ≥ 0.56, respectively. For δ ≥ 0.56, C/AB and, for a subset of values of δ, also
B/AC are stable. In particular, outcome C/AB, in which the largest MNO C invests by itself
whereas the smaller MNOs A and B collaborate, is always stable for δ ≥ 0.1.

Table 4.9 Stable coalitional structures and corresponding number of activated BSs
(a) User distribution M1

A/δ 0.02 0.04 0.2 0.4 1 2

Z1 ABC ABC ABC A/BC A/BC A/BC
67 157 443 349/686 606/1500 1000/2000

Z2 ABC ABC ABC A/BC A/BC A/BC
65 163 471 357/628 558/1500 1000/2000

Z3 ABC ABC ABC A/BC A/BC A/BC
54 54 272 178/274 298/678 490/1000

(b) User distribution M2

A/δ 0.02 0.04 0.2 0.4 1 2

Z1 ABC ABC ABC C/AB C/AB C/AB
74 169 700 700/491 1200/700 2000/1200

Z2 ABC ABC ABC C/AB C/AB C/AB
69 156 472 700/465 1200/700 1700/1200

Z3 ABC ABC ABC C/AB C/AB C/AB
12 66 287 273/237 700/476 700/700

Concerning the number of BSs deployed by the stable configurations (Tables 4.9), a little
incentive from users (small δ) forces MNOs to activate only a small number of BSs in order
to limit their cost and therefore guarantee an overall positive profit. For example, for user
distribution M2 and δ = 0.02, the grand coalition is stable and it activates 74 BSs in area
Z1, 69 BSs in area Z2 and 12 BSs in area Z3 (Table 4.8b). However, as users are willing to
pay more (larger values of δ), more BSs are activated since higher revenues compensate the
costs of activating more BSs.
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4.5.3 Comparison

We now compare the behavior of the socially optimal and stable configurations. The impact
of δ on the two configurations is overall very similar. However, there is incentive for sharing
for a larger range of the values of δ in order to maximize the MNOs profits (i.e., for stable
configurations) compared to maximizing the global/minimum user rate (i.e. for the socially
optimal configurations). In other words, shared networks can be more beneficial from the
MNOs perspective as sharing the network cost allows for larger profits but less beneficial
from the user perspective due to the service level degradation experienced in more congested
networks. Consider for instance user distribution M1. The grand coalition ABC is socially
optimal for δ ∈ [0.02, 0.04] for TOTQ and for δ ∈ [0.02, 0.06] for MINQ, but it is stable for
a larger number of values of δ between 0.02 and 0.28. In general, under MINQ sharing is
selected as optimal strategy only for δ ≤ 0.22, while sharing configurations are stable for
a wider range of values (up to δ = 2), which means that for higher values of δ no sharing
should takes place in order to provide the best service level, while there is incentive to share
in order to maximize the MNOs’ profit.

Regarding the level of investment, the higher the value of δ, the denser the network de-
ployment for both configurations as larger revenues make up for increasing network cost.
Nevertheless, for the same value of δ more BSs are deployed by the socially optimal configu-
rations compared to the stable ones, as the former focus on the user rate whereas the latter,
focusing on the profit, reflect the trade-off between increased revenues and cost. For instance,
for M1 and δ = 0.04, the grand coalition is selected by TOTQ and it is stable; however, it
deploys 443 BSs in area Z1, 448 in Z2 and 274 in Z3 under objective TOTQ (Tables 4.5a)
whereas in order to maximize the MNOs profit, 157 BSs are deployed in area Z1, 163 in Z2
and 54 in Z3 (Table 4.8a).

4.5.4 Performance indicators analysis

We now analyze how different values of δ impact two key performance indicators for the
users and the MNOs: the average user rate, Qavg =

∑
i∈O,a∈A q

a
i

|O|×|A| , and the average global

profit, Pavg =
∑

i∈O

∑
a∈A(rai −c

a
i )

|O| ; when multiple configurations are selected for the same value
of δ (as reported in Tables 4.4, 4.5, 4.8), we average also over the different configurations. In
particular, we analyze the “price" of imposing a fair coalitional structure (objective MINQ).

Results show that the socially optimal infrastructure sharing configurations outperform stable
ones in terms Qavg and vice versa for Pavg. However, as users are willing to pay more, the
two configuration types tend to provide very similar values of Qavg and Pavg.
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As similar observations regarding the behavior of Qavg and Pavg as a function of δ can
be drawn for both user distributions M1 and M2, we report results concerning only M2 in
Figure 4.1.

0.02 0.5 1 1.5 2

δ

0

10

20

30

40

50

60
M

b
p

s
Q

avg

Socially optimal configurations, objective TOT
Q

Socially optimal configurations, objective MIN
Q

Stable configurations

0.02 0.5 1 1.5 2

δ

0

50

100

150

200

M
 E

U
R

P
avg

Socially optimal configurations, objective TOT
Q

Socially optimal configurations, objective MIN
Q

Stable configurations

Figure 4.1 Average user rate (Qavg) and average profit (Pavg) vs. δ – user distribution M2

As pointed out in Section 4.5.1, the socially optimal configurations obtained applying objec-
tives TOTQ and MINQ are the same for most instances and they also provide very similar
Qavg (the largest difference across all values of δ is approximately 1.1 Mbps) which can be
observed by the overlap of their corresponding plots (see Figure 4.1). Therefore, solutions
that are fair to all users in all the areas are also efficient.

More BSs are activated by the socially optimal configurations than by stable ones (see Sub-
section 4.5.3) which is reflected in their corresponding Qavg and Pavg. The difference in the
Qavg provided by the socially optimal configurations and stable ones for δ = 0.02 is nearly
12.6 Mbps (45.8% gap); it goes down to 4.3 Mbps (8.1%) for δ = 1 and eventually becomes
nearly 1.8 Mbps (3.3%) for δ = 2. Thus, for high δ, the two types of configurations provide
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roughly the same quality of service to the users if they are very interested in the new service.

As far as Pavg is concerned, for low values of δ, the difference in the Pavg provided by the
two types of configurations is significantly different (see Figure 4.1). For δ = 0.02, the
configuration selected by TOTQ provides on the average only 55.2 e per MNO, whereas
the stable configurations provide 262306.3 e . This suggests that solutions obtained from
objectives TOTQ and MINQ merely satisfy the constraint on having a positive profit while
providing, on the average, a 12.6 Mbps higher user rate. However, with the increase of δ, the
difference in rate between the two types of configurations becomes negligible, and so does
the difference in profit (only 2.8% for δ = 2).

So far we have investigated the average performance indicators (Qavg and Pavg). We now
analyze how the user rate per area and MNO (Q) and profit per area and MNO (P ) are
affected by the characteristics of MNOs (market share) and by the characteristics of the
areas (size and population, reported in Table 4.3) for both configurations.

Figure 4.2 illustrates the behavior of Q with respect to P in each area, for each MNO for
the user distribution M2 when δ = 0.02. We recall that, when δ = 0.02, the grand coalition
(ABC) is socially optimal (for both TOTQ andMINQ objectives) and stable. For this scenario
we can observe that: (i) the socially optimal configurations provide in every area higher user
rates than the stable one, which in turn guarantee higher revenues, (ii) the grand coalition
results in all MNOs providing the same user rate to users of the same area, while their profit
follows their market shares (see Equations (4.12), (4.24)), (iii) in area Z3, MNOs obtain
a negative profit under objective TOTQ, while the global profit for each MNO is positive,
which indicates that a negative balance between costs and revenues can be accepted in some
areas by the socially optimal configurations, (iv) the objective that favors fairness (MINQ)
improves the quality of service of the users of the largest area (Z1) and most congested area
(Z2) at the cost of lowering the user rate of area Z3 and (v) since the user rate provided by a
given coalitional structure in an area depends on the user density, on the size of the area and
on the number of BSs activated in that area, a slightly higher user rate is achieved for the
small, low user density area (Z3) by the socially optimal configurations as the LTE nominal
rate is divided among less users and on the average users are closer to their serving BSs.

4.6 Conclusions

This work analyzes the strategic situation in which MNOs have to decide whether to invest in
LTE small cells in dense urban areas and whether to share the investment with other MNOs.
A mathematical framework is proposed to address the problem of infrastructure sharing for
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Figure 4.2 User rate (Q) vs. profit (P ) for each area and MNO – user distribution M2,
δ = 0.02.

the considered scenario. This framework accounts for techno-economic parameters such as
the achievable throughput and a general pricing model for the LTE service. The problem
has been tackled from two perspectives: the one of a regulatory entity which imposes infras-
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tructure sharing configurations that optimize the quality of service perceived by all users and
the MNOs perspective, which captures their competitive and profit-maximizing nature. We
propose an MILP formulation to determine socially optimal configurations (regulator per-
spective) and adopt concepts of cooperative game theory to determine stable configurations
(MNOs perspective).

Results show that sharing configurations obtained under both perspectives are strongly af-
fected by how much users are willing to pay for the new services but they also depend on the
user distribution (MNOs market shares). Sharing is appealing from both perspectives when
users are willing to pay little, regardless of the MNOs market shares as they all struggle with
high infrastructure cost. Instead, if users were willing to pay more, there is generally more
incentive to share from the MNO perspective and in particular when MNOs have signifi-
cantly different market shares. For both perspectives, the selected configurations involve less
congested coalitions, that is, coalitions of fewer and smaller MNOs, when the market shares
are significantly different. When the focus is on the quality of service, such configurations
behave very similarly to the case when no sharing takes place, that is, users are best served
either by less congested coalitions or when all MNOs build individual networks.

The proposed mathematical framework has proved to be a flexible instrument of limited
complexity to analyze in detail the possible strategies for different infrastructure sharing
configurations under different techno-economic conditions. It can be further extended to
incorporate spectrum management issues and therefore more elaborated game theory models,
as well as different classes of users and heterogeneous technologies.
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Abstract

To accommodate the ever-growing traffic load and bandwidth demand generated by mobile
users, Mobile Network Operators (MNOs) need to frequently invest in high spectral efficiency
technologies and increase their hold of spectrum resources; MNOs have then to weigh between
building individual networks or entering into network and spectrum sharing agreements. We
address here the problem of Radio Access Network (RAN) and spectrum sharing in 4G
mobile networks by focusing on a case when multiple MNOs plan to deploy small cell Base
Stations in a geographical area in order to upgrade their existing network infrastructure.
We propose two cooperative game models (with and without transferable utility) to address
the proposed problem: for given network (user throughput, MNO market and spectrum
shares) and economic (coalition cost, mobile data pricing model) settings, the proposed
models output a cost division policy that guarantees coalition (sharing agreement) stability.

5.1 Introduction

The mobile network ecosystem is intrinsically competitive as Mobile Network Operators
(MNOs) are self-interested entities. However, expensive technology upgrades to support
user demand [167], revenues decline [182], regulators intervention [183] and communities
health/environmental concerns are pushing competing operators to cooperate and share their
networks. Nevertheless, cost reduction remains the main driver for network sharing: The
mobile market is characterized by high upfront cost for acquiring spectrum licenses and
deploying and operating the network infrastructure, which is particularly heavy on new-
entrants [183]. Nowadays, MNOs need to invest in high spectral efficiency mobile technologies
such as LTE-A and 5G and, in particular, to increase their hold of spectrum resources in order
to accommodate the exponentially growing demand for mobile data services [167]. To the
high upgrade upfront cost amounts the decrease in revenues, strongly due to Over The Top
(OTT) applications replacing MNOs main revenue resources such as voice and SMS [184]:
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but as investment in new technologies becomes little profitable, innovation is held back.

Network sharing agreements for greenfield network roll-outs have become a means to reduce
the high upfront infrastructure cost and, when spectrum sharing is allowed1, to boost the
network capacity by aggregating spectrum resources.

Network sharing can encompass different parts of the network architecture in addition to
having different geographical footprints [20, 21]. Passive sharing (site and mast sharing),
the most commonplace sharing alternative, is either mandated (or strongly encouraged) by
regulators or voluntary adopted given the limited site availability, urban planning constraints
and communities aesthetics and health concerns [8, 21, 170]. Up to date, several 50:50 joint
ventures for 3G/4G greenfield network deployments have been created; while most concern
only sharing of the Radio Access Network (RAN) infrastructure, in some cases, also spectrum
is shared [170,185].

We address here the common spectrum network sharing scenario, as defined in the Third
Generation Partnership Project (3GPP) specifications for network sharing [173]. Namely,
we assume multiple MNOs offer their services through a single (shared) RAN while running
individual core networks; “MNOs share the total spectrum obtained from pooling together
their respective allocated spectrum portions while it is also possible for MNOs with no allo-
cated spectrum to use the pooled spectrum" [173]. One viable option for implementing such
scenario in 4G networks is Carrier Aggregation (CA), an LTE-A standardized feature [187]
that enables pooling together the spectrum allocated in different bands2.

In this work, we consider a set of MNOs with fixed market shares and individual spectrum
licenses, which plan to upgrade their RAN by deploying small cell Base Stations (BSs) in
order to improve the service provided to their users and thus increase their revenues. MNOs
decide whether to upgrade their RAN by themselves or enter into a sharing agreement with
other MNOs. If a set (all) of MNOs enters into a sharing agreement, that is, a coalition is
created, we assume it will make use of all the aggregated spectrum resources of its members.
We propose two cooperative game theory models, with and without transferable utility, to
determine stable cost divisions for coalitions of MNOs entering sharing agreements. The
proposed models are then leveraged to investigate several network (user throughput, market
and spectrum shares) and economic configurations (coalition cost, mobile data pricing model)

1In practice, both infrastructure and spectrum sharing viability are subject to national and re-
gional/international regulation. Sharing and/or transferring of licensed spectrum is prohibited in most
countries [6]. There are however examples of spectrum sharing: for instance, in Sweden, operator Tele2
is into a 3G license and network sharing agreement with TeliaSonora and it has entered a similar agreement
for deploying a 4G network with Telenor [185], [186].

2116 operators have commercially launched LTE-A with CA [188]. CA will most likely be an enabler also
for future generation networks given the 5G throughput targets.
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which aim to represent realistic scenarios.

The main findings of this work are the following:

• If all MNOs contribute with spectrum resources, they prefer building a unique shared
RAN due to the combined gain of spectrum aggregation and the cost reduction from
sharing the network infrastructure; formally, this means that the reference coopera-
tive game has a nonempty core, which makes the grand coalition preferable to any
subcoalition.

• The stable division (among MNOs) of the shared network infrastructure cost depends
on both network and economic settings: MNOs with a larger customer base should be
accounted for a larger fraction of the network cost; instead, MNOs which contribute
with a larger spectrum portion are “rewarded” by a lower cost fraction and, in some
cases, not only they are exempted from such cost but also receive part of the other
MNO individual revenues, which suggests a way to compensate them from most likely
higher cost incurred when acquiring the spectrum license3.

• A trivial cost division based on the market share does not always guarantee stability;
instead, the stable cost division selected by the nucleolus, which accounts also for the
MNOs spectrum contribute, makes a better candidate for a cost division policy.

The manuscript is organized as follows: The literature review is presented in Section 5.2.
In Section 5.3, we state the problem and define the coalitions cost and the proposed pric-
ing model. The Transferable Utility (TU) and Non-Transferable Utility (NTU) cooperative
models are introduced in Section 5.4. The simulation environment and the problem instances
are described in Section 5.5. Results obtained with the two cooperative models are analyzed
in Section 5.6. In Section 5.7, we discuss some of the assumptions made and the applicability
of the proposed models. Our concluding remarks are drawn in Section 5.8.

5.2 Related work

Recent works on resource sharing deal mainly with operational aspects, such as scheduling
of shared resources among multiple operators. [45] adopts the Generalized Processor Sharing
principle to a multi-operator scheduler when operators agree a priori on their respective
resource shares. In the same lines, [189] investigates the trade-off between fairness, that

3However, we do not account for the spectrum license cost here. Moreover, the spectrum license cost does
not depend only on the amount of bandwidth associated with the license but also on the spectrum band and
and the time and place of the spectrum auction.
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is, satisfying operators predefined resource shares and the achievable spectral efficiency by
deviating from predefined resource shares. [190] introduces the SoftRAN architecture, which
extends the concept of Software Defined Networks (SDN) to the RAN. A centralized scheduler
for SoftRAN is proposed in [47]: the traffic of multiple operators is allocated over the 3D
(time-frequency-space) resource grid with the objective of maximizing the total network
utility. [48] proposes a 2-level radio resource scheduling (among MNOs, and for each MNO
among its user flows) BS virtualization scheme.

Given the competitive and cooperative nature of resource sharing problems, many works
resort to game theory: In [49], the problem of resource allocation in a shared network is for-
malized in two steps: the resource sharing among the operators, and the resource bargaining
among the users and Mobile Virtual Network Operators of each operator. [130] investigates
the sharing of different wireless access technologies. In particular, [141–144] tackle spectrum
sharing problems. [141] models spectrum sharing among strategic operators in unlicensed
bands as a noncooperative game. Instead, [142–144] deal with licensed spectrum. [144]
also proposes a noncooperative game but takes the user perspective: assuming MNOs with
individual spectrum resources aggregate their RANs, each user then independently selects
its serving BS from the shared pool in order to maximize its individual data rate. [142]
extends the concept of CA for limited-time sharing of excess spectrum among MNOs that
own exclusive spectrum resources. Spectrum scheduling is carried out based on the Nash
Bargaining Solution concept while a distributed algorithm is proposed for Bayesian coalition
formation when the MNO decisions are made based on incomplete information. In [143], the
inter-operator CA does not apply only to the MNOs’ unutilized spectrum but, if profitable,
MNOs can agree to share a portion of their individual spectrum between their own users and
users of another MNO; the level of interference caused by the latter is controlled by means of
a pricing mechanism. Such sharing scheme is limited only to two MNOs and the pairing of
a set of MNOs for mutually sharing part of their spectrum is modeled as a stable roommate
market.

As virtualization and SDN are expected to extend to wireless networks ([191], [192]),
new architectures are anticipated ([47], [93], [94]). [93] and [94] envisage a “Network
without Borders", as the pool of virtualized wireless resources which defies the current
vertically-integrated mobile networks value-chain by introducing new players such as ser-
vice/infrastructure providers and virtual operators. Inter-operator sharing is argued to be
one of the key ingredients of such architecture. The idea is further elaborated in [94], where
the focus is on novel spectrum management aspects.

Our work instead belongs to a complementary research branch, whose focus is on the strategic
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modeling of infrastructure and spectrum sharing. In particular, we consider the sharing of
exclusive (licensed) MNO spectrum4.

On mid-to-long term joint decision making in the context of cellular network planning, [153]
introduces a competition-aware network sharing framework which offers a trade-off between
the cost benefit of sharing and the incentive for investing in next-generation technologies.
While we address a greenfield-deployment of small cell BSs, [153] assumes operators will
pool together their existing macro-cell RAN networks and make joint decisions on future
changes to their aggregated RAN such as decommissioning, upgrading or adding new sites.
Also in [194], a recent work by Kibilda et al., the shared network is created by pooling
together the operators’ individual network infrastructure and/or their respective licensed
spectrum. This work compares the gains from infrastructure and spectrum sharing when
adopted separately and combined (full sharing) on the basis of classical performance indica-
tors such as throughput and coverage probability obtained by means of stochastic geometry
models; such gains are shown to strongly depend on the spatial correlation of the individual
network deployments and densities while infrastructure and spectrum sharing gains do not
sum up as full sharing introduces a trade-off between data rate and coverage.

However, [149–151] are the only works which bear explicit similarities with ours: they also
tackle the strategic problem of coalition formation in the context of infrastructure and spec-
trum sharing and consider MNOs with fixed market shares and pre-allocated spectrum; nev-
ertheless, these works resort to non-cooperative game theory. Moreover, players (MNOs)
payoffs are expressed only in terms of network cost estimates and the coalition cost are split
either uniformly among its members [149, 151] or according to the Shapley value [150]. In-
stead, we propose more refined payoff models for the MNOs which accounts for both the
MNO revenue (as a function of the average user rate perceived by users) and cost. More-
over, in the cooperative games proposed here the coalition cost is not divided a priori among
member operators; albeit the way such cost is split determines the coalition stability.

In our previous work [175], we propose a Mixed Integer Linear Programming model to address
an infrastructure sharing problem from a centralized/regulatory entity perspective. Instead,
in this work and in [165], we take the perspective of the MNOs, which are self-interested
entities, and thus resort to game theory models. Further, in [165] we tackle the problem of
spectrum and infrastructure sharing addressed here by a non-cooperative approach and for-
malize it as a generalized Nash equilibrium problem, where the operators strategies consist of
the choice of coalition and the fraction of coalition cost to pay. However, the non-cooperative

4The literature on dynamic spectrum access, cognitive/software radio etc. dealing with sharing of licensed
and unlicensed spectrum [193] is not addressed here.
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approach limits the stability analysis to the action of the single player, while the cooperative
approach allows to determine whether a coalition is stable or not also in terms of joint actions
of its members.

5.3 The Problem

5.3.1 Problem definition

We consider a set O of MNOs which provide data services to users of a dense urban area
through pre-4G macrocell networks but have plans to upgrade their RAN technology by
deploying 4G small cells. We assume MNOs inherit the user share from their individual
current networks: being N the number of users that populates the given area, each MNO
i ∈ O has a fixed market share σi, that is, user churning is assumed to be null. We also assume
that at least one MNO owns a spectrum license of bi units of bandwidth5 which it plans to
put to use for the network of small cells. Each MNO may decide to deploy its individual
network of small cells or collaborate with other MNOs to deploy a shared one. When a set
of MNOs decides to deploy a shared network, we assume they will agree on aggregating their
individual spectrum. Let S be the set of all possible coalitions that can be created, that is,
the set of all the possible subsets of MNOs agreeing to deploy a shared network. If coalition
s ∈ S is created, it will deploy a shared network infrastructure of total cost c̃s which has to
be divided among its member MNOs. Applying a simple data pricing model, each MNO i

incurs revenues r̃is from its user subscriptions when in s. The case when MNOs in s agree to
share the coalition cost c̃s but keep their individual revenues r̃is is formalized as a cooperative
game without transferable payoffs. Alternatively, the case when MNOs would be willing to
give away also part of their revenues is modeled as a cooperative game with transferable
payoffs. The core and nucleolus solution concepts are then leveraged to determine stable cost
divisions.

5.3.2 Cost and revenues definition

Since this work addresses sharing at the RAN, the adopted cost model accounts only for radio
equipments cost and a simplified leased line pricing model for the backhaul transmission cost
as in [50]. Moreover, in [195], it is argued that the cost associated with the RAN dominates
the remaining cellular network cost.

An investment period of duration D (months) has been considered. Let gs be the total cost
incurred in D by coalition s from activating and operating one small cell BS: gs accounts

5MNOs with no spectrum license are represented by bi = 0.
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for the capital (CAPEX) and operational (OPEX) expenditures of the radio equipment, the
backhaul transmission cost and the site build-out cost. We denote by b̃s the aggregated
spectrum of coalition s, that is, b̃s = ∑

i∈s bi, whereas by βs the number of MNOs in s which
own a spectrum license, that is, βs = |{i ∈ s : bi > 0}|. Let gc,rsmall be the radio equipment
CAPEX of a typical small cell BS supporting a single carrier. Given that a small cell BS
activated by coalition s aggregates βs carriers, it has to support βs − 1 additional carriers.
As in [196], we consider a fixed cost for each additional carrier, calculated as a percentage φ
of the cost gc,rmacro of a single-carrier macrocell BS. The total radio equipment CAPEX of a
small cell BS activated by coalition s, gc,rs , is then given as follows:

gc,rs = gc,rsmall + (βs − 1)φgc,rmacro. (5.1)

The Operations and Maintenance (O&M) annual cost of the radio equipment is calculated
as a percentage ξ of the corresponding total radio CAPEX gc,rs [50, 177]. The considered
backhaul leased line pricing model consists of an upfront fee gc,b and the annual leasing cost
go,bs which are incurred for each BS activated by coalition s. We assume that, in the worst
case, go,bs is proportional to the total amount of spectrum (bandwidth) aggregated by any of
the BSs of coalition s (b̃s). Let go,b0 be the annual leased line cost for a reference carrier of
b0 units of bandwidth. We then set go,bs equal to b̃s go,b0 /b0. Let gc,s denote the site build-out
cost. Finally, the total cost gs incurred by coalition s from a single small cell BS in D is
given by:

gs = gc,rs + gc,b + gc,s + D

12
(
ξgc,rs + go,bs

)
. (5.2)

The considered cost parameter values (Table 5.1) refer to HSPA technology as in [50, 196],
given that, to the best of our knowledge, CA-enabled equipment cost are not made publicly
available by any vendor. Such cost should nevertheless represent a good estimate, at least in
orders of magnitude, since as argued by Johansson et al. [196], the physical infrastructure
cost of new radio access technologies tend to be similar to the previous ones.

As in [175] and [165], the revenues r̃is incurred by MNO i in coalition s are calculated according
to a simple data service pricing model, where the latter is defined in terms of the average
data rate perceived by users of s. Let ρnoms (us) be the nominal rate coalition s can provide
to its users by activating us BSs. For a given level of Signal to Interference and Noise Ratio
(SINR) and a given system bandwidth, the nominal user rate in LTE is the maximum rate
perceived by a single user when assigned all downlink LTE resource blocks from its serving
BS. The downlink SINR is a function of the number of BSs activated by the coalition the
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Table 5.1 BS cost model parameters

Symbol Description Value

gc,rsmall Single-carrier small cell BS radio equipment cost 3000e [50]
gc,rmacro Single-carrier macro cell BS radio equipment cost 20000e [50]
φ Cost coefficient per additional carrier 0.017 [196]
gc,b Upfront fee for backhaul 2000e [50]
b0 Bandwidth of the reference carrier 5 MHz [50]
go,b0 Annual leased line cost of the reference carrier 2000e [50]
gc,s Site buildout cost 2000e [50]
ξ O&M annual percentage 15% [177]

user belongs to: a larger number of BSs results in the user being on the average closer to its
serving BS, and therefore receiving a stronger signal, but also closer to the interfering ones6.
The average rate ρs(us) perceived by a user in coalition s can be defined in terms of ρnoms (us)
and of the load of its serving BS:

ρs(us) = ρnoms (us)(1− η)
∑

i∈s σiN

us , ∀s ∈ S, (5.3)

where parameter η is the user activity factor representing the probability that a user is
actually active in his/her serving BS, ∑i∈s σiN is the total number of users of coalition s

whereas (∑i∈s σiN)/us gives the average number of users served by one BS. To obtain ρs(us),
the nominal rate is then scaled down by the factor (1−η)(

∑
i∈s σiN)/us representing the average

congestion level at a serving BS.

Let δ denote the monthly price per user and per unit (Mbps) of data service. As ρs(us)
represents the average user rate provided by coalition s ∈ S when it activates us BSs 7, the
revenues ris each member MNO i ∈ s can incur when in s at the end of the investment lifetime
D, are then modeled linearly in ρs(us):

ris = δDσiNρs(us), ∀i ∈ s. (5.4)

Let ũs be the number of BSs that maximizes the global return on investment of coalition s
6When calculating the nominal user rate, any other BS transmission will use at least a subset of the

available resource blocks and therefore unavoidably interfere.
7The simulation set up to obtain ρs(us) as a function of us for each s ∈ S is explained in details in

Section 5.5.1.
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calculated as:

ũs = argmax
us∈Z+
us≤Umax

(∑
i∈s

δDσiNρs(us)− gsus
)
, ∀s ∈ S, (5.5)

where Umax is the maximum number of small cell sites coalition s can activate in the area.

Finally, the revenues r̃is of MNO i from coalition s and the total cost c̃s of coalition s are the
following:

r̃is = δDσiNρs(ũs), ∀s ∈ S, ∀i ∈ s, (5.6)

c̃s = gsũs, ∀s ∈ S. (5.7)

5.4 Cooperative game models

In this section we describe the two cooperative game theory models we developed for the
problem. The first one is a Non Transferable Utility (NTU) game, namely we assume that
players share the network infrastructure cost, but each keeps its own revenue (Section 5.4.1),
while the second one is a Transferable Utility (TU) game, namely, beside sharing the cost,
we allow players to partially transfer their revenue to others (Section 5.4.2).

The NTU model represents indeed a more intuitive scenario as MNOs incur revenues from
their individual share of users. However, we define the player payoffs in terms of their profits,
i.e., as revenues minus cost; therefore, if an MNO benefits from being in a coalition, e.g., due
its aggregated spectrum resources, and has no incentive to leave the coalition, even when
giving away part of its revenue to the others, then this is worth being investigated by means
of the TU model. In other words, the TU model allows to analyze at what extent a coalition
is valuable to the MNOs.8

For both games, we want to determine whether the grand coalition is selected and, if so, how
to make it stable. Thus, we look for the elements of the core, namely the payoff allocations
which guarantee that there is no incentive neither for an MNO to leave the grand coalition
and build a network by itself nor for any subset of MNOs to create their own coalition/shared
network. In other words, whenever the core is nonempty, the grand coalition is preferred by
all MNOs.

8See Section 5.6 for numerical examples.
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5.4.1 A Non Transferable Utility game model

We model the problem as a NTU cooperative game (O, V ), where the set of players coincides
with the set O of MNOs. The set-valued mapping V assigns a set of feasible payoff vectors
V (s) to each coalition s ∈ S and is defined as follows:

V (s) =
{

(pi)i∈O :
∑
i∈s

pi ≤
∑
i∈s

r̃is − c̃s, pi ≤ r̃is, ∀ i ∈ s
}
.

The value of the payoffs pi is bounded by the inequalities described above. Inequality∑
i∈s pi ≤

∑
i∈s r̃

i
s − c̃s guarantees that the sum of the payoffs of the players does not ex-

ceed the overall payoff, which is given by the difference between the sum of the revenues and
the coalitional cost. Inequalities pi ≤ r̃is make sure that the revenues are not transferred
among players by limiting each player’s payoff to its respective revenue.

We aim at determining whether the grand coalition is selected by the players or not, and how
they decide to share the network cost among them. Thus, we study the core of the game,
namely the set of payoff vectors that make the grand coalition preferable to any sub-coalition.
To formally define the core, the Pareto efficient frontier F of the set V (O) must be defined
as follows:

F =
{

(pi)i∈O :
∑
i∈O

pi =
∑
i∈O

r̃iO − c̃O, pi ≤ r̃iO, ∀ i ∈ O
}
.

The core of the game is then defined as

C = F \
⋃
s∈S

int V (s),

where \ denotes the difference between two sets and int denotes the interior of a set.

5.4.2 A transferable utility game model

If we assume that players may partially transfer their revenue to others, then the correspond-
ing model is a Transferable Utility game (O, v), where O is the set of players and v is the
characteristic function, i.e., a real-valued function which assigns to each coalition s ∈ S its
overall payoff defined as

v(s) =
∑
i∈s

r̃is − c̃s.

Notice that this TU game is equivalent to the NTU game described in Section 5.4.1 where
the constraints pi ≤ r̃is for any i ∈ s are removed from the definition of V (s).
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Similarly to the NTU model, we are interested in finding the set of payoff vectors that make
the grand coalition preferable to any sub-coalition, that is the core of the TU game, which
is defined as

C =
{

(pi)i∈O :
∑
i∈O

pi = v(O),
∑
i∈s

pi ≥ v(s), ∀ s ⊂ O
}
.

We remark that we have defined the characteristic function v assuming the joint strategy
space of coalition s is the number of BSs it activates (0 ≤ us ≤ Umax). Further, the util-
ity of s from activating us BSs is given by the corresponding global return on investment,∑
i∈s r

i
s(us)−cs(us), where such utility depends only on us and it is not affected by the actions

of i 6∈ s. Therefore, ũs represents the strategy of coalition s whereas v(s) = ∑
i∈s r̃

i
s − c̃s its

overall payoff. Although the overall payoff of a coalition is determined maximizing its total
return on investment, which does not necessarily maximize the individual return on invest-
ment of each of its member MNOs, when such payoff is distributed among them according
to a solution in the core, no MNO has an incentive to deviate.

5.4.3 A two MNOs example

Assume that there are only two MNOs, i.e., O = {A,B}. For the NTU game (see Fig-
ure 5.1a), the set of feasible payoff vectors corresponding to the grand coalition {A,B} is

VNTU ({A,B}) =

(pA, pB):

pA + pB ≤ r̃A{A,B} + r̃B{A,B} − c̃{A,B}

pA ≤ r̃A{A,B}

pB ≤ r̃B{A,B}

 .

The Pareto efficient frontier FNTU of the set VNTU({A,B}) is the line segment with extreme
points

ΠA =
(
r̃A{A,B}, r̃B{A,B} − c̃{A,B}

)
,

ΠB =
(
r̃A{A,B} − c̃{A,B}, r̃B{A,B}

)
,

where in ΠA the coalitional cost c̃{A,B} is entirely paid by MNO B, while in ΠB it is entirely
paid by A. Therefore, the core CNTU (the bold segment in the figure) is obtained as the
difference between FNTU and the union of the interiors of the two halfplanes representing the
feasible payoffs for the single player coalitions:

int V ({A}) = {(pA, pB) : pA < v({A})} ,
int V ({B}) = {(pA, pB) : pB < v({B})} ,
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where v({A}) = r̃A{A} − c̃{A} and v({B}) = r̃B{B} − c̃{B}.

In fact, such halfplanes represents the sets of vectors of payoff such that the single player
would earn more alone than joining the grand coalition. Therefore, we can write the core
CNTU as follows:

CNTU =


(pA, pB) :

pA + pB = r̃A{A,B} + r̃B{A,B} − c̃{A,B}

v({A}) ≤ pA ≤ r̃A{A,B}

v({B}) ≤ pB ≤ r̃B{A,B}


.

Instead, for the TU game (see Figure 5.1b), the set of feasible payoff vector is the halfplane

VTU({A,B}) =
{

(pA, pB): pA + pB ≤ r̃A{A,B} + r̃B{A,B} − c̃{A,B}
}
,

the Pareto efficient frontier is the line

FTU =
{

(pA, pB) : pA + pB = r̃A{A,B} + r̃B{A,B} − c̃{A,B}
}
,

and the core

CTU =

(pA, pB) :
pA + pB = r̃A{A,B} + r̃B{A,B} − c̃{A,B}
pA ≥ v({A})
pB ≥ v({B})

 .
Notice that the core of the NTU game is a subset of the TU one. In the example depicted in
Figure 5.1, the grand coalition provides MNO B with a strictly positive margin with respect
to investing alone, even if it pays the entire c̃{A,B} cost, that is, r̃B{A,B}− c̃{A,B}− v({B}) > 0.
Therefore, it is still profitable for B to be in the grand coalition even it transfers part of its
revenues to A (represented by payoff vectors in CTU \ CNTU).

The following relations between the parameter values determine whether the core of each two
players game is empty or not:

1) If v({A,B}) < v({A}) + v({B}), that is,

c̃{A,B} −
(
c̃{A} + c̃{B}

)
>
(
r̃A{A,B} + r̃B{A,B}

)
−
(
r̃A{A} + r̃B{B}

)
,

then the core of both games is empty as both MNOs are better off investing alone.
Roughly speaking, if the additional revenues generated from the grand coalition do not
cover its additional cost, than the grand coalition is not stable.
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(a) NTU game (b) TU game

Figure 5.1 A two-players example: Pareto frontier and core

2) Otherwise, if v({A,B}) ≥ (v{A})+v({B}), then the core of the TU game is nonempty.
In particular, when v({A,B}) = v({A}) + v({B}), it consists of a single payoff vec-
tor,

(
pA = v{A}, pB = v{B}

)
, which corresponds to the case when MNOs are indifferent

between cooperating or not. As for the NTU game:

2a) If either v({A}) > r̃A{A,B} or v({B}) > r̃B{A,B}, then the core of the NTU game is
empty. Notice that v({A}) > r̃AAB means MNO A is better off alone, even if B
could pay for the entire c̃{A,B} cost.

2b) Otherwise, if v({A}) ≤ r̃A{A,B} and v({B}) ≤ r̃B{A,B}, then also the core of the NTU
game is nonempty.

5.5 Computational tests

5.5.1 Simulation environment

As in [175] and [165], a simulation environment has been set up in Matlab to obtain the
average user rate ρs(us) for each coalition s as function of the number us of activated small
cell BSs varying from 1 to Umax. The us BSs and 10 sample users are uniformly distributed in
a pseudo-random fashion on the considered square area. The downlink SINR for a reference
system bandwidth of a sample user of coalition s, when s activates us BSs, is given by:

SINRs = Pi

ls

 ∑
1≤j≤us
j 6=i

Pj

+ Pnoise

, ∀s ∈ S, (5.8)
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where Pi is the signal power the sample user receives from its serving BS, whereas∑
1≤j≤us, j 6=i Pj is the power received from interfering (non-serving) ones. The received signal

power is calculated according to the following three-parameter path loss model (transmitted
signal power Ptx, fixed path loss Cpl and path loss exponent Γ), defined within the Green-
Touch Consortium [181]:

Prx[dBm] = Ptx[dBm]− Cpl[dB]− 10Γlog(d[km]), (5.9)

where d is the sample user–BS distance. The captured interference is then scaled down by

the load of coalition s, ls = 1− (1− η)

∑
i∈s

σiN

us , as users are characterized by an activity factor
η. Pnoise is the white gaussian noise power for the reference system bandwidth.

The resulting SINR is then mapped to LTE spectral efficiency according to a multilevel
SINR–to–spectral efficiency scheme [181]. Multiplying the obtained spectral efficiency by the
coalition aggregated bandwidth b̃s, we obtain the nominal user rate ρnoms (us). 100 simulation
iterations are run for each value of us so that an average value for ρnoms (us) is obtained across
all sample users and iterations. Finally, ρs(us) is obtained from ρnoms (us) as defined in (5.3).

5.5.2 Instances

We consider instances with 3 MNOs 9, namely A, B and C and a 4 km2 area populated
by 20000 users. Umax is set to 10000, which is an arbitrarily large number of small cells for
the considered area size; however, the number of activated small cells by any coalition does
not exceed 1500 for all the considered instances. Parameter δ, which represents the monthly
price per unit of service and per user, is set equal to equidistant values obtained discretizing
the range [0.5,3] with a 0.01 step. We set up 5 scenarios (S1–S5) with different mixtures of
market shares and “spectrum shares"10 as shown in Table 5.2. The values of the bandwidth
associated with the spectrum license of each MNO bi, are set to standardized bandwidths
for LTE/LTE-A ({1.4, 3, 5, 10, 15, 20} MHz) [187]. In particular, scenarios S4 and S5
aim at representing cases that may arise under traditional and recent design of spectrum
auctions. The extreme case in which only one MNO in the area has succeeded to obtain a
spectrum license from the latest auction has been considered; we assume such MNO is either
the smallest MNO (S4), for instance, a new entrant which has benefited from a set-aside

9The considered number of MNOs is common for most countries, as far as facility-based operators are
concerned [197]. [144] and [151] also consider 3 MNOs. Nevertheless, the proposed approach can be easily
extended to more MNOs.

10The term “spectrum share" is used analogously with market share to represent the weight of the spectrum
of an MNO w.r.t. to the total obtained aggregating the spectrum of all MNOs (bi/

∑
j∈O bj).
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spectrum policy11 [183], or the incumbent (S5), which is the most likely to be the highest
bidder in a traditional auction.

Table 5.2 Scenarios
S1 S2 S3 S4 S5

A B C A B C A B C A B C A B C
σi 1/3 1/3 1/3 1/3 1/3 1/3 0.1 0.3 0.6 0.1 0.3 0.6 0.1 0.3 0.6
bi 5 5 5 1.4 5 10 5 5 5 15 0 0 0 0 15

Parameters notation and their corresponding values are summarized in Table 5.3.

Table 5.3 Sets, parameters and corresponding values

Symbol Description Value

O Set of MNOs {A,B,C}
S Set of nonempty coalitions 2O \ ∅
N Total number of users in the area 20000
A Area size 4 km2

Umax Max. number of BSs in the area 10000
δ Monthly price of 1 Mbps [0.5,3] e/Mbps
D Investment lifetime 120 months [176]
η User activity factor 0.01

5.6 Numerical results analysis

In this section we discuss the results obtained applying first the NTU game model and then
the TU game model. Our goal is to highlight the impact of the three main parameters of
the problem, namely δ, market share and spectrum share, on the existence of the core and
on its features and on the nucleolus. The nucleolus is a well known solution of NTU and
TU games (see, e.g., [199, 200]). We use the nucleolus as a suggested solution, as it always
belongs to the core, if the core is nonempty, and therefore represents a stable way of assigning
payoffs to players. Roughly speaking, the nucleolus minimizes the largest dissatisfaction of
the coalitions, thus reducing the inequity among the coalitions, where the dissatisfaction is
related to the difference between the coalition value and what its members receive according
to the nucleolus.

11Despite some countries regulator efforts to encourage competition in mobile networks, by introducing
spectrum set-asides during auctions and relaxing their coverage requirements, new entrants do not always
succeed in deploying a network which may lead to inefficient spectrum allocations or eventually with the
set-aside spectrum ending up in the hands of incumbent MNOs [198].
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Across all considered scenarios, when δ ∈ [0.5, 0.53], neither the grand coalition nor sub-
coalitions find it profitable to invest, thus the core is trivial as it collapses to only one point
corresponding to zero investment and thus zero revenues. Instead, for δ ∈ [0.58, 3], the core
of both games is nonempty (see Table 5.4).

Therefore in Sections 5.6.1 and 5.6.2, we focus our analysis on instances with a nonempty
core. For such instances, as payoff allocations in the core make the grand coalition preferable
to any subcoalition, only the grand coalition is analyzed. Instead, for the few particular
instances with an empty core, we investigate subcoalitions (Section 5.6.3).

In Section 5.6.4, we assess the MNOs’ gain from sharing with respect to building individual
networks.

Figures 5.2 and 5.3 report the core of the NTU and the TU game, respectively, for δ ∈{0.75,
1.5, 3} for each considered scenario (S1-S5).

As we are interested in how the players share the network infrastructure cost, we introduce
three values αA, αB and αC which represent the fraction of the overall cost paid by player
A, B and C, respectively. The payoff of a player i in the grand coalition O can be therefore
written as

pi = r̃iO − αic̃iO.

The core is represented in the (αA, αB) plane, as αC = 1− αA − αB.

As for the NTU game, in each sub-figure of Figure 5.2 the Pareto efficient frontier F is
represented by the triangle with vertices (0, 0)(0, 1)(1, 0), where the diagonal line connecting
(0, 1) and (1, 0) represents the payoff values such that αC = 0. The light grey areas represent
the sets V (s) for all the sub-coalitions. The core is thus represented by the dark grey area.
Beside the core, the nucleolus is reported with a white circle and the market share with a
black triangle.

As for the TU game, in each sub-figure of Figure 5.3 the core is represented by the dark grey
area, while dashed lines represent lines αA = 0, αB = 0 and αC = 0. The color and symbolic
code of Figure 5.3 are the same as the one of Figure 5.2.

5.6.1 NTU game results

Impact of δ

For all the considered scenarios, the core size enlarges with the increasing value of δ, namely
the range of the acceptable values of αA, αB and αC increases. Let us consider for instance
scenario S1 (Figure 5.2a): for δ = 0.75, αA ranges from about 0.25 to about 0.42, while for
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(c) Scenario S3
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(e) Scenario S5

Figure 5.2 NTU game results: core, nucleolus and market shares

δ = 3 it may rise up to about 0.8. Roughly speaking, with the increasing value of δ and
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therefore the increasing revenues, players accept more ways of dividing the costs and accept
to bear a higher fraction of costs. Further, they may also accept to free one of the players
of its fraction of costs. In scenario S1 each player can be freed from the network cost, as
αA, αB and αC can all be equal to 0 for δ = 3, due to the symmetry of the core. However,
only one player at a time can be freed from the cost, the other two agreeing to share the
overall amount. In fact, in scenario S1 the market shares as well as the spectrum shares
are equal: this results in a symmetric core and makes the market share coincide with the
nucleolus. Market share and spectrum share have an impact of the shape of the core, as it
will be discussed in the following paragraphs.

Impact of the spectrum share

To highlight the impact of the spectrum share let us compare scenarios S1 (Figure 5.2a),
where all the players have the same market and spectrum share, and S2 (Figure 5.2b), where
all the players have the same market share, but different spectrum shares (1.4:5:10 MHz,
respectively). For scenario S2 the core is not symmetric, differently from scenario S1. The
acceptable fraction is somehow inversely dependent from the spectrum share: the highest the
spectrum share the smallest the minimum fraction allowed. Thus, for δ ≥ 1.5, αC can be
equal to 0, as A and B are willing to share the overall cost in order to exploit the spectrum
provided by C. For the highest value of δ, αA can reach 0.95, while αB is at most 0.8. The
market share belongs to the core but it never coincides with the nucleolus, which gets closer
to the line representing αC = 0 as δ increases.

Impact of the market share

To highlight the impact of the market shares, let us compare scenarios S1 (Figure 5.2a), where
all the players have the same market share, and S3 (Figure 5.2c), where all the players have
the same spectrum share, but different market shares (0.1:0.3:0.6, respectively). In scenario
S3 the core is not symmetric, although as for scenario S1 it enlarges with the increasing
values of δ. The range of acceptable values of αB is greater than the range of acceptable
values of αA. It is somehow proportional to the market share: in fact B has three times the
users of A and for δ = 3 αA ∈ [0, 0.25] while αB ∈ [0, 0.75]. Player C, which has the highest
number of users, may accept to pay the overall BSs cost so as to profit of the other two’s
spectrum: in fact the point αA = αB = 0 is in the core. Although the market share is in
the core, it does not coincide with the nucleolus, not even for δ = 0.75. For higher values of
δ the nucleolus suggests to keep αA and αB smaller than the corresponding market shares,
and to have αA almost equal to 0.
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Combined effect of market and spectrum share

The combined effect of market and spectrum shares is shown in Figures 5.2d and 5.2e,
reporting the core for scenarios S4 and S5, respecively. In scenario S4 the player with
the minimum number of users is the only one owning a spectrum, while in scenario S5 the
incumbent player is the only one owning a spectrum. The core of scenario S4 is very small
and is not very sensitive to the value of δ. The acceptable values of αA are very small, never
above 0.15 and αA = 0 is acceptable. For δ = 3, αB cannot rise above 0.5: this means
that the incumbent C should pay most of the cost with a little help from B so as they can
both profit from the spectrum of A. Instead, in scenario S5, where the incumbent is the one
providing the spectrum, αA and αB cannot be equal to 0. For smaller values of δ, neither
αC can be equal to 0, as A and B do not find it profitable to cover for the whole expenses
due to limited revenues. Instead, for δ = 3, αC can be null, showing that A and B find it
profitable to cover the whole expenses in order to profit of the spectrum of C.

5.6.2 TU game results

Many remarks can be extended to the TU case whose results are reported in Figure 5.3:
for instance, the effect of δ is similar as for the NTU case, as the core enlarges with the
increasing value of δ. However, as revenues are assumed to be transferable, the value of α
can also be negative, meaning that not only the player does not share the cost but it also
receives part of the revenues of the other players. This of course depends on the spectrum
and market shares. For scenario S1 with δ = 3, all the players can receive from others,
although not simultaneously. Instead, in scenario S2 only players B and C, that provide
most of the spectrum, can receive revenues from the others, although not simultaneously:
they are rewarded for providing spectrum by receiving more than their own revenue. In
scenario S3 with δ ≥ 1.5, the players with the smallest number of users can be rewarded: for
δ = 3 they can both and simultaneously receive utility from the incumbent C, which finds
it profitable to give part of its revenues despite having to bear the whole expenses, as the
increased available spectrum provides it with higher revenues. In scenarios S4 and S5 the
only player providing the spectrum, A in S4 and C in S5, can be rewarded for high values of
δ. This is more accentuated in S4 where A not only provides the overall spectrum but has
also the smallest market share.
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Figure 5.3 TU game results: core, nucleolus and market shares
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5.6.3 Subcoalition analysis

Table 5.4 reports the stable coalitions for different ranges of the value of δ for all scenarios.
When δ ≤ 0.53, no coalition finds it profitable to invest (denoted by the symbol −), whereas
for δ ≥ 0.58 the core of the grand coalition is nonempty for all scenarios. Instead for instances
with an empty core, stable subcoalitions are reported 12.

Table 5.4 Stable coalitions for each scenario and value of δ

S1 S2 S3 S4 S5

δ ∈ [0.5, 0.53] − − − − −
δ = 0.54 − − − {A,C} {C}
δ = 0.55 − {B,C} − {A,C} {B,C}
δ = 0.56 {A,B,C} {A,B,C} {A,B,C} {A,C} {B,C}
δ = 0.57 {A,B,C} {A,B,C} {A,B,C} {A,B,C} {B,C}
δ ∈ [0.58, 3] {A,B,C} {A,B,C} {A,B,C} {A,B,C} {A,B,C}

We explore scenarios S4 and S5 when δ=0.55, for which we study the core of each subcoalition
of 2 MNOs (i.e., {A,B}, {A,C} and {B,C})13. We recall that in scenario S4 only A has
a spectrum license whereas in S5, only C. In case it is feasible for a coalition to invest
(i.e., at least one of its members has a spectrum license), Table 5.5 reports whether the
core is empty, otherwise, if nonempty, it indicates the range of stable cost fractions (αi) and
obtainable payoffs (pi) by each member MNO i.

In scenario S4, the core of the grand coalition is empty since v({A,B,C}) < v({A,C}),
i.e., A and C can be both better off in {A,C}. However, both {A,B} and {A,C} have a
nonempty core. Since B and C cannot invest neither alone nor together, due to the lack
of spectrum, both prefer collaborating with A. Instead, A prefers {A,C} to {A,B}: if C
were to pay at least 86.26% of the cost of {A,C} (which lies inside C’s stable range of cost
fractions and thus it is profitable (see Table 5.5)), the payoff of A from {A,C}, would be
at least as large as the maximum payoff it can secure from {A,B} (123153 e), that is, if B
were to pay for all the {A,B} cost. Consequently, {A,C} will be created whereas B will not
invest at all. Such behavior is due to the very low value of δ (i.e., price per unit of service),
which limits revenues and in turn the level of investment (i.e., number of activated BS) in
order to be profitable. But since {A,B,C} is more congested than {A,B} and {A,C} (no
spectrum pooling gain since B and C do not contribute with spectrum) and requires more
investment to lower the level of congestion, it is then less profitable. In turn, A can better

12Notice that for all entries of the table in which the stable coalition consist of either one or two MNOs,
the remaining MNOs do not invest at all.

13Similar observations can be drawn also for the other instances for which the grand coalition is not stable.
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exploit its spectrum by collaborating with C instead of B, since C has the largest market
share and thus can take up a larger fraction of their shared network cost.

For S5, the core is empty since the overall payoff of the grand coalition (v({A,B,C})) is
strictly smaller than the overall payoff of any other subcoalition for which it is profitable to
invest. In other words, C is better off in any other subcoalition it can be part of than in
{A,B,C}. Further, also {A,C} has an empty core since v({A,C}) < v({C}), that is, C
is better off by itself than collaborating with A, as A can only cover a small portion of the
{A,C} cost, given its small market share. Instead, {B,C} has a nonempty core, thus B and
C will build a shared network while A will not invest at all. Although C could be building
its own network (v({C}) > 0), it prefers collaborating with B which can pay up to 1/3 of
their shared network cost.

It can be observed that, in conditions of very low revenues, and in particular when there is no
spectrum pooling gain, smaller coalitions and cooperation with bigger MNOs are preferred.

Table 5.5 Core of subcoalitions for δ = 0.55 (same for the NTU and the TU games)

S4

{A,B} αA: [23.76, 25.41]% pA: [0, 123153]e
αB: [74.59, 76.24]% pB: [0, 123153]e

{A,C} αA: [12.46, 14.59]% pA: [0, 307490]e
αC: [85.41, 87.54]% pC: [0, 307490]e

{B,C} no spectrum license

S5

{A,B} no spectrum license
{A,C} empty core (v({A,C})>0)

{B,C} αB: [34.12, 34.13]% pB: [0, 1352]e
αC: [65.87, 65.88]% pC: [344749, 346101]e

5.6.4 Sharing gain

Tables 5.6 and 5.7 summarize the gain of each MNO from joining the grand coalition relative
to not sharing, that is, if they were to build individual networks. The values are calculated
as pi−pi

pi
100%, ∀i ∈ O, where pi is the payoff of MNO i from the grand coalition according to

the Nucleolus solution whereas pi is its payoff when investing by itself. Notice that when it
is either not profitable for an MNO to build its own network (i.e., its revenues do not cover
its cost: e.g. MNO A for δ = 0.75) or not feasible (the MNO has no spectrum license: e.g.
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Table 5.6 NTU game: sharing gain

A B C

S1
δ = 0.75 2052.67% 2052.67% 2052.67%
δ = 1.5 290.99% 290.99% 290.99%
δ = 3 254.94% 254.94% 254.94%

S2
δ = 0.75 ∞ 2179.71% 206.64%
δ = 1.5 9374.79% 317.69% 151.37%
δ = 3 1459.48% 275.62% 146.01%

S3
δ = 0.75 61995.21% 1998.13% 901.87%
δ = 1.5 833.41% 329.98% 216.03%
δ = 3 433.20% 298.55% 205.77%

S4
δ = 0.75 431.54% ∞ ∞
δ = 1.5 109.35% ∞ ∞
δ = 3 50.82% ∞ ∞

S5
δ = 0.75 ∞ ∞ 23.22%
δ = 1.5 ∞ ∞ 26.74%
δ = 3 ∞ ∞ 32.58%

Table 5.7 TU game: sharing gain

A B C

S1
δ = 0.75 2052.67% 2052.67% 2052.67%
δ = 1.5 290.99% 290.99% 290.99%
δ = 3 254.94% 254.94% 254.94%

S2
δ = 0.75 ∞ 2176.61% 207.15%
δ = 1.5 9378.69% 342.27% 141.57%
δ = 3 1428.44% 262.00% 154.14%

S3
δ = 0.75 61817.36% 2010.21% 899.36%
δ = 1.5 918.79% 314.99% 210.30%
δ = 3 703.23% 265.31% 177.26%

S4
δ = 0.75 448.76% ∞ ∞
δ = 1.5 456.01% ∞ ∞
δ = 3 574.99% ∞ ∞

S5
δ = 0.75 ∞ ∞ 23.10%
δ = 1.5 ∞ ∞ 39.06%
δ = 3 ∞ ∞ 38.45%

MNOs B and C in S4 or A and C in S5), then pi = 0. Such cases are represented by the ∞
symbol (the absolute gain is nevertheless finite).
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As we calculate the sharing gain for the Nucleolus solution, which, by definition, tends to
select a “fair” solution from the core, the NTU and TU models provide similar gains across
all considered scenarios and cases 14.

While the increase of δ increases the number of stable divisions of the grand coalition cost
among the MNOs (illustrated by the increase of core size in Figures 5.2 and 5.3), Tables 5.6
and 5.7 indicate decreasing values of the relative gain as δ increases for all scenarios but S5.
This shows how sharing is more beneficial when low revenues significantly limit the level of
investment in network infrastructure an MNO can undertake by itself. Nevertheless, sharing
remains profitable even for higher values of δ, as MNOs still benefit from a larger pool of
spectrum resources and cost sharing.

As expected, identical MNOs obtain equal gains (scenario S1). Scenario S2 shows the benefit
of spectrum pooling: the smaller the MNO spectrum share, the more it benefits from the
grand coalition, despite having to pay for a larger fraction of its infrastructure cost. Instead,
scenario S3 shows how MNOs with smaller market shares, which find it more difficult to face
the network upfront cost by themselves, incur larger gains from cooperation. In particular,
for scenarios S4 and S5, since there is no spectrum pooling gain (only one MNO has a
spectrum license), the relative gain is much smaller compared the other scenarios, especially
for MNO C (scenario S5), which has less difficulties covering its network cost given its large
market share (as opposed to A in scenario S4, that, despite owning a spectrum license, has
limited revenues given its small share of users). Contrarily to the other scenarios, in S5,
sharing becomes more beneficial for C as δ increases, as A and B can afford to cover a larger
fraction of the grand coalition cost.

5.7 Discussion

This work has targeted sharing of 4G small cells and proposed a particular pricing and cost
model. However, the proposed game models are useful tools to study other technologies as
well (e.g., 3G/4G macro cells) and/or different pricing and cost models. In the following, we
discuss the impact of some of the assumptions made and the applicability of the models to
alternative settings.

• As investment in network infrastructure and spectrum availability are both key to
improving the service level (i.e, data rate here), the proposed pricing model aims at

14For scenario S4, δ = 3, which represents an extreme case, the nucleolus solutions of the two games are
however significantly different: the relative gain of MNO A under the TU model is one order of magnitude
larger compared to the NTU one. Such behavior was also reflected in the core size being significantly larger
in case of the TU game w.r.t. to the NTU one (Figures 5.2 and 5.3).
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translating the two into revenues. Since nowdays MNOs struggle with monetizing
their investments (either in infrastructure of spectrum licenses), roughly speaking, the
considered revenues would represent an overestimation. Nevertheless, by considering a
wide range of such revenues, we were able to see their impact on the stable coalitions
and their corresponding cost divisions. We also note that it is outside the scope of this
work to investigate pricing models in line with those in the market, such as bundles
of different types of services and data usage caps. In these lines, as the churn rate is
determined by marketing strategies rather than technical factors, we do not address
the user migration among MNOs.

• The considered cost model accounts for the main upfront and operational cost terms
related to the radio equipments and for the backhauling cost. Although a more realistic
backhauling cost model could be used instead, our goal was to overestimate its cost,
in order to have a more significant sharing tradeoff, that is, between benefiting from
larger spectrum resources when in a larger coalition but incurring a higher cost to which
amounts also a higher level of congestion. The backhaul optimization is also outside
the scope of this work.

• We do not account for the spectrum license cost since we assume MNOs have pur-
chased the spectrum license individually and prior to entering a sharing agreement.
The amount of spectrum available to a coalition depends then on its members contri-
bution, and thus is not part of its strategy, unlike the investment in network infras-
tructure. The models can nevertheless take into account such cost as follows: Let ĉi be
the spectrum license cost of MNO i ∈ O, representing an upfront cost. It is then only
profitable for an MNO to be in the grand coalition if its allocated payoff can cover ĉi,
that is, pi ≥ ĉi,∀i ∈ O. Such constraint translates into an upper bound on the fraction
of cost the MNO would be willing to pay to be in the grand coalition:

pi ≥ ĉi =⇒ r̃iO − αiOc̃O ≥ ĉi =⇒ αiO ≤
r̃iO − ĉi
c̃O

, ∀i ∈ O.

If (r̃iO − ĉi) /c̃O < 1, the constraints would reduce the set of feasible payoffs of the
proposed models. Further, if ∑i∈O (r̃iO − ĉi) /c̃O < 1, then the grand coalition would
not be created. If the core was empty, the constraints would similarly be extended to
subcoalitions.

We did not carry out such analysis since a spectrum license cost depends on several
factors such as the spectrum auction time and place and the spectrum band. However,
assuming the spectrum license cost is proportional to its amount of spectrum, the larger
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the spectrum provided by an MNO, the smaller the cost fraction it would pay to be
in a coalition. This behavior is indirectly observed even without explicitly taking into
account the spectrum license cost, as MNOs contributing with a larger spectrum share
tend to pay less than the others.

5.8 Conclusions

This work investigates the problem of RAN and spectrum sharing in 4G networks for a
scenario in which MNOs with fixed market and spectrum shares plan to upgrade their exist-
ing RAN by deploying small cell BSs. Each MNO weighs between deploying an individual
network or enter a sharing agreement with other MNOs and thus build a shared network.
We assume that when MNOs build a shared network, they will aggregate their spectrum
resources. A generic mobile data pricing model is introduced to determine revenues incurred
by an MNO from each possible coalition (sharing agreement). We propose two cooperative
game models to address the problem: if MNOs in a coalition agree to share its cost but keep
their individual revenues, the problem is formalized as a non-transferable utility cooperative
game; if MNOs would be willing to give away also part of their individual revenues to be in
a coalition, a transferable utility game is proposed instead. The core and nucleolus solution
concepts are leveraged to determine stable cost divisions.

The proposed models are investigated for several instances with different network and eco-
nomic settings aiming to represent realistic scenarios. For the vast majority of the considered
instances, MNOs are better off building a unique shared RAN than creating sub-coalitions
or building individual RANs due to the combined gain from spectrum aggregation and cost
reduction from sharing the network infrastructure. The cost division of the shared network in-
frastructure that guarantees stability depends both on network and economic inputs: MNOs
with a larger customer base should be accounted for a larger fraction of the cost; instead,
MNOs contributing with a larger spectrum portion are “rewarded” by a lower cost fraction.
In particular, MNOs which provide the largest spectrum portion are not only exempted from
the network infrastructure cost but can also receive part of the other MNOs revenues. Divid-
ing the cost based on the market share does not always guarantee stability whereas the stable
cost division selected by the nucleolus, which in turn accounts also for the MNOs spectrum
contribute, makes a better candidate for a cost division policy.

The models we propose here are generic instruments for addressing the problem of network
sharing from a strategic perspective as they can accommodate for alternative technologies
and/or pricing models and cost functions.
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Abstract

The decoupling of infrastructure from services, which has been so far a mainstream paradigm
in the computational and storage domain, is now becoming a paradigm also for mobile net-
works. Indeed, 5G must provide a variety of services with very diverse requirements, such
as throughput, latency, or reliability, and decoupling infrastructure from service provisioning
allows to deal with such heterogeneity. In this context, a new business model, involving two
different stakeholders, Infrastructure Providers and Service Providers, has emerged. Besides
addressing the technical issues, it is also important to study the economic feasibility and
behavior of such new paradigm and the techno-economic interactions among the different
stakeholders that play different roles in the mobile network market. In this paper, we pro-
pose a multi-leader multi-follower variant of the Stackelberg game to model the considered
environment. The proposed model is then fed with realistic data and used to analyze the
system behavior and the impact of the technological features of the stakeholders on their
competitiveness.

6.1 Introduction

The decoupling of infrastructure from services, a mainstream paradigm in the computational
and storage domain, is now being materialized also for mobile networks with the advent of
5G. Up to date, a typical pre-5G Mobile Network Operator (MNO) owns and manages by
itself the network resources (infrastructure and spectrum) and provisions services for its end
users. However, over time, there has been a progressive deviation from this typical MNO
business model which can be witnessed through, e.g., the Mobile Virtual Network Operator
(MVNO) business model and infrastructure and/or spectrum sharing agreements among
MNOs [6,201,202]. The emergence of such new business models, even prior to 5G, has been
mainly driven by the need to cut down on infrastructure cost (so as to improve the return
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on investment) and to increase resource utilization (e.g., when scarce such as spectrum).

As for 5G networks, in addition to delivering higher throughput mobile broadband services,
they are also expected to provide support for the Internet of Things and for vertical indus-
tries: the International Telecommunication Union Radiocommunication Sector has identified
three usage scenarios for the International Mobile Telecommunications (IMT) for 2020 and
beyond [162], namely enhanced Mobile BroadBand (eMBB), Ultra-Reliable and Low Latency
Communications (URLLCs) and massive Machine Type Communications (mMTCs). In these
lines, unlike the previous generations, 5G networks will have to provision heterogeneous ser-
vices with very distinct requirements in terms of throughput, latency, reliability, connection
density, type of end user devices, etc. As a means to deal with such heterogeneity and open
up the mobile network to verticals, the decoupling of network infrastructure and resources
from service provisioning is considered a design principle by several entities, initiatives and
research projects involved/contributing in the 5G architecture definition and standardization
[31, 203, 204] with Network Function Virtualization and Software Defined Networking being
two key technical enablers. In this context, a key 5G concept is that of network slicing [31],
which allows to create logically separated networks (slices) over the set of shared physical
network resources where each such slice will be tailored to the service requirements of a
specific tenant (i.e., a business entity which provides eMBB/URLLC/mMTC services to end
users).

Apart from the architectural aspects of 5G, there is a need to address its economic viability
[203] which, by far, has been studied from the point of view of a single MNO [1, 163, 164].
However, one of the implications of the 5G architecture is the emergence of new stakeholders
that play different roles in the mobile network market such as, e.g., infrastructure providers
and mobile service providers, in addition to the so-called tenants (see, e.g., [1, 31]). The
techno-economic interactions among these new stakeholders (such as resource demand and
pricing, provider selection, etc.) give rise to new competitive scenarios for the mobile network
market requiring suitable models to be studied, which is the object of this work.

In this paper, we devise a mathematical model to capture the technological and economic
features of the considered scenarios and the techno-economic interactions among stakeholders.
We feed the model with realistic technological and economic parameters describing different
network configurations (either 4G or 5G) and end user services (5G usage scenarios). Then,
the developed model and data are used to deeply analyze the interactions among stakeholders
of the same type and those playing different roles and how their features, both technological
and economic, influence their behavior and the resulting mobile market setting.

In this work, we consider two types of stakeholders: Infrastructure Providers (InPs) and
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Service Providers (SPs), while end users are represented implicitly. An InP is an entity
which owns spectrum licenses, deploys and manages the infrastructure of the mobile network
and rents/sells its resources to SPs, but does not provision services for end users. In turn, an
SP1 is an entity which does not own network resources but provisions services to end users
through leased/acquired resources. Here the resource sold by InPs (acquired by SPs) is the
cell capacity at base station (BS) level and the problem we address is the pricing of the cell
capacity from the InPs’ perspective and the selection of an InP from which to acquire cell
capacity from the SPs’ perspective.

Specifically, we consider a dense urban area where there are multiple InPs that own mobile
networks and multiple SPs, each provisioning a single type of service to a given number of
end users in the area. The SPs provision services for their own end users in the cell area
by acquiring cell capacity from only one of the InPs (i.e., from the BS of one of the InPs)
while each InP can host multiple SPs. All InPs and SPs are considered profit-maximizers,
i.e., each InP offers a cell capacity unit price that maximizes its profit from the amount of
cell capacity sold to SPs that select the InP, while each SP selects an InP from which to
acquire cell capacity so as to maximize its profit (revenue from own users given the acquired
cell capacity minus cost of the latter). As the cell capacity of each InP is fixed and finite,
SPs compete among them in selecting an InP from which to acquire cell capacity, whereas
InPs compete among them over the cell capacity unit prices to be selected by SPs. In this
setting, we formulate the problem of cell capacity pricing from the InP perspective and
InP selection from the SP perspective as a multi-leader multi-follower extension of the basic
(one-leader one-follower) Stackelberg game [205]; we will refer to the proposed model as the
multi-leader-follower game (MLFG) as in [206].

We have applied the proposed MLFG to several realistic scenarios in which services pro-
visioned by SPs are inspired from usage scenarios for IMT for 2020 and beyond [162] and
characterized by their respective performance requirements (such as user target rates, con-
nection densities, etc.) as in [207], while we vary the InPs’ network technology (whether 4G
or 5G) and their spectrum bandwidth availability. To devise meaningful pricing strategies for
the InPs across the different scenarios, we propose an InP cost model that accounts for the
InP’s network technology type and available spectrum bandwidth based on [1], whereas the
SP revenue function is based on a noted function in literature [208] that allows to represent
how the end user responds to the fee offered by its SP based on the utility achieved from
resources assigned by the latter [208]. The proposed MLFG has been instrumental to derive

1An SP is equivalent to a tenant in the 5G literature terminology. For instance, in [32], a tenant is either
an MVNO, a vertical industry or an Over The Top provider (OTT). In this paper, we have opted for the
term SP since the focus of our work is not on the 5G architecture.
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insights concerning these scenarios. Indeed, for all the considered instances, it is possible to
compute either an equilibrium or an approximation of the equilibrium. Results show that
the technological features of the InPs have a significant impact on their competitiveness.

The layout of this paper is the following. In Section 6.2, we identify and review works in
the mobile networks literature which are related to ours in terms of methodology and/or in
application. The proposed framework and the mathematical models behind it are presented
in Section 6.3. Then, in Section 6.4 we explain how the framework has been applied in
the context of migrating from 4G to 5G through the characterization of InPs and services
provisioned by the SPs and how we set up several scenarios/problem instances for our com-
putational tests. Numerical results concerning these problem instances are presented and
analyzed in Section 6.5, whereas conclusions are drawn in Section 6.6.

6.2 Related work

Stackelberg games are widely used in the literature to model the interaction among multiple
self-interested entities in the field of resource management problems in 5G networks [209];
specific application arena include Heterogenous Networks (HetNets) [210,211], edge caching
[212], edge computing [213], device-to-device communications [214], cognitive networks [215],
Cloud Radio Access Networks (C-RANs) [216].

Whilst the aforementioned work is similar to ours only in terms of the adopted methodology,
the work in [65,68,76,77,158,160,161,217,218] share with ours the same context and appli-
cation arena targeting the techno-economic interactions arising among multiple stakeholders
of mobile radio networks. Among [65,68,76,77,158,160,161,217,218], [68, 77,160,161,217]
also resort to variants of the Stackelberg game.

[76] resorts to congestion games to address the problem of partitioning the RAN resources
of a Telco Operator (TO) (analogous to an InP in our framework) among multiple MVNOs
(analogous to SPs in our framework), each with a fixed number of users. In details, the TO’s
RAN consists of a set of heterogeneous Remote Radio Heads (RRHs) which the TO leases
to MVNOs at a fixed RRH-specific price. Then, each MVNO decides how to distribute its
own set of users over these RRHs so as to minimize its total cost. Our work differs in the
following aspects: (i) in [76] MVNOs compete over a set of RRHs whereas our framework
applies to the single BS and (ii) the congestion game proposed by [76] models competition
only among MVNOs while the TO is not a player of the game; differently, our MLFG allows
to model all involved InPs and SPs as players of the game and in particular thus capturing
competition also among multiple InPs (while a single TO is considered in [76]).
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In [68], an InP owns a virtualized RAN which hosts multiple MVNOs (analogous to SPs in
our framework) each with a fixed number of users. The InP faces the problem of pricing
and allocating its available BS resources among the users of all MVNOs so as to maximize
its own profit, while satisfying Service Level Agreements signed with the MVNOs which are
given in terms of a minimum number of subcarriers per MVNO and a maximum total rate
over all MVNO users. The problem is formulated as a one-leader multi-follower Stackelberg
game (OLMFSG) with the InP acting as the leader and MVNOs acting as followers. A single
InP is considered, whereas we model competition among multiple InPs.

In [160], multiple service providers with distinct wireless access technologies (either a Wireless
Metropolitan Area Network (WMAN), a cellular network or a Wireless Local Area Network
(WLAN)) and fixed amount of available bandwidth compete among them over prices per
unit of bandwidth to be selected by users in a common coverage area. The user sensitiv-
ity to changes in price and the user churn among service providers are incorporated in the
service providers’ payoff functions. The authors propose multiple formulations for the prob-
lem, among which a one-leader two-follower Stackelberg game, assuming one of the service
providers announces its price before the others. The most significative differences with our
approach are: (i) in our framework the selection of an InP by SPs is modeled explicitly
as a game (subgame of the proposed MLFG), whereas in [160] the selection of a service
provider by users is modeled implicitly (through the service provider payoff function) and
(ii) in the MLFG of our framework, InPs announce their prices simultaneously, whereas in
the Stackelberg game proposed in [160] one of the service providers moves first.

Rose et al. ([161]) address the problem of service selection from the end user perspective and
service pricing from a Network Service Provider (NSP) perspective. They consider multiple
NSPs, each providing multiple types of services, and multiple users with different Quality of
Service (QoS) evaluation. The NSPs price their offered services so as to maximize their profit,
while each user selects a unique service from a single NSP so as to maximize its payoff given
by the difference between its evaluation of the QoS of the selected service and its price. The
problem is formulated as a MLFG with NSPs acting as leaders (by announcing the prices of
their offered services) and users as followers (each selecting a service and an NSP in response
to the service prices offered by NSPs). A similar modeling approach is used in [217] which
though focuses on the emerging machine type communications (MTC) and introduces in the
framework MTC service providers. Differently than our approach, [161] and [217] assume
a continuum of end users (which makes each subgame of stage 2 of the MLFG therein a
non-atomic game) while the set of SPs in our work is assumed discrete and finite.

Along the same lines, [77] proposes a similar MLFG which however also accounts for a Small



81

Cell Provider (SCP) (analogous to an InP in our framework), which leases small cell BSs to
the NSPs. The interaction among the SCP and the NSPs is modeled through an additional
OLMFSG in which the SCP acts as the leader by announcing the spectrum price per small
cell BS and NSPs are followers deciding the amount of spectrum to purchase to maximize
their individual payoffs. The work in [77] is substantially different from ours: (i) a single
SCP is considered in [77], while we have multiple InPs; (ii) since the SCP available spectrum
is not bounded in [77], given the spectrum price offered by the SCP, each NSP can derive
its optimal amount of spectrum independently, i.e., there is no real competition among the
NSPs at stage 2 of the OLMFSG; (iii) while in [77] end users select a service from one of the
NSPs, in our framework the user – SP association is given2.

In [65], the available Physical Resource Blocks (PRBs) of a BS in a C-RAN have to be
split among an eMBB, a mMTC slice and an URLLC slice, each requesting a minimum
amount. The authors model this problem as bankruptcy game and apply the Shapley value
to determine the number of PRBs assigned to each slice. The problem bears similarities
with a subproblem of our framework, namely the InP capacity assignment problem (see
Section 6.3.3) in which each InP has a fixed amount of capacity per BS cell and SPs that
choose to be served by a given InP (each providing either eMBB or mMTC services to a
specific market segment of users) request a minimum and maximum of capacity per cell from
the latter. While [65] opts for a cooperative game approach for the resource assignment
problem, in our framework we propose a two-step lexicographic optimization problem as the
assignment is handled in a centralized fashion by the InP, which aims to maximize the total
amount of assigned (sold) cell capacity.

Even though our proposed framework is per se generic and bears conceptual and formulation
similarities with [161] and [77], one of the core contributions of this work is the use of
the proposed framework as a means to investigate realistic scenarios in terms of network
technologies and related costs, mobile services and related performance requirements, and
user tariffing in the context of migrating from 4G to 5G. To this extent, inspired from the
usage scenarios for IMT for 2020 and beyond [162], we build up a methodology to evaluate the
techno-economic impact of different dimensioning and architectural choices for 5G network.
Along these lines, [1, 163,164] also target a financially sustainable design and development
of 5G networks to meet user requirements and envisioned demand for connectivity. However,
[1, 163,164] focus on the dimensioning of a single 5G network, while we address competition

2In our work, the interaction between an SP and its set of users is modeled through a noted function in
literature [208] which represents the user response to the fee offered by the SP based on the utility perceived
by the user from the amount of resources allocated by the SP. Hence, the optimal user fee is affected by the
equilibrium of the MLFG or vice versa the user response to the fee offered by the SP affects its strategy in
the MLFG.
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among multiple InPs with individual 4G/5G mobile networks.

6.3 Framework

To present our framework, we start by describing the problem it addresses in Section 6.3.1.
Next, we dwell on the interactions between an SP and its end users in Section 6.3.2 and
between an InP and its hosted SPs in 6.3.3. Specifically, in Section 6.3.2 we explain the
utility function representing the QoS requirements of the service provisioned by each SP and
define the SP revenue function based on a noted function in literature which relates the end
user fee to its perceived utility, whereas in 6.3.3 we propose an optimization problem to model
how an InP splits its available capacity among its hosted SPs given their requirements. Then,
in Section 6.3.4 we formulate the addressed problem as a MLFG.

6.3.1 Problem statement

We consider a mobile ecosystem such that the network infrastructure and its resources are
decoupled from service provisioning for end users, which gives rise to two types of actors:
InPs and SPs. An InP is the entity that deploys and maintains the cellular network whose
resources it then sells/rents to one or multiple SPs. In turn, an SP provisions services for
end users through resources acquired/rented from one of the InPs. From a technical point
of view, an InP can support multi-tenancy, i.e., it can host multiple SPs over its network
infrastructure and resources by relying on the network slicing paradigm [31]. We assume that
InPs do not have end users of their own, whereas SPs do not own any network infrastructure.

We consider a geographical area with multiple InPs with individual RANs, and multiple SPs
that provision mobile services to end users through RAN resources acquired from InPs. The
RAN of each InP consists of a set of BSs and their respective back-hauling links to connect
the former with the core network. The specific architecture of the BS is abstracted away to
keep the modeling framework as general as possible3.

The InPs’ BSs are assumed to be co-located and their respective cells to overlap, hence we
focus on the area of a single BS cell provisioned by all InPs simultaneously through their
individual BSs. In turn, this means that an SP can select any of the InPs to serve its user
demand within the cell area. The BS cell of a given InP is characterized by an average
capacity which depends on the InP’s network technology and configuration and its available
spectrum resources. The network resources requested by an SP from an InP for a given cell

3The proposed model remains valid under different realization of the 5G BSs (e.g., a single Active Antenna
Unit, a Radio Unit coupled with a Distributed Unit, etc.).
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are expressed in terms of average cell capacity.

Each InP offers its available cell capacity at a certain unit price lower bounded by its unit
cost. Based on the InPs’ available cell capacities and their offered unit prices, each SP selects
an InP from which to acquire cell capacity so as to maximize its profit (difference between
revenues from own users and cost incurred from the selected InP, both depending on the
amount of acquired cell capacity). The objective of each InP is to maximize the profit from
the total amount of cell capacity sold to SPs selecting it. It follows that SPs compete among
them for the InPs’ cell capacities (as these are finite), while InPs compete among them in cell
capacity unit prices to be selected by SPs. Given that InPs and SPs are all self-interested
payoff-maximizers, actions taken by any of the actors affect all the others (e.g., by lowering
its offered unit price, an InP may be able to attract more SPs or sell more cell capacity
to SPs that select it) and we assume that InPs announce their cell capacity unit prices
simultaneously and SPs simultaneously select their serving InPs based on these announced
prices, then we resort to hierarchical games to model the problem. Specifically, we formulate
this problem as a multi-leader-follower game which is an extension of the basic (one-leader
one-follower) Stackelberg game. In the proposed model, InPs act as leaders and SPs act as
followers. The strategy of each leader is the price per unit of cell capacity which maximizes
its profit from the total amount of sold capacity, whereas the strategy of each follower is the
choice of an InP which maximizes its profit.

6.3.2 SP service characterization and revenue function

Let V denote the set of SPs. Each SP v is assumed to provision a single type of service
and all end users of v, i.e., users subscribing to the service provisioned by v, are assumed
identical. The QoS requirements of the service provisioned by v are given in terms of a
minimum and a target user rate (both equal for all users of v). Then, the level of satisfaction
of a user of v depends on the rate perceived by the user w.r.t. these minimum and target
rates: we represent it by the utility function described in Section 6.3.2. In turn, we adopt the
acceptance probability function proposed in [208] to model the user response to a fee offered
by its SP depending on its achieved utility, as described in Section 6.3.2. Based on these
two functions, in Section 6.3.2 we define the optimal SP revenue in terms of the amount of
capacity acquired from its selected InP.

User utility function

Let xv denote the amount of cell capacity acquired by SP v from its selected InP. Notice
that the cell capacity of an InP is intended as its total cell rate (i.e., the product between its
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spectral efficiency and bandwidth) hence xv can be a portion of/all the cell rate of the InP
selected by v. Let Nv denote the number of users of v and ηv the activity factor of each user
of v. We assume that SP v splits xv uniformly among its identical Nv users. Let Ñv denote
the number of simultaneously active users of v which we determine4 as Ñv = max{1, ηvNv},
then each user of v perceives a rate equal to xv/Ñv. The level of satisfaction of a user of
v from xv/Ñv is represented by a variant of the normalized sigmoid utility function [208],
defined as

uv(xv) =



0, if 0 ≤ xv ≤ ÑvX v,(
xv/Ñv−X v
Xv−X v

)ξv
1 +

(
xv/Ñv−X v
Xv−X v

)ξv , if xv > ÑvX v,
(6.1)

where X v denotes the minimum user rate characterizing the service provisioned by v, Xv
denotes the user rate which provides a utility value equal to 0.5, i.e., uv(ÑvXv) = 0.5, while
X v represents the target user rate of the service provisioned by v, that is the rate value that
would make a user of v fully satisfied in practice5, i.e., uv(ÑvX v) = U , where 0 < U < 1 and
U ≈ 1. It follows that

Xv = Xv +
(
X v −X v

) (1− U
U

)1/ξv
,

where ξv denotes the utility elasticity to xv (the higher the value of ξv, the more step-like the
shape of the utility function).

Acceptance probability function

Let pv denote the fee offered by SP v to each of its users and let av(uv(xv), pv) denote the
user acceptance probability function proposed in [208] and defined as

av(uv(xv), pv) = 1− e−Avuv(xv)µvp−εvv . (6.2)

av(uv(xv), pv) relates uv(xv), i.e., the level of utility achieved by a user of v when SP v

acquires xv units of capacity (see Equation (6.1)), and pv, where µv and εv denote the user
sensitivity to changes in utility and to changes in the offered fee, respectively, whereas Av
is a normalizing constant. Assume users of SP v, characterized by µv and εv, achieve the
maximum level of utility uv and are offered the fee pv. Let qv denote the probability with

4The max operator in Ñv = max{1, ηvNv} makes sure that when ηvNv < 1, the rate perceived by a user
of v, i.e., xv/Ñv, does not exceed the total available capacity/rate xv of SP v.

5The utility function uv(xv) is such that limxv→∞ uv(xv) = 1.
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which these users reject6 pv, i.e.,

qv = 1− av(uv, pv) = e−Avu
µv
v p−εvv ,

hence the normalizing constant Av = −u−µvv pεvv log (qv) and, as a result, av(uv(xv), pv) can be
rewritten as

av(uv(xv), pv) = 1− q(uv/uv)µv (pv/pv)−εv
v . (6.3)

SP revenue function

Being av(uv(xv), pv) the probability that a user of SP v accepts the offered fee pv when it
achieves the level of utility uv(xv), then av(uv(xv), pv)pv represents the fee accepted by the
user or, in other words, the expected revenue of v from the single user when v acquires xv
units of capacity. Then, as the number of users of SP v is equal to Nv, the total revenue of
SP v from xv units of capacity, when users are offered the fee pv, can be determined as

rv(xv, pv) = Nvav(uv(xv), pv)pv. (6.4)

Let p∗v(uv(xv)) denote the value of pv which maximizes rv(xv, pv) for a given xv and let r∗v(xv)
be the total optimal revenue of SP v for xv, i.e. r∗v(xv) = Nvav(uv(xv), p∗v(uv(xv)))p∗v(uv(xv)).

If xv ≤ ÑvX v, then rv(xv, pv) = 0 for any pv > 0 as uv(xv) = 0 (see Equation 6.1) and
av(0, pv) = 0 for any pv > 07 if 0 < Av <∞, 0 < µv <∞ and 0 < εv <∞ (see Equation 6.2
and Appendix C for the assumptions on Av, µv and εv). This means that p∗v(uv(xv)) is
indeterminate for xv ≤ ÑvX v, but r∗v(xv) = 0.

Instead, for xv > ÑvX v, which implies uv(xv) > 0 (see Equation 6.1), we show in Appendix C
that, when 0 < Av <∞, 0 < uv(xv) <∞, 0 < µv <∞ and 1 < εv <∞, we have

p∗v(uv(xv)) = pv

 log(qv)
W−1

(
− 1
εv
e−

1
εv

)
+ 1

εv

 1
εv
[
uv(xv)
uv

]µv
εv

, (6.5)

whereW−1 denotes the lower branch of the LambertW function for the real numbers domain.
6The reference rejection probability qv can be determined by polling a large set of users of SP v with

known εv and µv on whether they accept the fee pv when they achieve the maximum level of utility uv.
Then, qv is set equal to the fraction of users which reject pv [208,219].

7Notice that even for 0 < Av < ∞, 0 < µv < ∞ and 0 < εv < ∞, av(0, 0) is indeterminate (see
Equation 6.2). However, in practice, pv = 0 means that SP v obtains zero revenue hence we are interested in
pv > 0.
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It follows that for xv > ÑvX v, 0 < Av <∞, 0 < µv <∞ and 0 < εv <∞, we have

av(uv(xv), p∗v(uv(xv))) = 1− eW−1

(
− 1
εv
e
− 1
εv

)
+ 1
εv , (6.6)

that is, the acceptance probability at p∗v(uv(xv)) is a function of only εv and independent of

uv(xv). Let a∗v = av(uv(xv), p∗v(uv(xv))) = 1− eW−1

(
− 1
εv
e
− 1
εv

)
+ 1
εv and av = 1− qv. Hence, for

0 < Av <∞, 0 < µv <∞ and 1 < εv <∞, we have

r∗v(xv) =


0, if 0 ≤ xv ≤ ÑvX v,

Nva
∗
vpv

(
log(1−av)
log(1−a∗v)

) 1
εv
(
uv(xv)
uv

)µv
εv ,

if xv > ÑvX v.

(6.7)

6.3.3 InP capacity assignment problem

In the proposed MLFG, the strategy of each SP consists solely in the choice of InP from
which to acquire capacity. However, the amount of cell capacity acquired by an SP affects
both its revenue (as explained in Section 6.3.2) and its total cost (product of InP unit price
with the amount of cell capacity acquired by the SP), hence its payoff (difference between
the two). In these lines, given that SPs are rational, none of them can accept an amount
of cell capacity which provides a negative payoff. We therefore assume that, given the cell
capacity unit price offered by an InP, each SP selecting the InP communicates a minimum and
a maximum amount of cell capacity that the SP finds suitable, i.e., the minimum amount
of cell capacity that guarantees a non-negative payoff and the payoff-maximizing amount.
Based on such cell capacity ranges, the InP determines which of the SPs that select it to
serve and how to split its available cell capacity among them so as to maximize its own profit
(payoff) while satisfying their cell capacity ranges. We refer to this procedure as the capacity
assignment problem and formulate it as an optimization problem detailed in the following
paragraphs.

First, we explain how an SP determines its suitable cell capacity range for a given cell capacity
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unit price. Consider an SP v and a cell capacity unit price P > 0 and let:

Xv(P ) =



0, if r∗v(xv)− Pxv ≤ 0, ∀ xv ≥ ÑvX v,

argmax
xv≥ÑvX v

(r∗v(xv)− Pxv) ,

if ∃ xv > ÑvX v | r∗v(xv)− Pxv > 0,

(6.8)

Xv(P ) =


0 if Xv(P ) = 0,

xv ∈ [ÑvX v, Xv(P )] | r∗v(xv)− Pxv = 0,
if Xv(P ) > 0,

(6.9)

where r∗v(xv)−Pxv is the profit of SP v when it purchases xv units of cell capacity at a unit
price P . Notice that we consider X v > 0 for each v ∈ V . For X v > 0, r∗v(xv) = 0 holds
for any xv ∈ (0, ÑvX v] (see Equations (6.1) and (6.7)), which implies r∗v(x) − Px < 0 for
any x ∈ (0, ÑvX v] as P > 0 (being the cell capacity unit price). Therefore, we look for the
payoff-maximizing cell capacity of v, denoted as Xv(P ), for x ≥ ÑvX v (see Equation 6.8).
If r∗v(xv) − Pxv ≤ 0 for any xv ≥ ÑvX v, then we impose Xv(P ) = 0 otherwise, if it exists
xv > ÑvX v such that r∗v(xv)− Pxv > 0, then Xv(P ) > ÑvX v > 0.

In turn, Xv(P ) (see Equation (6.9)) denotes the minimum amount of cell capacity that pro-
vides v with a non-negative payoff. If r∗v(xv) − Pxv ≤ 0 for any xv ≥ ÑvX v, for which we
imposed Xv(P ) = 0, then we set Xv(P ) = 0 as well. Otherwise, if Xv(P ) > ÑvX v > 0,
then Xv(P ) is set equal to the unique8 root of equation r∗v(xv) − Pxv = 0 in the interval
[ÑvX v, Xv(P )]. Hence, one has 0 < ÑvX v < Xv(P ) < Xv(P ). In summary, for the consid-
ered SP payoff function, for X v > 0 and for any unit price P > 0, either Xv(P ) = Xv(P ) = 0
or Xv(P ) > Xv(P ) > 0.

Let K denote the set of InPs and Ck the cell capacity of an InP k. Ck is assumed to be a
fixed positive quantity. Now consider an InP k which offers a cell capacity unit price Pk > 0.
Suppose that k is selected by the set of SPs Vk ⊆ V . Recall that Xv(Pk) and Xv(Pk) denote
the the minimum and maximum amount of capacity requested by SP v at the cell capacity
unit price Pk, respectively. Let V̂k = {v ∈ Vk | Xv(Pk) > Xv(Pk) > 0}. The InP assigns
a null capacity to any SP v ∈ Vk \ V̂k as Xv(Pk) = Xv(Pk) = 0. In turn, for V̂k 6= ∅, the
capacity assignment problem is formalized as follows: as Ck is fixed and finite, given the cell
capacity ranges of all SPs in Vk, InP k has to decide:

8This is always the case for the considered SP payoff function for each v ∈ V and for each considered
instance. A few examples of the payoff function are provided in Appendix D.
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(1) which SPs in Vk to serve, represented by the binary variables zvk, for any v ∈ Vk,

(2) how much capacity to allocate to each SP v ∈ Vk, represented by non-negative variables
xvk,

so that its profit, Pk
(∑

v∈Vk xvk
)
, is maximized while the cell capacity ranges of served SPs

are satisfied (i.e., if zvk = 1, Xv(Pk) ≤ xvk ≤ Xv(Pk), otherwise xvk = 0) and its available
capacity is not exceeded, i.e., ∑v∈Vk xvk ≤ Ck. As Pk is fixed in the context of the capacity
assignment problem, then the objective function of InP k reduces to ∑v∈Vk xvk.

We opted for a two-step lexicographic approach to formulate the capacity assignment prob-
lem. In the first step, InP k solves problem (6.10)–(6.14) to determine the maximum amount
of cell capacity it can sell, i.e., C ′k = ∑

v∈Vk x
′
vk where x′vk denotes the value of variable xvk in

the optimal solution of (6.10)–(6.14).

max
∑
v∈Vk

xvk (6.10)

xvk ≥ Xv(Pk)zvk, ∀v ∈ Vk, (6.11)

xvk ≤ Xv(Pk)zvk, ∀v ∈ Vk, (6.12)∑
v∈Vk

xvk ≤ Ck, (6.13)

xvk ≥ 0, zvk ∈ {0, 1}, ∀v ∈ Vk. (6.14)

However, there may be multiple equivalent optimal solutions to problem (6.10)–(6.14) such
that ∑v∈Vk x

′
vk = C ′k; these solutions are equivalent from the InP perspective but not neces-

sarily from the SPs’ perspective (which may obtain a different amount of capacity in each of
these solutions and hence a possibly different payoff value). When the first step of the ca-
pacity assignment problem, i.e., problem (6.10)–(6.14), does not have a unique solution, then
the InP solves the second step of the capacity assignment problem, represented by problem
(6.15)–(6.20):
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min ζk −
∑
v∈Vk

zvk (6.15)

xvk ≥ Xv(Pk)zvk, ∀v ∈ Vk, (6.16)

xvk ≤ Xv(Pk)zvk, ∀v ∈ Vk, (6.17)∑
v∈Vk

xvk = C ′k, (6.18)

ζk ≥ zvk − xvk/Xv(Pk), ∀v ∈ Vk |Xv(Pk) > 0, (6.19)

xvk ≥ 0, zvk ∈ {0, 1}, ∀v ∈ Vk, ζk ≥ 0. (6.20)

The aim of the second step is to select among the multiple optimal solutions of the first step,
one which satisfies a fairness criterion from the SPs’ perspective while using up C ′k entirely
(see Equation (6.18)) as C ′k is the optimal amount of the total assigned cell capacity for InP k

determined in the first step. The fairness criterion consists of minimizing the highest among
all SPs in Vk of the relative difference between the maximum amount of capacity requested
by an SP (i.e., its payoff-maximizing capacity) and the amount assigned to the SP by the
InP. In other words, the InP’s capacity assignment accounts for the most “unsatisfied" SP
among all. The highest relative difference is represented by the variable 0 ≤ ζk ≤ 1 and
modeled through constraints (6.19). Consider an SP v with Xv(Pk) = Xv(Pk) = 0 (which
means that it is unprofitable for v to purchase capacity from InP k at a unit price Pk): the
corresponding optimal value of xvk is equal to zero due to constraints (6.16) and (6.17), and
since v is “fully-satisfied", we exclude it from the calculation of ζk (see constraints (6.19)).
In turn, for an SP v with Xv(Pk) > Xv(Pk) > 0, if xvk = 0 (which implies zvk = 0 due to
constraints (6.16)), the right hand side of constraints (6.19) equals 0, i.e., an SP which is
willing to purchase capacity from InP k at a unit price Pk but it is not assigned any capacity
is also considered as fully-satisfied to avoid ζk being stuck to its upper bound value equal
to 1 regardless of the assignment of the other SPs. Therefore, only SPs v ∈ Vk such that
Xv(Pk) > Xv(Pk) > 0 and xvk > 0 (and hence zvk = 1 due to constraints (6.17)) influence the
value of ζk. The second term in the objective function, i.e., ∑v∈Vk zvk, is introduced to deal
with equivalent optimal solutions, although uniqueness cannot be guaranteed. Since ζk ≤ 1,
an increase by one of the number of served SPs outweighs the increase of ζk from splitting the
capacity over a larger set of SPs. Therefore, by minimizing ζk −

∑
v∈Vk zvk, we select optimal

solutions which are characterized by the largest possible number of served SPs for the fixed
capacity C ′k, while the capacity assignment follows the min-max fairness criterion. Notice
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that for an SP v with Xv(Pk) = Xv(Pk) = 0, although in the optimal solution xvk = 0, zvk
is set to one by the objective function. However, this does not affect the optimal solution as
such v does not use up any capacity given that its respective xvk is equal to zero in optimal
solution.

6.3.4 Multi-Leader-Follower Game

As mentioned, all InPs’ BSs are co-located hence InPs compete among them to be selected
by SPs on a per BS cell basis, which means that the proposed framework applies to each BS
cell independently. We assume that each InP k announces its cell capacity unit price Pk to
the SPs independently from all other InPs but simultaneously to them. In turn, once the
InP unit price profile, P = {Pk}k∈K, is known by the SPs, we further assume that also each
SP v acts independently but simultaneously to all other SPs in deciding from which InP to
acquire capacity in order to serve its users’ demand in the area of the considered cell. All
involved actors are assumed rational and self-interested, i.e., each of them aims to maximize
its individual payoff. Moreover, actions of any actor can affect all other actors, e.g., the InP
choice of an SP can affect not only the InPs’ payoffs but also the SPs’ payoffs given that the
cell capacity of each InP is finite and has to be split among SPs selecting the InP. With this
setting in mind, we propose a Multi-Leader-Follower game to model the interaction among
InPs and SPs. In the proposed model, InPs act as leaders (i.e., as the subset of players
that move first) by announcing their unit prices to the SPs, whereas SPs act as followers
as they choose an InP from which to acquire capacity only after the InPs’ unit prices have
been announced. Formally, this game is a two stage game with observable actions [220]. The
game is also of imperfect information since within a stage players move simultaneously, i.e.,
at stage 1 InPs announce their unit prices simultaneously and at stage 2, for a given InP unit
price profile, SPs make their InP choices simultaneously.

As previously argued, since the cell capacity of each InP is fixed and finite and each InP splits
its available capacity among SPs that select it, the InP choice of an SP can affect the choices
of all other SPs. Hence, for a given InP unit price profile (P = {Pk}k∈K) the independent but
simultaneous choice of an InP by each SP can be represented by a simultaneous noncooper-
ative game in pure strategies described by the tuple GV(P ) = {V , {Yv}v∈V , {gv}v∈V}, where
the set of players coincides with the set V of SPs, Yv denotes the strategy set of player v
representing its choice of an InP, whereas gv denotes the payoff of v which is defined for each
SP strategy profile and depends on the InP unit price profile (i.e., gv = gv(P ,y)). Further,
each InP k can anticipate9 the outcome of GV(P ) for any P , i.e., k can anticipate the subset

9The equilibrium(a) of the MLFG are determined by means of the sub-game perfect equilibrium solution
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of SPs that will select k at the Nash Equilibrium(a) of GV(P ) and consequently determine its
payoff for P . Therefore, InPs compete among them in cell capacity unit prices to be selected
by the SPs: this can be represented by another simultaneous noncooperative game described
by the tuple GK = {K, {Pk}k∈K, {Gk}k∈K}, where the set of players coincides with the set K
of InPs, Pk denotes the strategy set of player k representing a unit price range, whereas Gk

denotes the payoff of k which is defined for each InP strategy profile (i.e., Gk : P → R where
P = ∏

k∈K Pk). We now detail GV(P ) and GK which hereon we will refer to as the SPs’ game
and InPs’ game, respectively.

SPs’ game

As detailed in Section 6.3.2, each SP provides a single type of mobile service to a fixed number
of end users. As none of SPs owns any network infrastructure/resources, then each SP, to
provision the mobile service for its users in the area of a cell, acquires an aggregate amount
of cell capacity from one of the InPs which it splits among all of its users in the cell area; the
users are then charged by the SP based on the utility achieved from the amount of allocated
capacity which results in a total amount of revenue per cell for the SP (see Section 6.3.2).
Therefore, the goal of the SP is to select an InP from which to acquire cell capacity in order
to maximize its profit (payoff) given by the difference between the cell revenues incurred from
the amount of cell capacity assigned by the selected InP and the cost of the latter.

For each InP unit price profile P ∈ P , when selecting the InP from which to acquire capacity,
SPs contend among them for the InPs’ fixed and finite capacities; this gives rise to the SPs’
game described by GV(P ). Formally, the strategy of an SP v is modeled by a set of binary
variables yv = (yvk)k∈K such that yvk ∈ {0, 1} for any k ∈ K and ∑

k∈K yvk = 1. Let
y = {yv}v∈V denote a strategy profile of GV(P ). Then, let xvk(Pk,y) denote the amount of
cell capacity obtained by SP v from InP k at unit price Pk given the SP strategy profile y: if
v does not select k in y (i.e., yvk = 0) then clearly xvk(Pk,y) = 0, otherwise if v selects k in
y (i.e., yvk = 1) then xvk(Pk,y) is equal to the value of variable xvk in the optimal solution
of problem (6.15)–(6.20) when the capacity assignment problem is solved by InP k for the
set Vk = {v ∈ V : yvk = 1}, given the cell capacity ranges [Xv(Pk), Xv(Pk)] for its offered

concept which is an extension of the backward induction solution concept for the original one-leader, one-
follower Stackelberg game. The idea behind backward induction is that the leader assumes that the follower
is rational and it anticipates the follower’s best response to each action of its own. Therefore, the leader’s
strategy consists of selecting the action that maximizes its own payoff given the best response of the follower.
In case of the MLFG we propose here, leaders anticipate the outcome of the followers’ game, i.e., its Nash
equilibrium(a), for any action profile of their own, which is, in turn, the main idea behind the sub-game
perfect equilibrium solution concept. Details concerning the calculation of the equilibrium(a) of the MLFG
for the considered problem instances are presented in Section 6.4.5.
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unit price Pk (see Section 6.3.3)).

The payoff of v from y is defined as

gv(P ,y) =
∑
k∈K

(r∗v(xvk(Pk,y))− Pkxvk(Pk,y)) , (6.21)

where r∗v(xvk(Pk,y)) is the total optimal revenue of SP v (see Equation (6.7) and Section 6.3.2)
for the amount of cell capacity xvk(Pk,y), whereas Pkxvk(Pk,y) is the cost incurred by SP v

from purchasing the amount of cell capacity xvk(Pk,y) at unit price Pk, therefore gv(P ,y) is
given in terms of the total profit10 of v.

By definition, a strategy profile y̆ = [y̆v, y̆−v], where y−v denotes the strategies of all SPs
but v, is a Nash Equilibrium (NE) of the SPs’ game GV(P ) if for each SP v ∈ V , y̆v =
argmaxyv∈Yv gv(P , [yv, y̆−v]), i.e., if no SP has an incentive to unilaterally deviate from y̆.
Since there is one SPs’ game GV(P ) for each InP unit price profile P ∈ P , hereon we will
use the notation y̆(P ) to denote the NE strategy profile(s) of GV(P ).

InPs’ game

Each InP unit price profile P ∈ P may result in a distinct NE of the SPs’ game, i.e., in a
different partition of the set of SPs over the set of InPs and consequently in different profits
for the InPs. To put it differently, InPs compete among them in cell capacity unit prices
to be selected by the SPs, which we modeled as the game GK = {K, {Pk}k∈K, {Gk}k∈K},
namely the InPs’ game. The strategy set of each player k consists of a unit price range,
i.e., Pk = [P k, P ] where P k denotes the cell capacity unit cost for InP k and P denotes the
minimum unit price for which no SP is willing to buy capacity. A strategy of InP k is then a
cell capacity unit price Pk ∈ Pk. We impose Pk ≥ P k as we assumed InPs to be rational, i.e.,
they will not accept gains lower than their costs and similarly, as all SPs are also assumed to
be rational, they will not purchase cell capacity at a unit price resulting in a negative payoff;
in other words, any InP k offering Pk ≥ P , would not sell any cell capacity. The payoff of
player k from the strategy (unit price) profile P = {Pk}k∈K is defined as

Gk(P ) = Pk

(∑
v∈V

xvk(Pk, y̆(P ))
)
, (6.22)

that is, as the product between the cell capacity unit price of InP k and the total amount of
capacity sold to SPs that select k at the NE y̆(P ) of the SPs’ game GV(P )). Recall that,
under the assumption that all SPs are rational, each InP can anticipate y̆(P ) of GV(P ). If

10As for each SP v ∈ V,
∑
k∈K yvk = 1, then r∗v(xvk(Pk,y))−Pkxvk(Pk,y) 6= 0 for at most one InP k ∈ K.
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for some P ∈ P , the NE of GV(P ) is not unique, we assume InPs are pessimistic and each of
them independently considers the worst payoff achieved over all the NE of GV(P ). In turn,
if GV(P ) has no NE in pure strategies, we would look for its NE in mixed strategies11.

A strategy profile P̆ = [P̆k, P̆−k], where P̆−k denotes the unit prices offered by all InPs but
k, is an NE of the InPs’ game GK if P̆k = argmaxPk∈Pk Gk([Pk, P̆−k]) for any k ∈ K, i.e., if
no InP has an incentive to unilaterally deviate from P̆ .

6.4 Scenarios and computational tests

In this section, we describe the scenarios that we have addressed by means of the proposed
framework. First, we explain how we set up different types of InPs based on their network
technology, available spectrum bandwidth, etc., and propose a cost model largely based on [1]
to derive a sensible cell capacity unit cost for each InP type (Section 6.4.1). In Sections 6.4.2
and 6.4.3 we dwell on the set of service types that we have set up based on usage scenarios for
IMT for 2020 and beyond [162] and on the set of SPs providing such services; in particular,
we report how these services have been characterized based on Key Performance Indicators
(KPI) requirements from [207] and how SPs set up their user fees based on their service
characteristics and user types. The set of scenarios (problem instances) addressed in our
computational tests is defined in Section 6.4.4, whereas implementation details concerning
these computational tests are reported in Section 6.4.5.

6.4.1 InPs

The considered set K of InPs consists of InPs which coexist in a dense urban area where each
of them has either (i) deployed a legacy (pre-5G) heterogeneous network of macro cells (MCs)
and small cells (SCs) prior to the beginning of the studied period and does not upgrade to
5G in the meantime or (ii) just deployed a 5G heterogeneous network of MCs and SCs. We
refer to (i) and (ii) as InP types and denote them by L and N , respectively. The type of
each InP k is then represented by a binary parameter λk, which equals 1 if k is of type L
and 0 if k is of type N .

11If there were no NE in pure strategies for GV(P ) for some P ∈ P, then we would look for its NE
in mixed strategies: formally, we would relax variables yv, ∀v ∈ V representing the InP choice of SP v
(see Section 6.3.4), i.e., an SP’s mixed strategy for the game GV(P ) would be represented by variables
γv = {γvk}k∈K | 0 ≤ γvk ≤ 1, ∀k ∈ K,

∑
k∈K γvk = 1, ∀v ∈ V and the expected payoff of v from γ

given P , g̃v(P ,γ) =
∑

y∈P P (y|γ)gv(P ,y) where P (y|γ) is the probability of occurrence of the outcome
represented by the pure strategy profile y (i.e., a partitioning of the set of SPs over the set of InPs) given
γ (the InPs’ expected payoff from the equilibrium mixed strategy profile γ̆ would be calculated in a similar
fashion). However, for all considered instances (see Section 6.5.2), there is at least one NE in pure strategies
for GV(P ), ∀P ∈ P.
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We assume that in the considered dense urban area both MCs and SCs of different InPs are
colocated. In these lines, at the beginning of the studied period, a site is present in a MC
candidate site (and can be used by any of the InPs) if at least one of the InPs has previously
deployed a MC BS in it; instead, a site is present in a SC candidate site and can be used by a
given InP if the InP itself has previously deployed a SC BS in it. Let πMC,k(πSC,k) denote the
probability that InP k has not deployed a MC(SC) BS in a MC(SC) candidate site12 prior
the beginning of the studied period. Then, as MC sites are shared, πMC = ∏

k∈K πMC,k is the
probability that none of the InPs has deployed a MC BS in a MC candidate site prior the
beginning of the studied period, i.e., at the beginning of the studied period, a MC site has to
be built with probability πMC . In turn, since SC sites are not shared, at the beginning of the
studied period, InP k has to build a SC site in a SC candidate site with probability πSC,k.
For an InP k of type L, we consider πMC,k = πSC,k = 0, i.e., we assume k has deployed legacy
MCs(SCs) BSs in all available MC(SC) candidate sites. Instead for an InP k of type N ,
πMC,k = πSC,k = 1 imply that InP k has not previously deployed a legacy network, whereas
0 ≤ πMC,k, πSC,k < 1 means that InP k has previously deployed a legacy network and can
reuse its sites. However, we assume that, at the beginning of the studied period, type N InPs
will deploy 5G MC and SC BSs in all available MC and SC candidate sites and that such
InPs will compete with the other InPs solely through their new (5G) network while simply
reusing sites of thier previously deployed legacy networks (if any).

For MC sites we have considered 3-sector antennas as in [1, 221, 222], whereas for SC sites,
omnidirectional (i.e., 1-sector) ones.

Let Bk denote the total available bandwidth of InP k and B̂k ∈ [0, Bk] the amount of band-
width associated with a spectrum license whose cost has already been amortized at the
beginning of the studied period, while the remaining amount of bandwidth Bk − B̂k corre-
sponds to a spectrum license acquired at the beginning of the studied period. In particular,
B̂k = Bk if InP k is of type L and B̂k = 0 if k is of type N and has no legacy network. We
assume that for each InP k, Bk is dynamically shared between the MC and the SC layers
and, within the MC/SC layer, the bandwidth is also dynamically shared (and not a priori
partitioned) between the Downlink (DL) and Uplink (UL) of each MC sector/SC. Further,
as we consider a very dense deployment of SCs, MCs can be assumed idle, hence Bk is then
dynamically shared between the DL and the UL of each SC.

We have made the simplifying assumption that the DL and UL spectral efficiencies are equal.
For InP k, let νMC,k(νSC,k) denote the MC(SC) average spectral efficiency13 of both DL and

12πMC,k(πSC,k) is intended as an average probability for the considered area, hence it is the same for all
MC(SC) candidate sites.

13We refer to the average spectral efficiency definition in [223] or equivalently to the cell spectral efficiency
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UL. We assume InPs compete among them to be selected by SPs on a per SC basis14, hence
the capacity Ck characterizing InP k is set equal to its total (DL+UL) average capacity of a
SC, i.e., Ck = νSC,kBk.

The cost per unit of capacity characterizing InP k, i.e., P k, is then set equal to the monthly15

cost per unit of capacity provided in the area of a SC, i.e.,

P k = 1
12LCk

[
(1− λk)

(
ccpxSC,k + (ASC/AMC) ccpxMC,k

)
+

+copxSC,kL+ (ASC/AMC) copxMC,kL+ cspecSC,k

]
,

(6.23)

where L denotes the duration of the studied period in years, ccpxMC,k(c
cpx
SC,k) and c

opx
MC,k (copxSC,k)

denote the total CAPEX and total annual OPEX incurred by InP k per MC sector (SC
site)16, AMC(ASC) denotes the area of a MC sector (SC), respectively, whereas cspecSC,k denotes
the spectrum license cost normalized to the area of the SC and to the duration of the studied
period. The per sector MC cost terms (ccpxMC,k and copxMC,k) are multiplied by ASC/AMC , i.e.,
the inverse of the number of SCs per MC sector, to uniformly split the cost of the MC sector
among all SCs that overlay the MC sector. The (1 − λk) term sets the CAPEX terms to
zero for an InP k of type L (for which λk = 1); however, k will incur the OPEX of its legacy
network. Instead, an InP of type N (for which λk = 0), incurs both CAPEX and OPEX
terms as it deploys its 5G network at the beginning of the study period.

In details, ccpxMC,k, c
cpx
SC,k, c

opx
MC,k, c

opx
SC,k and cspecSC,k are determined as follows:

ccpxMC,k = 1
3
[
(1/|K|)πMCc

c,s
MC + cc,aMC,k + cc,fMC,k+ (6.24)

+dBk/B0ecc,rfMC,k + dmk(Bk/B0)ecc,bpMC,0 + cc,bhMC,k

]
,

copxMC,k = 1
3
[
(1/|K|)co,sMC + co,r&uMC + co,vMC+ (6.25)

+Ξl&mMC

(
dBk/B0ecc,rfMC,k + dmk(Bk/B0)ecc,bpMC,0

)
+ co,bhMC,k

]
,

ccpxSC,k = πSC,kc
c,s
SC + cc,aSC,k + cc,fSC,k + cc,bhSC,k, (6.26)

copxSC,k = co,sSC + co,r&uSC + co,vSC + Ξl&mSC cc,aSC,k + co,bhSC,k, (6.27)

cspecSC,k = cspec0 (Bk − B̂k)AMCL, (6.28)

definition in [224].
14When the average spectral efficiency is considered and the SPs’ users can be assumed uniformly dis-

tributed over the considered geographical area, the same solution should apply to all SCs in the area.
15P k is defined as a monthly cost to match the timescale of the SPs’ user fee (see Section 6.4.3). Con-

sequently, the InP price strategy Pk ≥ P k (see Section 6.3.4, is a monthly price per unit of average SC
capacity.) In these lines, the payoff of each InP k ∈ K, i.e., Gk, (as defined by Equation (6.22)) and the
payoff of each SP v ∈ V, i.e., gv, (as defined by Equation (6.21)) also correspond to a one-month period.

16Notice that for SCs, we refer to the site costs since we consider 1-sector SC sites.
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where the cost terms that make up ccpxMC,k, c
cpx
SC,k, c

opx
MC,k and copxSC,k and values given to these

cost terms are based on the cost model and respective values in [1]. Notice that in Equations
(6.24) and (6.25), the 1/3 multiplier has been introduced to derive the cost per MC sector
since each MC cost term therein refers to the total cost of all three sectors of a 3-sector MC
site. As for Equations (6.26) and (6.27), the values obtained from [1] for the cost terms cc,sSC ,
cc,fSC,k, c

o,s
SC , c

o,r&u
SC , co,vSC (which will be defined in the consecutive paragraphs) are costs per site

for 2-sector small cell sites but also for 1-sector picocell sites whereas the values for cc,aSC,k are
costs per sector for 2-sector small cell sites, hence we deemed all these values to be reasonable
also for the 1-sector SC sites considered here without introducing any multipliers.

We now define the individual cost terms involved in Equations (6.24)–(6.28) and explain
how their values have been set in order to characterize the InPs considered here. First,
cc,sMC(c

c,s
SC) denotes the MC(SC) site civil works and acquisition cost. cc,sMC is weighted by πMC

and divided by the number of InPs since we assume that each MC site will be shared by
all InPs17. In turn, for each InP k, cc,sSC is weighted by the probability that k has to build
a SC by itself at the beginning of the studied period (πSC,k) given that SC sites are not
shared. In these lines, also the MC site rental cost co,sMC is uniformly split among all InPs (see
Equation (6.25)), whereas the SC site rental cost co,sSC is not (see Equation (6.27)).

cc,aMC,k(c
c,a
SC,k) is the MC(SC) antenna cost for InP k. cc,fMC,k(c

c,f
SC,k) are the feeder (cable connect-

ing active antenna to equipment cabinet), install and test and commission cost per MC(SC)
site for InP k. cc,rfMC,k is a baseline Radio Frequency (RF) front end cost per MC site for a
baseline bandwidth B0 = 20 MHz for InP k which has to be scaled by dBk/B0e (i.e., the
ratio between the total bandwidth of InP k and the baseline bandwidth), whereas cc,bpMC,0 is a
baseline baseband processing cost for 3 sectors of a B0 = 20 MHz 2x2 MIMO channel (see
Section 11.5.1.3 in [1]) that needs to be scaled by dmk(Bk/B0)e, where mk is a factor18 that
allows to estimate the relative amount of base band processing for InP k for B0 = 20 MHz
units of bandwidth given its antenna MIMO order w.r.t. to the baseline (i.e., the B0 = 20
MHz 2x2 MIMO channel). Notice that we have introduced the ceiling operator in the scaling
factors of cc,rfMC,k and cc,bpMC,0 in order to be conservative as in [1] there is no explicit expression
of the cost scaling operation for none of the two.

In the following, we explain how starting from the cost model in [1], we set the values of
cc,aMC,k, c

c,f
MC,k, c

c,rf
MC,k, mk, cc,aSC,k and cc,fSC,k for each InP k depending on its type. For an InP

17Notice thatif there is at least one InP k with λk = 1, for which πMC,k = 0, and hence πMC =
mink∈K πMC,k = 0, a site is already present in each MC candidate site hence cc,sMC is not incurred.

18LetMk denote the product of the number of MIMO streams with the number of the spatial beams (see
Section 11.4.2. in [1]) that correspond to MC antenna MIMO order for InP k and letM0 denote the value
of this product for the baseline 2x2 MIMO channel where M0 = 2 (see Table 11-9 in [1]). We then set
mk =Mk/M0 (see Section 11.5.1.3 in [1]).
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k of type L (λk = 1), we have considered the following values for the MC and SC average
spectral efficiency for both DL and UL: νk,MC = 2.2 bps/Hz and νSC,k = 2.6 bps/Hz, which
are the required DL average spectral efficiency values for IMT-Advanced systems for base
urban coverage and microcellular environments, respectively [224]. Instead, for an InP k

of type N (λk = 0), we have set νMC,k = 6.6 bps/Hz and νSC,k = 7.8 bps/Hz as ITU-
R expects the average spectral efficiency for IMT for 2020 and beyond to be three times
higher than for IMT-Advanced [162],[223]. Since the 5G radio interface has not been defined
yet, we cannot anticipate the spectral efficiency improvements it will bring about, hence
we have assumed that the required spectral efficiency for IMT for 2020 and beyond will be
achieved through high order MIMO antennas, although there are several factors that affect
the achieved spectral efficiency [225]. We have considered the antenna configurations (MIMO
order + frequency band) presented in [1] and, when possible, for each InP k we have selected
antenna configurations that would best match its MC(SC) average spectral efficiency νMC,k

(νSC,k), otherwise we have associated19 InPs of type L/N with the least/most complex (and
hence expensive) antenna configurations while some of the cost terms for InPs of type N
have also been overestimated so as to account for the factor-of-three difference between the
average spectral efficiency of type N and L InPs. For instance, to choose the MC antenna
configurations among those listed in [1], we were mainly driven by their respective average
spectral efficiency values: the different 2x2 MIMO operation modes provide average spectral
efficiency values in the range 2.23 – 2.88 bps/Hz whereas 64x2 MIMO ones provide average
spectral efficiency values in the range 5.53 – 7.14 bps/Hz which makes the former suitable
for an InP k of type L (νMC,k = 2.2 bps/Hz), whereas the latter suitable for an InP k of
type N (νMC,k = 6.6 bps/Hz). Instead, for SCs, as the average spectral efficiencies of the
two configurations listed in [1] are not provided, we associate InPs of type L/N with the
lowest/highest MIMO order configuration. Let M denote the MIMO order of an antenna.
Specifically, for each InP k of type L, we have assumed that its MCs operate only at sub-1GHz
and low frequency bands with M = 2 antennas, whereas its SCs operate at low and medium
unpaired bands with M = 2 antennas. Instead, for each InP of type N , we have assumed
that its MCs operate both at sub-1GHz and low frequencies with M = 4 antennas and at
medium frequencies with M = 64 antennas, whereas its SCs operate at low and medium
frequency bands with M = 4 antennas. Values of cc,aMC,k, c

c,f
MC,k, c

c,rf
MC,k, mk, cc,aSC,k and cc,fSC,k

depending on the antenna configuration(s) associated with the type of InP k are then set as
reported in Table 6.2 based on [1]. Some details concerning these values follow. According to

19It is worth pointing out that the aforementioned association of InPs to antenna configurations based on
their types has not been used for a network deployment simulation but it only serves to obtain an estimate
of the cost incurred by an InP for providing a certain average cell capacity based on its available bandwidth
and average spectral efficiency.
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[1], for sub-1GHz and low frequencies multiband MC antennas are available, hence an InP k

of type L (λk = 1), deploys only one M = 2 antenna per MC site. Instead, as MCs of an InP
k of type N operate at two frequency band groups (i.e., sub-1GHz and low frequency bands
and medium frequency bands) that require individual radio equipment, we set cc,aMC,k equal
to the sum of the antenna cost of the two frequency band groups and cc,fMC,k equal to the sum
of feeder, install and test and commission cost of the two frequency band groups. In turn,
dBk/B0ecc,rfMC,k and dmk(Bk/B0)ecc,bpMC,0 for k of type N have been overestimated by setting
cc,rfMC,k and mk equal to the respective values forM = 64 antennas at medium frequency bands
(which are both higher than the respective values for M = 4 antennas at sub-1GHz and low
frequency bands).

co,r&uMC (co,r&uSC ) denotes the annual rates and utilities for a MC(SC) site, whereas co,vMC(c
o,v
SC) the

annual vendor service fee. The annual licensing and maintenance cost per MC(SC) site are
calculated as fraction Ξl&m

MC (Ξl&m
SC ) of the active equipment cost which in case of MC sites

corresponds to the sum of the total RF front end cost (d(Bk/B0)cc,rfMC,ke) and the total base
band processing cost (dmk(Bk/B0)cc,bpMC,0e) whereas in case of SC sites it corresponds to the
antenna cost (cc,aSC,k) as the RF front end and the baseband processing unit are part of the
integrated active equipment [1].

In particular, the MC(SC) CAPEX and OPEX backhauling cost of InP k, cc,bhMC,k(c
c,bh
SC,k),

co,bhMC,k(c
o,bh
SC,k) depend on the type of backhauling selected by k. We have considered the set

of backhauling options presented in [1] which we denote as T . For each option t ∈ T , the
capacity (Cbh

t ), CAPEX (cc,bht ) and annual OPEX (co,bht ) per backhauling link are reported in
Table 6.3. We assume that each InP has deployed individual backhauling links for the SCs
and MCs, i.e., there is no aggregation of the traffic of the SCs at the underlying MC site.
Then, each InP k determines its best (minimum cost) option for the SCs, denoted by t∗SC,k,
as

t∗SC,k = arg min
t∈T

{⌈
νSC,k Bk

Cbh
t

⌉
(cc,bht + Lco,bht )

}
, (6.29)

hence cc,bhSC,k =
⌈
(νSC,kBk) /Cbh

t∗
SC,k

⌉
cc,bht∗
SC,k

and co,bhSC,k =
⌈
(νSC,kBk) /Cbh

t∗
SC,k

⌉
co,bht∗
SC,k

. Similarly, the
best backhauling option t∗MC,k for the MC sites (i.e., for all three sectors per site) for InP k

is determined as

t∗MC,k = arg min
t∈T

{⌈
3νMC,k Bk

Cbh
t

⌉
(cc,bht + Lco,bht )

}
, (6.30)

therefore, cc,bhMC,k =
⌈
(3νMC,kBk) /Cbh

t∗
MC,k

⌉
cc,bht∗
MC,k

and co,bhMC,k =
⌈
(3νMC,kBk) /Cbh

t∗
SC,k

⌉
co,bht∗
MC,k

.



99

Finally, in Equation (6.28), cspec0 denotes the reference annual spectrum license cost per unit
of bandwidth and unit of geographical area which, multiplied by the amount of bandwidth
associated with the spectrum license acquired at the beginning of the studied period (Bk−B̂k),
the area of the SC (ASC) and the studied period (L), provides the spectrum license cost cspecSC,k

per SC for the studied period. cspec0 was derived from the outcome of the 5G spectrum auction
in the UK [226] by first calculating the average cost per MHz of the total auctioned spectrum
and then dividing the latter with the area of the UK and the license duration (20 years)
[227].

Values given to the cost terms and related parameters throughout Equations (6.24)–(6.28)
are summarized in Table 6.2. Notice that we have not considered cost inflation over time and
that all values obtained from [1] and [226], originally in GBP currency, have been converted
to EUR using a conversion rate 1.11 EUR/GBP.

Table 6.1 InP related parameters

Notation Definition Unit

λk binary parameter: 1 if InP k of type L, 0 if of type N —

L label to represent an InP that —has a legacy network & does not upgrade to 5G

N label to represent an InP that —deploys a 5G network at the beginning of the studied period
Bk total available bandwidth of InP k MHz
B̂k amount of bandwidth of InP k associated with an amortized spectrum license MHz
πSC,k probability that InP k has not deployed a legacy SC in a SC candidate site —
πMC,k probability that InP k has not deployed a legacy MC in a MC candidate site —
πMC=mink∈K πMC,k probability that a site has to be built in a MC candidate site —
AMC area of a MC sector km2

ASC area of a SC km2

ccpx
MC,k

per sector total CAPEX of a 3-sector MC site for InP k EUR
ccpx
SC,k

total CAPEX of a SC site for InP k EUR
copx
MC,k

per sector total annual OPEX of a 3-sector MC site for InP k EUR/year
copx
SC,k

total annual OPEX of a SC site for InP k EUR/year
cspec
SC,k

spectrum license cost normalized to ASC and L for InP k EUR

Pk
monthly overall cost incurred by InP k EUR/Mbps/monthto provide one unit (1 Mbps) of capacity

6.4.2 Service types

In this work, we address the provision of two types of 5G services motivated by two usage
scenarios identified by ITU-R for IMT for 2020 [162], namely eMBB and mMTC. We have
characterized these services using KPIs of the 5GPPP project FANTASTIC-5G ([207]) for use
cases defined therein. Specifically, for eMBB we consider the KPIs of use case 7 (dense urban
society below 6 GHz) in [207], whereas for mMTC, KPIs of use case 3 (sensor networks) in
[207]. Let deMBB(dmMTC) denote the density of devices that request eMBB(mMTC) services.
We have set deMBB = 25000 devices/km2 and dmMTC = 600000 devices/km2 according to the
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Table 6.2 Cost model parameters

Notation Definition Value Unit

B0 baseline bandwidth 20 MHz
L duration of the studied period 10 years
cc,sMC site civil works & acquisition cost for a MC site 51282 EUR

cc,a
MC,k

total antenna cost per MC site for InP k

λk = 1: M=2 antenna at sub-1GHz & low bands 1776 EUR
λk = 0: M=4 antenna at sub-1GHz & low bands + M=64 antenna at medium band 10656 EUR

cc,f
MC,k

total feeder, install, test and commission costs for all antennas of a MC site for InP k

λk = 1: M=2 antenna at sub-1GHz & low bands 4884 EUR
λk = 0: M=4 antenna at sub-1GHz & low + M=64 antenna at medium band 9768 EUR

cc,rf
MC,k

RF front end cost per 20MHz bandwidth per MC site for InP k

λk = 1: M=2 antenna at sub-1GHz & low bands 12487.5 EUR
λk = 0: M=64 antenna at medium band 39960 EUR

cc,bpMC,0 baseline baseband processing cost for a 3-sector MC with 2×2 MIMO for each 20 MHz 4162.5 EUR

mk

scaling factor for baseband processing cost (see Table 11-9 and Section 11.5.1.3 in [1])
λk = 1: M=2 antenna configuration 1 –
λk = 0: M=64 antenna configuration 6 –

co,sMC annual MC site rental cost 22200 EUR
co,r&u
MC annual rates and utilities cost for a MC site 11100 EUR
co,vMC annual vendor services cost for a MC site 3552 EUR

Ξl&mMC

fraction of active equipment cost (total RF front end + BBU processing cost) 0.1 –to calculate annual licensing & maintenance cost for a MC site

cc,sSC site civil works and acquisition cost for a SC site 5328 EUR

cc,a
SC,k

antenna cost per SC site for InP k

λk = 1: M=2 antenna at low & medium unpaired bands 277.5 EUR
λk = 0: M=4 antenna at low & medium unpaired bands 555 EUR

cc,f
SC,k

feeder, install, test and commission costs per SC site for InP k

λk = 1: M=2 antenna at low & medium unpaired bands 777 EUR
λk = 0: M=4 antenna at low & medium unpaired bands 777 EUR

co,sSC annual SC site rental cost 1110 EUR
co,r&u
SC annual rates and utilities cost for a SC site 599.4 EUR
co,vSC annual vendor services cost for a SC site 0 EUR

Ξl&mSC

fraction of active equipment cost (SC antenna cost) 0.25 –to calculate annual licensing & maintenance cost for a SC site
cspec0 spectrum license cost per MHz, unit of area and year [226], [227] 1.6331 EUR/MHz/km2/year

Table 6.3 Capacity and cost of different backhauling options [1]

Backhauling type (t) Capacity per link (Cbht ) CAPEX (cc,bht ) annual OPEX (co,bht )

dark fiber (1 Gbps) 1 Gbps 35409 EUR 1248.75 EUR
dark fiber (10 Gbps) 10 Gbps 36630 EUR 1248.75 EUR
dark fiber (100 Gbps) 100 Gbps 39405 EUR 1248.75 EUR
Ethernet Access Direct (EAD) Managed 1 Gbps 2331 EUR 3496.5 EUR

device density values considered in [207] for the respective use cases. The average number
of devices in the area of one SC that request services of a given type can be determined as
the product of the device density with the area of the SC, i.e., deMBBASC for eMMB and
dmMTCASC for mMTC. In turn, the area of a MC sector (AMC) and the area of a SC (ASC),
have been derived from their respective inter site distances, DMC and DSC . As mentioned,
each MC site has three sectors. We also assume that the cells of a MC site (one per sector) are
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hexagonal and that MC sites are located at the corner of these cells, therefore the MC inter
site distance (DMC) is equal to three times the side of a hexagonal cell [1,221,222]. Instead,
SC antennas are assumed to be omnidirectional hence the SC inter site distance (DSC) is
equal to twice the cell radius. Therefore AMC = (1/(2

√
3))D2

MC and ASC = (1/4)πD2
SC .

Values DMC = 0.5 km and DSC = 0.05 km have been used as suggested in [207] for a urban
area for both use cases 3 and 7 therein.

6.4.3 SPs

We consider three market segments for eMBB services, each served by a unique SP, while
a fourth SP provisions mMTC services. eMBB services are characterized only by their DL
demand; the UL demand, being generally much lower, is assumed to be equal to zero. Instead,
mMTC services are characterized only by their UL demand, as they are mainly UL biased
[207], while their DL demand is set equal to zero. Values given to parameters characterizing
the service and the users of each SP are reported in Table 6.4.

Concerning the user utility function (see Section 6.3.2), for SPs providing eMBB services,
we set X v equal to the required value for the user experienced data rate20 in the DL for use
case 7 in [207] (same for all market segments), whereas X v varies across the eMBB market
segments as reported in Table 6.4 assuming users of different market segments have different
target rates. For the fourth SP (which provides mMTC services), we set X 4 and X 4 equal
to the minimum and maximum required value for the user experienced data rate in the UL
for use case 3 in [207], respectively. Further, the elasticity parameter ξv was set to 2 for all
eMBB SPs (minimum value considered in [208]) and to 20 for the mMTC SP (maximum
value considered in [208]) to account for the fact that the eMBB traffic is more elastic than
the mMTC one.

As for the acceptance probability function (see Section 6.3.2), we set the user sensitivity to
changes in utility equal to the value considered in [208] for all SPs, i.e., µv = 2, but we vary
the user sensitivity to changes in the offered fee (εv) across SPs as reported in Table 6.4.
We assume that mMTC users have a high sensitivity to changes in the offered fee (ε4 = 4,
which is the value considered in [208]), while the eMBB market segments served by SPs 1,
2 and 3 are assumed to have low, medium and high sensitivity to changes in the offered fee,
respectively, represented by values ε1 = 2, ε2 = 3 and ε3 = 4. Given that the considered
utility function uv is such that 0 ≤ uv(xv) ≤ 1 for any xv (see Equation (6.1)), then, by
definition, the maximum utility level is equal to 1 for all SPs, i.e., uv = 1. It is reasonable to

20In [207], the user experienced data rate is defined as the 5 percentile user rate hence we use its required
value as a minimum for the average user rate.
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assume that each SP v will tailor its reference offered fee pv to the service requirements of
its own users (represented by the utility function here), hence we set pv = 0.4Xv (1 + 1/ξv).
Recall that Xv is the rate value that provides a user of SP v with a utility value equal to
0.5 and that Xv = Xv +

(
X v −X v

) (
(1 − U)/U

)1/ξv , where U = 0.999 has been considered
(see Section 6.3.2). We set the values of qv as reported in Table 6.4. We make the following
assumptions on the behavior of the rejection probability qv as a function of µv, εv, uv and pv:

(i) for any two SPs v, w ∈ V , such that µv = µw, εv = εw, uv = uw, we assume qv = qw

even if pv 6= pw, i.e., when users of v and w are equally sensitive to changes in utility
and in the offered fee and they perceive a maximum level of utility, we expect them
to reject the considered reference offered fee pv and pw, respectively, with the same
probability, since pv and pw reflect their respective service requirements;

(ii) for any given µv, uv and pv, we expect qv to be non-decreasing in εv,
limεv→0 qv(µv, εv, uv, pv) = 0 and limεv→∞ qv(µv, εv, uv, pv) = 1 for each v ∈ V .

In [228–232], the normalizing constant A (see Equation (6.2) and Section 6.3.2) is set equal
to 0.1 for ε = 4, µ = 2, p = 1 and u = 1, therefore the corresponding reference rejection
probability q = e−A ≈ 0.9. We then set qv = 0.9 for any SP v with εv = 4, µv = 2, uv = 1
and the considered pv, in line with assumption (i), whereas for SPs with εv equal to 3 and 2
we set qv equal to 0.6 and 0.3, respectively, as per assumption (ii).

Concerning the number of users or, alternatively, devices21 subscribing to each SP, first let
σv denote the market share of SP v for the service offered by v. We assume that the eMBB
market segment served by SP 1 makes up 20% of the eMBB market (i.e., σ1 = 0.2), whereas
the eMBB market segments served by SPs 2 and 3 make up 30% and 50%, respectively
(i.e., σ2 = 0.3 and σ3 = 0.5). SP 4 is assumed to serve the entire mMTC market (i.e.,
σ4 = 1). Then, the number of devices in the area of a SC that have subscribed to each SP
are: Nv = σvdeMBBASC , for any v ∈ {1, 2, 3} (eMBB SPs), and N4 = σ4dmMTCASC (mMTC
SP), where deMBB and dmMTC denote the eMBB and mMTC device density, respectively,
whereas ASC the area of a SC (see Section 6.4.2). Further, for eMBB SPs we consider a
device activity factor equal to 0.1, i.e., ηv = 0.1 for any v ∈ {1, 2, 3} as in [203,207], whereas
for the mMTC SP we assume η4 = 0.01 (as sensors tend to become active less often).

6.4.4 Instances

In our numerical tests, for InPs of type N , i.e., for InPs which deploy a 5G network, we have
considered two particular cases, labeled as N (1) and N (2). Specifically, N (1) refers to an InP

21We use the terms device and user interchangeably.



103

Table 6.4 Parameters characterizing the service and the users of each SP.

v service type utility function acceptance probability # users & activity factor

1 eMBB X 1=50 Mbps X 1=5000 Mbps ξ1=2 µ1=2 ε1=2 q1=0.3 σ1=0.2 N1=9.82 η1=0.1
2 eMBB X 2=50 Mbps X 2=2500 Mbps ξ2=2 µ2=2 ε2=3 q2=0.6 σ2=0.3 N2=14.73 η2=0.1
3 eMBB X 3=50 Mbps X 3=500 Mbps ξ3=2 µ3=2 ε3=4 q3=0.9 σ3=0.5 N3=24.54 η3=0.1
4 mMTC X 4=0.00016 Mbps X 4=1 Mpbs ξ4=20 µ4=2 ε4=4 q4=0.9 σ4=1 N4=1178.10 η4=0.01

k for which:

(1) Bk ≥ B̂k = 20 MHz, i.e., k has amortized the spectrum license cost of 20 MHz of
bandwidth from its total available (Bk) and it may have acquired a new spectrum
license (if Bk − B̂k > 0);

(2) πMC,k = 0.3 and πSC,k = 0.5, i.e., k has not deployed a legacy MC BS in a MC candidate
site with probability equal to 0.3 and analogously for SCs for which such probability is
assumed equal to 0.5.

In turn, N (2) refers to an InP k for which:

(1) Bk > B̂k = 0, i.e., k does not own any spectrum license whose cost has been amortized
but has acquired a new spectrum license of Bk units of bandwidth;

(2) πMC,k = πSC,k = 1, i.e., no legacy MC/SC BSs of k are present in any of the MC/SC
candidate sites or, in other words, k has not previously deployed a legacy network.

Instead, as mentioned in Section 6.4.1, for an InP k of type L which does not upgrade to 5G
we assume:

(1) Bk = B̂k > 0, i.e., k has amortized the spectrum license cost of all its available
bandwidth, meaning that k does not acquire any new spectrum licenses;

(2) πMC,k = πSC,k = 0, i.e., k has deployed legacy MC/SC BSs in all available MC/SC
candidate sites hence it does not deploy additional MCs and SCs during the studied
period.

We then set up several instances with two InPs (|K| = 2) and four SPs (|V| = 4). Across
these instances, we vary the type and total available bandwidth of the two InPs, but consider
the same set of four SPs (as described in Section 6.4.3). The instances are described and
labeled in Table 6.5 where, e.g., for the instance labeled as A10, the first InP is of type N (1)

and its total available bandwidth B1 is equal to 100 MHz, whereas the second InP is of type
L and B2 = 100 MHz.
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Table 6.5 Instances and respective labels

(B1, B2)

(20,20) (20,60) (60,20) (60,60) (80,80) (20,100) (40,100) (60,100) (80,100) (100,100) (120,100)

(N (1),L) A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11
(N (2),N (1)) B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11

6.4.5 Computational tests

The proposed framework was implemented in Matlab, whose solvers have been used in the
implementation to calculate Xvk(Pk) and Xvk(Pk) according to Equations (6.8) and (6.9),
respectively, and to determine an optimal solution of the capacity assignment problem for-
mulated as a two-step optimization problem (see Section 6.3.3).

The value of P (i.e., the minimum monthly price per unit of average SC capacity which is
unprofitable for all SPs) has been determined as follows: for each SP v, let P v denote the
minimum value of P for which Xv(P ) = 0 (see Equation (6.8)) and let P ◦v denote an upper
bound for P v (which we calculate through a heuristic that provides P ◦v ≤ P v + 0.001); we
then set P = maxv∈V P

◦
v.

To solve the MLFG numerically, we have discretized the continuous InP price strategy sets
Pk = [P k, P ], (see Section 6.3.4), i.e., hereon, Pk = {P k, . . . , P}, for any k ∈ K. Con-
sequently, the resulting set of InP price profiles P = ∏

k∈K Pk is also discrete and finite.
We determine the Subgame Perfect Equilibrium(a) (SPE) [220] of the two-stage MLFG as
follows:

(1) for each InP price profile P ∈ P , we look for the NE in pure strategies of the correspond-
ing SPs’ game, i.e., for y̆(P ) of GV(P ), (see Section 6.3.4) from which we can calculate
the payoff Gk(P ) of each InP for the price profile P according to Equation (6.22) –
if there are multiple NE in pure strategies for GV(P ), then Gk(P ) is set equal to the
minimum payoff attained by k among all these NE;

(2) we look for the NE in pure strategies22 of the InPs’ game, i.e., for P̆ of GK (see Sec-
tion 6.3.4).

The NE of GV(P ) and of GK were determined through exhaustive search. In the definition
of the NE in pure strategies for GK and for GV(P ) we have introduced an absolute margin
∆ = 10−6 EUR (recall that the payoffs Gk and gv are all given in EUR). For instance, the

22As mentioned, the price strategy set Pk of each InP k ∈ K is discrete which means that the InPs’ game
GK is formally a non-cooperative game in strategic form, hence we look for its NE in pure strategies.
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InP price profile P̆ is an NE of the GK iff

Gk([P̆k, P̆−k]) ≥ Gk([Pk, P̆−k)]−∆, (6.31)

∀ Pk ∈ Pk, ∀ k ∈ K,

where P̆−k denotes the prices of all other InPs but k. ∆ was introduced to account for the
inaccuracy caused by inherent tolerances of the Matlab solvers.

Concerning the discretization of the originally continuous InP unit price strategy sets Pk =
[P k, P ], we initially created a unit price strategy set consisting of 30 logarithmically-spaced
values in the range [P k, P ]. The MLFG resulting from these discrete InP unit price strategy
sets has at least one SPE for all instances but B4 and B5. Instead, for both B4 and B5,
although there is at least one NE in pure strategies for each SPs’ game, there is no NE in
pure strategies for the InPs’ game and thus no SPE for the MLFG. Then, for both B4 and
B5, for each InP k, we created an alternative unit price strategy set consisting of 60 values
in the range [P k, P ] with the majority of these values in price ranges where we expected the
NE of GK to be based on the best response mappings of GK resulting from the initial discrete
InP unit price strategy sets (see Section 6.5.2). As there was no NE for GK neither for B4
nor for B5 even for the MLFG resulting from the alternative discrete InP unit price strategy
sets, we settled on suggesting as a solution for GK an InP unit price profile P � with a small
(0.53% for B4 and 3.89% for B5) maximum relative payoff difference from the InPs’ best
response (see Equation (E.2) and Section 6.5.2 for details).

6.5 Numerical results analysis

In this section, we report and analyze numerical results concerning the equilibrium(a) of the
considered problem for the instances defined in Section 6.4.4. To start with, in Section 6.5.1
we explain the notation used in reporting these results. Then, in Section 6.5.2 we discuss the
existence and multiplicity of equilibria across these instances. Instead, in Section 6.5.3 we
analyze the impact of the InPs’ network technology and available spectrum bandwidth on
the equilibrium strategies of the players, i.e., on the capacity unit price offered by the each
InP and the InP choice of each SP.

6.5.1 Notation summary

For the sake of brevity, hereon we will simplify the terminology as follows:

• the term equilibrium will refer to equilibrium of the overall game, i.e., to the sub-game
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perfect equilibrium of the MLFG which consists of the Nash Equilibrium InP capacity
unit price profile of the InPs’ game, i.e., P̆ of GK and of the Nash Equilibrium SPs’
choice of InP of the SPs’ game resulting from P̆ , i.e., y̆(P̆ ) of GV(P̆ ), where both are
Nash Equilibria in pure strategies;

• the term capacity will refer to the average SC capacity of an InP;

• the term spectral efficiency will refer to the average SC spectral efficiency of an InP;

• the term unit cost will refer to the total monthly cost per unit of average SC capacity
of an InP;

• the term unit price will refer to the monthly price per unit of average SC capacity
offered by an InP at the equilibrium.

For all considered instances A1–A11 and B1–B11, the values of the main parameters charac-
terizing the InPs and the SPs and the equilibrium outcomes are reported in Tables 6.7–6.14,
where Tables 6.7, 6.9, 6.11 and 6.13 concern the InPs, whereas Tables 6.8, 6.10, 6.12 and
6.14, the SPs. The definitions and unit of measurements of the notation used across Ta-
bles 6.7–6.14 are provided in Table 6.6. When reporting numerical values in the text, the
respective units of measurement have been omitted. Notice also that:

• in Tables 6.8, 6.10, 6.12 and 6.14, for each SP v (column two), column three reports
the InP selected by v at the equilibrium, i.e., k for which y̆vk(P̆ ) = 1; in particular,
the symbol – has been reported in all the columns starting from the third one for each
SP for which it is not profitable to purchase capacity from any of the InPs at their
equilibrium capacity unit prices and hence it cannot provide services to its users;

• in Tables 6.7–6.14 values for P k, P̆k, Ğk, a∗vp∗v(ŭv), ğv and r̆∗v/x̆vk are reported rounded
to two decimals, whereas values for Ck, C̆ ′k, Xv(P̆k), x̆vk, Xv(P̆k) and ŭv are reported
rounded to three decimals to highlight the differences;

• in Tables 6.8, 6.10, 6.12 and 6.14, when the reported values for x̆4k across different
instances are distinct but the respective reported values for ŭ4 are equal among them
and/or the respective reported values for a∗4p∗4(ŭ4)) are equal among them, this is due
to the aforementioned rounding. Consider e.g., instances A7 and A8 in Table 6.10: for
A7, x̆4k = 10.343 Mbps, whereas for A8, x̆4k = 10.355 Mbps, while for both of them
ŭ4 = 0.987 and a∗4p

∗
4(ŭ4) = 0.12 EUR/month. In fact, distinct values of x̆4k for the

two instances imply distinct values of the respective ŭ4, but the latter differ from one
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another not before the fourth decimal; similarly, the respective values of a∗4p∗4(ŭ4) differ
not before the third decimal.

Table 6.6 Summary of notation used in Tables 6.7–6.14

Notation Definition Unit

Pk unit cost of InP k (see Equation (6.23)) EUR/Mbps/month
P̆k ≥ Pk unit price offered by InP k (at the equilibrium) EUR/Mbps/month
P minimum unit price unprofitable for all SPs (see Section 6.4.5) EUR/Mbps/month
Ck available capacity of InP k (see Section 6.4.1) Mbps
C̆′k ≤ Ck capacity sold by InP k at the equilibrium Mbps
Ğk payoff of InP k at the equilibrium (see Equation (6.22)) EUR/month
Wk subset of SPs that select InP k at the equilibrium and are assigned non-zero capacity —
Xv(P̆k) minimum capacity requested by SP v from the selected InP k at P̆k (see Equation (6.9)) Mbps
Xv(P̆k) maximum capacity requested by SP v from the selected InP k at P̆k (see Equation (6.8)) Mbps
x̆vk capacity assigned to SP v by the selected InP k at the equilibrium (see Section 6.3.4) Mbps
ŭv utility obtained by a single user of SP of v at the equilibrium (see Equation (6.1)) —
a∗vp
∗
v(ŭv) monthly fee accepted by a user of SP v for ŭv > 0 (see Section 6.3.2) EUR/month

ğv payoff of SP v at the equilibrium (see Equation (6.21)) EUR/month
r̆∗v total revenue of SP v at the equilibrium (see Equation (6.7)) EUR/month
r̆∗vk/x̆vk revenue per unit of purchased capacity for SP v at the equilibrium EUR/Mbps/month

6.5.2 Existence and multiplicity of equilibria

For the considered instances, it is always possible to find an equilibrium when the InPs
are different, either for the technology or for the available spectrum bandwidth. Instead, if
the InPs are very similar, it might be difficult to find an equilibrium, unless the spectrum
bandwidth is very low or very high. Concerning the equilibria multiplicity, which results23

from the equilibria multiplicity of the InPs’ game at stage 1 and/or of the SPs’ game stage 2,
the multiple equilibria are always equivalent for all players (i.e., for all InPs and all SPs) since
each player obtains the same payoff in all of them, hence they represent the same system
behavior; at stage 1, the equilibria multiplicity occurs because there is an InP which is not
selected by any SP for any offered unit price, whereas at stage 2 it occurs because some SPs
are not provided with capacity in any of the equilibria, therefore it is not relevant which InP
they select.

Specifically, no equilibrium was found for instances B4 and B5 (see Section 6.4.5); however,
for both of them, it is possible to determine an approximate equilibrium as explained in
Appendix E. In turn, a single equilibrium was found for instances A8–A11 and B7–B11 and
multiple equivalent ones for the rest of the instances. As for the equilibria equivalence for
instances with multiple equilibria, some illustrative examples follow.

23Let nK denote the number of NE in pure strategies of GK where nK ≥ 1, and let P̆i denote the unit price
profile of the i-th NE of GK where 1 ≤ i ≤ nK. Then let nVi denote the number of NE in pure strategies of
GV(P̆i) where nVi ≥ 1. The number of sub-game perfect equilibria of the MLFG is then equal to

∑nK

i=1 n
V
i .
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Consider instance A7 (see Tables 6.9 and 6.10) for which the equilibria multiplicity derives
from stage 2. In details, for A7, the InPs’ game at stage 1 has a unique NE P̆ = (P̆1 =
1.87, P̆2 = 1.80), whereas the SPs’ game at stage 2 for P̆ has two NE denoted by (i) and (ii)
in Table 6.10: in (i) SP 3 selects InP 1, whereas in (ii) it selects InP 2, while in both (i) and
(ii) SP 1 selects InP 2 whereas SPs 2 and 4 select InP 1. In (i), SP 3 requests a minimum
amount of capacity equal to 173.051 Mbps and a maximum of 175.857 Mbps from InP 1
given P̆1 = 1.87 whereas in (ii) SP 3 requests a minimum of 160.391 Mbps and a maximum
of 176.817 Mbps from InP 2 given P̆2 = 1.80 . However, SP 3 is allocated a null capacity in
both (i) and (ii); in fact, in (i), InP 1 (which serves SPs 2 and 4) does not have enough spare
capacity to serve SP 3 (C1 − C̆ ′1 = 97.257 < X3(P̆1) = 173.051 Mbps), whereas in (ii) InP 2
has allocated all its available capacity to SP 1 (x̆12 = C̆ ′2 = C2 = 260 Mbps). Formally, the
unique NE of of the game at stage 1 and the NE (i) and (ii) of the game at stage 2 imply
two equilibria for instance A7. However, it can easily be seen that these two equilibria are
equivalent for all SPs: each of the SPs 1, 2 and 4 is served by the same InP, at the same unit
price and with the same amount of capacity in both equilibria hence each of them obtains
the same payoff in both, while SP 3 is not served in neither equilibria resulting in a null
payoff in both. The two equilibria are equivalent also from the InPs’ perspective: each InP
sells the same amount of capacity at the same unit price in both equilibria thus obtaining
the same payoff in both.

For instances A1, A2 and B1 as well, the equilibria multiplicity derives from stage 2. However,
for these instances, unlike for A7, the multiplicity of NE for the stage 2 game is due to there
being at least one SP for which it is not profitable to buy capacity from any InP , hence each
such SP is indifferent to the InP choice. Recall that for such SPs, in Tables 6.8, 6.10 and 6.12
we report the symbol – in all columns starting from the third one. Consider, for instance,
instance B1: it is SPs 1, 2 and 3 for which it is not profitable to purchase capacity from any
of the InPs, while SP 4 selects and is fully served by InP 2 (see Table 6.12). Formally, there
are 8 equilibria for B1 since the stage 1 game has a unique NE (see Table 6.11), whereas the
stage 2 game has 8 NE resulting from SPs 1, 2 and 3 selecting either InP 1 or InP 2 but
acquiring a null capacity from either, while in all these NE SP 4 is served with the same
amount of capacity and at the same unit price by InP 2. Clearly, payoff-wise, these equilibria
are equivalent for all SPs and all InPs.

For instances A5 and B6 the equilibria multiplicity derives instead from stage 1. Let us
consider instance A5 (similarly then for B6). For A5, GK has multiple NE which are all
unit price profiles P̆ = (P̆1, P̆2) such that P̆1 = 1.77, whereas P̆2 can take any value in the
considered discrete unit price strategy set of InP 2, i.e., P2 = {P 2 = 2.24, . . . , P = 14.86}
(see Table 6.7). Although each such P̆ induces a distinct stage 2 game GV(P̆ ), all these stage



109

2 games have the same unique NE reported in Table 6.12 in which all SPs select and are
served by InP 1, hence InP 2 sells a null capacity and obtains a null payoff. Thus, formally,
there are |P2| equilibria for instance A5, but each player obtains the same payoff in all of
them.

In turn, instances A3, A4, A6, B2 and B3 have multiple NE at both stages. For the NE
multiplicity at stage 1 (stage 2), similar observations to those made for instances A5 and A6
(A1, A2 and B1) apply from which one can easily see the equivalence among the resulting
equilibria. Nevertheless, it is worth clarifying that for A3, A4, A6, B2 and B3, each distinct
NE unit price profile at stage 1 results in the same set of NE at stage 2, which are per se
equivalent among them. For example, instance A3 has 2|P2| equilibria since each NE unit
price profile P̆ = (P̆1, P̆2) with P̆1 = 1.99 and P̆2 ∈ P2 = {P 2 = 8.90, . . . , P = 14.86} at
stage one (see Table 6.7) results in two NE at stage 2, due to SP 3 not finding it profitable to
purchase capacity from any of InPs hence being indifferent to the InP choice (see Table 6.8).

6.5.3 Technology and spectrum availability impact on competition among InPs

Recall that for each InP k, 1) its network technology type and 2) its available spectrum
bandwidth (Bk) affect its average SC capacity (Ck) and its total cost per unit of average SC
capacity (P k) as explained in Section 6.4.1. In the following paragraphs we will then analyze
the impact of 1) and 2) on the competition among InPs to be selected by SPs.

Let us first consider instances A1–A11 for which InP 1 has a new (5G) network (type N (1))
whereas InP 2 has a legacy (4G) network (type L), while their available spectrum bandwidths
vary across the instances. As for instances A1–A5 (see Tables 6.7 and 6.8), InP 2 does not sell
capacity to any SP, thus obtaining a null payoff, in all the instances but A2, even when SPs
are not fully satisfied from InP 1 (e.g., in case of instance A5). InP 1, instead, always serves
at least one SP (but in instance A2). Indeed, for A1, A3, A4 and A5, InP 1 is preferred to InP
2 by at least one SP because InP 1 can offer a lower unit price since it is more cost-efficient,
i.e., it has a lower unit cost (P 1 < P 2) and because it has sufficient available capacity. InP 1
has a lower unit cost and a higher capacity than InP 2 due to InP 1 having a higher spectral
efficiency (resulting in a higher cell capacity for equal amounts of spectrum bandwidth) and
due to B1 ≥ B2. However, notice that for equal amounts of bandwidth, InP 1 incurs a higher
total cost per cell than InP 2 to attain a higher spectral efficiency and the total cell cost
increases with the spectrum bandwidth. Instead for instance A2, B2 = 3B1 hence C1 = C2

while P 1 > P 2 (i.e., P 1C1 > P 2C2), meaning that the legacy (4G) InP 2, which owns the
triple of spectrum holdings of the new (5G) InP 1, provides the same amount of capacity as
the latter but more cost-efficiently.
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As for the SPs, when the spectrum bandwidth is low, and the unit costs and hence the (equi-
librium) unit prices are high, only SP 4 is served and provided with the maximum amount
of requested capacity from the selected InP (instances A1 and A2). With the increasing
spectrum bandwidth and decreasing unit costs and hence unit prices (instances A3 and A4),
other SPs are served and provided with the maximum requested capacity. Finally, in instance
A5 all the SPs are served. Although the maximum requested capacity is not provided to any
of them by InP 1, they all obtain a higher payoff from selecting InP 1 due to its lower unit
price.

Instances A6–A11 are such that for all of them B2 = 100 MHz (see Table 6.5) and hence
C2 = 260 Mbps (see Table 6.9) given that InP 2 is of type L. Instead, B1 increases with a
step of 20 MHz from A6 to A11 starting from B1 = 20 MHz for A1 (see Table 6.5), therefore
C1 increases accordingly from 156 Mbps for A6 to 936 Mbps for A11 (see Table 6.9) given
that InP 1 is of type N (1). Among A6–A11, only for instance A6, the legacy (4G) InP is
more cost-efficient than the new (5G) InP (i.e., P 2 < P 1) and has a higher capacity (i.e.,
C2 > C1). Indeed, InP 1 always provides capacity to at least one SP, but in instance A6.
On the contrary, for A7–A11 one has P 1 < P 2 and C1 > C2. With the increasing spectrum
bandwidth of InP 1 and its decreasing unit price, InP 1 serves an increasing number of SPs.
When the spectrum bandwidths are comparable or InP 1 has a greater amount (A10 and
A11), InP 1 serves all the SPs. In general, InP 1 is able to offer a unit price higher than its
unit cost, while InP 2 is always selling at a unit price equal to its unit cost but for instance
A6. InP 1 does not sell all its available capacity but in instance A9, when it first serves SP
1, which is served by InP 2 as long as the spectrum bandwidth of InP 1 is below 80 Mhz.

As for the SPs, SP 1 and SP 4 are always served. SP 2 and SP 3 are not served in instance
A6 as they cannot afford the offered unit prices. Instead, in instance A7, SP 3 can actually
afford the unit prices of both InPs but it is not served as neither InP has sufficient available
capacity to satisfy its minimum requested capacity. When an SP is served, it is usually
provided with the maximum requested capacity. Exceptions are SP 1 in instance A7 and A8,
where SP 1 cannot be provided with the maximum requested capacity due to the limited
capacity of InP 2, and instance A9, where the available capacity of InP 1 makes it impossible
for it to serve completely the three SPs that select it.

Instances B1–B11 (see Tables 6.11 and 6.14) are analogous to the respective A1–A11 in
terms of spectrum bandwidth availabilities of the two InPs, but for B1–B11 both InPs have
deployed a new (5G) network and InP 1 is of type N (2), i.e., a sheer new entrant, whereas
InP 2 is of type N (1), i.e., InP 2 reuses available sites and spectrum licenses from its legacy
(4G) network when it upgrades to the new (5G) network. In particular, for B1–B11, when
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the spectrum bandwidths of the two InPs are equal (i.e., B1 = B2) then also their capacities
are equal (i.e., C1 = C2), which is the case for instances B1, B4, B5 and B10. However, for
these latter instances, the unit cost of InP 1 is slightly higher than the one of InP 2 (i.e.,
P 1 > P 2), reflecting the disadvantage of InP 1 for being a new entrant.

For instances B1–B5, when the capacity is low and the unit cost high, the least cost-efficient
InP sells no capacity and hence obtains a null payoff: this is the case of InP 1 in B1 and B2,
and of InP 2 in instance B3. Moreover, for B2 and B3, the least cost-efficient InP induces
no competition (similarly to A3, A4 and A5), therefore the unit price of the other (most
cost-efficient) InP is determined solely by the SPs’ demand and its own available capacity.
Concerning the SPs, some of them are not served across B1–B3 because neither P̆1 nor P̆2

are profitable for them.

As for instances B4 and B5, we recall that we did not find a NE for the InPs’ game, hence we
suggested as a solution the unit price profile P � = (P �1 , P �2 ) which is calculated according to
Equation (E.2) and it can be considered an approximate NE (see Appendix E). In these lines,
for both instances, values reported under P̆1 and P̆2 in Table 6.11, which are marked by the
symbol �, are in fact the values of P �1 and P �2 , respectively. For B4, the SPs’ game for P � has
two distinct NE in pure strategies denoted as (i) and (ii) when reported in Tables 6.11 and
6.12. This NE multiplicity is due to the fact that the two InPs are very similar (P �1 = 1.23,
P �2 = 1.22 and C1 = C2 = 468). However, neither NE is preferred by all InPs or all SPs.
In fact, in both (i) and (ii) SP 4 is served by InP 2 at the same unit price (P �2 = 1.22) and
with the same amount of capacity (x̆42 = 10.558) hence SP 4 is indifferent between the two
NE. Instead, SPs 2 and 3 prefer (ii), in the sense that they attain a higher payoff from (ii),
whereas SP 1 prefers (i) which means that SPs 1, 2 and 3 are all better off in the NE in which
they are served by the cheapest InP24. In turn, InP 1 prefers (i), whereas InP 2 prefers (ii)
since each InP is able to sell more capacity and hence attain a higher payoff when serving
both SPs 2 and 3 instead of SP 1. For instance B5 instead, the SPs’ game for P � has a unique
NE. In particular, this P � is such that P �1 = 1.09 > P �2 = 0.94 despite P 1 = 0.94 > P 2 = 0.90
which shows that InP 1 leverages the fact that C2 is not sufficiently large for all SPs to be
served by InP 2. In fact, even though P �1 > P �2 , at the unique NE of SPs’ game for P �, SP
3 selects and is served by InP 1 from which it obtains x̆31 = 190.370 at P �1 = 1.09. If SP 3
were to select InP 2 while SPs 1, 2 and 4 still selected and were served by InP 2, then InP 2

24In fact, as reported in Table 6.12, SPs 1, 2 and 3 attain a higher payoff when served by InP 2 since in
addition to InP 2 offering a lower unit price than InP 1 (i.e., P �2 < P �1 ), the maximum amount of capacity
requested by SPs 1, 2 and 3 at P �2 is higher than the respective one at P �1 (i.e., Xv(P �2 ) > Xv(P �1 ), ∀v ∈
{1, 2, 3}) and C2 is sufficiently large for InP 2 to provide each SP that selects it in each of these NE with
its maximum requested capacity (i.e., x̆12 = X1(P �2 ) in NE (i) and x̆22 = X2(P �2 ) and x̆32 = X3(P �2 ) in NE
(ii)).
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would split C2 = 624 among all SPs and SP 3 would obtain an amount of capacity equal to
147.825 at P �2 = 0.94 which would lower its payoff value by 35.86% w.r.t. the value attained
in the NE.

Concerning instances B6–B11, it results that InP 1 becomes more cost-efficient than InP 2
only for instance B11 for which B2 > B1. Nevertheless, InP 2 is unaffected by the presence of
InP 1 only for instance B6 for which InP 1 has only 20 MHz of spectrum bandwidth resulting
in a high unit cost (P 1 = 3.55 as opposed to P 2 = 0.73). Specifically, for B6, all SPs select
and are served by InP 2 and P̆2 is determined solely by the SPs’ demand and the available
capacity of InP 2. Instead, in instances B7–B8, although all SPs still select and are served
by InP 2, the unit price offered by InP 2 at the equilibrium is dictated by the unit cost of
InP 1 (P̆2 is the highest discrete unit price value lower than P 1). Indeed, as the spectrum
bandwidth of InP 1 increases, its capacity increases whereas its unit cost decreases making
InP 1 more competitive hence forcing InP 2 to lower its offered unit price which in turn
increases the amount of capacity requested by the SPs. When the spectrum bandwidths are
comparable or InP 1 has a greater amount (B10–B11), the SPs move from InP 2 to InP 1
and InP 2 is forced to sell at its unit cost. As for the SPs, they are always fully served, but in
instance B9, where SPs 1, 2 and 3 select InP 2 which is not able to fully serve them whereas
SP 4 opts for InP 1, despite its higher unit price, so as to obtain all the requested capacity.

On the overall, we notice that there is more head-to-head competition when InPs are of the
same type. Indeed, more recent 5G InPs are preferred w.r.t. older ones (4G ones), but if
the latter provide much more spectrum bandwidth, thus resulting more cost-efficient. In
this case 5G InP is either less cost-efficient or does not have sufficient capacity for all SPs.
Further, there should be sufficient bandwidth even for a 5G InP to be affordable for all 5G
services given realistic user fees.
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Table 6.7 Key equilibrium outcomes related to the InPs — instances A1–A5

Instance P 1 P 2 P̆1 P̆2 C1 C2 C̆′1 C̆′2 Ğ1 Ğ2 W1 W2

A1 3.41 8.90 8.50 8.90 156 52 9.592 0 81.55 0 {4} ∅
A2 3.41 2.98 3.41 3.33 156 156 0 10.055 0 33.52 ∅ {4}
A3 1.18 8.90 1.99 {8.90,...,P=14.86} 468 52 460.326 0 917.48 0 {1,2,4} ∅
A4 1.18 2.98 1.99 {2.98,...,P=14.86} 468 156 460.326 0 917.48 0 {1,2,4} ∅
A5 0.90 2.24 1.77 {2.24,...,P=14.86} 624 208 624.000 0 1105.80 0 {1,2,3,4} ∅

Table 6.8 Key equilibrium outcomes related to the SPs — instances A1–A5

Instance v k Xv(P̆k) x̆vk Xv(P̆k) ŭv a∗vp
∗
v(ŭv) ğv r̆∗v/x̆vk

A1

1 – – – – – – – –
2 – – – – – – – –
3 – – – – – – – –
4 1 7.799 9.592 9.592 0.942 0.12 60.03 14.76

A2

1 – – – – – – – –
2 – – – – – – – –
3 – – – – – – – –
4 2 6.949 10.055 10.055 0.977 0.12 110.61 14.33

A3

1 1 190.156 251.008 251.008 0.622 54.02 30.02 2.11
2 1 163.424 199.007 199.007 0.547 28.08 16.86 2.08
3 – – – – – – – –
4 1 6.556 10.311 10.311 0.986 0.12 124.24 14.04

A4

1 1 190.157 251.008 251.008 0.622 54.02 30.02 2.11
2 1 163.424 199.007 199.007 0.547 28.08 16.86 2.08
3 – – – – – – – –
4 1 6.556 10.311 10.311 0.986 0.12 124.24 14.04

A5

1 1 161.214 250.977 266.747 0.622 54.01 85.48 2.11
2 1 140.492 196.525 208.873 0.537 27.74 60.22 2.08
3 1 158.099 166.741 177.217 0.613 12.57 12.94 1.85
4 1 6.471 9.757 10.370 0.958 0.12 125.47 14.63
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Table 6.9 Key equilibrium outcomes related to the InPs — instances A6–A11

Instance P 1 P 2 P̆1 P̆2 C1 C2 C̆′1 C̆′2 Ğ1 Ğ2 W1 W2

A6 3.41 1.80 {3.41,...,P=14.86} 2.08 156 260 0 255.376 0 531.72 ∅ {1,4}
A7 1.74 1.80 1.87 1.80 312 260 214.743 260.000 401.40 468.00 {2,4} {1}
A8 1.18 1.80 1.83 1.80 468 260 393.144 260.000 718.04 468.00 {2,3,4} {1}
A9 0.90 1.80 1.77 1.80 624 260 624.000 10.362 1105.80 18.65 {1,2,3} {4}
A10 0.73 1.80 1.68 1.80 780 260 675.940 0 1136.71 0 {1,2,3,4} ∅
A11 0.62 1.80 1.66 1.80 936 260 678.429 0 1129.28 0 {1,2,3,4} ∅

Table 6.10 Key equilibrium outcomes related to the SPs — instances A6–A11

Instance v k Xv(P̆k) x̆vk Xv(P̆k) ŭv a∗vp
∗
v(ŭv) ğv r̆∗v/x̆vk

A6

1 2 213.666 245.087 245.087 0.608 52.79 7.95 2.11
2 – – – – – – – –
3 – – – – – – – –
4 2 6.589 10.289 10.289 0.985 0.12 123.33 14.07

A7

(i)

1 2 164.024 260.000 264.666 0.643 55.78 79.64 2.11
2 1 148.471 204.400 204.400 0.568 28.79 41.85 2.07
3 1 173.051 0 175.857 0 – 0 –
4 1 6.509 10.343 10.343 0.987 0.12 125.52 14.01

(ii)

1 2 164.024 260.000 264.666 0.643 55.78 79.64 2.11
2 1 148.471 204.400 204.400 0.568 28.79 41.85 2.07
3 2 160.391 0 176.817 0 – 0 –
4 1 6.509 10.343 10.343 0.987 0.12 125.52 14.01

A8

1 2 164.024 260.000 264.666 0.643 55.78 79.64 2.11
2 1 144.708 206.343 206.343 0.575 29.03 50.64 2.07
3 1 163.186 176.446 176.446 0.703 13.45 7.84 1.87
4 1 6.493 10.355 10.355 0.987 0.12 125.97 13.99

A9

1 1 161.214 254.964 266.747 0.631 54.81 86.25 2.11
2 1 140.492 199.647 208.873 0.549 28.17 60.98 2.08
3 1 158.099 169.389 177.217 0.641 12.84 15.04 1.86
4 2 6.482 10.362 10.362 0.987 0.12 126.24 13.98

A10

1 1 152.987 273.711 273.711 0.671 58.26 111.63 2.09
2 1 134.438 213.265 213.265 0.599 29.85 81.00 2.06
3 1 152.816 178.567 178.567 0.719 13.60 33.53 1.87
4 1 6.433 10.396 10.396 0.988 0.12 127.47 13.94

A11

1 1 151.554 275.071 275.071 0.674 58.49 116.33 2.09
2 1 133.396 214.124 214.124 0.602 29.95 84.66 2.06
3 1 152.028 178.832 178.832 0.721 13.62 36.59 1.87
4 1 6.426 10.402 10.402 0.988 0.12 127.65 13.94
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Table 6.11 Key equilibrium outcomes related to the InPs — instances B1–B5

Instance P 1 P 2 P̆1 P̆2 C1 C2 C̆′1 C̆′2 Ğ1 Ğ2 W1 W2

B1 3.55 3.41 3.55 3.41 156 156 0 10.043 0 34.27 ∅ {4}
B2 3.55 1.18 {3.55,...,P=14.86} 1.99 156 468 0 460.143 0 917.88 ∅ {1,2,4}
B3 1.23 3.41 2.06 {3.41,...,P=14.86} 468 156 453.265 0 932.84 0 {1,2,4} ∅

B4 1.23 1.18 1.23� 1.22� 468 468 (i) 426.404 326.953 525.89 399.29 {2,3} {1,4}
(ii) 315.067 438.082 388.58 535.01 {1} {2,3,4}

B5 0.94 0.90 1.09� 0.94� 624 624 190.370 624.000 207.35 584.04 {3} {1,2,4}

Table 6.12 Key equilibrium outcomes related to the SPs — instances B1–B5

Instance v k Xv(P̆k) x̆vk Xv(P̆k) ŭv a∗vp
∗
v(ŭv) ğv r̆∗v/x̆vk

B1

1 – – – – – – – –
2 – – – – – – – –
3 – – – – – – – –
4 2 6.967 10.043 10.043 0.976 0.12 109.82 14.35

B2

1 2 190.471 250.896 250.896 0.622 53.99 29.60 2.11
2 2 163.699 198.937 198.937 0.546 28.07 16.53 2.08
3 – – – – – – – –
4 2 6.557 10.311 10.311 0.986 0.12 124.23 14.04

B3

1 1 205.287 246.667 246.667 0.612 53.12 13.86 2.11
2 1 178.664 196.304 196.304 0.536 27.71 4.03 2.08
3 – – – – – – – –
4 1 6.580 10.295 10.295 0.985 0.12 123.57 14.06

B4

(i)

1 2 122.136 316.395 316.395 0.743 64.51 246.93 2.00
2 1 113.199 239.532 239.532 0.679 32.43 182.18 1.99
3 1 139.726 186.872 186.872 0.771 14.09 115.34 1.85
4 2 6.207 10.558 10.558 0.991 0.12 132.29 13.75

(ii)

1 1 122.811 315.067 315.067 0.741 64.34 243.12 2.00
2 2 112.740 240.378 240.378 0.681 32.50 185.07 1.99
3 2 139.485 187.145 187.145 0.773 14.10 117.59 1.85
4 2 6.207 10.558 10.558 0.991 0.12 132.29 13.75

B5

1 2 107.215 351.059 352.994 0.787 68.32 342.14 1.91
2 2 102.825 262.305 263.751 0.732 34.11 256.80 1.91
3 1 137.031 190.370 190.370 0.789 14.25 142.52 1.84
4 2 6.026 10.636 10.695 0.992 0.12 135.32 13.66
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Table 6.13 Key equilibrium outcomes related to the InPs — instances B6–B11

Instance P 1 P 2 P̆1 P̆2 C1 C2 C̆′1 C̆′2 Ğ1 Ğ2 W1 W2

B6 3.55 0.73 {3.55,...,P=14.86} 1.87 156 780 0 650.537 0 1214.45 ∅ {1,2,3,4}
B7 1.81 0.73 1.81 1.68 312 780 0 675.761 0 1137.25 ∅ {1,2,3,4}
B8 1.23 0.73 1.23 1.11 468 780 0 778.145 0 864.84 ∅ {1,2,3,4}
B9 0.94 0.73 0.94 0.90 624 780 10.694 780.000 10.02 704.49 {4} {1,2,3}
B10 0.76 0.73 0.76 0.73 780 780 201.031 684.881 153.28 502.69 {3} {1,2,4}
B11 0.65 0.73 0.72 0.73 936 780 892.532 0 642.29 0 {1,2,3,4} ∅

Table 6.14 Key equilibrium outcomes related to the SPs — instances B6–B11

Instance v k Xv(P̆k) x̆vk Xv(P̆k) ŭv a∗vp
∗
v(ŭv) ğv r̆∗v/x̆vk

B6

1 2 171.470 259.799 259.799 0.642 55.74 62.26 2.11
2 2 148.251 204.506 204.506 0.568 28.80 42.33 2.07
3 2 171.615 175.889 175.889 0.698 13.41 0.72 1.87
4 2 6.509 10.344 10.344 0.987 0.12 125.55 14.00

B7

1 2 153.092 273.613 273.613 0.671 58.24 111.30 2.09
2 2 134.515 213.203 213.203 0.599 29.85 80.74 2.06
3 2 152.875 178.548 178.548 0.719 13.60 33.31 1.87
4 2 6.433 10.396 10.396 0.988 0.12 127.46 13.94

B8

1 2 116.180 329.198 329.198 0.761 66.03 282.38 1.97
2 2 108.730 248.547 248.547 0.701 33.15 211.92 1.96
3 2 137.423 189.794 189.794 0.787 14.23 138.29 1.84
4 2 6.143 10.606 10.606 0.992 0.12 133.45 13.69

B9

1 2 105.594 340.210 358.017 0.774 67.23 352.74 1.94
2 2 101.776 253.685 266.963 0.713 33.53 264.58 1.95
3 2 134.005 186.105 195.846 0.767 14.05 176.76 1.85
4 1 6.027 10.694 10.694 0.993 0.12 135.31 13.59

B10

1 2 97.388 387.952 387.952 0.823 71.46 416.81 1.81
2 2 96.566 286.109 286.109 0.776 35.46 312.24 1.83
3 1 131.953 201.031 201.031 0.834 14.65 206.33 1.79
4 2 5.866 10.820 10.820 0.995 0.12 137.49 13.44

B11

1 1 96.699 390.870 390.870 0.826 71.68 422.40 1.80
2 1 96.137 287.976 287.976 0.779 35.56 316.36 1.82
3 1 131.360 202.855 202.855 0.840 14.71 214.98 1.78
4 1 5.853 10.830 10.830 0.995 0.12 137.65 13.43
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6.6 Conclusion

In this work, we address a mobile ecosystem in which the network infrastructure and resources
are decoupled from services provisioned for end users giving rise to two types of stakeholders:
InPs and SPs. InPs deploy and manage the mobile network and sell their resources to SPs
through which the latter provision services for the end users. We consider a case in which
there are multiple InPs and multiple SPs and the resource sold/purchased by InPs/SPs is the
amount of capacity per BS cell assuming the cell area is provisioned by each InP through its
individual BS. We model the problem of cell capacity pricing from the InP perspective and of
the choice of an InP from which to acquire capacity from the SP perspective as a multi-leader-
follower game. The proposed model has been applied in the context of migration from 4G
to 5G for several scenarios in which InPs are characterized by different network technologies
and available spectrum bandwidths, whereas SPs provide different 5G mobile services. To
set up realistic scenarios, the InP cost structure and the service characterization are based
on recent 5G literature.

The analysis of the obtained equilibria shows that more recent InPs are preferred w.r.t. older
ones. Older InPs can be competitive if they provide much more spectrum bandwidth, thus
resulting more cost-efficient. When the InPs have the same technology, the new entrant ones
are less preferred. Indeed, they incur a slightly higher unit cost thus being less competitive.
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CHAPTER 7 GENERAL DISCUSSION

The business model of a conventional (facility-based) Mobile Network Operator (MNO) is
very monolithic, i.e., the MNO alone is responsible for the network deployment, its manage-
ment over time and the tailoring and provisioning of services for end users. However, the
concept of infrastructure sharing has been attractive to conventional MNOs for more than
two decades now. In few words, one can define infrastructure sharing as the shared use of ex-
isting or jointly-deployed infrastructure among multiple MNOs. The straightforward benefit
of sharing infrastructure among MNOs is that of sharing its cost. Due to the simultaneous
ever-increasing user demand and declining revenues, infrastructure sharing is particularly
appealing to an MNO when the latter deploys a new technology and faces high upfront costs
for the infrastructure roll-out of and for the acquisition of licensed spectrum. In other words,
infrastructure sharing is one of the means for a conventional MNO business model to remain
profitable.

The technical aspects of infrastructure sharing, which at times comes hand in hand with
spectrum sharing, have been addressed by the research community, especially in terms of
resource management, performance evaluation, enablers and adapted architectures. In turn,
the economic viability of the different infrastructure sharing alternatives has been generally
studied through cost reduction estimates. Instead, the strategic modeling branch, to which
our research project belongs to, is much narrower. Specifically, while there are works that
address the problem of MNOs deciding to enter infrastructure and possibly also spectrum
sharing agreements, such works have limited their focus on the cost savings that infrastructure
and spectrum sharing bring about. However, MNOs are self-interested and profit-maximizing
entities thus when evaluating the profitability of infrastructure and possibly also of spectrum
sharing it is vital to also take into account the impact on revenues depending usually on the
network performance metrics, which means that a proper strategic modeling requires a joint
study of both technical and economic aspects – this has been the object of study of our first
frameworks.

Moreover, with the advent of 5G, the concept of infrastructure sharing becomes more per-
vasive in the context of multi-tenancy and its enabler, network slicing. In essence, network
slicing consists of creating logically separated networks over a single shared network infras-
tructure. Apart from infrastructure sharing, the decoupling of the network infrastructure
from the services it provides is another salient notion in 5G, giving rise to multiple stake-
holders in the mobile market such as InPs and SPs. In such a new mobile market setting,
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the techno-economic interactions among the different stakeholders which have not yet been
addressed by appropriate tools. In this research project we proposed a novel framework based
on a multi-leader-follower game to address such problem.

7.1 Contribution

The key contributions of this research project are the following:

– Multiple novel techno-economic frameworks based on mathematical program-
ming and game theory for infrastructure sharing among conventional MNOs

We have considered conventional MNOs with given market shares which have to decide on
whether to deploy individual networks or enter sharing agreements with a subset of or all the
other MNOs. Two cases have been addressed: (i) infrastructure sharing without spectrum
pooling and (ii) infrastructure sharing with spectrum pooling, assuming each MNO may own
a given amount of licensed spectrum bandwidth. We have proposed both a centralized model
(MILP formulation) and an NTU cooperative game for case (i), whereas for case (ii), both
an NTU and a TU cooperative game. Interesting results have been obtained when testing
these models over different problem instances (see Section 8.1.1 for the key findings).

– A novel techno-economic framework based on game theory for infrastructure
sharing for decoupled infrastructure from services in the context of 5G

The techno-economic interactions among InPs and SPs have been modeled as a MLFG. The
model has been tested with multiple realistic problem instances across which we vary the InPs’
characterization in terms of their network technology (either 4G or 5G) and the amount of
their licensed spectrum bandwidth while the same set of SPs has been considered across all
instances. What makes these instances realistic in the 5G context are (i) the considered InP
cost model – based on 5G literature and (ii) the characterization of the services provisioned
by the SPs – based on usage scenarios of IMT for 2020 and beyond. An important outcome
of the numerical analysis is that the technological features of the InPs significantly affect the
resulting mobile market setting (see Section 8.1.2 for the key findings).

– Broad literature review on infrastructure sharing

The aim of the literature review presented in Chapter 2 was to provide the reader with an
overall complete picture of the research on infrastructure sharing both chronologically-wise
and scope-wise, as opposed to simply pointing out the contribution of our work compared to
similar ones.
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7.2 Impact on the research area

Our work in [23] and [24], presented in Chapters 4 and 5, respectively, have each received
several citations from the research community. The work in [25], presented in Chapter 6, has
not yet received any citations since it was made available online only in December 2019. All
the citations of [23] and [24], with the exception of [122], belong to research branches other
than strategic modeling or have studied problems which are significantly different from ours.
Instead, in [122] the authors have adopted the NTU cooperative game framework proposed
in our work in [24] in the context of a Cloud RAN (C-RAN) with focus on energy efficiency.
This shows that our proposed framework is flexible as it can be adapted and used for studying
other network sharing scenarios in addition to those addressed in our work.

7.3 Insights and new perspectives

The key findings of [23–25] are presented in detail in Chapter 8. In the following paragraphs
we will provide some insights and new perspectives deriving from these findings.

From [23, 24] it results that there is generally incentive for infrastructure sharing among
conventional MNOs when infrastructure sharing is accompanied by spectrum sharing in which
case the benefit of sharing can be paralleled to the economies of scale. In turn, infrastructure
sharing in the context of 5G can be seen from a different perspective, that of using the shared
infrastructure among different types of services which have different characteristics and hence
allow the InPs to better exploit the network resources and monetize the investments in their
assets (infrastructure and spectrum) as opposed to using them for a single type of service.

As for infrastructure sharing with spectrum pooling studied in [24], for which there is almost
always incentive for MNOs to collaborate and build a unique shared network (coalition), the
fact that an a priori cost division rule (such as cost sharing proportionally to the MNOs’
market shares) does not always guarantee the coalition stability shows that the proposed
model can be a useful tool for MNOs when deciding to enter a sharing agreement and how
to split the cost of the shared network.

Concerning [25], one key finding is that the technological features of the InPs have a significant
impact on the competition among them in the mobile market. In these lines, in a market
consisting of a 4G InP and a 5G InP, it turns out that the 4G InP is preferred to a 5G one
only when the former has much more spectrum bandwidth than the latter. This shows that
the amount of spectrum bandwidth allocated to 5G networks during auctions is important
for 5G to cost-effectively enter a market in which an incumbent 4G network is present, hence
regulators may want to intervene in such auctions if they wish to promote 5G entering the
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market. Moreover, when considering a market with two 5G InPs in which one is a new-entrant
and the other owns a legacy network (which it can partially reuse), when both InPs have
equal amount of bandwidths, the new entrant is less cost-effective hence less competitive.
Therefore, regulators might want to intervene in spectrum auctions and guarantee sufficient
spectrum bandwidth for the new entrant in order to induce competition and avoid a monopoly
market, e.g., through spectrum set-asides for new entrants.
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CHAPTER 8 CONCLUSION AND RECOMMENDATIONS

8.1 Summary of Works

In this chapter we summarize the problems addressed in [23–25] and the key results obtained
applying the respective proposed frameworks for the considered problem instances.

8.1.1 Infrastructure sharing among conventional MNOs

The first type of problems that have been tackled by this research project in [23] and [24]
share the following reference scenario:

A set of conventional MNOs with given market shares plan to deploy a layer of LTE small
cells to their existing macrocell infrastructure in one or multiple given geographical areas.
MNOs have to decide whether to deploy their individual network of small cells or cooperate
with a subset/all other MNOs and build a shared network in the given area(s).

We have explored several variants that arise from this scenario in [23, 24] which we have
modeled by suitable mathematical approaches. The different variants address the following
aspects: (i) whether spectrum can be pooled, (ii) whether the regulator intervenes and (iii)
whether the cost division rule is an input or an output of the model.

One key common input to these models is the user pricing model which allows us to capture
the impact that infrastructure sharing has on the revenues of collaborating MNOs so that
their strategic decision of entering a sharing agreement is not simply driven by the impact
on the cost, but on its overall profit. The proposed user pricing depends on the average rate
perceived by users of an MNO which in turn depends on its sharing agreement, i.e., on the
coalition joined by the MNO where each coalition member is characterized by a given market
share and a given spectrum availability.

In turn, the key output is the network sharing configuration, i.e., the coalitions of MNOs
which are formed up and their respective level of investment (i.e., number of deployed small
cells in our case). Such sharing configurations correspond either to the case when coalitions
are created by MNOs voluntarily, so that their respective individual profits are maximized,
or imposed by the regulator, so that a global objective is optimized.
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Infrastructure sharing without spectrum pooling

In [23], we consider the case when there is no spectrum pooling, i.e., the same amount of
spectrum resources is available to any type of coalition, regardless of the number of members
in the coalition. We consider two variants here:

• A regulator forces MNOs to adopt a network sharing configuration which maximizes the
total/minimum user rate, while making sure that the MNO profits cannot be negative.
We model this case as a Mixed Integer Linear Programming Problem (MILP).

• Each MNO joins the coalition that maximizes its individual profit. This case is instead
modeled as cooperative game with non-transferable utility.

Among others, we analyze the impact that the price per unit of service has on the obtained
network configurations (coalitions and number of activated small cells).

Two key findings of such analysis are the followings:

• There is generally more incentive to cooperate so as to maximize the MNOs individual
profits (second variant), as opposed to maximizing the user rate (first variant).

• However, for both variants, the increase of user price per unit of service (and therefore
of the MNO revenues for the same service of level provided/level of network invest-
ment) decreases the incentive to cooperate since MNOs can afford larger investments
by themselves and build less congested networks which in turn provides them with
higher revenues. This shows that infrastructure sharing without spectrum pooling in-
troduces a trade-off between reduced cost and service level degradation and whether
the former outweighs the latter depends on the MNO revenues.

Infrastructure sharing with spectrum pooling

In [24] we address a problem similar to [23], but, in addition, we assume MNOs (or at least one
of them) owns a certain amount of spectrum. We also assume that for any type of coalition,
its members will agree to pool together their individual spectrum. We model this problem as
a cooperative game and derive solutions belonging to the core (that is, we determine payoff
allocations that make the grand coalition stable). Unlike in [23], where the cost are divided
a priori, based on the MNOs market shares, here ([24]) the cost division is an outcome of the
game. In other words, how cost are divided can make the grand coalition stable or not. This
further “degree of liberty” is introduced since MNOs can have different mixtures of market
share and available spectrum and such mixture should influence their payoff allocations.



124

In [24], we carry out a similar analysis of the impact of unit price on the game outcome, also.
The key findings are the following:

• The grand coalition is stable for the vast majority of considered instances (representing
MNOs with different mixture of market share and spectrum holdings) regardless of
the unit price: this means that the spectrum pooling gain outweighs the service level
degradation introduced by infrastructure sharing alone.

• The stable cost division rule reflects the MNOs individual market share and available
spectrum: e.g., MNOs with a small market share and large available spectrum can be
at the limit exempted from the network infrastructure cost.

8.1.2 Infrastructure sharing for decoupled infrastructure from services in the
context of 5G

Instead in [25], we have addressed a problem concerning a different mobile market setting
representing future (5G) networks in which the mobile network infrastructure and the mobile
services are decoupled. A brief description of the problem follows:

In a dense urban area, there are multiple InPs with individual mobile networks that overlap.
We focus in the area of a single BS cell (served simultaneously by all InPs through their
individual BSs, i.e., the latter are assumed to be co-located). However, InPs are assumed
to operate in disjoint spectrum bands. None of the InPs provides services to end users. In
turn there are multiple SPs with no network infrastructure and resources and each such SP
provides only one type of mobile service to a unique market segment. Each SP provisions
services for its end users in the cell area by purchasing cell capacity from only one of the
InPs (however an InP can host multiple SPs). Each entity (InP/SP) is assumed a profit-
maximizer. In these lines, each InP offers its available cell capacity at a unit price that
maximizes its profit from the overall amount of sold capacity whereas each SP chooses an
InP from which to purchase cell capacity with the objective of maximizing its profit (given
by the difference between revenues incurred from own users for the amount of cell capacity
purchased from the selected InP and the resulting cost of the this cell capacity. The cell
capacity of each InP is fixed (and finite) hence SPs compete among them in selecting an InP
from which to purchase cell capacity whereas InPs compete among them in the cell capacity
unit prices to be selected by the SPs.

For this setting, to tackle the problem of cell capacity unit pricing by the InPs and InP choice
by the SPs, we propose a multi-leader-follower game (an extension of the basic Stackelberg
game involving a single leader and a single follower).
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We have set up several realistic instances which differ in the characterization of the set of
InPs in terms of network technology (whether 4G or 5G) and of their available spectrum
bandwidths where the InP cost model is based on recent 5G literature. In turn, for all
instances we consider the same set of SPs (whose provisioned services are characterized
through usage scenarios of International Mobile Telecommunications (IMT) for 2020 and
beyond). Applying the proposed multi-leader-follower game to these instances always allows
us to obtain an equilibrium or an approximation of an equilibrium. From the equilibria
obtained for the different instances, one key outcome is that the competitiveness among the
InPs is considerably affected by their technological features. In particular:

• An InP with 5G technology is generally preferred by SPs to an InP with 4G when their
spectrum bandwidths are comparable due to the former’s higher cost-efficiency.

• An InP with 4G technology becomes competitive only when its available spectrum
bandwidth is significantly larger than the one of a 5G InP.

• When all InPs have 5G networks, the new entrant is generally less competitive due to
its slightly higher unit cost.

As for the SPs, in order to maximize their profit, some of the them may opt for a more
expensive InP when the cheapest InP has not sufficient available capacity.

8.2 Limitations and future research

In [23–25] we have proposed suitable mathematical models to analyze several infrastructure
and spectrum sharing scenarios arising in different technological environments. Although
our models are very detailed and realistic, there are still some aspects that can be potential
leads for future research in the topic. One such aspect is user churning which is not trivial to
deal with. To model user churning, a detailed socio-economic analysis of the user behavior
is needed, which goes beyond the scope of our research project. A sensitivity analysis of the
infrastructure cost models can be another research lead, given the lack of realistic (MNO-
provided) infrastructure cost models in the literature. As for [25], the model proposed therein
can be further enriched by considering additional types of SPs, multiple service types provided
by the single SP and by allowing the latter to purchase capacity from multiple InPs.
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APPENDIX A PIECE-WISE LINEAR APPROXIMATION OF THE USER
RATE

We recall that the nominal user rate (ρa,noms ) is computed by means of the simulation de-
scribed in Subsection IV-A whereas the average user rate (ρas) is derived from ρa,noms according
to Equations (A.1). ρas is then approximated by a concave piecewise linear function in order
to formulate the problem as a MILP.

ρas = ρa,noms (1− η)
∑

i∈Os
σiNa

uas , ∀ s ∈ S, ∀ a ∈ A. (A.1)

Figure A.1 illustrates the simulated nominal user rate ρa,noms , the average user rate ρas and the
piece-wise linear function approximating ρas for coalition ABC in area Z1 (similarly for all the
other considered areas and coalitions). In the following, we explain how the approximation
was modeled in the MILP formulation.
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Figure A.1 Simulated nominal user rate (ρa,noms ), average user rate (ρas) and adaptive piece-wise
linearization for coalition ABC in area Z1 (20000 users, 4 km2).

As mentioned, L denotes the number of linear pieces (intervals) that approximate ρas . We
have considered equal values of L for all the coalitions s ∈ S and all the areas a ∈ A. L was
set to 11 for user distribution M1 and to 10 for M2. For each interval l ∈ {1, . . . , L}, coalition
s and area a, [Ua,l−1

s , Ua,l
s ] represents the range of the number of BSs that characterize the

lth interval, Ra,l
s is the average user rate when s activates Ua,l

s BSs in a and αa,ls is the slope
associated with the lth interval. The average user rate ρas obtained by activating uas BSs, with
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uas ∈ [Ua,l−1
s , Ua,l

s ], is therefore equal to Ra,l−1
s +αa,ls (uas −Ua,l−1

s ). Equations (A.2) show how
these parameters are related with one another.

Ra,0
s = ρas(1), ∀ s ∈ S, ∀ a ∈ A,

Ra,l
s = Ra,l−1

s + αa,ls (Ua,l
s − Ua,l−1

s ),

∀s ∈ S, ∀ a ∈ A, ∀ l ∈ {1, . . . , L}.

(A.2)

In particular, Ua,0
s is equal to 1, whereas Ua,L

s is equal to Umax, ∀s ∈ S and ∀a ∈ A. Thus,
the average user rate ρas obtained by activating uas BSs can be reformulated as:

ρas = minl∈{0,...,L−1}{Ra,l
s + αa,l+1

s (uas − Ua,l
s )},

∀ s ∈ S, ∀ a ∈ A.
(A.3)

As ρas is maximized by any of the considered objective functions, Equations (A.3) can be
replaced by Constraints (4.8). Notice that, the auxiliary binary variables zas equal zero when
either no BSs are activated by s in a (uas = 0 and therefore zas = 0 due to Constraint (4.7))
or s is not active (ys = 0 and therefore zas = 0,∀a ∈ A due to Constraints (4.4) and (4.7)).
In turn, when zas = 0, we should also have ρas = 0, which is guaranteed by Constraints (4.9)
while Constraints (4.8) are made redundant by the term M(1− zas ), where M = 1000.
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APPENDIX B PROOF OF NP-COMPLETENESS

The optimization problem with objectiveMINQ and Constraints (4.2)–(4.13) will be denoted
by Infrastructure Sharing Problem (ISP).

Theorem. The decision version of (ISP) is NP-complete.

Proof. The decision version of (ISP) can be formulated as:

Given a threshold Q̄ > 0 on the quality, are there variables ys, zas , uas and ρas , with s ∈ S and
a ∈ A, such that Constraints (4.2)–(4.13) are satisfied and MINQ ≥ Q̄?

We will prove that the decision version of (ISP) is NP-complete by reduction from the Set
Partitioning Problem (SPP) which is a well-known NP-complete problem (see, e.g., [233]).
We recall the decision version of (SPP):

Given a universe U , a family C of subsets of U and a positive integer K, is there a subset
C ′ ⊆ C such that |C ′| ≤ K and each element of the universe U belongs to exactly one member
of C ′?

The proof is carried out in 3 steps.

1. The decision version of (ISP) is a NP problem because verifying that a given solution
is a YES one requires O(|O|+ L|S|) number of operations.

2. It is possible to make a polynomial time transformation of any instance ISPP of the
decision version of (SPP) into an instance IISP of the decision version of (ISP). Given
ISPP=(U , C, K), we build IISP=(O, S, A, Na, {σi}i∈O, Umax, L, {U l

s}Ll=0, {Rl
s}Ll=0,

{αls}Ll=1, δ, D, g, Q̄) as follows:

• O = U , S = C, |A| = 1, Na = |U|, σi = 1/|U| for any i ∈ O, Umax = K, L = K−1.

• For any coalition s ∈ S, we set U0
s = 1, U1

s = 2, . . . , UK−1
s = K.

• Given an arbitrary coalition s ∈ S, we set:

R0
s = |s|/|s| for any s ∈ S,

Rl
s = Rl−1

s + αls for any s ∈ S and l = 1, . . . , K − 1,

• For any coalition s ∈ S, we set R0
s > α1

s > α2
s > · · · > αK−1

s > 0.

• δ = 1, D = 1, g = |s|, Q̄ = min
s∈S

R0
s.

It is clear that such transformation can be done in polynomial time with respect to size
of IISP .



152

3. IISP is a YES instance if and only if ISPP is a YES instance.

First, we prove the if part. Since ISPP is a YES instance, there is a subset C ′ ⊆ C such
that |C ′| ≤ K and each element of the universe U belongs to exactly one member of C ′.
We define the variables

ys = zas = uas =

1 if s ∈ C ′,

0 otherwise,
ρas =

R
0
s if s ∈ C ′,

0 otherwise.

It is easy to check that Constraints (4.2)–(4.5) are satisfied. Constraint (4.6) is fulfilled
since ∑

s∈S
uas = |C ′| ≤ K = Umax.

The values of variables zas , uas and ρas guarantee that Constraints (4.7)–(4.9) hold.
Furthermore, Constraints (4.13) on the nonnegative profit of MNOs hold because

∑
a∈A

(rai − cai ) =δDσiNaq
a
i −

∑
s∈Si

g
σi∑
j∈s σj

uas =

∑
s∈Si

R0
su

a
s −

∑
s∈Si

|s|
|s|
uas = 0.

Finally, since C ′ is a partition of O, any MNO i belongs to a unique coalition si ∈ C ′

and qai = ρasi = R0
si
≥ Q̄ for any i ∈ O, that is MINQ ≥ Q̄. Therefore, IISP is a YES

instance.

Now, we prove the only if part. Assume that IISP is a YES instance, i.e., there are
variables ys, zas , uas and ρas , with s ∈ S and a ∈ A, such that all the Constraints (4.2)–
(4.13) are satisfied and MINQ ≥ Q̄. For any i ∈ O we have qai ≥ Q̄ > 0, hence we
get from Constraints (4.4), (4.7) and (4.9) that for any i ∈ O there exists a unique
coalition si ∈ Si such that ysi = 1. Thus, uasi ≥ 1 by Constraint (4.5). On the other
hand, rai = δDσiNaq

a
i = ρasi and

cai =
∑
s∈Si

g
σi∑
j∈s σj

uas = g
σi∑
j∈si σj

uasi =

|s|
|si|

uasi = R0
si
uasi .

Since 0 ≤ rai − cai = ρasi −R
0
si
uasi , we obtain from Figure B.1 that uasi ≤ 1. Thus, for any

activated coalition s (i.e., ys = 1) the number of deployed BSs is uas = 1. If we define

C ′ = {s ∈ S : ys = 1},
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then C ′ is a partition of U and |C ′| = ∑
s∈S u

a
s ≤ Umax = K, therefore ISPP is a YES

instance.
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Figure B.1 Graphical illustration of the number of BSs activated by coalitions.
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APPENDIX C OPTIMAL USER FEE DERIVATION

In the following, we derive the optimal user fee from the SP perspective, i.e., the fee offered
to a user by its SP so that the SP revenue is maximized. We show that this fee is a function
of the level of utility perceived by the user which is per se a function of the amount of
capacity allocated to the user by the SP. As explained in Section 6.3.2, each SP v ∈ V
splits its available cell capacity xv uniformly among its users and the utility perceived by
the single user from the allocated capacity, i.e., uv(xv) is represented by Equation (6.1).
Further, if a user of SP v perceiving the utility uv(xv) is offered a fee pv, it will accept it
with a probability av(pv, uv(xv)) given by Equation (6.2) (or equivalently (6.3)), therefore,
av(pv, uv(xv))pv represents the fee accepted by the user. It follows that, for a given amount
of cell capacity xv, which implies a level of utility for the single user equal to uv(xv), the
optimal user fee for SP v is the value of the pv which maximizes av(pv, uv(xv))pv.

For ease of notation, hereon, we drop the argument xv of the utility function uv(xv) as we
derive the optimal offered fee for a fixed level of utility. We also drop the SP subscript v
from all parameters and variables since the optimal fee derivation is analogous for all SPs.
We assume 0 < ε < ∞, 0 < µ < ∞, 0 < p < ∞, 0 < u < ∞, 0 < q < 1, 0 < p < ∞, and
0 < u < ∞. It can be easily argued that these are all sensible assumptions. First, recall
that an SP polls a large set of its own users characterized by ε and µ (i.e., the sensitivities
to changes in price and utility, respectively) on whether they accept the fee p when they
perceive a maximum level of utility (u) and then it sets q equal to the fraction of users
that reject it. As explained in Section 6.3.2, the normalizing constant A = −pεu−µ log(q),
therefore for the assumed values of p, ε, u, µ and q, we have 0 < A < ∞. Recall also that
a(p, u) = 1−e−Ap−εuµ = 1−q(p/p)ε(u/u)µ given the definition of A (as detailed in Section 6.3.2).
Concerning ε and µ, they are both assumed positive constants in [208] and positive bounded
values are considered in literature ([208,219,228–232]). In fact, ε and µ should be estimated
through realistic measurements [208], hence, in practice, it cannot be that ε =∞ or µ =∞
as users cannot be infinitely sensitive to changes in the offered fee or the perceived utility.
Consider the equivalent definition of a(p, u), i.e., a(p, u) = 1− q(p/p)ε(u/u)µ and suppose that
0 < µ <∞, 0 < p <∞, 0 < u <∞, 0 < q < 1, 0 < p <∞, and 0 < u <∞ but ε =∞. It



155

follows that

a(p, u) =


1 if p < p,

0 if p > p,

indeterminate otherwise,

hence a(p, u)p is maximized by a fee equal to p−∆, where ∆ is an infinitely small positive
constant. Now, suppose that 0 < ε < ∞, 0 < p < ∞, 0 < u < ∞, 0 < q < 1, 0 < p < ∞,
and 0 < u <∞ but µ =∞. It follows that

a(p, u) =


0 if u < u,

1 if u > u,

indeterminate otherwise,

therefore, if u < u, a(p, u)p = 0 for any offered price p 6= ∞, i.e., any p 6= ∞ generates zero
revenue for the SP, whereas for u > u, a(p, u)p is maximized by any p 6= ∞. Further, if
u = 0 (where by definition u is the maximum utility perceived by the user), then it would
make no sense to look for the optimal fee, as no rational user would be willing to pay for
a service which provides no utility. For the considered utility function (see Equation (6.1)),
u ≤ 1 hence u <∞. Even if we were to consider a different utility function, it would still be
reasonable to assume that u <∞ since the utility is a function of the allocated capacity which
is per se physically limited. As for p, the value p = ∞ is impractical whereas p = 0 would
result in q = 0 (as no rational user would reject a service providing a maximum level of utility
u when offered for free) and therefore a(p, u) = 1 − q(p/p)ε(u/u)µ would be indeterminate for
any value of u and p, which means that the SP cannot make use of the acceptance probability
function if it were to poll its users with p = 0. Next, for 0 < ε <∞, 0 < µ <∞, 0 < p <∞,
and 0 < u <∞, q = 0 would result in a(p, u) = 1−q(p/p)ε(u/u)µ = 1, ∀u ∈ (0,∞), ∀p ∈ (0,∞)
and vice versa, q = 1 would result in a(p, u) = 0, ∀u ∈ (0,∞), ∀p ∈ (0,∞), which means that
in both cases the SP cannot make use of the acceptance probability function. In practice, if
an SP estimated q = 0 (q = 1), we would expect it to re-poll the users with a higher (lower)
value of p until it attains1 a value of q in (0,1). As for p, while p = ∞ is impractical, for
the assumed parameter values, p = 0 would instead result in a(p, u) = 1,∀u ∈ (0,∞) and,
as a result, in a(p, u)p = 0,∀u ∈ (0,∞) which is the minimal value of a(p, u)p hence we
look for p ∈ (0,∞). Finally, we have assumed 0 < u < ∞, where u < ∞ can be justified

1In practice, it should be unlikely for the SP to attain q = 0 for p→∞. Instead, if the SP attained q = 1
for p→ 0, it means the service it proposes has no market.
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in the same fashion as u < ∞ since by definition u ≤ u, whereas u = 0 is not interest:
for the assumed parameter values, when u = 0, a(p, u) = 0, ∀p ∈ (0,∞), and, as a result,
a(p, u)p = 0, ∀p ∈ (0,∞), i.e., there is no optimal fee as the SP incurs no revenue when the
user achieves no utility.

Now, for a given u, we look for p which maximizes a(p, u)p, which we denote as p∗(u). Recall
that a(p, u) = 1− e−Ap−εuµ (see Equation (6.2)), therefore to determine p∗(u) we solve

∂
(
(1− e−Ap−εuµ)p

)
∂p

= 0,

that is, the equation

1− e−Ap−εuµ − εAp−εuµe−Ap−εuµ = 0. (C.1)

First, let z = εAp−εuµ + 1. Equation (C.1) becomes equivalent to

1− ze(1−z)/ε = 0. (C.2)

Then let y = −z/ε which allows to rewrite (C.2) as

yey = (−1/ε)e(−1/ε). (C.3)

If we denote a solution of Equation (C.3) by y∗, then the optimal offered price for the givel
level of utility u, i.e., p∗(u), corresponding to y∗ is

p∗(u) = [(Auµ) / (−y∗ − 1/ε)]1/ε . (C.4)

It follows that the acceptance probability of p∗(u), given u, is

a(p∗(u), u) = 1− e−A(p∗(u))−εuµ

= 1− e−AA−1(−y∗−1/ε)u−µuµ (C.5)

= 1− ey∗+1/ε.

Notice that a(p∗(u), u) is independent of u and it only depends on ε (as from (C.3) y∗ only
depends on ε) hence, hereon, we refer to a(p∗(u), u) by a∗. Equation (C.3) has one easily
identifiable solution, y∗ = −1/ε, for which, however, p∗(u) = ∞ as A 6= 0, u 6= 0, µ 6= ∞
and 0 < ε < ∞ (see Equation (C.4)), whereas a∗ = 0 (see Equation (C.5)) and, as a result
a∗p∗(u) = 0 ×∞ (i.e., the optimal accepted fee is indeterminate). However, depending on
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the value of ε, y∗ = −1/ε may not be the only solution of (C.3). To determine all solutions
of Equation (C.3), we proceed as follows. Let α = (−1/ε)e−1/ε. Equation (C.3) becomes
equivalent to

yey = α, (C.6)

whose solutions are given by the noted LambertW function. As here y = −z/ε = −Ap−εuµ−
1/ε ∈ R, we consider the real-valued variant of the Lambert W function which we denote
as W : α → y, where α ∈ [−1/e,+∞). The lower bound of α is due to the fact that the
minimum value of the function f(y) = yey, attained at y = −1, is equal to −1/e. Since
α = −(1/ε)e−1/ε and 0 < ε < ∞, here we also have that α < 0. W is single valued for
α = −1/e, whereas for α ∈ (−1/e, 0), it is double-valued as illustrated by Figure C.1. The
upper branch of W (for which W ≥ −1), is denoted as W0, whereas the lower branch (for
which W ≤ −1) as W−1, where both W0 and W−1 are per se single-valued functions of α.
It follows that for ε = 1, which implies a value of α = (−1/ε)e−1/ε = −1/e, Equation (C.6)
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Figure C.1 Lambert W function for α ∈ [−1/e, 0).

admits a single solution y∗ = W (−1/e) = W0(−1/e) = W−1(−1/e) = −1 (see Figure C.1)
which coincides with the solution y∗ = −1/ε = −1 of the equivalent Equation (C.3) obtained
by inspection. Instead, for ε ∈ (0,∞) with ε 6= 1, for which α ∈ (−1/e, 0), Equation (C.6)
admits two solutions: y∗0 = W0(α) and y∗−1 = W−1(α). In summary, based on the value
of ε which results in α = −(1/ε)e−(1/ε), there are three cases concerning the solution(s) of
Equation (C.6):

1. For ε = 1, which implies α = − (1/ε) e−(1/ε) = −1/e, Equation (C.6) admits a single
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solution y∗ = W (−1/e) = W0(−1/e) = W−1(−1/e) = −1 (see Figure C.1)). From
(C.4), the optimal fee for the given level of utility u corresponding to y∗ = −1, i.e.,

p∗(u) = [(Auµ) / (−y∗ − 1/ε)]1/ε

= (Auµ) / (1− 1)

=∞,

as A > 0, u > 0, µ <∞. Then from (C.5), the acceptance probability of p∗(u) for the
given level of utility u, i.e.,

a∗ = 1− ey∗+1/ε = 1− e−1+1 = 0

and, as a result, a∗p∗(u) = 0 ×∞, i.e, the optimal accepted fee for the given level of
utility u is indeterminate.

2. For 0 < ε < 1, which implies α = − (1/ε) e−(1/ε) ∈ (−1/e, 0) and hence W (α) being
double-valued, Equation (C.6) admits two solutions: y∗0 = W0(α) > −1 and y∗−1 =
W−1(α) = −1/ε < −1. Let a∗0 denote the acceptance probability of p∗0(u) for the given
level of utility u and, analogously, a∗−1, the acceptance probability of p∗−1(u) for u.
From (C.4), we have

p∗0(u) = [(Auµ) / (−y∗0 − 1/ε)]1/ε

= [(Auµ) / (−W0(α)− 1/ε)]1/ε .

Due2 to −1 < W0(α) < 0 and 0 < ε < 1, which imply −∞ < −W0(α) − 1/ε < 0 and
given that 0 < A <∞, 0 < u <∞, µ <∞ and 0 < ε < 1, then

p∗0(u) ∈


(0,∞) if 1/ε is an even integer,

(−∞, 0) if 1/ε is an odd integer,

C otherwise,

which means that if 1/ε is not an even integer, then p∗0(u) is an infeasible solution.
From (C.5),

a∗0 = 1− ey∗0+1/ε = 1− eW0(α)+1/ε ∈ (−∞, 0)
2Recall that here α < 0 and since W0(α) is strictly increasing in α, then W0(α) < W0(0) = 0.
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as 0 < W0(α) + 1/ε < ∞ for which 1 < eW0(α)+1/ε < ∞ . As −∞ < a∗0 < 0, we
can conclude that even when 1/ε is an even integer, p∗0(u) is infeasible as it cannot be
accepted with a negative probability.

As for y∗−1 = W−1(α) = −1/ε, we have that

p∗−1(u) =
[
(Auµ) /

(
−y∗−1 − 1/ε

)]1/ε
= [(Auµ) / (1/ε− 1/ε)]1/ε =∞

as A > 0, u > 0, µ <∞ and 0 < ε < 1 whereas

a∗−1 = 1− ey∗−1+1/ε = 1− e−1/ε+1/ε = 0,

and, as a result, a∗−1p
∗
−1 = 0×∞.

3. For 1 < ε < ∞, α = − (1/ε) e−(1/ε) ∈ (−1/e, 0), therefore W (α) is double-valued and
consequently Equation (C.6) admits two solutions: y∗0 = W0(α) = −1/ε > −1 and
y∗−1 = W−1(α) < −1. As for case 2, a∗0 and a∗−1 denote the acceptance probability of
p∗0(u) and p∗0(u), respectively, for the given level of utility u. From (C.4) and (C.5), we
get

p∗0(u) = [(Auµ) / (−y∗0 − 1/ε)]1/ε

= [(Auµ) / (1/ε− 1/ε)]1/ε

=∞

as A > 0, u > 0, µ <∞ and 1 < ε <∞, while

a∗0 = 1− ey∗0+1/ε = 1− e−1/ε+1/ε = 0,

hence a∗0p∗0 = 0×∞.

Concerning the solution y∗−1 = W−1(α),

p∗−1(u) =
[
(Auµ) /

(
−y∗−1 − 1/ε

)]1/ε
= [(Auµ) / (−W−1(α)− 1/ε)]1/ε ∈ (0,∞),

as 0 < A < ∞, 0 < u < ∞, µ < ∞, 0 < −W−1(α) − 1/ε < ∞ (due3 to −∞ <

3Recall that here α < 0 and since W−1(α) is strictly decreasing in α then W−1(α) > limα→0−W−1(α) =
−∞.
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W−1(α) < −1 and 1 < ε < ∞) and ε > 0. In turn, as −∞ < W−1(α) + 1/ε < 0 and,
as a result, 0 < eW−1(α)+1/ε < 1,

a∗−1 = 1− ey∗−1+1/ε = 1− eW−1(α)+1/ε ∈ (0, 1).

Then, due to 0 < p∗−1(u) <∞ and 0 < a∗−1 < 1, 0 < a∗−1p
∗
−1(u) <∞.

p∗(u) =
 Auµ

−W−1
(
−1
ε
e−

1
ε

)
− 1

ε

 1
ε

= p

 log(q)
W−1

(
−1
ε
e−

1
ε

)
+ 1

ε

 1
ε (

u

u

)µ
ε

∈ (0,∞),

which is accepted with a probability

a(p∗(u), u) = 1− eW−1

(
− 1
ε
e−

1
ε

)
+ 1
ε ∈ (0, 1),

hence the optimal accepted fee a(p∗(u), u)p∗(u) ∈ (0,∞).
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APPENDIX D EXAMPLES OF THE SPS’ PAYOFF FUNCTION

The payoff of an SP (defined in Equation (6.21)) is the difference between its revenue (see
Equations (6.7) and (6.1)) and its cost for a given amount of acquired cell capacity at a given
cell capacity unit price. We drop the SP subscript v from the aforementioned formulas and
write in extensive form the SP payoff as function of the amount of acquired cell capacity x
at a given cell capacity unit price P as follows:

g(x) =



−Px, if 0 ≤ x ≤ ÑX ,

Na∗p
[

log(1−a)
log(1−a∗)

]1/ε ( 1
u

)µ/ε 
(
x/Ñ−X
X−X

)ξ
1+
(
x/Ñ−X
X−X

)ξ

µ/ε

− Px,

if x > ÑX .

(D.1)

Let µ = ε = 2, Na∗p
(

log(1−a)
log(1−a∗)

)1/ε
= 1, u = 1, Ñ = 1, X = 1 and X = 10. For these values

of parameters, in Figures D.1 and D.2 we plot g(x) in terms of x for all combinations of two
different values for each of the remaining parameters: i.e., for values 2 and 20 for ξ (the utility
elasticity) and for values 0.03 and 0.1 for P (the cell capacity unit price). Values 2 and 20
are the minimum and maximum values considered for ξ in this work (see Section 6.4.3) and
also in literature [208]. As for P , given the considered values for all other parameters, values
0.03 and 0.1 are simply two values that allow to illustrate the two different cases concerning
the calculation of the minimum and maximum amount of cell capacity requested by the SP
for a given cell capacity unit price P , i.e., X(P ) and X(P ), where

X(P ) =


0, if g(x) ≤ 0, ∀x ≥ ÑX ,

argmax
x≥ÑX

g(x), if ∃ x > ÑX | g(x) > 0,

X(P ) =

0, if X(P ) = 0,

x ∈ [ÑX , X(P )] | g(x) = 0, if X(P ) > 0.

Notice that for 0 < x ≤ ÑX , one has g(x) < 0 as in this range g(x) = −Px (see Equa-
tion (D.1), Figures D.1 and D.2). Hence, we look for X(P ) and X(P ) for x > ÑX . From Fig-
ures D.1b and D.2b, we can see that for both values of ξ, when P = 0.1, g(x) < 0, ∀x ≥ ÑX ,
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as a result, we force X(P ) = X(P ) = 0. Instead, from Figures D.1a and D.2a we can see
that, for both values of ξ when P = 0.03, one has:

(1) there exists x > ÑX such that g(x) > 0, therefore, X(P ) > ÑX > 0 and g(X(P )) > 0;

(2) g(x) has a unique zero in [ÑX , X(P )], hence there is a unique value for X(P );

(3) X(P ) > X(P ) > ÑX > 0, as g(ÑX ) < 0 whereas g(X(P )) > 0.
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(b) P = 0.1

Figure D.1 SP payoff function examples for utility elasticity ξ = 2.
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Figure D.2 SP payoff function examples for utility elasticity ξ = 20.
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APPENDIX E APPROXIMATED EQUILIBRIA

For the InPs’ game GK, since there are two players (InPs) for each considered instance,
the existence and multiplicity of its NE in pure strategies can be also depicted graphically
through the InPs’ best response functions. The best response P∗k of any InP k is the set of
strategies

P∗k(P−k) = {Pk ∈ Pk |

Gk([Pk,P−k]) ≥ max
P ′
k
∈Pk

Gk([P ′k,P−k])−∆},

∀ P−k ∈
∏
j∈K\{k}Pj,

(E.1)

that is, P∗k(P−k) is the set of all InP k unit prices that maximize its payoff within a margin1

∆ (see Section 6.4.5) given P−k, i.e., given the unit prices offered by all other InPs but k.

For two illustrative instances, A5 and B9, in Figures E.1a and E.1b, we have plotted in
blue (∗ markers) the best response function of InP 2, that is the payoff-maximizing unit
price(s) for InP 2 for each possible unit price that InP 1 can offer (i.e., P∗2 (P1) for any
P1 ∈ P1 = {P 1, . . . , P}) and in red (◦ markers) the best response function of InP 1, that
is the payoff-maximizing unit price(s) for InP 1 for each possible unit price that InP 2
can offer (i.e., P∗1 (P2) for any P2 ∈ P2 = {P 2, . . . , P}). The NE InP unit price profile(s)
P̆ of the InPs’ game for A5 and B9 are then represented by all intersections between P∗1
and P∗2 in Figures E.1a and E.1b, respectively. For instance A5 (see Figure E.1a), as also
reported in Table 6.7, there are |P2| = 30 NE such that P̆1 = 1.77 EUR/Mbps/month and
P̆2 ∈ P2 = {P 2 = 2.24, . . . , P = 14.86} EUR/Mbps/month. In fact, as previously mentioned,
all these NE are equivalent for both InPs in terms of achieved payoffs (Ğ1 = 1105.80, Ğ2 = 0)
EUR/month: in each such NE, i.e., for each such P̆ , InP 1 offers the unit price P̆1 = 1.77
EUR/Mbps/month (which is strictly lower than P 2 = 2.24 EUR/Mbps/month, i.e., the
lowest unit price that InP 2 can offer) and is selected by all four SPs in the unique NE of the
respective GV(P̆ ) (see Table 6.8), while InP 2, not being selected by any SP and therefore not
selling any capacity even when it offers P̆2 = P 2, is indifferent between all unit prices it can
offer, each proving it with zero payoff (i.e., for InP 2 any unit price P2 ∈ P2 is a best response
to P̆1). Instead, for instance B9 (see Figure E.1b) there is a single intersection between P∗1

1The absolute payoff margin ∆ = 10−6 EUR introduced in the NE definition (see Equation (6.31)) to deal
with numerical issues brought about by solver tolerances (as explained in Section 6.4.5) has been applied to
best response definition accordingly.
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Figure E.1 InPs’ best response functions for GK — example of multiple NE (a) and unique
NE (b).

and P∗2 , therefore a unique NE for GK, P̆ = (P̆1 = 0.94, P̆2 = 0.90) EUR/Mbps/month,
as reported in Table 6.13 as well; at the unique NE of the respective GV(P̆ ), InP 1 is
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selected only by SP 4 to which it sells capacity at its minimum unit price P̆1 = P 1 = 0.94
EUR/Mbps/month, i.e., at a unit price equal to its unit cost, while all the other SPs (1,
2 and 3) select the more cost-efficient InP (2) which at the equilibrium offers a unit price
P 2 < P̆2 < P 1 (see Tables 6.13 and 6.14).

As anticipated in Section 6.4.5, for instances B4 and B5, there is no NE in pure strategies
for the InPs’ game GK resulting from the initial discrete InP unit price strategy sets Pk (each
made up of 30 logarithmically-spaced discrete values in [P k, P ]), although there is at least
one NE in pure strategy for each SPs’ game GV(P ) for any P ∈ P . For this setting, the
absence of NE for GK for B4 and B5 can be witnessed in Figures E.2a and E.2b, respectively,
where the InPs’ best response functions, i.e., P∗1 and P∗2 , do not intersect.

If we were to linearly interpolate P∗1 and P∗2 depicted in Figure E.2a and determine the
intersection of their interpolations, then, for instance B4, we would expect the NE InP unit
prices to be within the following ranges: P̆1 ∈ [P 1 = 1.23, 1.34] EUR/Mbps/month and
P̆2 ∈ [P 2 = 1.18, 1.29] EUR/Mbps/month. Analogously for B5 (see Figure E.2b), we would
expect P̆1 ∈ [1.03, 1.13] EUR/Mbps/month and P̆2 ∈ [P 2 = 0.90, 0.99] EUR/Mbps/month.
On this basis, for each InP k ∈ K, we set up2 an alternative unit price strategy set Pk
made up of 60 discrete values in [P k, P ] such that the vast majority of these values lie in the
respective aforementioned range where we expect the NE unit price to be for InP k. However,
even for the MFSG resulting from these alternative discrete InP unit price strategy sets, for
both B4 and B5, there still is no NE in pure strategies for GK although, there is at least one
NE in pure strategies for GK(P ) for any P ∈ P . In absence of an NE for GK, we consider as
a solution for GK the InP unit price profile(s) denoted by P � and determined as

P � = argmin
P=[Pk,P−k]∈P

[
max
k∈K

δk([Pk,P−k])
]
, (E.2)

where

δk([Pk,P−k]) =
max
P ′
k
∈Pk

Gk([P ′k,P−k])−Gk([Pk,P−k])

max
P ′
k
∈Pk

Gk([P ′k,P−k])

is the relative difference between the payoff of InP k from P = [Pk,P−k] and the maximum
payoff that k can obtain by unilaterally deviating from P . In Equation (E.2), we set P � equal

2The alternative discrete InP unit price strategy sets were set up as follows. For instance B4, P1 consists
of: 50 linearly-spaced values in [P 1 = 1.23, 1.34], 5 linearly-spaced values in [1.35, 2.06] and 5 linearly-
spaced values in [2.07, P = 14.86] whereas P2 consists of: 50 linearly-spaced in values in [P 2 = 1.18, 1.29],
5 linearly-spaced values in [1.3, 2.18] and 5 linearly-spaced values in [2.19, P = 14.86]. For instance B5, P1
consists of: P 1 = 0.94, (P 1 + 1.03)/2, 50 linearly-spaced values in [1.03, 1.13], 3 linearly-spaced values in
[1.14, 1.83] and 5 linearly-spaced values in [1.84, P = 14.86] whereas P2 consists of: 50 linearly-spaced values
in [P 2 = 0.90, 0.99], 5 linearly-spaced values in [1, 1.95] and 5 linearly-spaced values in [1.96, P = 14.86].
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Figure E.2 InP best response functions for GK — initial, logarithmically-spaced sets Pk for
any k ∈ K.

to the InP unit price profile(s) which provide the minimum value for maxk∈K δk([Pk,P−k])3.
3If GK had a NE P̆ , then P � = P̆ and min

P∈P
max
k∈K

δk(P ) = 0.
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For both B4 and B5, we have calculated P � for the MFSG resulting from the alternative
Pk described above (i.e., for the Pk, ∀k ∈ K made up of 60 discrete values in [P k, P ] with
the vast majority of these values where we expect the NE to be by looking at Figures E.2a
and E.2b, respectively). It results that for both B4 and B5 there is a unique P �. For B4,
P � = (P �1 = 1.23, P �2 = 1.22) EUR/Mbps/month with maxk∈K δk(P �) = 0.53, whereas for
B5, P � = (P �1 = 1.09, P �2 = 0.94) EUR/Mbps/month with maxk∈K δk(P �) = 3.89, hence
we deemed these P � as reasonable solutions for GK. Notice also that, although these P �

are not NE of GK for B4 and B5, it turns out that for B4, P �1 = 1.23 ∈ [P 1 = 1.23, 1.34]
EUR/Mbps/month and P �2 = 1.22 ∈ [P 2 = 1.18, 1.29] EUR/Mbps/month, and for B5, P �1 =
1.09 ∈ [1.03, 1.13] EUR/Mbps/month and P �2 = 0.94 ∈ [P 2 = 0.90, 0.99] EUR/Mbps/month,
which are the InP unit price ranges where we would expect the NE of GK to be by looking at
the best response functions of GK for the initial MFSG illustrated in Figures E.2a and E.2b,
respectively.

For both B4 and B5, the respective values of P �1 /P �2 are reported in Table 6.11 under P̆1/P̆2,
whereas the outcomes of the respective SPs’ game GV(P �) in Table 6.12. In particular, for
B4, GV(P �) turns out to have two distinct NE in pure strategies denoted by (i) and (ii) in
Tables 6.11 and 6.12 and analyzed in Section 6.5.3.
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