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ABSTRACT  
 

Regenerative chatter is one of the main limiting factors for efficiency and quality in milling. It is 

a complex phenomenon that can emerge rapidly depending on cutting parameters, dynamics 

of the machine, tool, and workpiece geometry. Developing strategies for predicting, detecting, 

avoiding, and suppressing chatter has always been important. Although real systems cannot be 

characterized as linear time-invariant systems, the methods for prediction of chatter were 

mainly based on time-invariant system assumption which simplifies the system and may result 

in neglecting essential features. The complexity of creating stability lobe diagrams and the need 

to involve the uncertainties occurring during the machining and the consequences of changing 

dynamics lead to the investigation of reliable real-time chatter detection algorithms. Since this 

work is based on a technique that aims to suppress the chatter by varying the machine stiffness 

periodically, a real-time chatter indicator that can separate the chatter frequency and the 

sidebands near tooth-passing frequency created due to the changing dynamics was the main 

focus. Therefore, another algorithm was developed for deciding the spindle speed and 

modulation status to specific tooth passing frequencies and possible sideband formation. 
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SOMMARIO 
 

Il chatter rigenerativo è uno dei principali fattori limitanti per efficienza e qualità nella 

fresatura. Si tratta di un fenomeno complesso che può emergere rapidamente a 

seconda dei parametri di taglio, della dinamica della macchina, dell'utensile e della 

geometria del pezzo. Lo sviluppo di strategie per prevedere, rilevare, evitare e 

sopprimere il chatter è sempre stato importante. Sebbene i sistemi reali non potessero 

essere modellati come sistemi lineari tempo invarianti, i metodi per la previsione del 

chatter erano principalmente basati sull'assunzione che il sistema fosse invariante nel 

tempo. Questa assunzione semplificativa può portare a trascurare caratteristiche 

essenziali. La complessità della creazione di diagrammi di stabilità e la necessità di 

coinvolgere le incertezze che si verificano durante la lavorazione e le conseguenze del 

cambiamento delle dinamiche portano allo studio di algoritmi affidabili di rilevamento 

delle vibrazioni in tempo reale. Poiché questo lavoro si basa su una tecnica che mira a 

sopprimere le vibrazioni variando periodicamente la rigidità della macchina, il principale 

focus del progetto è stato lo sviluppo di un indicatore dalle vibrazioni in tempo reale in 

grado di separare la frequenza vibratoria di chatter dalle bande laterali vicino alla 

frequenza di passaggio dei denti generata a causa del cambiamento della dinamica. 

Pertanto, E’ stato inoltre sviluppato un altro algoritmo per monitorare la velocità del 

mandrino e lo stato di modulazione in base alle specifiche frequenze di passaggio dei 

denti e alla possibile formazione di bande laterali. 
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1 INTRODUCTION 
 

1.1 Machine Tool Sector Overview 
 

A "machine tool”, according to the International Organization for Standardization 

(ISO), is a mechanical utensil that is set up and driven to shape workpieces by 

removing or adding material or mechanically deforming in a chosen manner. 

Metalworking machine tools, such as lathes, sheet metal forming machines, milling 

machines, grinding machines, electrical discharge machining (EDM) machines, 

laser cutting and additive manufacturing machines come in a wide range of 

technologies[1]. Accordingly, machine tools are a highly heterogeneous group of 

products due to the high level of customization in terms of the size and material 

being machined, the level of automation, speed, or performance [2]. Also, these 

machine tools supply products to key industries such as automotive, aerospace, 

energy, and medical technology. 

In the last decade, the machine tool sector has seen substantial and continual 

changes due to the industrial revolution, Industry 4.0, or the digitalization of 

industry. The advancements in intelligent technologies such as new-generation 

sensors, advanced robotics, and artificial intelligence have changed the progress 

of the machine tool sector. The growing demand pushed machine tool 

manufacturers to produce higher quality products with extended life with the 

enhancement of performance optimization using the beforementioned 

technologies. Machine tools builders focus on producing customized, multitasking, 

efficient and reliable machines. They are projected on the idea of providing 

technical support to the customer, satisfying the principles of preventive and 

predictive maintenance. Another important aspect is the reduction of energy 

consumption and sustainability improvement; indeed, the industrial sector uses 

more energy than any other end-user sector, currently consuming about one-half 

of the total energy supplied to the world [3]. The goal in this direction is to produce 

environmentally friendly machines, according to the binding obligations on 

industrialized countries to reduce emissions of greenhouse gases as stated by the 

Kyoto Protocol to the United Nations Framework Convention on Climate 

Change.The Italian contribution in the machine tools sector is one of the most  
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Figure 1. Role of Italy in machine tools EUROPE (CECIMO 2021) 

important in Europe and in the world. As highlighted in [4], 2021 was extremely 

positive for the Italian industry of machine tools, robotics and automation, which 

reported double-digit increases for all key economic indicators. The outcome was 

due to the excellent trend of Italian manufacturers’ deliveries in the domestic 

market, which increased by 27.8% to 2,965 million euro, as well as to the positive 

performance of exports, achieving 3,360 million euro, i.e. 17.4% more than in the 

previous year.  

 

Figure 1 shows the importance of Italy in the Europe Market. The biggest exporter 

is Germany, followed by Italy and Switzerland along with the CECIMO members. 

The three countries represent two thirds of the total CECIMO output. 

Based on the ISTAT data processing by UCIMU, in the period January-September 

2021 (latest available data), Italian exports of machine tools only started to grow 

again in almost all countries of destination. Sales to Germany, which turned out to 

be the first country for the “Made in Italy” exports of the sector, went up to 256 

million euro (+38.4%). The other major destination countries were the United 

States, 251 million euro (+9.7%), China, 154 million euro (- 5.3%), Poland, 118 

million euro (+29%) and France, 117 million euro (+1.2%). The domestic market 

was extremely lively, as shown by the data of consumption, which increased by 

40,4

17,7

11,2

CECIMO Biggeest Exporters

Germany Italy Switzerland Others
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30.4% in 2021 compared with the previous year, attaining a value of 4,645 million 

Euros [4]. 

To maintain the positive trends, the machines are becoming smarter, sensors are 

now available for multiple purposes and can now be integrated into every device. 

This is directly linked to the improvements obtained by the industrial revolution. 

The real-time process monitoring with the use of sensors has found a wide area 

of application in the machining world. Collecting useful data and making these 

data meaningful have become the main goal to have an accurate, efficient and 

more robust process. Cutting conditions influence several process factors in 

machining operations, including cutting forces, vibrations, surface finish, 

temperature etc. With the right physical sensors, these variables can be 

measured. Sensors are also necessary for monitoring tasks that are typically 

performed by humans. Internal sensor data can be used as a predictor of cutting 

quality, however it can also provide information on the machine's status, which 

can be valuable for maintenance planning, minimizing downtime, and increasing 

productivity. Aside from great quality, the ability to monitor the equipment ensures 

consistent functioning. Communication-capable machines can compensate the 

errors, while the combination of communication with automation is essential for 

high productivity, low scrap, and excellent work-piece quality. The sensor signal 

is tampered with to create a link between the tool and/or process state. For the 

final diagnosis, the data is loaded into a cognitive decision-making assistance 

system. Finally, based on the assessed data, the support system can give a 

recommendation or act. Both the human operator and the machine tool numerical 

controller that performs adaptive/corrective operations can undertake this final 

step. 

1.2 Milling 
 

Milling is a process performed with a machine in which the cutters rotate to remove 

the material from the work piece as in Figure 2. Milling is one of the most important 

and widespread machining operations, since it can guarantee high material 

removal rate, high complexity and precision. To achieve better accuracy and 

repeatability for the complex parts, CNC (Computer Numerical Control) machining 

was developed. This was a major step for its time, but there have been few 
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improvements over the years to make the system smarter. There is a need for 

automated process monitoring and process improvement to make CNC machining 

both safe and efficient. These improvements make machining process more 

reliable for various fields, for example automotive, aerospace, precision 

technology etc. where complex cuts are regularly present and, in order to obtain 

high productivity and quality, maximizing both material removal rate and cutting 

quality is extremely important. The cutting quality is related to tool dynamics. Most 

important variables that affects the part quality are  

• Tool tip displacement 

• Tool tip vibration 

• Tool deflection 

• Cutting forces 

During the cut, since cutting tool is engaged in the workpiece and surrounded by 

the tool coolant and flow of chips, the sensor position should be decided carefully. 

Although, the most useful and reliable information would be taken from tool tip, it 

is limited to the cutting environment. This is the main reason why on-line process 

monitoring is a challenging task. In this work, machining vibration will be the main 

focus which is caused by lack of dynamic stiffness of the tool, tool holder, cutting 

tool-workpiece, workpiece-fixturing system [3]. These vibrations can be divided 

into three categories. 
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Figure 2.CNC Milling Machine-PAMA Speed Mill 

• Free Vibration  

• Forced vibration  

• Self excited vibration 

Therefore, to reduce tool damage, poor surface quality, low MRR etc., 

understanding the reason behind these vibrations have crucial importance to 

detect and suppress them. 
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Figure 3.Vibration Classification Scheme 

 

1.3 Vibrations during the Cutting Operations 
 

Free vibrations result from impulses transferred to the structure through its 

foundation, like cutting tools' initial engagement. In other words, the primary cause 

of the free vibration is the sudden change of the cutting force. This vibration 

happens when the tool enters the workpiece, exits the workpiece, or has 

intermittent cutting. The deflected structure will vibrate according to its natural 

frequency and mode shape and die out by the damping. This nature is dependent 

on cutting tool geometry, workpiece geometry, and cutting conditions. For 

example, the helix angle of a tool can be designed to be more significant to 

increase the rise time of the cutting force. 

Forced vibrations are produced by periodic forces acting on the system due to 

teeth' engagements in milling. For example, a rotating unbalanced mass or an 

intermittent engagement of multi-tooth cutters will excite the system with its 

frequency. Forced vibrations can also be caused by backlash in gear drives, 

inaccuracy, misalignment of machine tool parts, etc. Although the cutting forces 

do not generally have harmonics, assuming they are periodic, they can be 

decomposed as the linear combination of the Fourier series. If this frequency 

excitement coincides with one of the system's natural frequencies, the machine 

will resonate in the corresponding natural frequency. It is well known that the 

system response to the forced excitement is affected by the structural properties 

Amplitude
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of the dynamic system and the magnitude and frequency of the cutting force. 

These parameters can be changed by selecting different cutting parameters. 

The last one is called self-excited vibration which is the primary problematic source 

of a well-known unstable cutting phenomenon called chatter. Chatter is divided 

into four types depending on the self-excitation mechanism. These are frictional, 

thermo-mechanical, mode coupling, and regenerative chatter.  Frictional chatter is 

caused by mutual friction between the tool and the workpiece in the same direction 

as the cutting speed. Mode coupling chatter is caused by the coupling of two 

natural modes of vibration because of the slight difference between the rigidity of 

vibrating elements in two different directions. Thermo-mechanical chatter is due to 

the temperature and strain rate in the plastic deformation. Regenerative chatter is 

caused by differences in chip thickness resulting from the phase difference 

between the vibration pattern formed during a prior cutting process.[5] It grows 

until the tool leaves the cutting area or becomes functionless. It is a form of cutting 

vibration resulting from characteristics of a machining system under the ongoing 

aperiodic external forces. The main reason behind chatter is the regeneration of 

chip thickness [6]. It involves a steady energy input into the system and is caused 

by the interaction between the tool and the workpiece. It results in unstable cutting, 

poor surface finish, reduced material removal rate and damage to the machine 

tool. Since it brings unfavorable limiting effects to the process, problems of 

predicting, detecting and suppressing chatter have always taken an essential role 

in the machining operations [5]. Figure 4 shows the surface quality comparison 

between stable and unstable cut due to chatter phenomenon. 

 

 

Figure 4. Chatter-free and chatter cutting surface quality comparison 
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The dynamic system can be shown as a block diagram in  as feed-back loop block 

diagram as discussed in [7] and the equations will be derived in the next chapter. 

 

 

 

 

 

 

 

Figure 5. Block diagram of chatter  

 

1.4 Thesis Aim and Structure 
 

This work aims to find a real-time chatter indicator that can separate the chatter 

frequencies and system-related sidebands. It is crucial to understand that 

observing the sidebands is related to time-varying system dynamics. Therefore, 

system analysis, milling dynamics, and stability analysis are explained by 

emphasizing the LTI and LTP system differences, which is the reason behind 

observing the sidebands in the frequency domain and requires different solutions 

for stability analysis. In Chapter 3, the machining center, accelerometer, and 

cutting tool used during the experiments are introduced. Chapter 4 is divided into 

two parts. Spindle speed detection and the modulation status are specified in the 

pre-analysis part. Then, the methods used for developing the real-time chatter 

indicator are defined. The chatter indicator results obtained in parallel with the time 

and time-frequency analysis are shown and discussed in Chapter 5. The project's 

conclusion is told, and the possible improvements for the used method are 

explained in Chapter 6. 
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Figure 6. Structure of a machining operation 
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2 State of the Art 
 

In this part, system analysis for linear time-invariant (LTI) and linear time-periodic 

(LTP) systems, milling parameters, milling dynamics and stability analysis for LTI 

and LTP systems and chatter suppression techniques will be introduced.  

 

2.1 System Analysis 
 

System analysis part explains the difference between the LTI and LTP systems by 

emphasizing the consequences of these differences such as sideband formation 

which is the main concern of this project. 

 

2.1.1 Linear Time-Invariant Systems 
 

Linear time-invariant system gives response to any input excitation with the 

constraints of linearity and time-invariance. It is important to understand that time-

invariant systems output doesn’t depend on when the input was applied. This 

feature makes LTI system easy to represent and understand graphically. They are 

used to predict long term behavior of a system. 

In LTI systems, if an input 𝑢(𝑡) is applied and its output 𝑦(𝑡) can be expressed as  

𝑦(𝑡)  ∫ 𝑔(

∞

−∞

𝜏)𝑢(𝑡 − 𝜏)𝑑𝜏                                                      

where 𝑔(τ) is the impulse response of the system. If  exponential input 𝑢(𝑡)  𝑒𝑠𝑡 

is applied, the output can be written as 

𝑦(𝑡)  ∫〖𝑔(𝜏〗)𝑒−𝑠𝑡𝑑𝜏𝑒𝑠𝑡
∞

−∞

 𝐺(𝑠)𝑒𝑠𝑡                                         2 

where 𝐺(𝑠) is the transfer function of linear time invariant system and 𝑠  𝑗𝜔. It 

must be recalled that if Fourier Transform is applied to the impulse response, the 

frequency response function (FRF) can be obtained as 𝐺(𝑗𝜔). It is easy to realize 
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that the 𝐺(𝑠) 𝑜𝑟 𝐺(𝑗𝜔) is a linear map that shows the relation between the input and 

output. The state space representation is useful to represent differential equation 

governing dynamics of an LTI system which have constant coefficients. This is a 

helpful representation to show the differences between LTI and LTP systems which 

will be explained in next pages. 

𝑥̇(𝑡)  𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) 

  𝑦(𝑡)  𝐶𝑥(𝑡) + 𝐷𝑢(𝑡)                                                          3 

In the equation above, 𝑥(𝑡) is the state vector, A is the dynamics matrix, B is the 

input matrix, C is the output matrix and D is the direct input matrix. According to 

this, the transfer function can be described as 

𝐺(𝑠)  𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷                                                     4 

 

2.1.2 Linear Time-Periodic Systems 
 

As said earlier, the state space representation is useful to show the differences 

between the LTI and LTP systems. In LTP systems, the dynamic’s differential 

equations have time-varying and periodic coefficients. 

𝑥̇(𝑡)  𝐴(𝑡)𝑥(𝑡) + 𝐵(𝑡)𝑢(𝑡) 

 𝑦(𝑡)  𝐶(𝑡)𝑥(𝑡) + 𝐷(𝑡)𝑢(𝑡)                                              5 

The matrices 𝐴(𝑡), 𝐵(𝑡), 𝐶(𝑡), 𝐷(𝑡) are time periodic with period T and can be 

shown as 

𝐴(𝑡 + 𝑁𝑇)  𝐴(𝑡)                                                              6 

and same for other matrices B, C and D. This difference leads to an important 

output change in the case of applied complex exponential or sinusoid input to an 

LTP system. The output will not be in the form of only input frequency ω, but a 

possibly infinite number of other frequencies 𝜔 + 𝑛𝜔𝑝 which 𝜔𝑝 is called the 

pumping frequency. The magnitudes and phases of each frequency have their 

own values [8]. In Figure 7 it can be demonstrated visually [9]. This indicates that 

the conventional modal identification techniques developed for LTI systems are 

not directly applicable to LTP systems. This drawback has led researchers to find 

a linear operator called harmonic transfer function that links input and output as 
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transfer functions of LTI systems [8]. In [10], the notion of harmonic transfer 

function has been discussed. It has been understood that the extension of LTI 

theory doesn’t describe a linear operator that links complex exponential input 

signal to complex exponential output signal. Instead, this approach leads to a map 

from complex exponential signal input signals to complex exponential output 

signals modulated by a periodic signal. This may cause to have an infinite number 

of harmonics of the pumping frequency.  

For all t and x(t) can be written as 

𝑥(𝑡)  𝑒𝑠𝑡𝑥̅(𝑡)                                                                 7 

where 𝑠  
𝑙𝑜𝑔𝑧

𝑇
 and x(t) is periodic. The 𝑥(𝑡) is so called exponentially modulated 

periodic (EMP) function ad this function is the map used to describe the input-

output relationship in LTP systems. The details to express exponentially 

modulated periodic signals can be found in [10]. EMP signals are expressed as 

the Fourier series of a periodic signal of 𝜔𝑝 to determine the transfer functions of 

LTP systems. With the application of Floquet theory, for all t and x(t) can be written 

as 

𝑢(𝑡)  ∑𝑢𝑛𝑒
(𝑠+𝑖𝑛𝜔𝑝)𝑡

∞

−∞

                                                     8 

 

Figure 7.System response to a single frequency input 

 

The matrices 𝐴(𝑡), 𝑦(𝑡)𝑎𝑛𝑑 𝑥(𝑡) are substituted by EMP signals and Toeplitz 

transform. The Fourier coefficients of matrices 𝐴(𝑡) are organized by the 

expansion into a matrix with a block-Toeplitz form: 
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𝐴𝑡  

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐴0 𝐴−1 𝐴−2 ⋯
⋯ 𝐴1 𝐴0 𝐴−1 ⋯
⋯ 𝐴2 𝐴1 𝐴0 ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

                                         9 

where the matrix 𝐴𝑡 is the Toeplitz transform and the procedure is same for 

𝐵(𝑡), 𝐶(𝑡) 𝑎𝑛𝑑 𝐷(𝑡) and their transformations will be described as 𝐵𝑡, 𝐶𝑡 𝑎𝑛𝑑 𝐷𝑡. 

The analytical formulation of harmonic transfer function now can be defined by 

rearranging the terms as: 

𝑌  {𝐶𝑡[𝑠𝐼 − (𝐴𝑡 −𝑁)]
−1𝐵𝑡 + 𝐷𝑡}𝑈                               0 

Where 𝑁 is the diagonal block matrices which include 𝑖𝑛𝜔𝑝𝐼. 𝑌 𝑎𝑛𝑑 𝑈 are the 

Fourier coefficients of output and input respectively and can be shown as: 

𝑌  (… 𝑌−2 𝑌−1 𝑌0 𝑌1 𝑌2  … )
𝑇

 (…  𝑌(𝜔 − 2𝜔𝑝) 𝑌(𝜔 − 𝜔𝑝)𝑌(𝜔)𝑌(𝜔 + 𝜔𝑝) 𝑌(𝜔 + 2𝜔𝑝) … )
𝑇
                  

The input-output relation is shown as above and will be used in the stability 

analysis of LTP systems part as a starting point. 

 

2.2 Milling Parameters 
 

The tool features and the cutting parameters must be defined considering milling 

in order to avoid terminological misunderstanding. One cutting process can be 

defined with the parameters cutting speed 𝑣𝑐, feed per tooth 𝑓𝑧 , axial depth of cut 

and radial width of cut,𝑎𝑝 and 𝑎𝑒 respectively. 

The feed per tooth 𝑓𝑧 is the distance covered by the tool in one rotation divided by 

the number of teeth. Therefore, the feed rate 𝑣𝑓 can be formulated as  

𝑣𝑓  𝑓𝑧 . 𝑁. 𝛺                                                                    2 

where N is the number of teeth and 𝛺 is spindle rotational speed in RPM. The axial 

depth and the radial width of the cut are the engagement between the tool and 

workpiece as can be seen in Figure 8. 
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Figure 8.Sketch of a chip and parameter representation 

 

The cutting speed 𝑣𝑐 is defined as the tangential peripheral velocity on the cutting 

edges and usually defined on the maximum edge diameter as shown in Figure 9  

and can be derived as in (1) where the tool diameter 𝐷 is in mm. The cutting speed 

can be expressed as 
𝑚

𝑚𝑖𝑛
. 

𝑣𝑐  
𝜋.𝛺. 𝐷

 000
                                                                       3 

 

 

Figure 9. Cutting tool top view 
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All cutting operation are done with the aim of reaching required quality with the 

lowest cost. The cost is related to material removal rate (MRR) of the process and 

it is a direct indicator of efficiency of the cut. It can be defined as below 

𝑀𝑅𝑅  𝑎𝑝𝑎𝑒𝑣𝑓                                                                 4 

2.3 Milling Dynamics 
 

In this part, milling dynamics are explained both for LTI and LTP systems which is 

important to understand effects of variables on cutting force and tool displacement 

accordingly tool life and surface quality. 

2.3.1 Linear Time-Invariant System 
 

A milling cutter with N teeth and assumed to have zero helix angle is considered 

to have two orthogonal degrees of freedom in the x and y directions. The reason 

behind displacements in the x and y directions is the excitement due to the cutting 

forces. The dynamic displacements are associated with rotating tooth number (j) 

in the radial or chip thickness direction with the coordinate transformation of        

𝑉𝑗  −𝑥 𝑠𝑖𝑛𝜙𝑗 − 𝑦 𝑐𝑜𝑠 𝜙𝑗 where the  𝜙𝑗 is the instantaneous angular immersion of 

tooth (j) measured clockwise from Y axis [11]. This angle can be defined as  

𝜑𝑗(𝑡)  (
2𝜋𝛺

60
) + 𝑗

2𝜋

𝑛
  where t and 𝛺 are time and spindle speed respectively. 
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Figure 10.2 DOF milling model 

 

According to Figure 10,the dynamics of milling is modelled by considering the 

milling cutters to have two orthogonal degrees of freedom in the X and Y directions. 

Two decoupled differential equations characterize the resulting dynamical system 

as a combination of mass (m), damping (c), and spring  

𝑚𝑥𝑥̈ + 𝑐𝑥𝑥̇ + 𝑘𝑥𝑥  𝐹𝑥 

𝑚𝑦𝑦̈ + 𝐶𝑦𝑦̇ + 𝑘𝑦𝑦  𝐹𝑦                                                 5 

By rearranging the terms by including the damping ratio 𝜉  
𝑐

2𝜔𝑚
 , the natural 

frequency 𝜔  √
𝑘

𝑚
   and the cutting force in all directions 𝐹̅  

𝐹

𝑚
 , the equation below 

is obtained. 

 

{
𝑥̈
𝑦̈
} + [

2𝜉𝜔𝑥 0
0 2𝜉𝜔𝑦

] {
𝑥̇
𝑦̇
} + [

𝜔𝑥
2 0

0 𝜔𝑦
2] {
𝑥
𝑦}  [

𝐹̅𝑥
𝐹̅𝑦
]                       6 

 

There are two contributions for chip thickness. The first one is the static part which 

is due to rigid motion of the tool. The second is the dynamic hip thickness which is 

due to vibrations of the tool at the present and previous tooth pass. 

ℎ(𝜑𝑗)  [𝑠𝑡 𝑠𝑖𝑛 𝜑𝑗 + (𝑣𝑗,0 − 𝑣𝑗)]𝑔(𝜗𝑗)      7 
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where 𝑆𝑡 is feed rate per tooth and 𝑣𝑗,0, 𝑣𝑗 are tool tip dynamic displacements of the 

previous and actual tooth periods. The engagement of the tool is represented by 

the unit step function 𝑔(𝜗𝑗).  

       𝑔(𝜗𝑗)   , 𝑖𝑓 𝜗𝑖𝑛 < 𝜗𝑗 < 𝜗𝑜𝑢𝑡 

                                    𝑔(𝜗𝑗)  0, 𝑖𝑓  𝜗𝑗 < 𝜗𝑖𝑛 𝑜𝑟 𝜗𝑗 > 𝜗𝑜𝑢𝑡                                       8

        

Where the 𝜗𝑖𝑛 and 𝜗𝑜𝑢𝑡 represent the starting and exit immersion angles of the 

cutter. By combining the equations, the equation below is obtained. 

                ℎ(𝜑𝑗)  [𝑠𝑡 𝑠𝑖𝑛 𝜑𝑗 + (𝛥𝑥 𝑠𝑖𝑛𝜑𝑗 − 𝛥𝑦 𝑐𝑜𝑠𝜑𝑗)]𝑔(𝜗𝑗)                9   

where 𝛥𝑥  𝑥(𝑡) − 𝑥(𝑡 − τ) and 𝛥𝑦  𝑦(𝑡) − 𝑦(𝑡 − τ) are the differences between 

actual and delayed positions pf the tooth passed along the directions. The delay 

between two subsequent pass is represented by τ .  

 

Figure 11.Chip thickness 

 

Then the tangential 𝐹𝑡,𝑗 and radial 𝐹𝑟,𝑗 cutting forces acting on the j-th tooth are: 

𝐹𝑡,𝑗  𝐾𝑡 𝑎𝑝ℎ(𝜑𝑗) 

   𝐹𝑟,𝑗  𝐾𝑟𝐹𝑡,𝑗                                                               20 

 

Where 𝐾𝑡 and 𝐾𝑟 are cutting coefficients. specific cutting forces are needed to 

characterize cutting force by means of mathematical models. These coefficients 

depend on the yield strength of the material, friction between the tool and the 

workpiece, and tool geometry. The forces are described as the product between 
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the specific cutting forces and the chip area. Hence, it can be defined as the gain 

in the regenerative system’s closed loop dynamics. The specific cutting forces can 

be obtained mechanistically by conducting the cutting tests. These cutting 

coefficients are identified after performing several cutting tests on the machine tool 

by changing the 𝑓𝑧 feed per tooth, the cutting velocity and the depth of cut. 

To obtain the cutting forces in the X and Y directions, applying the coordinate 

transformation  

𝐹𝑥,𝑗  −𝐹𝑡,𝑗𝑐𝑜𝑠𝜑𝑗 − 𝐹𝑟,𝑗𝑠𝑖𝑛𝜑𝑗 

𝐹𝑦,𝑗  𝐹𝑡,𝑗𝑠𝑖𝑛𝜑𝑗 − 𝐹𝑟,𝑗𝑐𝑜𝑠𝜑𝑗                                               2  

The total cutting forces acting on a tool are the sum of cutting forces acting on 

each tooth in the cut. 

𝐹𝑥  ∑𝐹𝑥,𝑗

𝑁−1

𝑗=0

                 

𝐹𝑦  ∑ 𝐹𝑦,𝑗

𝑁−1

𝑗=0

                                                                  22 

Hence, due to the delayed terms of the chip thickness expression, the dynamical 

system is now described by time varying delay differential equations. 

The regenerative forces can be written by discarding the static chip contribution 

as 

[
𝐹𝑥,𝑟
𝐹𝑦,𝑟
]  

 

2
𝐾𝑡 𝑎𝑝 𝐴𝐷(𝑡) [

𝛥𝑥
𝛥𝑦
]                                          23 

 

Where 𝐴𝐷(𝑡) is built as  

 𝐴𝐷(𝑡)  [
 𝑎𝑥𝑥  𝑎𝑥𝑦
 𝑎𝑦𝑥  𝑎𝑦𝑦

]                                                    24 

 

 𝑎𝑥𝑥  ∑−𝑔(𝜗𝑗) [𝑠𝑖𝑛 2𝜑𝑗 + 𝐾𝑟 ( − 𝑐𝑜𝑠2𝜑𝑗(𝑡))]                      

𝑁−1

𝑗=1

25 
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 𝑎𝑥𝑦  ∑−𝑔(𝜗𝑗)[( + cos 2𝜑𝑗) + 𝐾𝑟 sin 2𝜑𝑗(𝑡) ]

𝑁−1

𝑗=1

 

 𝑎𝑦𝑥  ∑𝑔(𝜗𝑗)[( − cos 2𝜑𝑗) − 𝐾𝑟 sin 2𝜑𝑗(𝑡) ]

𝑁−1

𝑗=1

 

 𝑎𝑦𝑦  ∑−𝑔(𝜗𝑗)[sin 2𝜑𝑗 − 𝐾𝑟( + 𝑐𝑜𝑠2𝜑𝑗(𝑡)) ]

𝑁−1

𝑗=1

 

This is the cutting force model with the time varying directional dynamics milling 

force coefficients. 

{
𝑥̈
𝑦̈
} + [

2𝜉𝜔𝑥 0
0 2𝜉𝜔𝑦

] {
𝑥̇
𝑦̇
} + [

𝜔𝑥
2 0

0 𝜔𝑦
2] {
𝑥
𝑦}            

 [
𝐹𝑥,𝑛𝑜𝑚
𝐹𝑦,𝑛𝑜𝑚

] +        
 

2
𝐾𝑡 𝑎𝑝  𝐴𝐷(𝑡) {

𝑥(𝑡) − 𝑥(𝑡 − 𝜏)

𝑦(𝑡) − 𝑦(𝑡 − 𝜏
}                                      26 

 

And by rearranging the equation, 

{
𝑥̈
𝑦̈
} + [

2𝜉𝜔𝑥 0
0 2𝜉𝜔𝑦

] {
𝑥̇
𝑦̇
} + [

𝜔𝑥
2 −

 

2
𝐾𝑡 𝑎𝑝 𝑎𝑥𝑥 −

 

2
𝐾𝑡 𝑎𝑝 𝑎𝑥𝑦

−
 

2
𝐾𝑡 𝑎𝑝 𝑎𝑦𝑥 𝜔𝑦

2 −
 

2
𝐾𝑡 𝑎𝑝 𝑎𝑦𝑦

] {
𝑥
𝑦}

+ [

 

2
𝐾𝑡 𝑎𝑝 𝑎𝑥𝑥

 

2
𝐾𝑡 𝑎𝑝 𝑎𝑥𝑦

 

2
𝐾𝑡 𝑎𝑝 𝑎𝑦𝑥

 

2
𝐾𝑡  𝑎𝑝 𝑎𝑦𝑦

] {
𝑥(𝑡 − 𝜏)

𝑦(𝑡 − 𝜏)
}  [

𝐹𝑥,𝑛𝑜𝑚
𝐹𝑦,𝑛𝑜𝑚

]                                   27 

It is common to show obtained system models and equations in state space 

representation as below 

𝑥̇(𝑡)  𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) 

𝑦(𝑡)  𝐶𝑥(𝑡) + 𝐷𝑢(𝑡)                                                 28 

Before combining the milling equations with the state-space representation, it must 

be recalled that  

𝑢(𝑡)  𝐹𝑛𝑜𝑚(𝑡) + 𝐹𝑟(𝑡)  𝐹𝑛𝑜𝑚(𝑡) +
 

2
𝐾𝑡 𝑎𝑝  𝐴𝐷(𝑡) {

𝑥𝑡𝑜𝑜𝑙𝑡𝑖𝑝(𝑡) − 𝑥𝑡𝑜𝑜𝑙𝑡𝑖𝑝(𝑡 − τ)

𝑦𝑡𝑜𝑜𝑙𝑡𝑖𝑝(𝑡) − 𝑦𝑡𝑜𝑜𝑙𝑡𝑖𝑝(𝑡 − τ)
} 

𝑦(𝑡)  𝐶𝑥(𝑡)                                                                 29 
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By combining with the state -space representation 

𝑥̇(𝑡)  𝐴𝑥(𝑡) + 𝐵𝐹𝑛𝑜𝑚(𝑡) +
 

2
𝐵𝐾𝑡 𝑎𝑝  𝐴𝐷(𝑡)𝐶𝑥(𝑡) −

 

2
𝐵𝐾𝑡 𝑎𝑝  𝐴𝐷(𝑡)𝐶𝑥(𝑡 − τ) 

𝑦(𝑡)  𝐶𝑥(𝑡)                                                                   30 

Organization of the equations must be done carefully for not allowing any 

misunderstanding. After organizing the equations new matrix 𝐴(𝑡)  𝐴 +

1

2
𝐵𝑎𝑝𝐾𝑡𝐴𝐷(𝑡)𝐶  and  𝐵(𝑡)  −

1

2
𝐵𝐾𝑡 𝑎𝑝  𝐴𝐷(𝑡)𝐶, the general state space 

representation can be shown as  

𝑥̇(𝑡)  𝐴(𝑡)𝑥(𝑡) + 𝐵(𝑡)𝑥(𝑡 − τ) + 𝐵𝐹𝑛𝑜𝑚(𝑡) 

𝑦(𝑡)  𝐶𝑥(𝑡)                                                                 3  

It must be carefully noted the difference between 𝐵 and 𝐵(𝑡). The time varying 

nature of  𝐵(𝑡) comes from the time dependent directional force coefficients not 

from time dependent input values. Same explanation is valid for matrix 𝐴(𝑡) where 

the time dependence comes from matrix 𝐴𝐷(𝑡) not form machine dynamics change. 

2.3.2 Linear Time-Periodic System 
 

Milling dynamics for LTP systems will be introduced according to figure below by 

introducing the time-variant behavior of stiffness. Because in this thesis, the 

system’s stiffness is varied periodically by changing the length of the tool holder 

bar. By introducing stiffness variation to the 2-DOF milling system, 
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Figure 12. Milling model by time-varying stiffness 

 

For using the same notation with the reference paper [12], [𝑥 𝑦]  𝑞 transformation 

will be used. Therefore, the equation in 2-DOF milling will become as  

{𝑞(𝑡)̈ } + [
2𝜉𝑥𝜔𝑛𝑥 0
0 2𝜉𝑦𝜔𝑛𝑦

] {𝑞(𝑡)̇ } + [
𝜔𝑛𝑥

2 0

0 𝜔𝑛𝑦
2] {𝑞(𝑡)}

 
 

2
𝐾𝑡 𝑎𝑝 [

 𝑎𝑥𝑥  𝑎𝑥𝑦
 𝑎𝑦𝑥  𝑎𝑦𝑦

] 

[
 
 
 
 
 

𝑚𝑥
0

0
 

𝑚𝑦]
 
 
 
 

{
𝑞(𝑡 − 𝜏)

𝑞(𝑡 − 𝜏)
}                                      32 

Considering the 2 DOF stiffness variation model as in the figure, variation of 

stiffness around the natural frequency with a function 𝑓𝑖(𝑡)  will be involved to the 

equation. 

{𝑞̈(𝑡)} + [
2𝜉𝑥𝜔𝑛𝑥 0
0 2𝜉𝑦𝜔𝑛𝑦

] {𝑞(𝑡)̇ } + [
𝜔𝑛𝑥

2( + 𝑓𝑥(𝑡)) 0

0 𝜔𝑛𝑦
2 ( + 𝑓𝑦(𝑡))

] {𝑞(𝑡)}

 
 

2
𝐾𝑡 𝑎𝑝  [

 𝑎𝑥𝑥  𝑎𝑥𝑦
 𝑎𝑦𝑥  𝑎𝑦𝑦

]

[
 
 
 
 
 

𝑚𝑥
0

0
 

𝑚𝑦]
 
 
 
 

{
𝑞(𝑡 − 𝜏)

𝑞(𝑡 − 𝜏)
}                                    33 

This equation obtained will be used to tell Harmonics Transfer function concept in 

the stability analysis part as in [12]. 
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2.4 Stability 
 

The stability assessment can be divided into two as out-of-process and in-process 

methods. The out-of-process methods predict the cutting process's stability 

boundary and allow for choice of suitable parameters for the chatter-free cutting 

process. These stability boundaries are called Stability Lobe Diagrams (SLD). 

These diagrams must be identified before the process. However, in-process 

methods detect chatter during the machining operation and parameters are 

changed to have a stable cut.   

2.4.1 Out-of Process (Chatter Prediction) 
 

This part explains how to avoid self-excited vibration without modifying the 

characteristics of the system by emphasizing for both LTI and LTP systems. 

Optimal cutting parameters are chosen by searching for the stable regions with 

maximum material removal rate. 

2.4.1.1 Linear Time-Invariant System 
 

Reliable prediction of the stability of the milling process has a crucial importance. 

The SLD are estimated for systems with LTI or LTP dynamics and known 

parameters. However, the uncertainty and varying nature of the system dynamics 

and parameters subvert this estimation process. For instance, machine tool-

workpiece dynamic is always an uncertain parameter and usually obtained by 

impact test. This test is simple but full of uncertainties. Also, the cutting coefficient 

𝐾𝑡 is an estimation. These parameters can also vary during the process. This 

change results in unreliable SLD. Uncertainties in predicting the SLD can cause 

many disastrous results. As mentioned earlier, the stability lobe diagrams can be 

estimate by for inputs as in Figure 13. 
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Figure 13. SLD and SLD affecting factors 

For chatter prediction, the regenerative effect in milling is modelled by a delay-

differential equation as discussed earlier. The boundary between unstable (with 

chatter) and stable (without chatter) can be anticipated. For separating these 

regions, Stability Lobe Diagrams (SLD) can be useful. The SLD shows the critical 

depth of cut against spindle speed and these graphs can be useful for optimizing 

the machining process. This process can be carried out in time domain (i.e., semi- 

discretization, full discretization etc.) or frequency domain.  

Time domain methods chatter prediction methods are based on Delayed 

Differential Equation Theory. Insperger et al. developed the Semi discretization 

method [13] which  consist of performing stability analysis by splitting time into 

equally spaced time intervals. 𝐴(𝑡) 𝑎𝑛𝑑 𝐵(𝑡) are approximated as constant 

matrices by discretizing the delayed term 𝑥(𝑡 − τ). The ability to predict SLD of 

Semi Discretization method is high for high number of intervals. In Full 

discretization method the term x(t) is also discretized [14] and maintains a higher 

rate of prediction efficiency. The accuracy is higher compared to SD method. 

However, they all suffer from long processing time. 

In frequency domain analysis, Zero-Order approximation (ZOA) method was 

proposed by Altintas and Budak [11].This method considers an average coefficient 

of Fourier series to expand time-dependent periodic directional coefficients matrix 

𝐴𝐷(𝑡).The number of harmonics r of the tooth passing frequency to be considered 

for an accurate reconstruction of 𝐴𝐷(𝑡). 

𝐴𝐷(𝑡)  ∑ 𝐴𝑟𝑒
𝑖𝑟𝑤𝑡

∞

𝑟=−∞
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𝐴𝑟  
 

𝑇
∫𝐴(𝑡)𝑒−𝑖𝑟𝑤𝑡𝑑𝑡

𝑇

0

 

𝐴𝑟,0  ∫ 𝐴(𝑡)𝑑𝑡                                                                        
𝑇

0
34 

Since 𝐴𝑟,0 is valid only when the tooth is engaged, it is equal to the average value 

at the cutter pitch angle 𝜑𝑝  
2π
N

. According to this new directional force coefficient 

matrix can be written as 

𝐴𝑟,0  ∫ 𝐴(𝜗)𝑑𝜗
𝜗𝑜𝑢𝑡
𝜗𝑖𝑛

 
𝑁

2𝜋
[
 𝑎𝑥𝑥  𝑎𝑥𝑦
 𝑎𝑦𝑥  𝑎𝑦𝑦

]                                             35  

The method was computationally efficient but inappropriate for low immersion 

cutting where number of cutting edges are relatively small [5,6]. Consequently, 

there is either only one edge in contact or no contact between tool and workpiece 

for a relatively short period of time [16].This is because low immersion cutting is 

used while cutting hard materials and cutting force varies much and it is not 

appropriate to take average chip thickness i.e. autonomous approximation. Merdol 

and Altintas proposed a solution to overcome this limitation by higher-order 

harmonics .They presented the multi-frequency solution [17]. Multi frequency 

solution can give more accurate results. Although computation time increases, it 

also doesn’t take non-linearities during milling process as in time domain methods.  

Gradisek et al. made a research  for low radial immersion milling to compare ZOA 

and SD methods [18]. The most prominent difference was as additional set of 

lobes corresponding to a new type of instability called period doubling bifurcation 

(flip bifurcation). SD method was able to predict this type of instability compared 

to ZOA solution. They also showed that in the case of decreasing the radial 

immersion, the gap between predicted SLD was increasing.   

2.4.1.2  Linear Time-Periodic System 
 

As stated earlier, the complex exponential signals are not enough to describe 

input-output relationship for LTP systems. The output will be the sum of three 

complex exponentials in the case of applying  + 𝑎𝑠𝑣𝑠𝑖𝑛𝜔𝑝𝑡 where 𝜔𝑝 is the 

pumping frequency. 
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𝑦(𝑡)  𝑒𝑠𝑡 + 𝑎𝑠𝑣𝑒
(𝑠+𝑖𝜔𝑝)𝑡 + 𝑎𝑠𝑣𝑒

(𝑠−𝑖𝜔𝑝)𝑡                                  36 

It is clear to see that the output is modulated by the harmonics of the pumping 

frequency. By using the equation 10 as the base form of HTF, the independency 

of each element can be shown as 

(

 
 

⋮
𝑌−1
𝑌0
 𝑌1
⋮ )

 
 
 

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐻−1,−1(𝑠) 𝐻−1,0(𝑠) 𝐻−1,1(𝑠) ⋯

⋯ 𝐻0,−1(𝑠) 𝐻0,0(𝑠) 𝐻0,1(𝑠) ⋯

⋯ 𝐻1,−1(𝑠) 𝐻1,0(𝑠) 𝐻1,1(𝑠) ⋯

⋱ ⋮ ⋮ ⋮ ⋱]
 
 
 
 

(

 
 

⋮
𝑈−1
𝑈0
 𝑈1
⋮ )
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Since the HTF is also known as Frequency-Lifted Transfer Operator, the equation 

above can be written as  

(

 
 

⋮
𝑌−1
𝑌0
 𝑌1
⋮ )

 
 
 

[
 
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐻0(𝑠 − 𝑖𝜔𝑝) 𝐻−1(𝑠) 𝐻−2(𝑠 + 𝑖𝜔𝑝) ⋯

⋯ 𝐻1(𝑠 − 𝑖𝜔𝑝) 𝐻0(𝑠) 𝐻−1(𝑠 + 𝑖𝜔𝑝) ⋯

⋯ 𝐻2(𝑠 − 𝑖𝜔𝑝) 𝐻1(𝑠) 𝐻0(𝑠 + 𝑖𝜔𝑝) ⋯

⋱ ⋮ ⋮ ⋮ ⋱ ]
 
 
 
 
 

(

 
 

⋮
𝑈−1
𝑈0
 𝑈1
⋮ )
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The main diagonal of the matrix links the input harmonics with output harmonics. 

The out-of-diagonal terms link the harmonics of the input with harmonics of the 

output at different frequencies which represent the characteristics of LTP systems. 

Since assessing the stability is the main aim in this chapter, the methods used for 

solving the harmonic transfer functions will be described. In the study [12] , the 

authors compared the results of zero-order harmonic solution and harmonic 

solution.  

The harmonic solution is derived with applying EMP for the force, the state and 

the Fourier transformation of the  𝐴𝐷(𝑡) matrix at the pumping frequency.  

𝐹(𝑡)  ∑ 𝑃𝑛𝑒
(𝑠+𝑖𝑛𝜔𝑝)𝑡

∞

𝑛=−∞

 

𝑞(𝑡) − 𝑞(𝑡 − 𝜏)  ∑ 𝑄𝑚𝑒
(𝑠+𝑖𝑚𝜔𝑝)𝑡( − 𝑒−(𝑠+𝑖𝑚𝜔𝑝)𝜏)

∞

𝑚=−∞

 

 𝐴𝐷(𝑡)  ∑𝛬𝑛−𝑚𝑄𝑚( − 𝑒
−(𝑠+𝑖𝑚𝜔𝑝)𝜏)

∞

−∞

𝑒(𝑠+𝑖𝑚𝜔𝑝)𝑡                    39 

By substituting these equations into the dynamic milling force equation, 
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 ∑ 𝑃𝑛𝑒
(𝑠+𝑖𝑛𝜔𝑝)𝑡∞

−∞   
1

2
𝐾𝑡 𝑎𝑝 ∑ ∑ ∑ 𝛬𝑛−𝑚𝐻𝑙−𝑚

∞
𝑙=−∞

∞
𝑚=−∞

∞
𝑛=−∞ (𝑠 − 𝑖𝑙𝜔𝑝)𝑃𝑙( −

                                  𝑒  −(𝑠+𝑖𝑚𝜔𝑝)𝜏)𝑒(𝑠+𝑖𝑚𝜔𝑝)𝑡                                                                              40 

The harmonic balance equation leads to a set-in term of the following equation: 

            𝑃𝑛  
 

2
𝐾𝑡 𝑎𝑝 ∑ ∑ 𝛬𝑛−𝑚𝐻𝑙−𝑚

∞

𝑙=−∞

∞

𝑚=−∞

(𝑠 − 𝑖𝑙𝜔𝑝)𝑃𝑙( − 𝑒
−(𝑠+𝑖𝑚𝜔𝑝)𝜏)          4  

By expanding the matrices at the stability limit  

(

 
 

⋮
𝑃−1
𝑃0
 𝑃1
⋮ )

 
 
 
 

2
𝐾𝑡 𝑎𝑝

(

 
 

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐼 0 0 ⋯
⋯ 0 𝐼 0 ⋯
⋯ 0 0 𝐼 ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

−

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱

⋯ 𝐼𝑒−𝑖(𝜔𝑐−𝜔𝑝)𝜏 0 0 ⋯
⋯ 0 𝐼𝑒−𝑖(𝜔𝑐)𝜏 0 ⋯

⋯ 0 0 𝐼𝑒−𝑖(𝜔𝑐+𝜔𝑝)𝜏 ⋯
⋱ ⋮ ⋮ ⋮ ⋱ ]

 
 
 
 

)

 
 

 

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝛬0 𝛬−1 𝛬−2 ⋯
⋯ 𝛬1 𝛬0 𝛬−1 ⋯
⋯ 𝛬2 𝛬1 𝛬0 ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

[
 
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐻0(𝑖𝜔𝑐 − 𝑖𝜔𝑝) 𝐻−1(𝑖𝜔𝑐) 𝐻−2(𝑖𝜔𝑐 + 𝑖𝜔𝑝) ⋯

⋯ 𝐻1(𝑖𝜔𝑐 − 𝑖𝜔𝑝) 𝐻0(𝑖𝜔𝑐) 𝐻−1(𝑖𝜔𝑐 + 𝑖𝜔𝑝) ⋯

⋯ 𝐻2(𝑖𝜔𝑐 − 𝑖𝜔𝑝) 𝐻1(𝑖𝜔𝑐) 𝐻0(𝑖𝜔𝑐 + 𝑖𝜔𝑝) ⋯

⋱ ⋮ ⋮ ⋮ ⋱ ]
 
 
 
 
 

(

 
 

⋮
𝑃−1
𝑃0
 𝑃1
⋮ )
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The expanded matrices in the above equation have infinite dimension. It is 

required to truncate the harmonics for creating the stability map. As will be 

explained in Chapter 3, the experiments conducted in our work, has constant 

stiffness variation and high radial depth of cut. In [11], Altintas stated that the 

directional matrix 𝐴𝐷(𝑡) can be assumed as 𝐴𝐷,0 in the case of high radial depth. 

𝐴𝐷,0 is the average value of the directional matrix and gives a good approximation 

of SLD. By this assumption the dimension is reduced and the harmonics of the 

HTF are considered since the periodicity is only due to harmonic transfer function. 

( 𝜔𝑝  𝜔𝑠𝑣)  

(

 
 

⋮
𝑃−1
𝑃0
 𝑃1
⋮ )

 
 
 
 

2
𝐾𝑡 𝑎𝑝

(

 
 

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐼 0 0 ⋯
⋯ 0 𝐼 0 ⋯
⋯ 0 0 𝐼 ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

−

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱

⋯ 𝐼𝑒−𝑖(𝜔𝑐−𝜔𝑝)𝜏 0 0 ⋯
⋯ 0 𝐼𝑒−𝑖(𝜔𝑐)𝜏 0 ⋯

⋯ 0 0 𝐼𝑒−𝑖(𝜔𝑐+𝜔𝑝)𝜏 ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

)

 
 

 

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝛬0 𝛬0 𝛬0 ⋯
⋯ 𝛬0 𝛬0 𝛬0 ⋯
⋯ 𝛬0 𝛬0 𝛬0 ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

[
 
 
 
 
⋱ ⋮ ⋮ ⋮ ⋱
⋯ 𝐻0(𝑖𝜔𝑐 − 𝑖𝜔𝑠𝑣) 𝐻−1(𝑖𝜔𝑐) 𝐻−2(𝑖𝜔𝑐 + 𝑖𝜔𝑠𝑣) ⋯

⋯ 𝐻1(𝑖𝜔𝑐 − 𝑖𝜔𝑠𝑣) 𝐻0(𝑖𝜔𝑐) 𝐻−1(𝑖𝜔𝑐 + 𝑖𝜔𝑠𝑣) ⋯

⋯ 𝐻2(𝑖𝜔𝑐 − 𝑖𝜔𝑠𝑣) 𝐻1(𝑖𝜔𝑐) 𝐻0(𝑖𝜔𝑐 + 𝑖𝜔𝑠𝑣) ⋯
⋱ ⋮ ⋮ ⋮ ⋱]

 
 
 
 

(

 
 

⋮
𝑃−1
𝑃0
 𝑃1
⋮ )
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After obtaining this equation above, the stability can be determined by finding the 



36 | P a g e  
 

roots of equation. The formulation depends on the dynamical properties and 

directional matrix approximation. Since in this study LTP system is considered, the 

roots are non-trivial solutions. The root finding problem can be written as  

𝑑𝑒𝑡 (𝐼 −
 

2
𝐾𝑡 𝑎𝑝(𝐴𝐷,𝑇 − 𝐴𝐷,𝑇𝜀)𝐻̂)  𝐷( 𝑎𝑝, 𝛺, 𝜔𝑐)  0               44 

where 𝐴𝐷,𝑇 is the Toeplitz transform of directional matrix 𝐴𝐷 and 𝜀  𝐼𝑒−𝑖(𝜔𝑐+𝑚𝜔𝑝)𝑡 

at the stability limit. The solution is obtained by applying Multi-Dimensional 

Bisection Method. This needs the desired spindle speed range, expected depth of 

cut and chatter frequency range definition. Choosing the chatter frequency range 

has a critical importance and good results can be obtained by defining a range 

around natural frequency [𝜔𝑛 −
𝜔𝑝

2
, 𝜔𝑛 +

𝜔𝑝

2
]. By implying the same modal 

parameters and cutting conditions, the convergence of SLD with different number 

of harmonics are compared and this graph is essential for understanding the 

importance of the truncation of harmonics in the case of LTP system. 

A possible solution of the HTF has been presented in this part. As can be seen, 

complex and burden mathematical equations are required to be solved. That is 

one of the biggest motivations of developing online chatter detection methods 

which are presented in the next chapter. 

2.4.2  In Process-Chatter Detection  
 

The chatter prediction by estimation of the stability lobes is off-line approach to 

prevent unstable cutting. This approach needs complete machine dynamics 

analysis and it is not easy to be done by the users. Since off-line approach needs 

deep knowledge of process, online chatter detection has become very important 

due to the development of information technology and advanced sensors. 

Appropriate sensors must be applied to acquire the useful data. After acquiring the 

signals, the meaningful features must be extracted from raw signals and chatter 

identification model must be built to detect chatter. The last step is to find a chatter 

suppression technique. 
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2.4.2.1 Data Acquisition 
 

Data acquisition techniques can be categorized by two methods which are indirect 

and direct ones. The direct methods include laser beams, electrical resistance, 

radioactive isotopes and the use of camera. Direct measurements have high level 

accuracy. Although they give reliable results, there are practical application 

limitations during machining and the use of cutting fluid. This is one of the reasons 

why these methods are only applicable in the laboratory environment. Indirect 

methods are more appropriate for practical applications since they are less 

complex. These methods are less accurate compared to direct methods but 

provides continuous monitoring info via sensing devices.  

Motor power and current signals are the components which produce the forces to 

cut material [19]–[21]. These measurements give information about cutting tool 

condition. The motor related parameters are obtained far from cutting area. 

Therefore, measurement process is not affected by cutting environment. There is 

a linear relation between measured motor current or power and output force or 

torque. The drawback of this method sensitivity might not be enough for quality 

information. 

The cutting force monitoring [22], [23] is necessary for the validation of the 

analytical process to detect tool wearing and life. This method of indirect 

measurement is sensitive to cutting condition and gives rapid response. Two main 

types of force and torque sensors are piezoelectric and strain-based sensors. 

Piezoelectric based sensors are preferred when the flexibility is required. Strain 

gauge force transducers offer high frequency response. 

 Acoustic emission (AE) sensors have found a wide area of application in chatter 

detection. These sensors are subjected to multiple effects as installation location 

and operation mode. Also, feature extraction by using acoustic emission sensors 

are very challenging since it is very sensitive to environmental noise [24]. 

Sound signal sensors can provide important information about machining 

condition[25]–[27]. Many research proved that it can be helpful to identify chatter. 

A microphone is placed closed to the cutting area which limits the filtering effects 



38 | P a g e  
 

between process and sensor. These sensors have high sensitivity to low cutting 

force and low radial immersion cutting conditions.  

Vibration sensors have been used due to their rapid response to chatter occurrence 

[28], [29].Measurement can be performed by using accelerometers which 

determine the dynamic acceleration on the tool as a voltage. The biggest 

advantage is the linearity between a wide frequency range. They use the 

piezoelectric method to measure acceleration The energy of vibration increases 

when chatter occurs. They can be assembled to the spindle housing and features 

can be extracted with the use of advanced signal processing techniques. 

 

2.4.2.2  Feature Extraction 
 

Mainly, the feature extraction of raw data can be classified in three main categories. 

There are time-domain, frequency domain and time-frequency domain. 

2.4.2.2.1 Time Domain Methods 
 

Time domain features can describe the signal and maintain as much as information 

about process. These features are obtained by the calculation of statistical features 

or statistical moments. Most common features are root mean square (RMS), 

variance, standard deviation, kurtosis, skewness, peak-to-peak values, peak-to-

valley amplitude, crest factor and ratio of the signals for process monitoring. The 

RMS indicator is a standard measure that returns an evaluation in amplitude 

directly related to the energy content of the signal. The kurtosis is defined as the 

fourth statistical moment divided by the square of the second statistical moment as 

in Table 1. Skewness measures the relative energy above and below the mean 

value. Crest factor is the ratio between peak value and the RMS value.  For 

example, standard deviation of the force calculated and used as a chatter indicator 

for drilling in [30] .In [31], a synthetic criterion was developed by combining 

standard deviation and auto-correlation function for chatter detection. Kurtosis 

distribution of the acquired vibration signal used as a chatter indicator for grinding 

process in [32]. 
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Table 1. Statistical features' formulas 

 

There are also some methods based on time series modelling as auto-regressive, 

moving average and auto-regressive-moving-average. In [33], a nonlinear time 

series modelling was adopted to represent time varying dynamics of the cutting 

process. However, these methods were not further investigated in this research 

activity. 

2.4.2.2.2 Frequency Domain Methods 
 

It is well known that chatter causes frequency redistribution. Feature extraction on 

the frequency domain is carried through windowed Fourier transform. It mustn’t be 

forgotten that sufficient amount of data is required for frequency domain analysis. 

This approach requires high sampling rate to eliminate aliasing or increasing the 

window length for obtaining enough data to have enough resolution. With Fourier 

Transform the sine waves are represented in the frequency domain with amplitude 

and phase. One of the most common and practical methods is Fast Fourier 

Transform. The features obtained in the frequency spectrum may be inspected by 

the statistical methods as variance, skewness and kurtosis. Hynynen et al. [26] 

used the coherence function of the acceleration and audio signal to early detection 

of chatter. They validated that the method was sensitive to chatter onset. After 

obtaining FFT, the power spectral density can also be calculated according to the 

values. For example, in [25], the PSD of the audio signal was calculated to assess 

the stability of the process. 



40 | P a g e  
 

In the frequency domain methods, it also has a crucial importance to mention used 

indicators. One must recall that the chatter properties can be separated by 

distinguishing synchronous and asynchronous frequency components. 

Synchronous part will include tooth passing frequencies while the other spectral 

components can be described as chatter related components. In this sense, 

relative maximum synchronous excitation value (SEV), relative SEV, Absolute 

SEV, relative maximum SEV are developed and used.  

 

 

 

 

 

 

 

 

 

 

 

 

2.4.2.2.3 Time-Frequency Methods 
 

Time-frequency technique are widely sued in feature extraction. These methods 

are Short-Time Fourier Transform (STFT), wavelet-based methods, empirical 

mode decomposition based (EMD) methods and variational mode decomposition 

(VMD) based methods These advanced signal processing methods decompose 

the chatter signal into some components/modes corresponding to different 

frequency bands. The decomposition components/modes, including rich chatter 

information, can serve to highlight and extract the chatter features. 

STFT uses a sliding window to characterize the change of frequency components 

at different time intervals. Spectral coefficients are calculated for this data and then 

window is moved to another position. It can also be described as Fourier transform 

repetition for consecutive time intervals [34]. The major drawback of this method is 

both frequency resolution and time localization cannot be high meanwhile.  

Machining Process Sensors Signal Process 
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Figure 14. In-process chatter detection strategy 
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Wavelet Transform was developed in order to remove drawbacks of the STFT. This 

method uses different window lengths for different frequencies. High frequencies 

are analyzed with narrower windows are used for better time localization while for 

lower frequencies wider windows are used for better frequency resolution. Hence, 

it can give more information for different frequency bands. The discrete Wavelet 

Transform gives approximation coefficients and wavelet coefficients by convolution 

of the signal. Wavelet coefficients are handled as There is another type of wavelet 

method which is called Wavelet Packet Decomposition (WPT). This method 

creates more frequency bands. Therefore, it can provide more useful spectral 

features. For Wavelet based methods there is a mother wavelet which decomposes 

the signal by shifting and scaling. The drawback of WPT is the higher computational 

cost compared to DWT. There are many studies in process monitoring with wavelet 

based methods [35]–[38]. The comparison results showed that WT based methods 

gave better results with force signals while the FFT was better for vibration signals. 

Also in a recent study [39], the authors compared the wavelet based method and 

FFT and for real-time chatter detection and showed that FFT gives much rapid 

response. 

Empirical Mode Decomposition (EMD) is a time-adaptive signal decomposition 

method. The signal is decomposed to the almost orthogonal mono-component 

Intrinsic Mode Functions (IMF). After obtaining the IMFs, HHT is applied. This 

method examines the instantaneous frequency and generates an effective Time-

Frequency which is called Hilbert spectrum. This method is especially designed for 

non-stationary and non-linear signals. It can be assessed more like an empirical 

approach instead of theoretical approach [40].HHT doesn’t have frequency 

resolution or time localization concept and gives a uniform high frequency 

resolution in full frequency range. There are also combined methods which uses 

wavelet and HHT. Cao et al. [28] decomposed the acceleration signal to reconstruct 

the signal. Then HHT is applied to the reconstructed signal to obtain energy 

distribution of the signal. The state of the cutting process was decided according to 

Hilbert spectrum analysis.  Although HHT is a self-adaptive method which makes 

it practically applicable, since it is a EMD based method, it is sensitive to noise. 

Variational Mode Decomposition is a non-recursive method and decomposes the 

input signal into different amplitude and frequency modulated wave such that jointly 
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they reconstruct the original signal which outperforms the EMD in robustness. A 

method which detects chatter by combining VMD and energy entropy was 

proposed [41]. The results showed that sensitivity to chatter occurrence was 

improved. The drawback is this method is the required number of signal 

components as a priori parameter [41]. 

2.5 Chatter Suppression Techniques 
 

In milling process, the chatter avoidance or suppression technique must be applied 

after chatter prediction or detection. This is a challenging process. These methods 

can be classified by passive and active methods. The passive methods aim to 

enlarge the SLD which can be distinguished as out of process and called as chatter 

avoidance techniques. Although, there are many methods used to avoid chatter by 

changing the SLD of the process [5] , active suppression techniques used in the 

literature are introduced in this part.  

Active chatter suppression methods monitor the dynamic state of the machine tool 

system and change the system to a better position if it is possible. The dynamics 

of the system are modified, and stable zone is expanded thanks to this system 

modification. In [42] , the chatter is suppressed by using an active electrostatic and 

piezoelectric spindle bearing support. In other words, they change the response 

function of the system. There are many studies which used the spindle speed 

variation strategy to suppress chatter [43], [44].  However, they weren’t satisfactory 

for real-time application. In [45] , the authors aimed to change the stiffness of the 

boring bar by varying the strength of the applied magnetic field of 

magnetorheological fluid. Wang et al. [46] studied on suppressing the chatter with 

changing the stiffness with piezoelectric stack actuators. The authors studied on 

changing the stiffness of the bar by changing the length periodically which is the 

base of this project [12] .  
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3 Experimental Setup 
 

In this part, the machine and the accelerometer used will be introduced. The 

stiffness variation control strategy has been applied to machine tool produced by 

PAMA S.p.A. model VERTIRAM 2000 GT. It is a vertical movable gantry 

machining center which is designed to process heavy components. VERTIRAM 

CNC machining centers can be customized with a wide range of turning tables 

with loading capacity from 25 to 300 tons. Different heads for customized 

solutions, tool magazines and other accessories can be implemented.  

 

Figure 15. PAMA VERTIRAM 2000 GT machining center 
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Table 2. Machining center technical details 

 

 

The Z-axis and W-axis which are related to the ram and boring bar, respectively. 

These axes are coaxial with the spindle. It must be noted that different 

combinations of Z+W results in different stiffness values as can be seen in Figure 

16. By changing this combination without changing the tool tip position, the 

machine dynamics are changed, and the suppression of chatter is aimed.  

The accelerometer is assembled to the front face of the ram which is the closest 

fixed part to the tool. The used accelerometer has sensitivity of 10 mV/g. The 

signals are acquired through National Instruments Ethernet cDaq and the NI-9234 

module. The data are gathered through a software developed by Consorzio 

MUSP.   

The cutting tool diameter is 80 mm and has 2 teeth in all experiments. The cutting 

strategy is to try five different spindle speeds with SV on and off. 
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Figure 16.The axes where stiffness variation realized 
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4 Methods 
 

The methods used for detecting the spindle speed and status of modulation 

strategy and chatter indicator are explained step by step in this part. 

4.1 Pre-Analysis 
 

The experiments are conducted with different depth of cut, spindle speed, different 

machine positions for both stiffness modulation on and off. Acquired data provides 

information about accelerometer values in three directions (cx,cy,cz), sampling 

frequency (fs), time vector (time)  and the spindle speeds used (omega) during the 

experiment. This doesn’t provide the knowledge about the change of conditions 

such as when did the spindle speed change or the modulation was active or not 

as in Figure 17. This information has a high importance to be able to understand 

chatter related components. In other words, if the cut is performed a specific 

spindle speed  𝛺 , it is expected to see excitations on the tooth passing frequency 

and its harmonics 𝑡𝑝𝑓(𝐻𝑧)  
𝛺𝑁

60
 . Also, if stiffness modulation is performed it is 

expected to observe sidebands around the system frequency and its harmonics. 

Therefore, the data to be processed must provide this information. Otherwise, one 

needs to check the frequency spectrum of interested window and see the 

dominant frequencies. As a matter of fact, one must repeat this until detecting the 

change of inputs. Conducting this analysis manually is time consuming and 

decision depends on a subjective interpretation. It means that it might not be 

repetitive. Therefore, plotting the data according to the input change as a pre-

analysis before creating a chatter detection algorithm. For this purpose, an 

automatic detection algorithm was developed. It consists of two parts. The first 

one is spindle speed detection and the second one is stiffness modulation ON/OFF 

information.  
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                                     Figure 17. Raw Accelerometer Data with no Ω and SV information 

4.1.1 Spindle Speed Detection 
 

The spindle speed detection algorithm works with the aim of finding dominancy of 

used spindle speed to other possible spindle speed and its harmonics. The omega 

vector consists of the spindle speeds used during the experiment as 𝑜𝑚𝑒𝑔𝑎  

[600 625 650 675 700]. The algorithm starts with creation of harmonics of each 

spindle speed as below starting from the first spindle frequency not from tooth 

passing frequency. Then, first 7 harmonics are chosen for comparison. 

𝑠𝑝𝑓  

[
 
 
 
 
 0 20 30 40 50 60 70
 0.4 20.83 3 .25 4 .66 52.08 62.5 72.9
 0.83 2 .66 32.5 43.33 54. 6 65 75.83
  .25 22.5 33.75 45 56.25 67.5 78.75
  .67 23.33 35 46.66 58.33 70 8 .67]

 
 
 
 

 

As mentioned earlier, spindle speed related frequencies must be dominant to other 

spindle speed harmonics. Therefore, power spectral density estimates are used 

with the help of applying in-built function of periodogram in MATLAB. Power 

spectral density estimates are calculated for each one second window and 

repeated until the end of experiment in x-direction. 
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Figure 18. PSD Estimate between 0-1 second 

 

After having the PSD estimates, the power concentrated around the spindle 

frequency and its harmonics can be calculated by the in-built function 𝑏𝑎𝑛𝑑𝑝𝑜𝑤𝑒𝑟 

in MATLAB which takes PSD estimate and interval to be calculated as an input. 

The aim is to calculate the sum of power concentrated on first 7 harmonics for 

each spindle speed and make a comparison between each other.  

𝑠𝑢𝑚 𝑜𝑓 𝑏𝑎𝑛𝑑𝑝𝑜𝑤𝑒𝑟(𝑠𝑝𝑓)  

[
 
 
 
 
254
 0.4
4.3
2.6
 6.8]

 
 
 
 

( 0−7) 

  

It can be easily understood that, in this example the highest power belongs to 600 

rpm related frequencies. Therefore, the spindle speed has been decided as 600 

rpm for the specified one second window. This procedure is applied in a for loop 

which can be seen in Appendix. At the end of this process, a plot which has 

different colors to represent each spindle speed. 
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Figure 19. Time Domain Accelerometer Data with Spindle Speed Detection 

 

4.1.2  Stiffness Variation Detection 
 

Stiffness variation is activated in some time intervals of each second. Since 

stiffness modulation will cause amplitudes around harmonics of spindle speed 

which are not chatter related amplitudes, it must be decided that in which intervals 

it is active.  

The algorithm uses a similar procedure like spindle speed detection. However, the 

modulation exists in z-direction. Therefore, there must be a visible peak on 

stiffness variation (SV) frequency and its harmonics in the direction of modulation. 

Since stiffness variation frequency 𝑓𝑠𝑣  0.66 𝐻𝑧  is known, PSD estimate must be 

checked around this frequency.  
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Figure 20. PSD Estimate in Z-direction 

 

As can be in Figure 20,there is a peak around at 0.5 Hz which is close to 0.66 Hz. 

The difference is due to the frequency bins created by the 𝑝𝑒𝑟𝑖𝑜𝑑𝑜𝑔𝑟𝑎𝑚 function. 

The number of frequency components can be increased which has the same 

meaning with frequency resolution by modifying the function inputs. However, 

since there are no expected peaks close to SV frequency, the necessity of 

increased resolution is eliminated by setting 𝑏𝑎𝑛𝑑𝑝𝑜𝑤𝑒𝑟 interval between 0-2 Hz. 

The algorithm calculates the power of whole windowed signal and calculates the 

power of 0-2 Hz interval and make a ratio between them. However, setting a 

threshold to decide if SV is ON or OFF is a challenging task. Because the power 

ratio can vary due to the change of vibration. In other words, with the inclusion of 

regenerative contribution, the ratio cannot show the same dominance even there 

is a peak at SV frequency. Since the SV activation will be known during the real 

cutting process, it is not needed to have certain decision. Therefore, just to provide 

an insight of SV modulation active regions the colormap which uses the black to 

white scale is used in Figure 21. 
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Figure 21.Black-white scale for stiffness modulation 

RMS values of the signal for each second was also added to the plot to give an 

idea about the vibrational energy. 

 

Figure 22. Spindle speed and SV detection map with RMS values 
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4.2 Chatter Indicator 
 

Regenerative vibration phenomenon is different from forced vibration as discussed 

earlier. Tooth engagements excite the system on their own frequencies. It is 

expected to see peaks at these system frequencies in frequency domain. 

Therefore, when someone excludes these forced vibration components, the rest 

must belong to chatter related frequencies in other words unwanted vibration. In 

this project, however, there are also sidebands which are due to nature of 

changing dynamics. These two phenomena must be distinguished from each other 

sidebands and chatter respectively. Therefore, the algorithm to be applied must 

have two different conditions. If the SV is not active, it doesn’t consider the 

generation of sidebands. But if SV is active, it starts to consider possible sideband 

generation. It can be shown as below by assuming that noise contribution is 

spread over the whole signal. 

𝑥(𝑡)  𝑥𝑝(𝑡) + 𝑥𝑎𝑝(𝑡), 𝑤ℎ𝑒𝑛 𝑆𝑉 𝑂𝐹𝐹 

𝑥(𝑡)  𝑥𝑝(𝑡) + 𝑥𝑠𝑏(𝑡) + 𝑥𝑎𝑝(𝑡), 𝑤ℎ𝑒𝑛 𝑆𝑉 𝑂𝑁 

where 𝑥𝑝 is periodic components due to spindle speed harmonics, 𝑥𝑎𝑝 is aperiodic 

components which are unwanted vibration components and 𝑥𝑠𝑏 is the sideband 

contribution. A measured signal can be written as the superposition of these 

components. 

The signal 𝑥(𝑡) is sampled at sampling frequency 𝑓𝑠 . A window which has number 

of samples, 𝑁𝑠, is used for transition to frequency spectrum where 𝑁𝑠  𝑓𝑠𝑡𝑤. 

Window length 𝑡𝑤 with 𝑓𝑠 causes an optimization problem. The 𝑡𝑤 must be chosen 

appropriately according to needed frequency resolution. This is well known 

Heisenberg-Gabor limit which emphasize increasing the number of samples will 

give a better resolution but causes to lose time localization that is an important 

concern for real-time chatter indicator. The frequency resolution generally can be 

computed as 𝑓𝑟𝑒𝑠  
𝑓𝑠

𝑁𝑠
. However, since computational procedure of FFT assumes 

the number of FFT points as power of 2, the frequency resolution is calculated 

also by introducing the zero padding to have a better resolution. For example, to 

make understanding easier, 1 second window with 5120 Hz sampling frequency. 
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Algorithm calculates the number of FFT points as two to the power of 𝑘 that 

calculates the next number which is power of two greater than 5120. That is, by 

calculating 213  8 92 , k is chosen as 13 and 𝑁𝐹𝐹𝑇 is decided as 8192. Therefore, 

by applying the formula below, frequency resolution can be calculated as 0.625 

Hz.  

𝑓𝑟𝑒𝑠  
𝑓𝑠
𝑁𝐹𝐹𝑇

 

The chatter indicator values must be evaluated for each moment set by sliding 

fixed window during the process and creates 𝑆𝑘 sequence each including 𝑁𝑠. For 

having a better resolution, window length must be chosen as high as possible. 

Although, choosing a bigger length allows to see more robust results in the 

frequency spectrum, the other aim of not localizing the problematic time interval 

must not be overlooked. By considering the conditions mentioned above, 

overlapping and the length of the window must be chosen carefully.  

Discussion of the FFT and uncertainty principle is one of the problems in this 

project. Since the basics of these terms have been given until now, the algorithm 

of chatter detection will be given having the basis of FFT and its restrictions in the 

succeeding stage. The algorithm will consist of Raw data analysis, detection of 

harmonics and sidebands, removal of detected components and analysis. 

4.2.1 Raw Data Analysis 
 

Raw data analysis means FFT calculation of a specified window. After calculation 

of FFT, the variance of whole data will be calculated. Red line shows the mean 

value. Standard deviation of each component around mean will be calculated and 

squared and summed. Then, calculated sum will be divided to number of samples. 

The result gives the variance of the window. Since the PSD can be explained as 

the variance (energy) per frequency, the reason of using variance van be 

explained as the energy concentrated in a certain frequency component. For 

keeping the applied methods and calculations in sequence of equations, the result 

of variance calculation can be shown as  

𝑉𝑟𝑎𝑤  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑅𝑎𝑤 𝐷𝑎𝑡𝑎) 
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Figure 23. 5 second window FFT 

 

4.2.2  Harmonics and Sideband Detection 
 

Detection of the harmonics and the sidebands is the next step. If modulation is not 

active, sideband generation is not expected. If the SV is on sideband detection is 

activated.  The resolution must be enough to detect the harmonics and sideband. 

Therefore, some different window lengths are tried to find the optimum window 

length. In  

 the set window on acceleration data and FFT of this time window when the SV is 

off is shown. Red asterisks show the detected spindle frequency and its 

harmonics. Detection of harmonic components’ indexes can be shown as below 

where 𝑠𝑝𝑓 is calculated until dynamic range of interest,  

[0, 600] Hz  𝑁ℎ𝑎𝑟  
600

𝑠𝑝𝑓(1)
  where 𝑠𝑝𝑓( ) is the fundamental spindle frequency. 

𝑓ℎ𝑎𝑟  
𝑠𝑝𝑓

𝑓𝑟𝑒𝑠
 , 𝑤ℎ𝑒𝑟𝑒 [𝑠𝑝𝑓] 𝑖𝑠  ∗ 𝑁ℎ𝑎𝑟  



55 | P a g e  
 

 

Figure 24:5 second window when SV is OFF 

In Figure 25 , FFT of a time window is shown with detected spindle frequency, its 

harmonics and sidebands. The detection of sidebands’ indexes can be shown by  

𝑓𝑠𝑏  
(𝑓ℎ𝑎𝑟 ± 𝑖𝑓𝑠𝑣)

𝑓𝑟𝑒𝑠
, 

where 𝑖 is the number of sidebands to be considered. The magnitudes 

corresponding in both  

 and Figure 25, the magnitudes corresponding to 𝑓ℎ𝑎𝑟 and 𝑓𝑠𝑏  are removed from 

the FFT. The residual values belong to chatter related components and are shown 

by yellow lines in  

.  
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Figure 25. 5 second window when SV is ON 

 

The FFT without sidebands and harmonics are defined as Filtered FFT in the 

algorithm and Filtered FFT is used for variance calculation of chatter components. 

𝑉𝐹𝐷  𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝐷𝑎𝑡𝑎) 

As a result, the chatter indicator can be defined as the ratio between the chatter 

related components and the whole signal (raw data) which includes all 

components. 

𝐶𝐼  
𝑉𝐹𝐷
𝑉𝑅𝐴𝑊

 

The chatter indicator calculation is performed by two accelerometer data x and y. 

After finding the values, a threshold was needed to set to be able to decide it is 

chatter or not. Threshold decision will be performed in the next chapter. 
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5 Results and Discussion 
 

The chatter indicator calculation procedure for a particular window was explained 

in the previous chapter. The indicator must be calculated during the experiment as 

soon as the new data come. This is done by moving the set window and calculating 

the CI for new windows. The window is set as 3 seconds as lowest possible due 

to the frequency resolution needed. For being convenient with online chatter 

detection, 2.7 seconds is set as overlap value for shifting window. In other words, 

the last 0.3 seconds of each window belongs to new data and any increase 

compared to previous CI value is due to new data. Thus, a compromise between 

time localization and frequency resolution is aimed.  

 

 

Figure 26.Moving window representation 

 

In addition to the resolution and localization problems, setting a threshold must be 

done carefully. In this work, the threshold set according to recorded video and 

sound produced during the experiment. Some classifications are made according 

to these parameters as chatter, uncertain and chatter-free. On this basis, the 

thresholds are set and shown as below with the examined accelerometer data, 

indicator values and FFT plots.  For setting a threshold, all the chatter indicator 

values are collected during the examined time region. Then RMS is applied to the 

indicator values and obtained one indicator value for the experiment. This is 

chosen as a threshold. In Figure 27 , the cutting examined between 223.5-245 

second which corresponds to 650 RPM-SV ON at the depth of cut 8 mm is shown. 

Chatter indicator values for 3 seconds window by shifting 0.3 seconds is 

computed. The RMS application can be shown as 𝐶𝐼  𝑅𝑀𝑆 (𝐶𝐼1 𝐶𝐼2𝐶𝐼3….  𝐶𝐼𝑁) 

where N is the number of chatter indicator calculation. According to this, the lower 
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threshold which is the border between chatter-free and uncertain region is decided 

as 0.55. The same procedure is applied to find the border line between uncertain- 

chatter region in Figure 28. The experiment conducted in Figure 28 is with 9 mm 

depth of cut, 625 RPM and modulation is not activated (SV OFF). Based on this 

experiment, the upper threshold is set as 0.85. 

 

Figure 27.Vibration data, FFT and Chatter Indicator for 650 RPM-SV ON 
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Figure 28.Vibration data, FFT and Chatter Indicator for 625 RPM-SV OFF 
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After setting thresholds, the results are shown as in Figure 29. The experiment was 

conducted with 700 RPM at the depth of cut of 9 mm. It started with no modulation 

and after 292.5 second stiffness modulation was activated as clearly seen in the 

first plot. The second plot shows the time-frequency representation of the 

experiment. As clearly seen, there was an energy concentration when stiffness 

variation was off. After starting to modulate, the discontinuity of chatter is 

observed. One cannot say that the situation is not chatter or chatter-free. There is 

uncertainty. After some time, the chatter was clearly suppressed. Therefore, all 

these steps must be clear in the chatter indicator plot from chatter to uncertain and 

uncertain to chatter-free region. Third plot which shows the chatter indicator value 

exactly matches with the expectations. The CI value is higher than the threshold 

while it gives results between 0.55-0.85 which is uncertain region. When the 

chatter is fully suppressed, the CI value gives results lower than the threshold. It 

must also be noted that if RMS was used an indicator, although CI value is low 

around 310 seconds, one can see the RMS increase. Therefore, it can be said 

that vibration is concentrated around the tooth passing frequencies even if the 

vibration energy increases.  

In Figure 30, the stabilizing effect of stiffness variation and sensitivity and 

robustness of CI can be seen. High values were obtained when the SV was off. 

Then, with turning on the modulation, a slight decrease was observed in CI plot 

which matches with the time-frequency plot. Also, it must be noted that after 455 

second, although it is not chatter, some energy increase was observed in time-

frequency plot. This energy increase can be seen with the increase in CI value in 

the chatter-free region. 

 The real-time chatter indicator must calculate each window in a shorter time than 

the new window. For example, the focus is to catch the changes during the 0.3-

second shift in this work. Therefore, the calculation time must be shorter than 0.3 

and must give enough time for control action not to keep cutting with chatter 

vibration. With a simple calculation in MATLAB, the processing time was 

calculated as 0.02-second which shows that this algorithm is applicable in real-

time. 
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Figure 29. 700 RPM, DOC=9 mm, unstable when SV is OFF, stabile with SV ON 
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During the assessment of the results, remarkable different results were obtained. 

For example, the symmetric sidebands were obtained during the earlier 

experiments as in Figure 25. 5 second window when SV is ON. However, on 

another experiment’s FFT plot as in Figure 31. It has been observed that chatter 

frequency has also sidebands and has amplification effect on the spindle 

frequency and its sidebands. Also, the asymmetry is attention getting. While 

chatter has an amplification effect on upper part, the suppression on the opposite 

side has been observed. These affects must be examined in a more detailed way 

to have a more reliable chatter indicator value. Detecting and removing high 

amplitudes as in the Figure 31, might cause having a lower chatter indicator value. 
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Figure 31. Asymmetric sideband formation 
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6 Conclusion 
 

This study started with identifying the system’s input such as spindle speed and 

stiffness variation status since the experimental data coming from field didn’t have 

the recordings of this information. In MATLAB, the built-in functions periodogram 

and band-power were used and time domain accelerometer data was classified. 

After deciding the cutting speed and the stiffness variation is on or off, tooth 

passing frequencies were designated in the frequency domain by applying Fast 

Fourier Transform for feature extraction. As shown earlier, the sideband formation 

was observed while the modulation was active. Since the modulation frequency 

was known, the possible sideband frequency was introduced to the algorithm. By 

separating the energy components and using the ratio between synchronous and 

asynchronous components, the chatter algorithm was developed. The algorithm 

was applicable in real-time because the calculation time was low.  

In future works, the sideband formation mechanism can be further examined. 

Because during the study, it was observed that considerable sideband magnitudes 

were mostly near chatter frequencies. At some cases, chatter sidebands are 

overlapped or suppressed. Therefore, number of sidebands to be considered 

should be chosen carefully. Detecting and removing magnitudes related to chatter 

component might lead to have wrong results. Therefore, estimating the amplitude 

of synchronous component’s sideband amplitudes can help to have more reliable 

results. 
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