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1. Introduction
In an era where digital technology is fundamen-
tally transforming healthcare, digital pathol-
ogy (DP) finds itself at a pivotal juncture.
While significant strides have been made in
imaging and computational techniques, criti-
cal challenges persist. The healthcare sector
faces an urgent need to automate and stream-
line the process of identifying key histological
features essential for accurate medical diagno-
sis and treatment. One such pressing issue
is the timely and reliable identification of the
basement membrane (BM) in cases involving
complications of chronic graft-versus-host dis-
ease (cGVHD) following hematopoietic stem cell
transplantation (HSCT) [28]. Traditional meth-
ods, reliant on manual annotation in whole-slide
images (WSIs), suffer from being both labor-
intensive and susceptible to human error [28].
The need for innovative, efficient, and error-
minimizing techniques in histological examina-
tions has never been more critical.
In light of these challenges, machine learning
methods, specifically Graph Neural Networks
(GNNs), have emerged as promising avenues for
innovation. These networks have been employed
to automate and refine histological analyses,

particularly through cell-graph models which
encapsulate complex cellular interactions and
higher-level histological relationships [1, 13, 21].
Although GNNs are proficient in managing these
cell-graphs to identify and classify intricate his-
tological features like the BM [13, 21], they
sometimes fail in capturing higher-level struc-
tural details within graphs. This is a domain
where Convolutional Neural Networks (CNNs)
excel, due to their capacity for intricate pat-
tern recognition. Therefore, integrating CNN-
inspired techniques into GNNs could forge an
innovative pathway for enhancing graph repre-
sentations and addressing current limitations.
This work aims to address this limitation by
incorporating a pattern recognition component
into the GNN framework, for triangle based mo-
tif learning. This enhancement not only im-
proves the accuracy and robustness of BM pre-
dictions, but also provides a valuable tool for
pathologists. It automates the identification
of BM, potentially assisting in the histological
grading process and facilitating more efficient
and precise diagnostics in oral pathology. This
study was carried out in collaboration with the
KTH Royal Institute of Technology (KTH) and
Karolinska Institute (KI).
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Contributions of this Work This work
builds upon the existing GNN framework es-
tablished by [13], aiming to address some key
limitations in the realm of digital pathology,
specifically the identification of BM in chronic
graft-versus-host disease (cGVHD). Unlike con-
ventional edge classification or link prediction
approaches that focus on a limited context of
two nodes, this work presents a novel classifier
that integrates convolutional layers for pattern
recognition with triangle-based recurrent struc-
tures for edge classification. This results in a
more context-aware model that uses triangle-
based motifs for edge classification in the cell-
graph, reducing false positives and enhancing
the accuracy of BM identification.
Additionally, we introduce a comprehensive
learning mechanism where the error is backprop-
agated through both the GNN and the new clas-
sifier, deviating from earlier methods where the
error was only propagated within the GNN lay-
ers [13, 21]. This results in improved perfor-
mance in BM identification tasks.
A graph segmentation technique is also devel-
oped to offer a refined means of evaluating the
predictions of the GNN on cell-graph models,
aiding in clearer interpretation and insights into
the model’s efficacy. This method proves par-
ticularly beneficial when assessing results from
samples presenting degraded BM, where simply
examining edge outcomes isn’t sufficient for a
visual evaluation of the model’s performance.
In summary, this work substantially advances
the role of GNNs in digital pathology. We in-
troduce a context-aware, structure-oriented ap-
proach to edge classification, which improves
BM identification. Additionally, our graph seg-
mentation technique refines the evaluation pro-
cess, offering clearer insights into the model’s
effectiveness—especially when dealing with de-
graded samples. Collectively, these innovations
contribute to the broader advancement of the
field.

2. Literature Review
The digital pathology (DP) domain has made
significant strides with the introduction and
adoption of machine learning (ML) techniques,
particularly deep learning. Despite these ad-
vancements, traditional Convolutional Neural
Networks (CNNs) and Deep Neural Networks

(DNNs) are often insufficient in capturing com-
plex histological dependencies in tissue images.
The current review aims to discuss the state-of-
the-art methods, emphasizing deep learning ap-
proaches and Graph Neural Networks (GNNs)
in DP. It also identifies gaps and opportunities
for further research [1].

Deep Learning in DP Deep learning meth-
ods have been extensively applied to DP tasks,
ranging from cellular to region-wide scales [9].
Cellular-level applications include semantic seg-
mentation, detection, and mitosis detection, us-
ing architectures like CNNs, Fully Connected
Networks (FCNs), and Stacked Autoencoders
(SAEs) [6, 8, 24, 25]. Gland and region-level
analyses typically use CNNs and FCNs, often
with additional post-processing for gland seg-
mentation and contour detection [4, 31, 34, 35].
Despite their efficacy, these methods primarily
depend on pixel-level information, lacking the
ability to capture higher-level histological rela-
tionships, indicating room for improvement.

GNNs in DP GNNs are emerging as effective
tools for capturing complex dependencies in DP
[2, 7, 10, 14, 15, 26, 27, 38]. While most studies
have focused on classification tasks, only a few
explore frameworks for Region-of-Interest (ROI)
retrieval and segmentation, providing an avenue
for further research [23, 37].

BM Identification BM identification is a
crucial task in DP that remains challenging. Ex-
isting methods, such as those by Wang et al.
[29], Wu et al. [32], and Cao et al. [5], rely
on pixel-level information, limiting their ability
to capture topological and histological relation-
ships. GNN-based approaches to BM identifi-
cation have been introduced [13, 21], but they
also present limitations, particularly in lever-
aging triangular motifs in cell-graphs built us-
ing Delaunay triangulation. Therefore, there
is room for further improvement in GNN-based
BM identification approaches.

Edge Classification in GNNs The edge
classification task in GNNs has not been ad-
equately explored. While GNN frameworks
like MPNNs, EGNN, and NENN focus on
integrating edge features for node feature
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aggregation [11, 12, 33, 36], their applicability
to edge classification remains an open question.
Notably, NENN [36] introduces a hierarchical
dual-level attention mechanism that alternately
stacks node-level and edge-level attention
layers to learn and aggregate embeddings for
nodes and edges, allowing the node and edge
embeddings to mutually reinforce each other.
Despite the ability to compute higher order edge
representations, NENN has not been applied to
any edge classification task.

While deep learning methods, particularly
CNNs and GNNs, have made significant
contributions to DP, gaps remain in cap-
turing higher-level histological dependencies.
Specifically, there is a need for more robust
methodologies that can incorporate com-
plex spatial relationships for tasks like BM
identification and edge classification.

3. Dataset
The dataset, sourced from the Department of
Dental Medicine at Karolinska Institutet (KI),
serves as the primary foundation of this study.
This dataset comprises Whole Slide Images
(WSIs) of hematoxylin and eosin (H&E) stained
oral mucosa tissue from patients who had re-
ceived HSCT and healthy volunteers. The WSIs
were cropped into 2000×2000 pixel regions, and
approximately 62000 cells have been manually
annotated and classified. Additional annota-
tions were performed to identify the basement
membrane (BM).

Cell-graph model We developed a cell-graph
model using Delaunay triangulation [19], where
cells are nodes and edges are classified based on
their interaction with the BM as either crossing
or not crossing it. Node features include anno-
tated and computed metrics like cell type and
density, as well as deep learning features from
a pre-trained ResNet-18 model. Edge features
such as node distance and BM crossing were also
incorporated and normalized (see Appendix for
further details).

4. Methods
In this section, we delve into the GNN frame-
work, but first, some foundational graph the-
ory is defined to set the stage. A graph G is

Figure 1: (a) WSI of healthy buccal oral mu-
cosa that has been segmented into tiles of 2000
× 2000 pixels. (b) Annotation of the extension
of the BM visualised with blue line. (c) Nuclei
centroids were annotated and labelled as either
epithelial (red), fibroblast or endothelial (blue),
inflammatory (green) or lymphocytic (yellow)
(Image taken from [21])

mathematically expressed as G = (V, E), where
V is the set of n nodes and E is the set of
edges connecting them. The adjacency matrix
A ∈ Rn×n encapsulates the node relationships,
and for weighted graphs, its entries can be arbi-
trary real values. Graphs can also feature node-
level and edge-level attributes represented by
X ∈ Rn×d and E ∈ Rn×n×p, respectively. With
this background, the GNN framework presented
here comprises two primary components: Node
Embedding Layers and an Edge Classifier.
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4.1. Node Embedding Layers:
EAGNN

The proposed architecture builds upon the node
embedding layers proposed in [13], EAGNN. Un-
like traditional GNN layers, EAGNN aggregates
multiple edge features into node embeddings
and follows a unique computational approach
defined by equations EAggk and Hk (see Ap-
pendix). The model aims to derive more infor-
mative latent node representations from a graph,
considering both node and edge features (see
Appendix for further details).

4.2. Edge Classifier: TM-CNN
Contrasting with traditional approaches that
employ MLPs or multiplication operators [13,
21], the Triangular Motifs Convolutional Neural
Network (TM-CNN) is proposed as a uniquely
tailored edge classifier, designed specifically for
discerning meaningful patterns pertinent to edge
classification tasks.
The TM-CNN framework for edge classification
is inspired by methodologies commonly used in
pattern learning tasks such as Text Classifica-
tion [16, 20, 30] and Financial Time-Series Clas-
sification [18]. These tasks often involve gener-
ating text or time-series embeddings and pass-
ing them through 1D-Convolutional layers. This
approach allows for the extraction of local and
global features, which are crucial for accurate
classification. Similarly, in this work, the TM-
CNN classifier aims to extract and learn mean-
ingful patterns from the motif structures for ef-
fective edge classification.
The TM-CNN classifier is designed to take as in-
put the two triangular motifs associated with an
edge (u, v). These triangular motifs are formed
by the nodes (u, v, z) and (u, v, w), where u, v,
z, and w represent the node embeddings learned
after K-iteration by the EAGNN architecture.
Each node embedding has a size of RdK , result-
ing in an input to the TM-CNN classifier of size
dk × 4 (corresponding to 4 channels).
The TM-CNN architecture consists of two 1D
convolutional layers and two fully connected
(FC) layers.
In the proposed architecture, two convolutional
layers with nf1 and nf2 filters generate feature
maps F1 and F2, both of dimensions (dk × nfi).
These maps pass through ReLU activations and
are followed by two Fully Connected (FC) layers.

The final FC layer outputs a scalar between 0
and 1, serving as the edge classification for (u, v).
Figure 2 gives an overview of the proposed ar-
chitecture.

5. Experiments and Results
The study utilized the generated cell-graph
dataset, which was divided into training (70%),
testing (30%), and validation (15% of training)
subsets (see Table 2). The models EAGNNi

1

and TM-CNN were trained for 100 epochs using
backpropagation with a mini-batch size of 32,
balanced for data imbalances. The Adam [17]
optimizer was employed with an initial learning
rate of 0.001, which was reduced by 0.1 every 40
epochs. Dropout and weight-decay techniques
were used to prevent overfitting. This configu-
ration is consistent throughout the study for all
experiments.
The evaluation of the model consisted of two
critical phases: validation and testing.

Validation In the validation phase, different
configurations of the EAGNN and TM-CNN
model were fine-tuned on a series of metrics in-
cluding precision, recall, F1 score2, ROC-AUC,
and accuracy. The model with five layers in the
EAGNN backbone demonstrated the highest F1
score and accuracy, thereby chosen for the test-
ing phase (see Appendix for further details).

Testing In the testing phase, the perfor-
mance of the (EAGNN5,TM-CNN) model was
compared with two baseline models from ex-
isting literature. The proposed model con-
figuration was found to surpass both the
(EAGNN2,BC+MLP) [13] and the (Graph-
SAGE,MUL) [21] models in several metrics in-
cluding F1 score, ROC-AUC, and accuracy.
The (EAGNN5,TM-CNN) model demonstrated
a significant improvement over the primary
benchmark (EAGNN2,BC+MLP) [13] model,
showing an F1 score that is approximately 2%
higher. The model maintained similar levels of
precision but had superior recall, resulting in
fewer false negatives. Results are shown in Table
1.

1i stands for the number of aggregation layers used in
the configuration of EAGNNi.

2Precision, recall and F1 score are computed w.r.t.
the BM crossing edges.
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Figure 2: Triangular Motifs CNN (TM-CNN) architecture overview.

Model Classifier NF EF Precision Recall F1 ROC-AUC Accuracy
[21] GraphSAGE MUL N1 - 0.3417 0.7011 0.4594 - 0.9071
[13] EAGNN2 BC+MLP N1 E1234 0.8548 0.8427 0.8395 0.9799 0.9822
EAGNN2 TM-CNN N1 E1234 0.8523 0.8595 0.8559 0.9866 0.9837
EAGNN5 TM-CNN N1 E1234 0.8526 0.8657 0.8591 0.9874 0.9840

Table 1: Summary of test results comparing the proposed models with existing baseline models. NF:
Node Features, EF: Edge Features.

5.1. Qualitative results
In this summary, we focus on the qual-
itative evaluation of the (EAGNN5,TM-
CNN) model against its predecessor,
(EAGNN2,BC+MLP) [13]. Both models
demonstrate similar performance in classifying
BM crossing edges in healthy samples, while
when considering sample presenting degraded
BM, the (EAGNN5,TM-CNN) model excels, as
depicted in Figure 3.
The newer (EAGNN5,TM-CNN) model im-
proves the F1 score by approximately 10% in
challenging conditions (degraded BM), and re-
duces false positive rates, substantiating its ro-
bustness and applicability in real-world scenar-
ios.

5.2. Graph segmentation
To offer a more intuitive understanding of the
model’s predictions, we employ color-coded seg-
mentation based on the number of BM crossing
edges within each triangular motif in the graph.
The categories are as follows:
(Empty) Triangles with 0 BM crossing edges
(Red) Triangles with only 1 BM crossing edge
(Yellow) Triangles with 2 BM crossing edges
(Green) Triangles with 3 BM crossing edges
This color-coded scheme serves as a cru-
cial tool in visually evaluating the effi-

cacy of our proposed (EAGNN5,TM-CNN)
model, especially when compared to the
(EAGNN2,BC+MLP) [13] model. Red triangles
indicate potential areas of BM disruption, while
yellow and green triangles suggest regions where
the BM structure is likely intact.
The (EAGNN5,TM-CNN) model shows supe-
rior performance in segmenting degraded BM
samples, as illustrated in Figure 4. Compared
to the (EAGNN2,BC+MLP) [13] model, the
newer (EAGNN5,TM-CNN) model exhibits a
marked reduction in noisy predictions. This en-
hancement significantly clarifies the segmenta-
tion, particularly in the epithelial layer.
Moreover, the (EAGNN5,TM-CNN) model re-
duces the number of red triangles, which
indicate potential BM disruptions. This
more accurate depiction of BM condition
stands in contrast to the results from the
(EAGNN2,BC+MLP) [13] model, which often
misclassifies regions and shows a loss of BM in-
formation.

6. Conclusion and Future
Works

This research introduced a groundbreaking
method for identifying and localizing base-
ment membranes (BMs) in oral tissue sam-
ples, thereby tackling a significant challenge
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(a) (EAGNN2,BC+MLP)[13] F1 score:
0.5329

(b) (EAGNN5,TM-CNN) F1 score: 0.6340

Figure 3: Comparisons for degraded BM sample.

in computational pathology. The proposed
model, (EAGNN5,TM-CNN), surpasses existing
techniques by incorporating edge-related motifs,
which has not only improved the model’s accu-
racy but also enhanced its interpretability, mak-
ing it more applicable in real-world scenarios.
When compared to the
(EAGNN2,BC+MLP) [13] model suggested
by Nair et al., the proposed model exhibited
significant improvements, particularly in iden-
tifying degraded BMs. This advancement is
mainly due to the extended training at both
the graph neural network (GNN) level and
the classifier level, as well as the inclusion of
convolutional layers for capturing recurrent
structures.
Moreover, the enhanced interpretability offered
by the novel graph segmentation technique pro-
vides pathologists with a nuanced understanding
of BM conditions. This interpretability serves

not primarily to streamline the diagnosis, but
to offer robust decision support that can miti-
gate observer variance. By facilitating a deeper
and more consistent understanding of the tis-
sue’s condition, our model can be a valuable tool
in guiding both the assessment of disease sever-
ity and the subsequent course of treatment, po-
tentially leading to more targeted and effective
treatment strategies.
The versatility of the (EAGNN5,TM-CNN)
model implies its broader applicability in com-
putational pathology, which could significantly
contribute to the diagnosis and treatment of var-
ious diseases.
In summary, this study has made a meaningful
contribution by devising an innovative model for
the identification and localization of BMs in oral
tissue samples. The model is not just accurate
but also interpretable, increasing its utility for
pathologists. Despite the promising results, fur-
ther research is required to overcome limitations
and to leverage the full potential of the model.

Future works Numerous avenues for future
research are discernible from this study. A
logical progression would be to extend the
(EAGNN5,TM-CNN) model to also assess the
severity of BM breakages, contributing to more
comprehensive disease diagnosis and treatment
planning [28]. While the current study has
chiefly focused on edge classification within the
GNN framework, there is potential for refining
node and edge representations to enhance model
robustness.
Novel approaches like the dual-attention mecha-
nism in the Node and Edge features in Graph
Neural Network (NENN) framework could be
integrated to potentially improve edge informa-
tion update [36]. Such enhancements may offer
a more effective methodology for BM identifica-
tion in digital pathology. Beyond BM identifica-
tion, the current model could be further gener-
alized for various tasks such as tissue and tumor
segmentation, boundary detection, region of in-
terest retrieval, and even classification tasks.
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Cell-graph model - Additional Detais
In the cell-graph model, edges formed based on
Delaunay triangulation are associated with spe-
cific triangular motifs, which are crucial for the
graph structure (see Figure 5). The dataset
was categorized into distinct training, valida-
tion, and testing subsets. Table 2 provides a
detailed distribution of edge classes across these
splits.
Node features in the dataset encompass manu-
ally annotated features like cell type, as well as
computed features such as cell density and cell
entropy. Deep learning features were extracted
using a pre-trained ResNet-18 model.
For edge features, we considered various metrics
including node distance, cell density difference,
and cell entropy difference. These features were
also normalized following previous work in the
field [13].

Dataset Non-Crossing Crossing Total
Training 96195 6221 102416

Validation 20017 1169 21186
Testing 45779 2733 48512
Total 161991 10123 172114

Table 2: Distribution of edge classes across dif-
ferent splits.

Figure 5: Cell-graph model generation. (Left)
Manually Annotated Tile. (Right) Generated
Graph; (red) BM crossing edges, (black) BM
non-crossing edges.

Edge Aggregated GNN (EAGNN)
The architecture builds on the EAGNN node
embedding layers, as discussed in [13].
The node embedding layers aim to derive la-
tent node representations from a graph. The
EAGNN architecture follows a layered structure,
where each layer k computes a low-dimensional

(dk-dimensional) representation hku ∈ Rdk of the
graph structure around node u.
In the EAGNN, the computation at each layer k
is slightly different from the general GNN. In-
stead of performing an AGGREGATE opera-
tion on nodes followed by a COMBINE oper-
ation, the EAGNN incorporates multiple edge
features by aggregating edge features into the
node embeddings. The major difference between
the EAGNN layer and other GNN layers is the
way that edge features are normalized before ag-
gregation.
Following the matrix multiplication as proposed
in [3, 11, 22], the aggregation operation of the
proposed model at layer k, named EAggk, is for-
mulated as follows:

EAggk(Ep, H
k−1) = EpH

k−1W k
0 (1)

where Hk−1 ∈ Rn×dk−1 is the node embeddings
matrix at layer k − 13, W k

0 ∈ Rdk−1×dk is a ma-
trix of learnable parameters, and Ep is the p-th
feature matrix of the edges (i.e. Ep ∈ Rn×n is
the projection of E ∈ Rn×n×P edge feature ten-
sor onto the single edge feature p ).
Then, the previous node representation is com-
bined using the combine operation. These aggre-
gation and combining operations are performed
for each edge feature, and they are then con-
catenated all together. Therefore, the formula
for the k-th EAGNN layer is given by:

Hk = σ[∥Pp=1 (EpH
k−1W k

0 +Hk−1W k
1 )] (2)

where ∥ denotes the concatenation operator and
σ a non-linear function and W k

1 ∈ Rdk−1×dk is
a second matrix of learnable parameters. Note
that this non-linear function is not used in the
final layer K of the node embedding layers. Af-
ter K embedding layers, the node representation
zu is given by zu = HK

u for node u.

Validation Results
Various configurations of EAGNNi were eval-
uated, among which (EAGNN5,TM-CNN)
demonstrated the best performance on the vali-
dation set and was consequently selected as the
main model. Table 3 presents the results for dif-
ferent EAGNN configurations.

3Note, H0 = X
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Figure 6: EAGNN architecture overview.

Model Classifier NF EF Precision Recall F1 ROC-AUC Accuracy
EAGNN2 TM-CNN N1 E1234 0.8792 0.8529 0.8658 0.9930 0.9854
EAGNN3 TM-CNN N1 E1234 0.8873 0.8554 0.8711 0.9926 0.9860
EAGNN4 TM-CNN N1 E1234 0.8882 0.8563 0.8720 0.9927 0.9861
EAGNN5 TM-CNN N1 E1234 0.9018 0.8640 0.8825 0.9926 0.9873
EAGNN6 TM-CNN N1 E1234 0.8846 0.8657 0.8751 0.9930 0.9864

Table 3: Performance metrics of the various (EAGNNi,TM-CNN) configurations on the validation set.
The metrics are employed to ascertain the optimal number of aggregation layers (i) within the EAGNN
backbone model. Node Features (NF) and Edge Features (EF) represent aggregated node and edge
characteristics, respectively.
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