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Chapter 1

Introduction and literature
review

Recent technological progresses often bring along a down-sizing of products
together with small tolerances and high precision: this trend push machining
technologies to continuously improve in order to reach higher and higher stan-
dards of quality and precision on the workpieces and the capability to machine
always smaller and more complex parts. Water jet cutting has always been a
promising technology because of its inner simplicity and its extreme flexibil-
ity, even if often it suffers a lack of high precision, especially if compared to
technologies such as laser cutting. In order to gain competitiveness and satisfy
quality requirements, water jet cutting is in need of a more systematic insight of
its process aiming to achieve awareness on the physics and the main causes of
the disturbances which are systematically affecting the jet. Furthermore, due to
the high velocities reached by the jet and the rapid dynamics in conjunction with
the small characteristic dimensions of the process, quantitatively correct experi-
ments and the empirical approach are often very difficult: it is then obvious that
numerical simulations would be an invaluable and promising mean to reach a
better understanding of the process and optimize such a complex unsteady tur-
bulent two-phase micro flow. Watching a pure water jet working, it is possible
to notice naked-eye that sometimes the jet pulsates losing its coherence for short
whiles, spreading wider and then coming back to a stable condition: this is a
random phenomenon which happens with no regular frequency whose causes
are basically still unknown.

The aim of the present work is to perform a CFD numerical simulation of a
pure water jet in order to investigate its creation and stability achieving a better
understanding of the process and its disturbances. The internal geometry of
the orifice plays an important role during the first instants of the jet creation
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4 CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW

affecting the jet break-up and the creation of droplets which remain inside the
orifice sticking or rebounding on the walls of the orifice exit tube. A CFD analysis
is carried out to study the effect of the droplet collision with the main jet: the jet
break-up, early presence of water, condensed humidity or jet disturbances can
produce these water droplets which then can be dragged by the high velocity
air field created inside the orifice tube by the main water jet. Droplets can later
collide along the main jet or be sucked up toward the capillary (the upper small
orifice hole where the jet is created) causing local disturbances and loss of the
hydraulic flip condition which is crucial for the coherence of the jet. This random
process effectively explains the instabilities which can usually be noticed by a
naked-eye observation during the water jet formation and later on; the study of
this phenomena can lead to new instruments for an improved design of water
jet cutting head components on the way to high precision applications.

This work is actually a first attempt to analyze more deeply this problem by
means of numerical simulations: it becomes a starting point for future develop-
ments in this direction with the aim of understanding and possibly solving or
limiting the disturbances obtaining a more and more stable process.

Finally, the present report is organized into two main parts:

1. Part I: THEORETICAL REVIEW which presents the theoretical back-
ground on fluid dynamics and computational fluid dynamics which and
that can be useful for non-expert readers in order to fully understand the
results presented in the second part.

2. Part II: ANALYTICAL, EXPERIMENTAL AND NUMERICAL ANALY-
SIS which is specifically focused on the presentation of the work done
during the present study.

1.1 Literature review

Several studies have been performed on the breakup mechanisms, stability and
quality of water jets produced by different types of orifices working in different
conditions. Cavitation and hydraulic flip inside orifices and injectors turn out
to have a great importance on the quality and the flow regime of the produced
jet, and a lot of efforts have been made in order to gain knowledge on these
phenomena both theoretically and experimentally.

The first great contributions on these topics were given in 1936 by Ohnesorge
[1], who presented a classification of flows regimes in rounded-edge nozzles
working at different Reynolds and Weber numbers, and in the late 1960s by A.
Lichtarowicz et al. [2], who collected comprehensive results of experimental
investigations on the discharge coefficients of orifices with length to diameter
ratios up to 10 working at Reynolds numbers up to 105.
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A. H. Lefebvre et al. [3] proposed a well known work about the spray
atomization theory which is still largely used especially in the field of injectors.

K. A. Sallam et al. [4] carried out an experimental study on liquid column
breakup lengths and turbulent primary breakup properties at the surface of
turbulent round liquid jets in still air at standard temperature and pressure;
tests were performed on non-cavitating water and ethanol flows produced by
constant section and long length to diameter ratios (greater than 40) orifices with
Reynolds numbers and Weber numbers respectively ranging from 5000 to 200000
and from 235 to 270000.

A. Sou et al. [5] investigated the effects of cavitation on liquid jets under vari-
ous conditions and Reynolds numbers in liquid jet produced by two-dimensional
nozzles, pointing out the different produced flow regimes, such as cavitation,
super-cavitation (atomization) and hydraulic flip.

M. Annoni et al. [6] presented a work dealing with the effect of diamond
orifice geometry on the cutting performance and jet stability in cone-up and
cone-down geometry orifices by measuring their coefficients of discharge.

Furthermore, numerical methods have been largely employed in order to
have a deeper understanding on the physics phenomena affecting the jet quality.
Among others, N. Anantharamaiah et al. [7] investigated on how the operating
pressure and the nozzle inlet sharpness influence the dynamics of fluid flow by
monitoring the formation and growth of the cavitation cloud inside a sharp-edge
hydroentangling nozzle at pressures ranging from 10 to 200 bars.

W. Yuan et al. [8] indicated the potential of cavitation for enhancement of
atomization and spray quality in injection nozzles and demonstrated the strong
interaction between cavitating nozzle flow and the produced jet quality.

S. Dabiri et al. [9] identify the potential locations for cavitation induced by
total stress on the flow of a liquid through an orifice of an atomizer; a new
criterion was proposed

N. Anantharamaiah et al. [10] studied the role of nozzle geometry on the
formation of constricted water jets carrying out numerical of water flow simu-
lations through sharp-edge cone-capillary nozzles having a diameter of 128 µm
at different Reynolds numbers, while A. T. Basha et al. [11] proposed a simi-
lar numerical analysis regarding water jet cutting orifices at different length to
diameter ratios and working pressure ranging from 10 to 700 MPa.

These works are a selection among the several works reviewed during
the present study and effectively forming its theoretical background guideline.
Moreover, further works are referenced throughout the present report concern-
ing specific topics presented in each section.

As a matter of fact, few works in the previous literature have been carried
out on topics regarding the analysis of jet flow regimes and quality by means
of numerical simulations which can turn out to be an helpful mean to gain
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knowledge on the process mechanisms and improve the control capabilities.
Moreover, most of the previous studies were performed on water jet nozzles
working in completely different conditions than the ones employed in water jet
cutting applications: usually, orifices with different geometry and working at
lower upstream pressures are tested and the flow regime and coherence analysis
always refer to steady working conditions; besides, no explicit analysis on jet
stability have been performed regarding working sharp-edge orifices at high
pressures as in the case of water jet cutting applications.

In this scenario, the present work offers a new perspective as it specifically
focuses on occasionally random instabilities of a pure water jet.



Part I

THEORETICAL REVIEW
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Chapter 2

Water Jet Technology

Water jet (WJ) is a generic term used to describe equipment that uses a high
velocity stream of water for cutting or cleaning purposes. The process is es-
sentially the same as water erosion found in nature but greatly accelerated and
concentrated. High-pressure water is forced through a small hole (typically
called orifice to concentrate an extremely high amount of energy in a small area:
high pressure energy is converted in kinetic energy in the capillary restriction of
the tiny orifice, creating a high-velocity beam of water.

In the 1950s, forestry engineer Norman Franz experimented with an early
form of water jet cutter to cut lumber. However, the technology did not advance
notably until the 1970s when Mohamed Hashish created a technique to add
abrasives to the water jet cutter. Today the water jet is unparalleled in many
aspects of cutting and has changed the way many products are manufactured:
many types of water jets have been developed during these years, including
plain water jets, abrasive water jets, percussive water jets, cavitation jets and
hybrid jets [12]. The reason why WJ technology has encountered an always
growing success is the fact that it is a simple, versatile and flexible machining
tool which can cut a wide variety of parts from a wide variety of materials in an
efficient and cost-effective way.

2.1 The water jet cutting system

A typical WJ cutting plant is represented in Figure 2.1. The main components
are briefly presented below [13].

Water treatment WJ utilize specially designed pumps and nozzles that require
a specific water quality threshold in order to work properly. Common criteria
and specifications for water jet water are: dissolved solids under 100 or 150

9
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Figure 2.1: Scheme of a typical WJ system [13]
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parts per million, hardness under 80 parts per million and pH between 6.5 and
8.0. Water quality is crucial for system life and proper functioning as suspended
particles in tap water can accelerate wearing of the pumping system, fittings,
valves and of course orifices; besides, calcium and magnesium salts dissolved
in water can create deposits or encrustations which reduce the pipes section
affecting the system efficiency; finally, chlorides and sulfates can cause local
corrosion.

Water treatment system is installed upstream the pumping system and is
usually composed of micrometric filters and a reverse osmosis apparatus: this
way, the pureness of the water is guaranteed.

Pumping system This is actually the core of the WJ process where the water
pressure is raised from water supply pressure up to the working pressure. It is
formed by the following components:

Low-pressure circuit : it is powered by an oil volumetric pump which feeds the
low-pressure circuit. The working pressure is around 20 MPa.

High-pressure circuit : it is powered by the water pump fed by the oil coming
from the low-pressure circuit: the oil acts on the primary piston pushing
it forward and backward; a secondary piston with reduced section is con-
nected to the primary and the water pressure is increased proportionally
to the ratio between the areas of the primary and secondary piston.

Two types of water pumps exist, as presented in Figure 2.2: single effect
and double effect pumps. In the double effect pumps, the primary piston
has two active strokes compressing water alternatively on the left and on
the right, while in the single effect pumps, each piston has just one active
stroke and because of this reason two or more pistons are coupled in order
to have more continuity in pumping water.

Accumulator : when a double effect pump is used, its alternative motion pro-
duces fluctuating pressure and an accumulator (i.e. a tank with a capacity
around 2 liters) is needed in order to dump the pressure oscillations and
maintain at a more constant value the pressure in the downstream circuit.

In case of single effect pumps, an adequate phasing of the single piston
strokes allows to obtain less pressure fluctuations and the accumulator is
not needed.

Cutting head: downstream the pumping system, high pressure water reaches
the cutting head where the nozzle is contained and the jet is created, with
the possible addition of abrasive in case of AWJ.
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(a) Double effect pump scheme (b) Single effect pump scheme

Figure 2.2: Comparison between a double effect (a) and single effect (b) pump.

Catcher: once the jet has cut the material, water, abrasive and scraps are collected
in a tank called catcher. Moreover, the catcher allows to dissipate the
remaining energy of the jet avoiding reflections or reboundings against
machine parts or operators.

A complete WJ system, including the high-pressure water pump, the han-
dling system, the catcher and the abrasive feeding system costs from 50000 to
300000 d, with 150000 dbeing the average price for a mid-range WJ cutting sys-
tem. Obviously, prices can run considerably higher than this for customized
systems or very large WJ cutting systems.

2.2 Pure water jet and Abrasive water jet

The two most wide-spread WJ technologies in cutting applications are Abrasive
Water Jet and Pure Water Jet: Abrasive Water Jet (AWJ) is a category of WJ in
which abrasive is introduced to improve the process cutting capability, while
Pure Water Jet (PWJ) is a term used for specifically distinguish water jet without
abrasive. Typical PWJ and AWJ nozzles are put side by side in Figure 2.3c.

As PWJ uses the beam of water exiting the orifice to cut directly, it is basically
employed just for soft material like food, clothes, foam, rubber, candy bars or
thin soft wood, but is not effective for cutting harder materials. Figure 2.3a
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shows a scheme of a typical PWJ cutting head. The orifice diameters used in
PWJ applications are very small (between 0.05 and 0.15 mm) in order to form
a ultra-thin jet and concentrate all the energy in the smallest possible area to
improve cutting power. Typically, problems related to PWJ nozzles regard the
orifice: they can crack, clog, or suffer the presence of deposits on them. Cracking
and clogging happen as a result of dirty inlet water, and are typically avoided by
a proper water purification in the water treatment system. Deposits accumulate
gradually as a result of minerals in the water. Depending on the water supply,
slightly fancier filtering may be necessary. Orifices are easily replaced in about
two to ten minutes, and are typically cheap (from 5 to 50 d). There are also
diamond orifices (200 d and up) which can last much longer due to the higher
hardness and wear resistance.

Considering AWJ, an opening on the side of the cutting head allows for the
introduction of the abrasive inside a mixing chamber where interacts with the
high-pressure water stream, as shown in Figure 2.3b; abrasive particles are later
accelerated in a focusing tube before the mixture exits the nozzle. Generally,
bigger diameter orifices (from 0.25 mm up) are used in AWJ in order to increase
the water flow rate and allow a more effective drag of the abrasive particles;
diameter of the focusing tube is usually 3 times bigger than orifice diameter
and its standard total length is 76 mm. The increased erosive power due to
the addition of abrasive produces a jet able to cut hard and resistant materials
such as metals, ceramics, glass or multilayer. Despite their simple design, AWJ
nozzles can be subject to the main problems listed below:

• The AWJ cut through almost anything, including itself. Focusing tube is
expensive and wears out in about 80-100 hours of use. Replacing mixing
tubes is a large part of the operating costs;

• Due to dirt, large particle in the abrasive or moisture, abrasive can occa-
sionally stuck inside the nozzle causing an arrest of the process. This used
to be a big problem, but it is getting better with new designs of focusing
tubes and abrasive inlet channel;

• The orifice needs to be precisely positioned in the cutting head and it works
properly while water at high pressure impacts it: wear, misalignment, and
damage to the orifice can cause a poor quality of the jet at the exit.

Due to their different complexity, the two systems differ also in the price: a
complete PWJ nozzle assemblies cost around 500 to 1000 d, while AWJ cutting
heads cost from 800 to 2000 d; the AWJ also requires support hardware for
abrasive feed which can cost from around 500 to 2000 d. Obviously, the cost
of cutting operations is much higher for the AWJ compared to PWJ because of
focusing tube and mixing chamber wear, and abrasive consumption.
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(a) Pure water jet nozzle scheme (b) Abrasive water jet nozzle scheme

(c) Typical PWJ and AWJ nozzles

Figure 2.3: Difference between typical PWJ and AWJ nozzles [14].
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2.3 Advantages of water jet cutting

There is a reason why WJ machining has rapidly grown in popularity since the
mid-1990s. Actually there is a number of reasons, but they mostly come down to
versatility and flexibility in the end. Allowed by its simple physical principle, a
large amount of different applications have been developed during years, apart
from cutting, making this technology probably one of the most flexible existing.

Limiting the analysis just to cutting operations, the main advantages of WJ
are listed below:

Cutting virtually any material: since WJ cuts using water and abrasive, they
can manufacture a wide variety of materials; for example, it doesn’t need
the target material to be conductor.

No mechanical stresses: WJ machining introduces only slightly compressive
stresses into the material.

Almost no heat generation: just little heat is generated by the process and it is
absorbed by the water and carried into the catcher. The material itself
experiences almost no change in temperature during machining. In worst
cases, during piercing or cutting thick metals with low feed rates, temper-
atures may rise up to 50 °C. The result is that there is no heat affected zone
(HAZ) in the material which means that it is possible to machine without
hardening the material, generating poisonous fumes, recasting, or warp-
ing. Moreover, it is possible to machine parts that have already been heat
treated.

Ability in machining thick materials: even if most of the machined products
are generally cut out from steel sheets with thicknesses under 2.5 cm, it is
quite common to machine up to 10 cm with a maximum possible thickness
of about 20 cm on steel. The thicker the material is, the longer it will take
to cut: a part made of a material twice as thick will take more than twice
the time. Moreover, multilayer materials or metals can be easily cut.

Almost no burrs production: if the process is adequately set up very little burrs
are left on the machined part.

Soft fixturing for most parts: there are very low sideway forces in WJ machin-
ing which take place at high feed rates; the downward forces are also small,
in the range of a few newtons. Typically, a large force is produced by the
water in the tank, pushing upward against the material.

Removal of a small material amount: the amount of material removed by the
WJ stream is typically about 1 mm wide, meaning that very little material is
removed in a passing through cut. When working with expensive materials
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(such as titanium) or hazardous materials (such as lead), this can be a
significant benefit. It also means that you can get more parts from a given
sheet of material and the final scrap still has value since chunks instead of
chips are obtained.

Environmental sustainability: AWJ typically uses garnet as abrasive material,
which is non-reactive and biologically inert mineral. As long as a material
that is hazardous is not machined, the spent abrasive and waste material
become suitable for landfill. The garnet abrasive is inert and can be easily
disposed.

If lead or other hazardous materials are machined, the waste needs to be
disposed appropriately, and water has to be recycled. However, very little
metal is actually removed in the cutting process: this keeps the environ-
mental impact relatively low, especially if hazardous material is machined
occasionally. In most cases, excess water is simply drained to the sewer,
even if sometimes water treatments may be necessary before the sewer. In
few cases, a "closed loop" system that recycles the water may be required.
Most of the environmental (and cost) impact is due to the pumps which
use a considerable amount of electricity.

As WJ is trying to gain a more and more important place among non-
conventional cutting technologies, next sections will present a series of advan-
tages which WJ offers if compared to two direct competitor technologies such as
laser and EDM.

2.3.1 Advantages of water jet compared to laser machining

When cutting a relatively thin material with high compatibility to laser radiation
(i.e. low reflectivity and transparency to laser radiation), laser technology is
probably the most precise and fast cutting technology and the best choice to
satisfy high production volumes. Anyway, WJ has a number of advantages over
lasers, even the two tools are complementary if in many cases and many machine
shops own both of them. A list of the main advantages is presented below:

Manufacturing of a wider range of materials: WJ can cut a wide range of ma-
terials without requiring important changes in setup required. Moreover
it can machine reflective materials that lasers cannot, such as copper and
aluminum, and materials which are heat-sensitive can be machined as well.

No HAZ: WJ cutting does not heat your part and does not change the properties
of the material. As a conclusion, there is no HAZ or thermal distortion,
which can occur with lasers.
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Manufacturing of thicker materials: rising up pressure and slowing down the
feed rate it is possible to cut much thicker parts. WJ easily handles up to
100 mm steel, although some applications have used AWJ on thicknesses
up to 250 mm in steel, even if in this latter case, it is difficult to maintain
precision through all the thickness and the process is really slow. On the
contrary, lasers seem to have a maximum practical cutting thickness up to
20-25 mm depending on the material to be cut. Moreover, WJ offers better
tolerances on parts thicker than 10 mm. For thinner parts, both WJ and
lasers offer comparable tolerances.

Manufacturing of multilayer materials: multilayer materials are practically im-
possible to be cut with laser due to the different behavior of each material
to laser radiation, while WJ does not have any problems in machining these
products, except for delamination in some cases.

Lower capital equipment and maintenance cost: the cost of a WJ machine is
generally much lower than the cost of a laser system. Also the cost per
machined part is slightly lower in case of WJ cutting. Finally, maintenance
is easier and cheaper for a WJ system than for a laser.

Better edge finish and no burrs: materials cut by WJ have a fine, sand-blasted
surface because of the way the material is abraded, which makes it easier
to make a high-quality weld. Especially,thick materials cut by laser tend
to have a rougher, scaly edge, which may require additional machining
operations to clean up. Moreover, WJ produces less or even no burrs on
the finished workpiece.

Independence from sheet-metal planarity: in laser applications, the material
needs to be relatively uniform, since when cutting over uneven surfaces,
the laser can lose its focus and therefore cutting power. A WJ still retains
much of its cutting power over uneven material; although the material
may deflect the cutting stream, it typically has a negligible effect.

More environmental sustainability: as presented in the previous Section 2.3.1,
WJ is basically a more environmentally friendly technology compared to
laser.

2.3.2 Advantages of water jet compared with EDM machining

EDM stands for Electrical Discharge Machining and is used to machine electri-
cally conductive materials, essentially eroding the metal using electricity. An
electrical arc rapidly discharges between an electrode and the workpiece. A
high-frequency series of arcs removes metal by melting it and vaporizing it,



18 CHAPTER 2. WATER JET TECHNOLOGY

while the material particles removed are flushed away by a continuously cir-
culating non-conducting fluid, such as deionized water or kerosene. EDM can
create intricate shapes in hard materials that are difficult to machine using tradi-
tional methods, satisfying very small tolerances with excellent surface finishing.
The main drawback of this process is that it is really slow.

The main advantages of WJ over EDM are the following:

Faster: AWJ are much faster than EDM in metal cutting.

Manufacturing of a wider range of materials: Waterjets can machine almost any
material, included non-conductive materials, such as glass, wood, plastic,
and ceramic.

Make its own pierce hole: in some types of EDM, such as wire-EDM, a hole
needs to be first made in the material, which has to be done by a separate
process. WJ can pierce the material on its own, requiring no additional
fixturing or machining.

No HAZ: in WJ cutting there is no HAZ, thermal distortion or change in the
properties of the material, which can occur with EDM.

Cutting of pieces: the size of the part created with a WJ is limited by the size of
the material or the x-y table of the WJ machine, while machining big partd
by means of EDM is quite uncommon and difficult.

Less setup required: the setup process in WJ is generally more straightforward,
since often setup needs more attention in EDM, especially in operations
involving complex matrices or in wire EDM.

2.4 Limitations

The main drawback of WJ cutting is the fact that it is pretty slow especially in
AWJ application on thick materials. AWJ also suffers a lack of high-precision
when cutting thick pieces: typically tolerances around 0.05 mm can be reached
with recent WJ machines.

Moreover, there are some very few materials that WJ cannot cut such as di-
amonds and tempered glass: diamonds are too hard to cut (and there may be a
few other very hard materials that can’t be cut), while tempered glass will shatter
when it is cut with a WJ because it is designed to shatter when it’s disturbed.
Besides, a few advanced ceramics are so hard that it’s not economically conve-
nient to cut them and some composite materials can’t be cut as well because the
water can seep between the layers and cause delamination.

Furthermore, the WJ process produces loud noise, even if this problem can
be limited by cutting the pieces dipped under water.



Chapter 3

Fluid Dynamics

3.1 Fluid as Continuum

Fluids are made of rapidly vibrating molecules situated at a distance much
greater than their dimensions.

In such a discontinuous medium, dealing with any physical property (e.g.
density, velocity, pressure, viscosity,. . . ) of each point has no sense, as long as it
would be variable in space and time depending whether a molecule is present
or not.

It is anyway possible to disregard from this discontinuous nature by consid-
ering a not too small volume of fluid containing a set of molecules, so that it is
possible to refer all the kinematic values to its center of inertia and all the physical
intensive properties to its volume. The density will then be the ratio between
the mass of the molecules and the occupied volume, the acceleration will be the
one of the center of inertia, and so on.

Whereas the volume of this set of molecules is anyway much smaller than
the order of magnitude of the length scale interesting fluid mechanics, it is
clearly possible to assume that this fluid behaves as a continuum. Based on this
assumption, Eulero founded the Mechanics of Continuum [15].

3.1.1 Physical Properties

The fluids can be divided into two main categories: liquids and gases. We call
liquids the fluids which have low compressibility and show great resistance
to volume variations; as a consequence, they’ll tend to fill just the bottom of
the container where they are put inside, and it is always possible to define an
interface with atmosphere that it is usually called free surface. On the other hand,
gases have high compressibility and normally can bear higher volume variations
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offering lower resistance; as a consequence, they tend to expand and fill all the
space in which they’re contained.

Furthermore each fluid has specific physical properties which define its phys-
ical behavior. The main physical properties are listed below.

Density and Specific Gravity

Density ρ is the ratio between the mass and the volume containing it; the mea-
surement unit in the International System (I.S.) is kg/m3.

Specific gravity γ is the weight of a volume unit and it is measurement unit
in the I.S. is N/m3.

A well known relation exists between the two quantities:

γ = ρ · g (3.1)

where g is the gravity acceleration whose value can be well approximated by
9.81 m/s2.

Both density and specific gravity are function of the pressure p and the
temperature T; commonly, the relation

ρ = ρ(p,T) (3.2)

is called equation of state of the fluid.
The following experimental relation is generally used for water at atmo-

spheric pressure:

ρ = ρ0 + 5.29 10−5
· T − 6.53 10−6

· T2 + 1.45 10−8
· T3 (3.3)

where ρ0 = 999.46 kgm3 is the value of density at 0 °C. The variations are
smaller than 0.8% in the range of temperature 0 °C < T < 40 °Cand it is then
possible to neglect them and using an approximated value of 1000 kg/m3 for the
density.

Compressibility

Every fluid shows a change in volume (and density) depending on the pressure
surrounding it. As stated before, compressibility is the main evident difference
between a liquid and a gas; their behavior is presented separately below:

Liquid Let’s consider a volume V of liquid surrounded by a pressure p even-
tually varying in space and time; increasing the pressure p by a constant
value dp along the whole surface, it is possible to notice that it undergoes
a reduction of the volume dV proportional both to dp and V:

dV = −
V
ε
· dp (3.4)



3.1. FLUID AS CONTINUUM 21

where ε is a physical property of the liquid called modulus of elasticity of
volume [N/m2]: the higher it is the more the liquid offers resistance to
changes in volume.

Generally it is preferable to show the density ρ instead of the volume V
in (3.4); considering that the mass ρV remains constant, we obtain ρdV +

Wdρ = 0 by differentiation, and using the (3.4) the equation:

dρ
ρ

=
dp
ε

(3.5)

.

In a liquid, ε has an order of magnitude up to 109N/m2; for water at a
temperature of 10 °C, ε is around 2.03 · 109N/m2.

Furthermore, ε is barely dependent on pressure, while it could change
with more evidence proportionally to temperature; e.g. with an increase
in temperature from 0 °C to 30 °C, the value of ε rise up about 10%.

The high values of ε allow to neglect compressibility in most of the cases so
that we can consider the density of the liquid (and so the specific gravity)
constant: ρ = cost. In the case of WJ applications anyway, due to the
very high pressures that usually are reached in the process, it is not fair to
account for compressibility; the relation often used in this case is

ρ = ρamb ·
(
1 +

p − pamb

L

)c
(3.6)

where ρamb is the reference ambient pressure, L and c experimental param-
eters whose value are respectively L = 300MPa and c = 0.1368.

Figure 3.1 shows how density varies in percentage as a function of the pres-
sure, according to equation (3.6): it is possible to notice that the percentage
stays below 10% up to 300MPa; if this is not crucial for the problem, com-
plicating a model by considering compressibility is than senseless at low
pressure values.

Gas The equation of state usually applied in this case is the perfect gases one:

p
γ

= RT (3.7)

where p is the absolute pressure and T the absolute pressure measured in
Kelvin degrees (K) and R is the constant of perfect gas given by

R =
848
M

mol
K

(3.8)

where M is the molecular weight of the specific gas.
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Figure 3.1: Density variation in percentage as a function of pressure; reference value
ρamb = 1000kg/m3

Surface Tension

When a liquid interfaces with another not-miscible fluid (liquid or gas) the
surface of separation behaves like an elastic membrane subjected to a uniform
stress field: this property is called surface tension. If we cut this surface along
a line, a force F needs to be applied in order to keep the two sides of the cut
together: the surface tension is expressed as the ratio between this force and the
length s = F/L and is measured according to IS in (N/m).

It is function of the two interfacing fluids and the temperature: more precisely,
the surface tension decreases when temperature increases, while, for a given
liquid, its values are slightly changing with the nature of gases.

Because of its spread use, it is common to find tables with air at a temperature
T = 20 °Cas reference fluid, like Table 3.1.

Primary fluid: AIR, T = 20 °C

Secondary Liquid s (N/m)

Water 0.073
Mercury 0.559
Benzene 0.029
Olive oil 0.319

Table 3.1: Surface tension between different liquids and air [15].
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Viscosity

While moving, each fluid is subjected to internal stresses both normal and tan-
gential: while normal stresses are always present, even when the fluid is static,
tangential stresses occur just during the motion and cease to exist when the fluid
is quiet. Moreover, tangential stresses oppose to the flow and their intensity
is dependent on the rate of deformation as much as on some fluid’s physical
properties. A widespread expression of the local tangential stress, also called as
Newton’s law, is:

τ = µ ·
du
dn

(3.9)

where n is the normal to the motion direction and µ is viscosity.
Therefore, viscosity is a physical expression of the internal friction of a fluid

which describes the internal resistances generated during the fluid motion. Vis-
cosity is expressed in N s/m2 according to IS, even if it is possible to find it also
in the equivalent form Pa·s.

An experiment showing the different behavior of two fluids with different
viscosity is presented in Figure 3.2: the cylinders containing the fluids start
rotating around their axis with the same angular velocity (pictures refer to the
same instant): the layers which are close to the wall start moving soon due to the
no-slip boundary condition while the layers far away from the wall start moving
later. The distance from the wall that is affected by the motion is also called
viscous diffusion length and it is increases as time goes on. Higher tangential
stresses due to a higher viscosity, (case (b)) make the deformation propagate
more deeply inside the fluid than in case (a) where viscosity is 10 times smaller.

(a) low viscosity: µ = 10 mPa s. (b) high viscosity: µ = 100 mPa s.

Figure 3.2: Comparison between two fluids respectively with low (a) and high (b) viscosity.

In most of the cases and for most of the fluids in practical applications, the
value of viscosity keeps almost constant at least in a specific range of tempera-
tures: these kind of fluids are called Newtonian; for instance, all the gases and all
the homogeneous not-macromolecular liquids belong to this category.
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In fluid mechanics is common to refer also to another parameter ν that is
called cinematic viscosity, which is the ratio between the dynamic viscosity µ and
the density ρ:

ν =
µ

ρ
(3.10)

expressed with m2/s according to IS.

Stresses inside continuum

Usually the forces acting on a continuum are divided into two main categories:
mass forces and surface forces.

Mass forces are all the external forces acting remotely on the matter and
proportionally to its mass; generally they are expressed as force per unit mass
N/kg.

Surface forces are the ones acting on a specific area of the fluid across its
boundary surface; generally they are expressed as surface stresses N/m2.

Figure 3.3: Cauchy tetrahedron for the stress
field analysis

The stress field in a point generally
depends on the inclination of the sur-
face element where it acts; as a conse-
quence, the stress distribution around
a point in the continuum is tightly re-
lated to the surface tilt. In order to an-
alyze this stress distribution it is usual
to refer to Cauchy tetrahedron, cen-
tered in point O as shown in Figure 3.3.

The vectors Φi represent the
generic stresses acting on the surface
perpendicular to i-direction and n is
the unit vector perpendicular to the
face ABC inclined in a random way
and identified by the angles n̂x, n̂y, n̂z
formed with the principal axis.

As long as fluids can not withstand significant tensile stresses, most of the
time fluid dynamics deals with compressive stresses: consequently it is usual
to consider positive the unit vector pointing toward the inside of the element
contrarily to the convention used in the elastic theory of solids.

The forces pushing on the four faces are obviously proportional to the faces
area; naming A the area of the face ABC, they can be expressed as follows:

−ΦxA cos n̂x; −ΦyA cos n̂y; −ΦzA cos n̂z; ΦnA (3.11)

Being proportional to the area, they are a second order infinitesimal, while
the mass and inertia forces are proportional to the volume, and so they are a
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third order infinitesimal: for this reason it is possible to neglect them.
For the first cardinal equation of dynamics (static and dynamic equilibrium)

it is possible to write:

Φn = Φx cos n̂x + Φy cos n̂y + Φz cos n̂z (3.12)

which synthesizes the Cauchy’s theorem:

Theorem. In a point, the stress acting on an element generically inclined is a linear
function of the stresses acting in the same point on three faces orthogonal to each other.

The projections of the stresses along the three axis are indicated with a double
index: the first index represents the direction perpendicular to the face where
the stress is acting and the second index the direction along which it is projected;
eg. Φxn is the projection of the stress Φn along the direction of the x-axis.
The vectorial equation (3.12) can be then split into the following three scalar
equations:

x − axis : Φnx = Φxx cos n̂x + Φyx cos n̂y + Φzx cos n̂z

y − axis : Φny = Φxy cos n̂x + Φyy cos n̂y + Φzy cos n̂z

z − axis : Φnz = Φxz cos n̂x + Φyz cos n̂y + Φzz cos n̂z

(3.13)

The nine components of the stress can be grouped inside the well known
stress tensor: ∣∣∣∣∣∣∣∣∣

Φxx Φyx Φzx
Φxy Φyy Φzy
Φxz Φyz Φzz

∣∣∣∣∣∣∣∣∣ (3.14)

Moreover, calculating the equilibrium of the rotation around the three prin-
cipal axis, it is possible to find out the following relations:

Φxy = Φyx, Φxz = Φzx, Φyz = Φzy (3.15)

;
this way the tensor (3.14) has just six independent components, as shown in

Equation (3.16):

• three diagonal terms Φii representing normal components that are usually
called

σx, σy, σz

• three extra-diagonal symmetrical terms Φi j representing tangential com-
ponents usually called respectively

τx, τy, τz.
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∣∣∣∣∣∣∣∣∣
σx τz τy

τz σy τx

τy τx σz

∣∣∣∣∣∣∣∣∣ (3.16)

Types of Flow

Steady flow: is characterized by kinematic values which are not time-dependent;
the velocity vector and all its three components u, v, z are then just function
of the spatial coordinates, but not of time:

u = u(x, y, z) v = v(x, y, z) w = w(x, y, z)

Figure 3.4a is an example of a steady flow in nature: the flow of the river
can be considered never-changing in time and each portion is uniquely
defined by constant kinematic values.

Uniform flow: it is characterized by velocity values never-changing in space. An
example is the steady laminar flow in a circular duct as shown in Figure
3.4b: assuming the flow as axis-symmetric, the velocity profile could be
defined as function of the only parameter r

u = u(r)

and remains identical in each cross section.

Average steady and uniform flow in case we are considering turbulent flows,
as it will be explained in Section 4, fluid motion can be expressed as super-
position of a motion of agitation representative of turbulence’s effects and
the main transport motion which is the only responsible of the mass stream.
A turbulent flow should be theoretically considered as unsteady because
the turbulent motion of agitation is completely random and unpredictable;
however, according to Reynolds theories (Section 4.3) it is still possible to
refer to steady and uniform turbulent flow when it is so the main transport
motion.

Figure 3.4c shows a turbulent flow downstream a cylinder at a Reynolds
number of about 4: the flow separates in the downstream and the wake
is formed by two symmetric eddies. The eddies remain steady and sym-
metrical but grow in size up to a Reynolds number of about 40 where Von
Karman’s instabilities start to appear.

Figure 3.4d is a scheme of a uniform turbulent flow inside a duct: once
the flow is fully developed, similarly to the laminar case of Figure 3.4b, its
average velocity profile does not vary anymore along x-axis.
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3.2 Fluid Kinematics

3.2.1 Eulerian and Lagrangian Approach

It is possible to describe the dynamics of a fluid by following two different
approaches: Lagrangian and Eulerian [15].

Lagrangian approach This is a way of looking at fluid motion where the ob-
server focuses on an individual fluid particle while moving through space
and time (Figure 3.5a). Within this specification of the flow field, all fluid
particles are labeled by a time-independent vector field a. Often, a is cho-
sen to be the position of the particles at some initial time t0. Specifically,
the flow velocity v(a, t) is related to the position x(a, t) of the fluid particles
by the relation

v =
∂x
∂t

.

Eulerian approach This is a way of looking at fluid motion that focuses on
specific and fixed locations in the space –also called Control Volume (CV)–
through which the fluid flows (Figure 3.5b). Within this specification of
the flow field, quantities are expressed as a function of fixed position x and
time t and specifically, the flow velocity is described as v(x, t) = v(x, y, z, t).

For an arbitrary property of the fluid φ, it is possible to derive the lagrangian
equations from the eulerian ones –and viceversa– by using the following rela-
tionship:

for a MOVING PARTICLE︷︸︸︷
ρ

dφ
dt

=

for a FIXED FLUID CONTROL VOLUME︷                ︸︸                ︷
∂(ρφ)
∂t

+ div(ρφv)

= ρ
(∂φ
∂t

+ v · gradφ
)

+ X φ
(∂ρ
∂t

+ div(ρv)
)

︸               ︷︷               ︸
equal to zero because of continuity

= ρ
∂φ

∂t
+ v · gradφ

(3.17)

which in the case of velocity becomes:
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dv
dt

=

local rate of change︷︸︸︷
∂v
∂t

+
( convective rate of change︷                              ︸︸                              ︷
∂v
∂x
·
∂x
∂t

+
∂v
∂y
·
∂y
∂t

+
∂v
∂z
·
∂z
∂t

)
=
∂v
∂t

+
(∂v
∂x
· u +

∂v
∂y
· v +

∂v
∂z
· w

)
=
∂v
∂t

+ v · grad(v)

(3.18)

Even if the Eulerian approach fits better the Computational Fluid Dynamics
(CFD) purposes, experts agree that deriving the conservation equations in a
Lagrangian form leads to easier solving algorithms; according to the relation
(3.17) it is fortunately easy to convert equations from a form to the other.

3.2.2 Continuity Equation

In an Eulerian frame the mass balance guarantees that

mass increasing rate inside the fluid element must be equal to the net
mass flow rate into the element.

Referring to a control volume (CV) whose dimensions are δx, δy, δz as shown
in Figure 3.6, it is possible to express the following quantities:

Rate of increase in mass: ∂ρ
∂t δx δy δz dt;

Net mass flow along x:
(
ρu +

∂(ρu)
∂x dx

)
dy dz −

(
ρu

)
dy dz =

∂(ρu)
∂x dx dy dz dt;

Net mass flow along y:
(
ρv +

∂(ρv)
∂y dy

)
dx dz −

(
ρv

)
dx dz =

∂(ρv)
∂y dy dx dz dt;

Net mass flow along z:
(
ρw +

∂(ρw)
∂z dz

)
dx dy −

(
ρw

)
dx dy =

∂(ρw)
∂z dz dx dy dt.

and finally write the equation of continuity in an Eulerian form as

∂ρ

∂t
δx δy δz dt +

(∂(ρu)
∂x

+
∂(ρv)
∂y

+
∂(ρw)
∂z

)
dx dy dz dt = 0

∂ρ

∂t
+ div(ρv) = 0 (3.19)

By exploiting Equation (3.17) it is then possible to convert it into the equiva-
lent Lagrangian form:

dρ
dt

+ ρ div(ρ v) = 0. (3.20)

The two Equations (3.19),(3.20) must be respected in every single point of the
fluids and for this reason they are also called local continuity equations.
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(a) Steady flow in a small river (b) Uniform laminar flow inside a duct

(c) Steady turbulent flow downstream a cylinder (d) Uniform turbulent flow inside a duct

Figure 3.4: Different types of flow

(a) Lagrangian approach scheme (b) Eulerian approach scheme

Figure 3.5: Difference between Lagrangian and Eulerian approach

Figure 3.6: Net mass flows in a generic Control Volume
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(a) Example of stramlines around a Nascar car
taken from www.cd-adapco.com

(b) Example of pathlines of water around a drift
taken from www.fluent.com

Figure 3.7: Examples of Streamlines and Pathlines

3.2.3 Fluid Motion

Once the flow field has been solved, there are many ways to represent it and to
focus on different aspects characterizing it: two of the most effectve and mainly
used are streamlines and pathlines.

Streamlines

In 2D flow fields it is possible to define a stream function Ψ so that the two
following relations are satisfied:

u =
∂Ψ
∂y

v = −
∂Ψ
∂x

(3.21)

Streamlines are then simply the isolines of the stream function Ψ and keep always
tangent to the velocity vector v.

This definition of streamlines contains precious informations on the mass
flow rate as well: the distance between the values of two different streamlines
is equal to the mass flow rate between the same streamlines. Thus when a pair
of streamlines are closer to each other, this implies that the velocity is greater
than when the same pair has wide spacing, since the same amount of mass must
pass through the space between the lines: this is also the reason why when
representing the stream function contours plot, it is expressed in (kg/s). An
example is shown on Figure 3.7a

Pathlines

If we imagine to feed the domain with massless particles, pathlines are the
trajectories left behind by these particles so that this way the flow field can be
visualized. Pathlines depend on the location of the domain where particles are
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(a) Viscous stresses acting on the faces perpen-
dicular to x-axis of a fluid control volume

(b) Surface forces acting on a control volume
along x-axis

Figure 3.8: Viscous stresses and Surface forces on a control volume

injected and for unsteady flows also on the time when they are injected; while
in steady conditions they are coincident with the streamlines. An example of
pathlines is shown in Figure 3.7b.

3.3 Governing Equations of Fluid Dynamics

In order to explicitly solve the flow field, it is necessary to derive the conserva-
tion equations for momentum which are the ones responsible for the dynamics
behavior of the fluid.

According to the first Newton’s law, the following relation must be always
respected for an infinitesimal control volume:

dm a = dR

ρ dxdydz = dR
(3.22)

where dR is the result of all the forces acting on the element that is generally split
into:

• the mass force ρFmass dxdydz, where Fmass is the specific force expressed as
(N/kg). Tipical mass forces that can be considered are the gravity force,
elecromagnetic force, centrifugal, Coriolis. . .

• the surface force transmitted to the element by the surface viscous stresses
and the pressure. Figure 3.8a represents a scheme of the viscous stresses
acting just on the faces perpendicular to x-axis; the rest of the faces with-
stand an equivalent situation. The marks of the stresses follow this rules:
normal stresses are marked as σi, where i is the name of their direction axis;
while tangential stresses are marked as τi j, where i is the name of the axis
perpendicular to the face where they lay and j is their direction axis.
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Referring to Figure 3.8b, the net surface force Fsurf,x acting on the element
along x-axis is given by:

Fsurf,x dxdydz = p dxdy − p dxdy −
∂p
∂x

dxdydz −
∂σx

∂x
dxdydz+

−
∂τyx

∂y
dxdydz −

∂τzx

∂z
dxdydz

Fsurf,x dxdydz = −
(∂(p + σx)

∂x
+
∂τyx

∂y
+
∂τzx

∂z

)
dxdydz (3.23)

Inserting these terms inside Equation (3.22) and considering that the compo-
nents of the acceleration vector a are respectively du/dt, dv/dt, dw/dt, we obtain
for the equilibrium along x-axis:

ρ dxdydz
du
dt

= ρ Fmass,x dxdydz + Fsurf,x dxdydz

ρ
du
dt

= ρ Fmass,x + Fsurf,x

ρ
(
Fmass,x −

du
dt

)
= −Fsurf,x

ρ
(
Fmass,x −

du
dt

)
=
∂(p + σx)
∂x

+
∂τyx

∂y
+
∂τzx

∂z

(3.24)

Similarly it is possible to derive the equations for the two other cardinal axis
so that finally we obtain the following system of scalar equations:

x-axis: ρ
(
Fmass,x −

du
dt

)
=
∂(p + σx)
∂x

+
∂τyx

∂y
+
∂τzx

∂z

y-axis: ρ
(
Fmass,y −

dv
dt

)
=
∂τxy

∂x
+
∂(p + σy)
∂y

+
∂τzy

∂z
(3.25)

z-axis: ρ
(
Fmass,z −

dw
dt

)
=
∂τxz

∂x
+
∂τyz

∂y
+
∂(p + σz)
∂z

As shown by Equation (3.14) in Paragraph 3.1.1, the tensor of the stresses is
symmetrical so that the Equations 3.25 can be simplified as:

x-axis: ρ
(
Fmass,x −

du
dt

)
=
∂(p + σx)
∂x

+
∂τz

∂y
+
∂τy

∂z

y-axis: ρ
(
Fmass,y −

dv
dt

)
=
∂τz

∂x
+
∂(p + σy)
∂y

+
∂τx

∂z
(3.26)

z-axis: ρ
(
Fmass,z −

dw
dt

)
=
∂τy

∂x
+
∂τx

∂y
+
∂(p + σz)
∂z
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and rewritten as well in a vectorial form:

ρ
(
Fmass −

dv
dt

)
=
∂Φx

∂x
+
∂Φy

∂y
+
∂Φz

∂z

ρ
(
Fmass −

dv
dt

)
= divΦ (3.27)

where Φi is the generic stress vector acting on a plane normal to i-axis and Φ

the stress tensor.
Summarizing, a generic process of fluid motion is explained by the following

set of equations:

• conservation equation for momentum which explains the dynamics of a
fluid. It is summed up evenly by the vectorial Equation (3.27) or by the
scalar Equations (3.26);

• continuity equation, expression of the mass balance and represented by
the scalar Equation (3.19);

• equation of state which expresses the link between density, temperature
and stress field. If the fluid can be considered as incompressible this equa-
tion can be simplified to ρ = const while in the other case it is represented
by the scalar Equation (3.6) for liquids and scalar Equation (3.7) for gases.

Finally, we obtain a system of 5 scalar equations in 10 unknown variables,
function both of space and time:

ρ, u, v, w, σx, σy, σz, τx, τy, τz .

It is then evident that in order to solve the problem it is necessary to write five
more equations in the same variables: these equations are written exploiting the
link between stresses and deformation velocity –also called rheological equation–
and lead to the Navier or Navier-Stokes Equations, as explained in the next
Section 3.4.

3.4 Navier and Navier-Stokes Equations

In the previous Section 3.3, deriving Equation (3.25) the compression stresses
acting on the fluid element have been expressed as p + σi because the stress field
can generally be considered as superposition between two main contributions
as shown and explained below:

Φ =

Static part︷    ︸︸    ︷∣∣∣∣∣∣∣∣∣
p 0 0
0 p 0
0 0 p

∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣∣
σx τz τy

τz σy τx

τy τx σz

∣∣∣∣∣∣∣∣∣︸         ︷︷         ︸
Deviator of stress tensor
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Static part which is just formed by normal stresses due to the pressure p sur-
rounding the fluid element. When a perfect fluid is considered, this is the
only part taken into account.

Deviator of stress tensor which is tightly related to the dynamics and respon-
sible for the different behavior of a real fluid compared to a perfect fluid.
As already explained, the six components are the stresses generated in the
fluid by the viscosity µ during the motion.

The key for the closure of the problem is then finding the relation between
the six components of the deviator, the viscosity µ and the velocity components
u, v, w which are themselves connected to the deformations occurring in the
fluid.

3.4.1 Analysis of fluid deformations

The analysis of the link between velocity field and deformations is needed in
order to express explicitly the terms of the deviator of the stress tensor.

Figure 3.9: Generic points in a deforming fluid

As long as we are treating the fluid as a continuum (Section 3.1), referring to
the situation shown in Figure 3.9 it is possible to express the velocity of the point
P in a given instant t0 as:

v = v0 +
∂v
∂x

∣∣∣∣∣
x,y,z,t0

dx +
∂v
∂y

∣∣∣∣∣
x,y,z,t0

dy +
∂v
∂z

∣∣∣∣∣
x,y,z,t0

dz

or, in the equivalent vectorial form

v = v0 + dx ·A

where

A = gradv =

∣∣∣∣∣∣∣∣∣
∂u
∂x

∂v
∂x

∂w
∂x

∂u
∂y

∂v
∂y

∂w
∂y

∂u
∂z

∂v
∂z

∂w
∂z

∣∣∣∣∣∣∣∣∣
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is a tensor representing the velocity gradient in a point; it can be rewritten as
sum of two other tensors: a symmetrical one D and an emi-symmetrical one Ω

as follows:

A =

∣∣∣∣∣∣∣∣∣∣
∂u
∂x

1
2 (∂v
∂x + ∂u

∂y ) 1
2 (∂w
∂x + ∂u

∂z )
1
2 (∂u
∂y + ∂v

∂x ) ∂v
∂y

1
2 (∂w
∂y + ∂v

∂z )
1
2 (∂u
∂z + ∂w

∂x ) 1
2 (∂w
∂y + ∂v

∂z ) ∂w
∂z

∣∣∣∣∣∣∣∣∣∣︸                                           ︷︷                                           ︸
D

+

∣∣∣∣∣∣∣∣∣∣
0 1

2 (∂v
∂x −

∂u
∂y ) 1

2 (∂w
∂x −

∂u
∂z )

1
2 (∂u
∂y −

∂v
∂x ) 0 1

2 (∂w
∂y −

∂v
∂z )

1
2 (∂u
∂z −

∂w
∂x ) 1

2 (∂w
∂y −

∂v
∂z ) 0

∣∣∣∣∣∣∣∣∣∣︸                                           ︷︷                                           ︸
Ω

(3.28)
The two tensors have a specific physical meaning that worths to be explained:

Tensor of the deformation velocities D In this case the diagonal and extra-diagonal
components have two different meanings:

• the simultaneous action of the diagonal components Dii causes an
expansion of the volume of the fluid element without changing its
shape; more precisely, the specific volume deformation velocity is
equal to the trace of D

dV
dt

1
V

=
(∂u
∂x

+
∂v
∂y

+
∂w
∂z

)
= divv (3.29)

so that when the fluid is considered incompressible no change in
volume occurs because in this case divv = 0;

• the angular deformation rate γ̇i of a fluid element is exactly the
double of the extra-diagonal terms of tensor D, where the subscript
of γ̇i indicates the axis of rotation. For example, the deformation rate
around z-axis can be written as

γ̇z =
(∂u
∂y

+
∂v
∂x

)
(3.30)

;

Tensor of rigid rotation Ω The non-zero components of this tensor represent
the rigid rotation ωi around the i-axis of the fluid element. For example,
rotational speed around z-axis is

ωz =
∂v
∂x

= −
∂u
∂y

=
1
2

(∂v
∂x
−
∂u
∂y

)
(3.31)

.

The main point of this analysis is that the tensor D is the only one responsible
for the fluid element deformations.
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In order to explicit the expression of the tensor Φ, it is necessary to introduce
the hypothesis of a stokesian fluid which is a fluid characterized by the following
properties:

– the tensor of the stresses Φ is a function of the only tensor D

Φ = f (D) (3.32)

;

– the following relation is valid for static conditions

Φ = p I (3.33)

;

– the fluid is isotropic, which means there are no preferential directions and the
function f is independent from the reference system;

– the fluid is homogeneous, which means it is not direcly depending on the posi-
tion x , but on the variation of D with the position.

Under this hypothesis and considering the fluid newtonian as well, which
means the function f is linear, it is possible finally to explicit the tensor of the
stresses as

Φ =

∣∣∣∣∣∣∣∣∣
p 0 0
0 p 0
0 0 p

∣∣∣∣∣∣∣∣∣ +

∣∣∣∣∣∣∣∣∣
σx 0 0
0 σy 0
0 0 σz

∣∣∣∣∣∣∣∣∣ (3.34)

and then relate it to the tensor D

Φxx − p = σx = µxxDxx + µxyDyy + µxzDzz

Φyy − p = σy = µyxDxx + µyyDyy + µyzDyz

Φzz − p = σz = µzxDxx + µzyDyy + µxzDzz

(3.35)

where µi j are the linear coefficients which still are not known.
Moreover it is possible to demonstrate that the coefficients µii are all negative

and do not differ all from each others but they can be conventionally expressed
as

µii = −µ′ − 2µ

µi j = −µ′
(3.36)

which, once substituted inside Equations 3.35, lead to the following expression
of the stress tensor

Φ =
(
p − µ′divv

)
I − 2µD (3.37)
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which is also called rheological equation.
The physical meaning of µ and µ′ is explained below analyzing the previous

Equation (3.37):

• µ′ multiplies divv, which is directly linked to the volume variation as
explained before in this Section. Under hypothesis of stokesian fluid, it
assumes also the value

µ′ = −
2
3
µ

• µ is directly linked to D and it is possible to write

Φxz = τy = −2µDxz = −2µ
1
2

(∂u
∂z

+
∂w
∂x

)
= µ

∂γy

∂t
;

it is then the coefficient which links tangential stresses to angular deforma-
tions.

Considering this, it is finally possible to rewrite the rheological Equation 3.37 as

Φ =
(
p −

2
3
µ divv

)
I − 2µD (3.38)

which is the required explicit expression of the stress tensor.

3.4.2 Navier Equations

It is now possible to substitute the rheological equation (3.38) inside the conser-
vation equation for momentum (3.27) obtaining

ρ
(
Fmass −

dv
dt

)
= div

[(
p −

2
3
µ divv

)
I − 2µD

]
(3.39)

;
furthermore, the previous Equation (3.39) can be simplified considering that

div[p I] = grad p

div
[2
3
µ divv I

]
=

2
3
µ grad(divv) (3.40)

div
[
−2µ D

]
= −µ grad(divv) − µO2v

These considerations finally lead to the simplified Equation (3.41):

ρ
(
Fmass −

dv
dt

)
= grad p −

1
3
µ grad(divv) − µO2v (3.41)

Adding to the last one also the equation of continuity (3.19) and the equation
of state (3.2) plus boundary conditions (BC) and initial conditions (IC) , it is finally
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possible to complete the following fully determined system

ρ
(
Fmass −

dv
dt

)
= grad p − 1

3µ grad(divv) − µO2v
∂ρ
∂t + div(ρv) = 0
ρ = ρ(p,T)
Boundary Conditions (BC)
Initial Conditions (IC)

(3.42)

better known as Navier Equations.

3.4.3 Navier-Stokes Equations

The Navier equations (3.42) become simpler if the studied fluid can be considered
incompressible; in this case the equation of continuity gives divv = 0 and so the
system of equations is simplified as follows

ρ
(
Fmass −

dv
dt

)
= grad p − µO2v

div(ρv) = 0
ρ = ρ(p,T) = const
Boundary Conditions (BC)
Initial Conditions (IC)

(3.43)

well known as Navier-Sokes Equations.



Chapter 4

Turbulence

«When I meet God, I am going to ask him two questions: Why relativity?
And why turbulence? I really believe he will have an answer for the first»

Werner Eisenberg

Figure 4.1: Picture from NASA Langley Research Center.
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Turbulence is a ubiquitous phenomenon in environmental fluid mechanics
characterized by chaotic and stochastic property changes that dramatically affect
flow structure and mixing. Thus, it is very important to form both a conceptual
understanding and a quantitative description of turbulent flows.

It is shown by experience that turbulent phenomena occur in a specific fluid
flow when the velocity exceed a certain value dependent on the flow type. The
first systematic studies on turbulence were carried out by Osborne Reynolds in
1880s: he related the transition from laminar to turbulent flow to the well known
dimensionless number –later named after him Reynolds number Re – which is the
expression of the ratio between the inertial forces ρ v2 and the viscous forces µv

L :

Re =
ρ v2

µv
L

=
ρ v L
µ

=
v L
ν

(4.1)

Laminar flow occurs at low Reynolds numbers, where viscous forces are
dominant, and is characterized by smooth and constant fluid motion; while tur-
bulent flow occurs at high Reynolds numbers and is dominated by inertial forces,
which tend to produce random eddies, vortexes and other flow instabilities.

The main characteristics of a turbulent flow are listed below:

• High Reynolds number: all the turbulent flows are primarily characterized
by high values of Reynolds number which can be physically traduced in a
prevalence of the inertia forces acting inside the flow;

• Randomness: all the turbulent flows are dominated by chaos, irregularities
and unpredictability;

• Non-linearity and instability: turbulent fields are highly non-linear. In un-
stable non-linear flows small perturbations grow spontaneously and fre-
quently equilibrate as finite amplitude disturbances; anyway, further ex-
ceeding the stability criteria, the new state can become unstable to more
complicated disturbances, and the flow eventually reaches a chaotic state.
Moreover, the non-linearity of a turbulent flow results in vortex stretching,
a key process by which turbulent flows maintain their vorticity [16].

• Diffusivity: rapid rate of diffusion of momentum and heat are due to the
macroscopic mixing of fluid particles.

• Vorticity: turbulent flows are rotational which means that have non-zero
vorticity; vortexes and rotating structures are noticeable inside the flow
and are called usually eddies. Mechanism such as vortex formation, 3D
stretching and coalescence are crucial in turbulence.
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• Dissipation: the vortex stretching mechanism transfers energy and vorticity
to increasingly smaller scales, until it becomes so small to be smeared out
by viscosity dissipation; this process is well explained in Section 4.1.

4.1 Richardson’s energy cascade

«Big whirls have little whirls which feed on their velocity, and little
whirls have lesser whirls and so on to viscosity in the molecular sense »

Lewis Fry Richardson

As stated before, the presence of vorticity inside turbulence implies the pres-
ence of whirling structures called eddies concentrated along vortex lines or bun-
dles. Referring to Figure 4.2a, the Richardson’s theory of the energy cascade
states that energy is transferred from large eddies progressively to smaller ones
until the viscous effects become dominant and the energy is dissipated as heat
[16].

Figure 4.2b shows the different phases of the vortex stretching phenomena: as
the ending point of a vortex move randomly apart, the vortex line increases in
length and decreases in diameter (i.e. stretches) while vorticity increases also
because angular momentum is nearly conserved; then (from t3 on) new smaller
vortexes create from these lateral appendixes and so on with this energetic cas-
cade. Normally energy transfer takes place from bigger vortexes to smaller, but it
is sometimes possible that smaller eddies interact together, summing up energy
and joining in larger ones: this process is called backscatter [17].

(a) Turbulence scheme (www.dspace.mit.edu). (b) Vortex stretching process [17].

Figure 4.2: Whirling structures in turbulence.
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4.1.1 The integral scale

It is usual to refer to the eddies as entities localized over a region of size l, with
a velocity u(l) and a characteristic timescale τ(l) ≡ l/u(l). In the case of the larger
eddies, the characteristic length-scale is l0 and it is of the same order of magnitude
of the flow length-scale L while the characteristic velocity is proportional to the
root mean square of the turbulent intensity. As the Reynolds number of this
edges Re0 = u0l0/ν is relatively high (the same order of magnitude as Re) the
viscous effect are negligible.

The idea of Richardson was that the energy cascade goes on toward smaller
and smaller eddies until the characteristic Reynolds number Re(l) = u(l)l/ν is
sufficiently small that the eddy keeps stable and the effects of viscosity become
dominant dissipating the kinetic energy into heat [17].

The process of energy transfer is essentially inviscid as the phenomena of
vortex stretching is independent from non-linearities contained in the equations
of motion. Therefore, in fully turbulent shear flow (i.e. for large Reynolds
numbers) the viscosity of the fluid does not affect the shear production, while it
determines directly the scales at which turbulent energy is dissipated into heat
[16]. As the energy contained in these vortexes is proportional to u2

0, then the
energy dissipation rate, usually called ε[m2s3] , must then be in the order of:

ε ∼
u2

0

τ0
=

u3
0

l
(4.2)

which underlines the relation between ε and l.
By means of a dimensional analysis based on the following assumptions

• velocity and time scale for an eddy within the integral scale are respectively
u0 and τ0;

• the characteristic velocity u0 is in the order of the r.m.s. turbulent intensity
u′ = (2 · k/3)1/2;

• the energy of a eddy with a characteristic velocity u0 is dissipated in a time
τ0;

it is possible to derive an estimation of the integral scale:

l0 ∝
k3/2

ε
(4.3)

where the proportionality constant is close to one and k[m2/s2] is the turbulent
kinetic energy . Moreover, the Reynolds number associated to this scale can be
written as

Re0 =
k1/2
· l0
ν

=
k2

ε · ν
(4.4)
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Anyway, this is not enough to explain the dissipating process and point out
its characteristic scales; an invaluable support to the theory of turbulence was
given by Kolmogorov which under specific hypothesis proposed a dimensional
analysis giving the birth to the well known Kolmogorov’s theory.

4.2 The Kolmogorov’s Theory

As stated in the previous section, Kolmogorov proposed an analytical expression
of the Richardson’s theory giving actually one of the most important contribution
to the turbulence theory. The mentioned studies are based on three different
hypothesis which are listed below.

4.2.1 First hypothesis: local anisotropy

The first postulate is that for very high Reynolds number, the small scale turbu-
lent motions are statistically isotropic which means that there is no preferential
spatial direction

u′2 = v′2 = w′2

while the characteristics of the flow in the order of the integral scale l0 are
not generally isotropic, since they are determined by the particular geometrical
features of the boundaries. Kolmogorov supposed that since the energy cascade
focuses more and more on the small scales, the geometrical and directional
informations are progressively lost, so that the statistics of the small scales gains
a universal character: for sufficiently high Reynolds numbers they are the same
for all turbulent flows.

The largest length scale which marks the passage from the large anisotropic
eddies (l0) and the small scale isotropic eddies is called lEI and for many high
Reynolds number flows it can be estimated as [17]

lEI = l0/6 (4.5)

4.2.2 Second hypothesis: the first similarity

Thus Kolmogorov argued that the directional information is not the only one
getting lost in the microscale but all the statistics regarding the small-scale mo-
tions are universal for a high Reynolds number flows and moreover are uniquely
determined by two quantities: the turbulent dissipation rate ε and the kinematic
viscosity ν. By means of a dimensional analysis it is then possible to find out
a characteristic length scale η , a velocity scale uη, a time scale τη and Reynolds
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number as functions of the previous quantities:

η =
(ν3

ε

)1/4

uη =
(
ε · ν

)1/4

τη =
(ν
ε

)1/2

Reη =
η · uη
ν

= 1

(4.6)

Note that the fact that Reη is 1 is consistent with the previously done hypothesis
which says that the energy cascade goes on until the vortex’s specific Re reaches
a small enough value, which means that viscous dissipation is dominant.

The size range l < lEI is also called universal equilibrium range and within this
range the characteristic time scale l/u(l) is small compared to the flow charac-
teristic one l0/u0, which means that the small eddies can adapt quicker to the
energy transfers coming from the larger ones.

4.2.3 Third hypothesis: the second similarity

Using the relation l0 ∼ k3/2/ε presented in Section 4.1.1 and substituting it in
Equations (4.6), it is possible to define the ratio between the small scale and the
large scale eddies:

η/l0 ∼ Re−3/4
L

uη/u0 ∼ Re−1/4
L

τη/τ0 ∼ Re−1/2
L

(4.7)

As expected, if ReL increases, small eddies time and velocity scales become
little compared to the ones of the big eddies; η/l0 progressively decreases as
well, but there will be a range of scale l which will be small compared to l0 and
big compared to η. As a consequence, this intermediate scales will be charac-
terized by relatively high Rel and they will be not much affected by viscosity
ν. Based on this considerations, Kolmogorov hypothesized that in every suffi-
ciently high Reynolds number flows, the statistics of the motions of scale l in
the range l0 � l � η have a universal form that is uniquely determined by ε
and independent from ν. A new length scale lDI is introduced which splits the
universal equilibrium range into two subranges:

• inertial subrange (lDI < l < lEI) typical of the intermediate scales where
viscous effects are negligible;

• dissipation range (l < lDI) where viscous effects and dissipation are domi-
nant.
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It is possible to estimate lDI ≈ 60η for most of the turbulent flow.
Considering now eddies in the inertial subrange of size l, using the definition

of ε given in Equation 4.2

ε =
u3
η

η
=
η2

τ3
η

(4.8)

and the relationships given in Equation (4.7), it is possible to derive velocity and
time scales within this range as

u(l) = (ε l)1/3 = uη(l/η)1/3
∼ u0(l/l0)1/3

τ(l) = (l2/ε)1/3 = τη(l/η)2/3
∼ τ0(l/l0)2/3 (4.9)

The velocity scales and time scales u(l) and τ(l) decrease as l decreases [17] in
the inertial subrange, as a consequence of the second similarity hypothesis.

Taylor microscale

It is common to refer to the characteristic length-scale within the inertial subrange
λ as Taylor microscale, which is defined as follows

λ '
(10 ν k

ε

)1/2
(4.10)

Comparing it respectively to Kolmogorov’s length-scale η and the integral
length-scale l0, it is possible to notice that it falls exactly between the small scale
eddies and the large scale eddies:

λ/l0 =
√

10 Re−1/2
L < 1

λ/η =
√

10 Re1/4
L > 1

(4.11)

Moreover, a commonly used quantity in the characterization of turbulence
is the Taylor-scale Reynolds number Reλ , which is related to the flow Re by the
relation

Reλ =
(20

3
ReL

)1/2
(4.12)

Figure 4.3a summarizes the subdivision of the spatial ranges and their cor-
responding length-scale, each one characterized by specific velocity-scale and
time-scale, as previously explained.

4.2.4 Wavenumber and energy spectrum

The final purpose of Kolmogorov’s analysis is to find out the energy distribution
among the previous presented ranges. It is possible to define a wavenumber

κ = 2π/l (4.13)
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and relate the previous ranges to it. Figure 4.3b shows how the turbulence ranges
as a function of κ and its relative dimensionless group obtained multiplying it
by the Kolmogorov length scale η.

The energy spectrum E(κ) represents the energy contained in eddies of size l
(and so wavenumber κ = 2π/l); by definition, the turbulent energy contained in
eddies with wavenumber between κA and κB is expressed as

k =

∫ κB

κA

E(κ)dκ

According to the second similarity hypothesis (Section 4.2.2), E(κ) will solely
depend on κ and ε; by means of a dimension analysis, it is possible to obtain an
expression of E(κ) within the inertial subrange:

E(κ) = Cε2/3 κ−5/3 (4.14)

where C is the universal Kolmogorov constant experimentally determined to be
C = 1.5; this expression is also well known as the Kolmogorov -5/3 spectrum.

Further empirical model equations for E(κ) in the production range ( fL) and
dissipation range ( fη) have been added to this expression so that the complete
expression for the spectrum is:

E(κ) = C ε2/3 κ−5/3 fL fη (4.15)

For given values of ε, ν and k the full spectrum can finally be calculated basing
on Equation 4.15; however, it is common to normalize the spectrum based on the
Kolmogorov scales so that it results a function of the only variable Rλ instead
of having three adjustable parameters (ε, ν, k). Figure 4.4a is a scheme of the
normalized energy spectrum while Figure 4.4b shows how spectrum changes
when Reλ varies. With a deeper mathematical analysis, it is possible to derive
which length scales contain most of the turbulent kinetic energy in the flow: the
conclusion is that most of the energy ( 80%) is contained in eddies of length scale
lEI = l0/6 < l < 6l0.

(a) Turbulence ranges as function of length-scale (b) Turbulence ranges as function of wavenum-
ber

Figure 4.3: Turbulence ranges as function of length-scale(a) and wavenumber (b) [17].



4.2. THE KOLMOGOROV’S THEORY 47

Once that the energy content of the eddies has been studied, the unique
unsolved question is to exactly point out which eddies dissipate the energy.
Similarly, this question can be answered by constructing a dissipation rate spec-
trum D(κ): the integral of D(κ) over the full wavelength range is by definition
the energy dissipation rate ε

ε =

∫
∞

0
D(κ)dκ (4.16)

Furthermore, considering that ε is defined as the multiple of the kinematic
viscosity and squared velocity gradients (of order ν(du/dx)2

≈ νk/l2 ≈ νkκ2
≈

νκ2E(κ)), we can then deduce:

D(κ) = 2ν κ2 E(κ) (4.17)

Figure 4.5: Dissipation normalized spec-
trum

Since the unit of D(κ) is (m3/s3), it can
thus be normalized with a velocity scale
cubed (typically the Kolmogorov velocity
scale), so that, as the normalized E(κ), it is
only dependent on Rλ, as shown in Figure
4.5. The dissipation rate spectrum can be
integrated to show that most of the dissi-
pation ( 90%) occurs in eddies of length
scales lDI/η = 60 > l/η > 8: this means
that most of the dissipation occurs at scales
that are larger than the Kolmogorov length
scale η; so the Kolmogorov length scale
should be interpreted as a measure of the

smallest eddies that are present in a turbulent flow at high Reynolds numbers.
The spectra can be further analyzed to show that eddies spend about 90% of

their total lifetime τ = k/ε in the production range, and that once eddies enter

(a) Normalized energy spectrum (b) Influence of Reλ

Figure 4.4: Kolmogorov energy spectrum



48 CHAPTER 4. TURBULENCE

the inertial subrange it takes only about τ/10 before the energy is dissipated.
This time τ/10 is also referred to as the cascade time scale [17].

4.2.5 Validity of Kolmogorov’s theory

Kolmogorov’s theory is an asymptotic theory: it has been shown to work well
in the limit of very high Reynolds numbers: the exact shape of the normal-
ized spectra may deviate from Kolmogorov’s model spectra for intermediate
Reynolds numbers. For instance, in many laboratory scale flows which have
Reynolds numbers on the order of 10000 with Reλ ≈ 250, the exponent of E(κ)
in the inertial subrange is often measured to be −3/2 instead of the famous
−5/3. Besides, the theory assumes that turbulence at high Reynolds numbers
is completely random; in practice, large scale coherent structures may form as
well.

Moreover, Kolmogorov’s theory assumes that the energy cascade is one way:
from large eddies to small eddies. Experimental studies have shown that even
if the dominant energy transfer is indeed from large to small eddies, energy is
also transferred, at a much lower rates, from smaller scales to larger scales in a
process called backscatter, as mentioned in Section 4.1.

Research on the fundamental aspects of turbulence continues as the theory
needs to be refined; both experimental and numerical simulations by means
of large computer using Direct Numerical Simulation (DNS) are continuously
carried out.

4.3 Reynolds Averaged Navier-Stokes Equations (RANS)

4.3.1 Overview

Navier-Stokes Equations 3.43 derived in Section 3.4 have no analytical solution
except for some simple problems involving simple geometries. As it will be pre-
sented in Section 5, Computational Fluid Dynamics (CFD) developed numerical
methods in order to solve numerically fluid-dynamics problems in a discrete
domain.

There is no theoretical analytical difference between laminar and turbulent
flow since Navier-Stokes Equations are valid for any flow regime, but turbulent
flows have some peculiarities which cannot be neglected in a numerical analysis:

• Irregularity: by definition turbulent flow is a chaotic and irregular physical
phenomenon. It is therefore necessary an enough fine mesh able to solve
the flow field properly, up to the smallest significant spatial scales which
are in the order of η according to the Kolmogorov’s theory presented in
Section 4.2.
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Being L the characteristic dimension of the analyzed system, the number
of mesh elements needed along a spatial direction is

Nelem,x =
L
η
∝ Re3/4

and so the total number in a three-dimensional grid should be

Nelem,tot ∝ Re9/4

• Unsteadiness: turbulence is never a steady process, so it always requires
an unsteady solution.

• Three-dimensional: as it is an ubiquitous phenomenon, a three-dimensional
analysis must be always performed.

The numerical solution of a turbulent flow by means of direct Navier-Stokes
equations is therefore extremely costly in terms of computational effort; a sim-
plification is needed in order to make it feasible.

4.3.2 Reynolds decomposition and averaging

A turbulent flow instantaneously satisfies the Navier-Stokes equations. How-
ever, it is virtually impossible to predict the flow in detail, as there is an enormous
range of scales to be resolved, the smallest spatial scales being less than millime-
ters and the smallest time scales being milliseconds. Even the most powerful
computer nowadays would take an enormous amount of computing time to
predict the details of an ordinary turbulent flow, resolving all the involved fine
scales. Fortunately, we are generally interested in finding only the gross charac-
teristics in such a flow, such as the distributions of mean velocity and temperature
[16].

Reynolds derived the equations of motion for the mean state in a turbulent
flow and examined what effect the turbulent fluctuations may have on the mean
flow. His fundamental idea is based on Reynolds decomposition: each variable,
such as velocity v, is separated into the mean (time-averaged) component vm

and the fluctuating turbulent component v′:

v(x, t) = vm(x) + v′(x, t)

where x is the position vector, the subscript "m" indicates the mean time-averaged
component and the superscript "′" indicates the turbulent fluctuating component
[18].

The true time average ā of a variable a is defined by

ā =
1
T

∫ T

0
a dt (4.18)
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By applying Reynolds decomposition to the terms in the Navier-Stokes equa-
tions and subsequently time averaging, it is therefore possible to simplify them.

The averaging process is straightforward in case of linear terms; for instance,
in case of the pressure term, it gives

p̄ =
1
T

∫ T

0
(pm + p′)dt = pm

since the time average of any fluctuating random components is zero.
While non-linear terms generate new contributions containing the fluctuating

components; for instance, in case of a general convective term Reynods averaging
gives:(
v
∂u
∂y

)
=

(
(vm + v′)

∂(um + u′)
∂y

)
= um

∂um

∂y
+v′

∂u′

∂y
= um

∂um

∂y
+
(∂(u′ v′)m

∂y

)
−

(
v′
∂u′

∂y

)
m

The application of Reynolds averaging process to all the terms in Navier-
Stokes equations leads finally to the Raynolds Averaged Navier-Stokes (RANS)
equations, which give approximated averaged solutions to Navier-Stokes equa-
tions: 

ρ
(
Fmass,m −

dvm
dt

)
= grad pm − µO2vm + ρ O ·ΦRe

div(ρvm) = 0
ρ = ρ(p,T) = const
Boundary Conditions (BC)
Initial Conditions (IC)

(4.19)

This new system of equations is similar to the Navier-Stokes one, with the
addition of a new symmetrical tensor ΦRe called Reynolds stress tensor

ΦRe =

∣∣∣∣∣∣∣∣∣
(u′u′)m (u′v′)m (u′w′)m

(v′u′)m (v′v′)m (v′w′)m

(w′u′)m (w′v′)m (w′w′)m

∣∣∣∣∣∣∣∣∣ (4.20)

which collects all the non-linear fluctuating components originated during
Reynolds averaging process.

The advantages of RANS equations compared to Navier-Stokes are the fol-
lowings:

• Possible spatial and temporal regularities;

• Possible stationarity;

• Possible symmetries in the flow field which allow to simplify the problem
from 3D to 2D or eventually 1D;

• Coarser mesh dimension;



4.4. CLOSURE MODELS FOR TURBULENCE 51

• Numerical solutions are possible exploiting the same numerical techniques
used for Navier-Stokes equations and the computational effort is much
more acceptable.

4.4 Closure Models for Turbulence

Since its 6 components are unknown, symmetrical tensor ΦRe in Equation 4.19
results completely undefined and so do the system of equations which is now
formed by 4 scalar equations in 10 unknown variables um, vm, wm, pm, (u′u′)m,
(u′v′)m, (u′w′)m, (v′v′)m, (v′w′)m, (w′w′)m.

In order to close the system it is therefore necessary a closure model, function
of the averaged flow field and able to derive the 6 new unknown variables:

ΦRe = f (um, vm,wm, pm)

where f will be an approximated relation based on physical assumptions and
experimental approach.

A lot of turbulence models have been developed in order to close the problem
and make finally possible numerical solutions. These models are generally di-
vided into four main categories according to the number of differential equations
added to the RANS equations in order to derive the 6 unknown components [17]:

• Zero equation models: these models add no equation and express the 6
Reynolds turbulent stresses with constants derived by experimental anal-
ysis and physical assumptions; the most famous is the mixing length model
developed by Prandtl: the model is extremely simple, with basically no
addiction of computational effort, although it results in a very poor accu-
racy in describing turbulent quantities. Since much better models exist, it
is almost never used and gives good predictions just for very simple 2-D
flows where experimental correlations for the mixing length exist, such as
flow in a cylindrical pipe or channel.

• One equation models: for the turbulent viscosity they solve just a single
conservation equation containing convective and diffusive transport terms,
as well as expressions for the production and dissipation of νt. It was
firstly developed for use in unstructured codes in the aerospace industry
and results economical and accurate for attached wall-bounded flows and
flows with mild separation and recirculation.

• Two equations models: these models are for sure the most spread used
since they give the best compromise between accuracy and precision .The
most famous is the k−εmodel which will be explained in following Section
4.4.2.
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• Reynolds StressModel (RSM): this is the most accurate, complete and time
consuming method since it solves additional transport equations for the
six independent Reynolds stresses; these transport equations are derived
by Reynolds averaging the product of the momentum equations with a
fluctuating property. RSM is good for accurately predicting complex flows
involving high streamline curvature, swirl, rotation and high strain rates.

4.4.1 The Bussinesq hypothesis

Basically all the two equation models are based on the hypothesis introduced
by Bussinesq who proposed, in 1877, that the Reynolds stresses could be linked
to the fluid mean rate of deformation, similarly to what happens for the viscous
stresses.

Viscous stresses: τi j = µ
(
∂vi

∂x j
+
∂v j

∂xi

)
Reynolds stresses: τt,i j = µt

(∂vm,i

∂x j
+
∂vm, j

∂xi

)
where the subscript "t" refers to turbulence and µt is the turbulent or eddy viscosity
which has the same dimensions of µ.

As consequence, the Reynolds stress tensor ΦRe can be written with the same
form of the viscous stress tensor Φ (Equation 3.38):

ΦRe =
2
3

kI + 2νtDm (4.21)

where νt = µt/ρ is the turbulent cinematic viscosity [18]. This fact allows to
derive the six component of the Reynolds stress tensor by defining just the two
quantities k and νt.

The Boussinesq assumption is both the strength and the weakness of two
equation models. This assumption is a huge simplification which allows one to
think of the effect of turbulence on the mean flow in the same way as molecular
viscosity affects a laminar flow. The assumption also makes it possible to in-
troduce intuitive scalar turbulence variables like the turbulent kinetic energy k
and dissipation rate ε and relate thereafter these variables to even more intuitive
variables like turbulence intensity and turbulence length scale. The weakness
of the Boussinesq assumption is that it is not generally valid: there is no evi-
dence that the Reynolds stress tensor is proportional to the strain rate tensor Dm:
this is probably true in simple flows like straight boundary layers and wakes,
but in complex flows, like flows with strong curvature, or strongly accelerated
or decelerated flows the Boussinesq assumption is simply not valid. This fact
gives to the two equation models inherent problems to predict strongly rotating
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flows, flows where curvature effects are significant or strongly decelerated flows
involving stagnation [19].

4.4.2 The k-ε models

The k − ε models are one of the most common turbulence models which have
become an industry standard and commonly used for the most types of engineer-
ing problems. They are two equation models, which means that they include
two extra transport equations to represent the turbulent properties of the flow:
this allows to account for history effects like convection and diffusion of tur-
bulent energy. The first transported variable is turbulent kinetic energy k that
determines the energy in the turbulence while the second one is the turbulent
dissipation rate ε which is directly related to the scale of the turbulence. The
basic idea behind this model is explained below.

The turbulent cinematic viscosity νt can be alternatively expressed as

νt = Cµ
k2

ε

where Cµ is a constant experimentally determined to be equal to 0.09 [17]. Equa-
tion 4.21 can then be finally written as

ΦRe =
2
3

k I + 2 Cµ
k2

ε
Dm

which express ΦRe as a function of the only two variables k and ε: this relation is
obviously approximated since it express 6 new unknown variables as a function
of just two variables. As previously mentioned, two transport equations are then
added in order to express k and ε as a function of the flow field variable allowing
the effective analytical closure of the RANS equations.

4.4.3 The RNG k − ε model

The RNG model was developed using Re-Normalisation Group (RNG) methods
by Yakhot et al. [20] to renormalize the Navier-Stokes equations, to account for the
effects of smaller scales of motion. In the standard k−εmodel the eddy viscosity
is determined from a single turbulence length scale, so the calculated turbulent
diffusion is the one which occurs only at the specified scale, whereas in reality all
scales of motion will contribute to the turbulent diffusion. The RNG approach,
which is a mathematical technique that can be used to derive a turbulence model
similar to the k − ε, results in a modified form of the epsilon equation which
attempts to account for the different scales of motion through changes to the
production term. The resulting RNG model has different constants from those
in the standard k − ε model, and additional terms and functions in the transport
equations for k and ε. These features make the RNG model more accurate and
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reliable for a wider class of flows than the standard model. Moreover, while
the standard k − ε model is a high-Reynolds-number model, the RNG theory
provides an analytically-derived differential formula for effective viscosity that
accounts for low-Reynolds-number effects. Effective use of this feature does,
however, depend on an appropriate treatment of the near-wall region. [21]

4.4.4 The Realizable k − ε model

One of the most successful recent developments in k− εmodels is the Realizable
model developed by Shih et al. [22]. This model contains a new transport
equation for the turbulent dissipation rate, along with the critical coefficient Cµ
which is expressed as a function of mean flow and turbulence properties, rather
than assumed to be constant as in the standard model. This fact allows the model
to satisfy certain mathematical constraints on the normal stresses consistent
with the physics of turbulence (realizability). The concept of a variable is also
consistent with experimental observations in boundary layers.

The realizable k−εmodel is substantially better than the standard k−εmodel
for many applications, and can generally be relied upon to give answers that are
at least as accurate. An immediate benefit of the Realizable k − ε model is that
it more accurately predicts the spreading rate of both planar and round jets.
It is also likely to provide superior performance for flows involving rotation,
boundary layers under strong adverse pressure gradients, separation, and recir-
culation. Because of these reasons, this is the chosen model for the simulations
carried out in the present work.



Chapter 5

Computational Fluid Dynamics
and numerical methods

An overview on Computational Fluid dynamics (CFD) is introduced in this
section, since in the present work a PWJ process numerical analysis by means
of CFD is carried out. Therefore, a collection of the basic principles and the
numerical methods which CFD is founded on is presented, with a specific insight
on the methods that have been employed in the present work.

Computational Fluid Dynamics is one of the branches of fluid mechanics
that uses numerical methods and algorithms to solve and analyze problems that
involve fluid flows.

5.1 Numerical methods

The differential equations presented in the Section 3.4 describe the continuous
movement of a fluid in space and time. To be able to solve those equations
numerically, all aspects of the process need to be discretized, or changed from a
continuous to a discontinuous formulation. For example, the region where the
fluid flows needs to be described by a series of connected control volumes, or
computational cells; the equations themselves need to be written in an algebraic
form; advancement in time and space needs to be described by small, finite
steps rather than the infinitesimal steps. All of these processes are collectively
referred to as discretization. Discretization of the domain, or grid generation, and
discretization of the equations are described in this section [23].
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5.1.1 Domain discretization: mesh generation

The domain is broken into a set of discrete sub-domains, or computational cells,
or control volumes, by a grid also called mesh, which contains elements of many
shapes and sizes. The elements are usually either quadrilaterals or triangles in
2D domains, as presented in Figure 5.2, while they can be tetrahedra (with four
sides), prisms (five sides), pyramids (five sides) or hexahedra (six sides) in a 3D
domain.

A series of line segments (2D) or planar faces (3D) connecting the boundaries
of the domain are used to generate the elements: structured grids are always
quadrilateral (2D) or hexahedral (3D), and every their element is aligned to the
grid coordinate directions and is therefore spatially and geometrically organized
coherently with the elements surrounding it. Structured meshes produce the
best results precision and stability during calculations, even if they can only be
correctly generated for simple and linear geometries.

On the contrary, unstructured grids do not follow any organized pattern,
with the elements which are deformed and arranged by the mesh generator in
order to adapt even to complex geometries with curved boundaries. See Figure
5.1 for a visual comparison between structured and unstructured mesh.

(a) Example of structured mesh
(www.fluent.com).

(b) Example of unstructured mesh
(www.rocscience.com),

Figure 5.1: Comparison between structured (a) and unstructured (b) mesh.

In general, the density of cells in a computational grid needs to be fine enough
to capture the flow details, but not so fine that the overall number of cells in the
domain is excessively large, since problems described by large numbers of cells
require more time to solve. Nonuniform grids of any topology and adaptive
meshing methods can be used to focus the grid density in regions where it is
needed and allow for expansion in other regions.
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Choose the appropriate mesh type

When choosing the mesh type, the following issues must be considered. [21]:

Setup time: many flow problems solved in engineering practice involve com-
plex geometries. The creation of structured or block-structured grids (con-
sisting of quadrilateral or hexahedral elements) for such problems can be
extremely time-consuming if not impossible. Therefore, setup time for
complex geometries is the major motivation for using unstructured grids
employing triangular or tetrahedral cells. However, if your geometry is
relatively simple, there may be no saving in setup time with both the
approaches, and the generation of a structured mesh is strongly recom-
mended as it leads to more stable calculations.

Computational expense: when geometries are complex or the range of length
scales of the flow is large, a triangular/tetrahedral mesh can be created
with far fewer cells than the equivalent mesh consisting of quadrilat-
eral/hexahedral elements. This is because a triangular/tetrahedral mesh
allows clustering of cells in selected regions of the flow domain, while
structured quadrilateral/hexahedral meshes will generally force cells to
be placed in regions where they are not needed. Unstructured quadri-
lateral/hexahedral meshes cover many of the advantages of triangular/
tetrahedral meshes for moderately-complex geometries.

A characteristic of quadrilateral/hexahedral elements that might make
them more economical in some situations is that they permit a much larger
aspect ratio than triangular/tetrahedral cells. A large aspect ratio in a trian-
gular/tetrahedral cell will invariably affect the skewness of the cell, which
is undesirable as it may impede accuracy and convergence.

Therefore, if you have a relatively simple geometry in which the flow
conforms well to the shape of the geometry, such as a long thin duct, use
a mesh of high-aspect ratio quadrilateral/hexahedral cells. The mesh is
likely to have far fewer cells than if you use triangular/tetrahedral cells.

Numerical diffusion: all practical numerical schemes for solving fluid flow con-
tain a finite amount of numerical diffusion as explained in Section 5.2.5.
This is because numerical diffusion arises from truncation errors that are
a consequence of representing the fluid flow equations in discrete form.
The amount of numerical diffusion is inversely related to the resolution
of the mesh and it is minimized when the flow is aligned with the mesh.
Therefore, one way of dealing with numerical diffusion is to refine the
mesh and align it along the flow direction. This is the most relevant point
to the choice of the grid. If you use a triangular/tetrahedral mesh, the flow
can never be aligned with the grid. If you use a quadrilateral/hexahedral
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mesh, this situation might occur, but not for complex flows. It is only in a
simple flow, such as the flow through a long duct, in which you can rely on
a quadrilateral/hexahedral mesh to minimize numerical diffusion and get
a better solution with fewer cells than using a triangular/tetrahedral mesh.

Furthermore, helpful solution-adaptive mesh algorithms are also available,
as it will be presented in Section 11.4.

Mesh quality

The quality of the mesh plays a significant role in the accuracy and stability of
the numerical computation. The attributes associated to mesh quality are node
point distribution, smoothness, and skewness.

Node density: since you are discretely defining a continuous domain, the degree
to which the salient features of the flow (such as shear layers, separated
regions, shock waves, boundary layers, and mixing zones) are resolved,
depends on the density and distribution of nodes in the mesh. In many
cases, poor resolution in critical regions can dramatically alter the flow
characteristics. Proper resolution of the mesh for turbulent flows is also
very important. Due to the strong interaction of the mean flow and turbu-
lence, the numerical results for turbulent flows tend to be more susceptible
to grid dependency than those for laminar flows. For this latter case, see
the example reported in Section 11.3.

In general, no flow passage should be represented by fewer than 5 cells.
Most cases will require many more cells to adequately resolve the pas-
sage. In regions of large gradients, as in shear layers or mixing zones,
the grid should be fine enough to minimize the change in the flow vari-
ables from cell to cell. Unfortunately, it is very difficult to determine the
locations of important flow features in advance. Moreover, the grid resolu-
tion in most complicated flow fields will be constrained by CPU time and
computer resource limitations (i.e., memory and disk space). Although ac-
curacy increases with larger grids, the CPU and memory requirements to
compute the solution and post-process the results also increase. Solution-
adaptive grid refinement can be used to increase and/or decrease grid
density based on the evolving flow field, and thus provides the potential
for more economical use of grid points (and hence reduced time and re-
source requirements). These methods will be largely employed in present
work, as explained in Section 11.4 and 12.4.

Smoothness: truncation error is the difference between the partial derivatives in
the governing equations and their discrete approximations. Rapid changes
in cell volume between adjacent cells translate into larger truncation errors.
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FLUENT®provides the capability to improve the smoothness by refining
the mesh based on the change in cell volume or the gradient of cell volume.

Cell shape: the shape of the cell (including its skewness and aspect ratio) also
has a significant impact on the accuracy of the numerical solution.

• Skewness is defined as the difference between the shape of the cell and
the shape of an equilateral cell of equivalent volume. Highly skewed
cells can decrease accuracy and destabilize the solution. For example,
optimal quadrilateral meshes will have vertex angles close to 90°,
while triangular meshes should preferably have angles of close to 60°
or generally all angles less than 90°. Usually skewness is expressed
with a "equi-size skewness" factor varying in the range from 0 (non-
distorted element) to 1 (very distorted element); good mesh have
skewness factors at least below 0.5.

• Aspect ratio is a measure of the stretching of the cell and it is defined
in 2D cells as the ratio of the maximum and the minimum distance
between the cell centroid and face centroids. For highly anisotropic
flows, the use of extreme aspect ratios cells stretched along the flow
direction may yield accurate results with fewer cells. However, a
general rule is to avoid aspect ratios in excess of 5:1 [21].

5.1.2 Discretization of the equations

Several methods have been employed over the years to numerically solve the
Navier-Stokes equations, including the finite difference, finite element, spectral
element, and finite volume methods. The focus of this chapter is on the finite
volume method, which is the one employed in FLUENT®solver. Since this is
the solver employed, the finite volume method is described in detail below.

To illustrate the discretization of a typical transport equation using the finite
volume formulation [24][25], a generalized scalar equation can be used with the
rectangular control volume shown in Figure 5.3. The scalar equation for the
generic variable φ has the following form:

∂(ρ φ)
∂t

+
∂
∂xi

(ρ vi φ) =
∂
∂xi

(
Γ
∂φ

∂xi

)
+ S′ (5.1)

The parameter Γ is used to represent the diffusion coefficient for the scalar
φ; if φ is one of the components of velocity, for example, Γ would represent
the viscosity. All sources are collected in the term S′; again, if φ is one of
the components of velocity, S′ would be the sum of the pressure gradient, the
gravitational force, and any other additional forces.

The control volume has a node P, at its center, where all problem variables
are stored. The transport equation describes the flow of the scalar φ into and
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Figure 5.2: Different mesh cell types [21].

Figure 5.3: Quadrilateral 2D mesh showing cell centers and faces [23].
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out of the cell through the cell faces n,s,w and e. The neighboring cells also have
nodes at their centers, and these are labeled with the capital letters E, W, N, and
S. 1D-flow along the row of cells W → P→ E of Figure 5.3 is considered for the
purpose of this example.

The first step in the discretization of the transport equation is an integration
over the control volume. The volume integral can be converted to a surface
integral by applying the divergence theorem. Using a velocity in the positive
x-direction, neglecting time-dependence, and assuming that the faces e and w
have area A, the integrated transport equation takes the following form:

(ρeueφe − ρwuwφw)A =
(
Γe

[dφ
dx

]
e
− Γw

[dφ
dx

]
w

)
A + S (5.2)

where S is the volume integral of the source terms contained in S′. This expres-
sion contains four terms that are evaluated at the cell faces. A discretization
scheme is required in order to obtain the face values of these terms as a function
of values that are stored at the cell centers.

5.1.3 Discretization schemes

As previously presented, a discretization scheme is necessary in order to allow
the discretization of the differential equations as the ones presented in Equation
(5.2). Since all of the problem variables are stored at the cell center, the face
values (the derivatives) need to be expressed in terms of cell center values. To
do this, consider a steady-state conservation equation in one dimension without
any source terms:

d
dx

(ρ v φ) =
d

dx

(
Γ

dφ
dx

)
(5.3)

This equation can be exactly solved. On a linear domain that extends from x = 0
to x = L, corresponding to the locations of two adjacent cell nodes, with φ = φ0

at x = 0 and φ = φL at x = L, the solution for φ at any intermediate location (such
as the face) has the form:

φ = φ0 + (φL − φ0)
exp

(
Pe x

L − 1
)

exp(Pe-1)

where the Peclet number Pe is the ratio between convection and diffusion influ-
ence on the flow field:

Pe =
ρ u L

Γ

Depending on the value of Pe, different limiting behavior exists for the vari-
ation of φ between x = 0 and x = L. These limiting cases are discussed below,
along with some more rigorous discretization or differencing schemes that are
in popular use today [23].
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Central differencing scheme

For Pe = 0, there is no convection and the solution is purely diffusive. This would
correspond to heat transfer due to pure conduction, for example. In this case,
the variable φ varies linearly from cell center to cell center, so the value at the cell
face can be found from linear interpolation. When linear interpolation is used
in general, i.e when both convection and diffusion are present, the discretization
scheme is called central differencing. When used in this manner, as a general
purpose discretization scheme, it can lead to errors and loss of accuracy in the
solution. One way to reduce these errors is to use a refined grid, but the best
way is to use another differencing scheme. There is one exception to this rule.

Upwind differencing scheme

For Pe� 1, convection dominates and the value at the cell face can be assumed
to be identical to the upstream or upwind value (i.e. φw = φW). When the value
at the upwind node is used at the face, independently of the flow conditions, the
process is called first order upwind differencing. A modified version of first order
upwind differencing makes use of multi-dimensional gradients in the upstream
variable, based on the upwind neighbor and its neighbors. This scheme, which
makes use of a Taylor series expansion to describe the upwind gradients, is called
second order upwind differencing. It offers greater accuracy than the first order
upwind method, but requires additional computational effort.

Power law differencing scheme

For intermediate values of the Peclet number, 0 < Pe < 10, the face value can
be computed as a function of the local Peclet number. This expression can be
approximated by one that does not use exponentials, involving the Peclet number
raised to an integral power. It is from this approximate form that the power law
differencing scheme draws its name. This first order scheme is identical to the
first order upwind differencing scheme in the limit of strong convection, but
offers slightly improved accuracy for the range of Pe numbers mentioned above.

QUICK differencing scheme

The QUICK differencing scheme [26] is similar to the second order upwind
differencing scheme, with modifications that restrict its use to quadrilateral or
hexahedral meshes. In addition to the value of the variable at the upwind cell
center, the value from the next upwind neighbor is also used. Along with the
value at the node P, a quadratic function is fitted to the variable at these three
points and used to compute the face value. This scheme can offer improvements
over the second order upwind differencing scheme for some flows with high
swirl.
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Choosing the most appropriate differencing scheme

If the flow is aligned with the grid, first order differencing schemes such as
upwind and power law differencing are acceptable. Flow in a straight pipe
modeled with a hexahedral grid is one example where these schemes would be
sufficient. However, since flow patterns in both static and stirred mixers do not
generally satisfy this condition, especially if unstructured grids are used, second
order differencing is recommended to reduce the numerical errors in the final
solution. In general, first order schemes allow the error to reduce linearly with
the grid spacing while second order schemes allow the error to reduce as the
square of the grid spacing. A common practice in CFD is to obtain a partially
converged solution using one of the first order schemes, and then switch to a
higher order scheme to obtain the final converged result.

5.1.4 Final discretized solution

Once the face values have been computed using one of the above differencing
schemes, terms multiplying the unknown variable at each of the cell centers can
be collected. Large coefficients multiply each of these terms. These coefficients
contain information that includes the properties, local flow conditions, and re-
sults from previous iterations at each node. In terms of these coefficients, Ai,
the discretized equation has the following form for the simple 2D grid shown in
Figure 5.3:

APφP = ANφN + ASφS + AEφE + AWφW =
∑

i,neighbors

Aiφi (5.4)

For a complex, or even a simple flow simulation, there will be one equation
of this form for each variable solved, in each cell in the domain. Furthermore,
the equations are coupled, since, for example, the solution of the momentum
equations will impact the transport of every other scalar quantity. It is the job
of the solver to collectively solve all of these equations with the best accuracy in
the shortest amount of time.

5.2 Solution methods

The result of the discretization process is a finite set of coupled algebraic equa-
tions that need to be solved simultaneously in every cell of the solution domain.
For small problems (i.e. those with fewer than 1000 elements), a matrix inversion
can be done. however, few problems can be solved with adequate solution accu-
racy using such a small cell count, so alternative methods are usually employed.
Two iterative methods exist for this purpose: segregated and coupled solution
approach.
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One variable at a time is solved throughout the entire domain in a segregated
solution approach. Thus the x-component of the velocity is solved on the entire
domain, then the y-component is solved, and so on. One iteration of the solution
is complete only after each variable has been solved in this manner.

In a coupled solution approach, on the other hand, is one where all variables,
or at least, momentum and continuity, are solved simultaneously in a single cell
before the solver moves to the next cell, where the process is repeated. The
segregated solution approach is popular for incompressible flows with complex
physics, typical of those found in mixing applications. Typically, the solution of
a single equation in the segregated solver is carried out on a cells subset, using
a Gauss-Seidel linear equation solver. The solution time can be improved (i.e.
reduced) in some cases, by using an algebraic multigrid correction scheme.

Independently of the method used, however, the equations must be solved
over and over again until the collective error reduces to a value that is below
a pre-set minimum value. At this point, the solution is considered converged,
and the results are most meaningful. Converged solutions should demonstrate
overall balances in all computed variables, including mass, momentum, heat,
and species for example.

5.2.1 The SIMPLE algorithm

The three equations of motion and the equation of continuity combine to form
a system of four equations (3.43) for the four unknowns that are the pressure
p and the three velocity components of vector v. Because there is no explicit
equation for the pressure, special techniques have been devised to extract it in
an alternative manner. The most well known of these techniques is the SIMPLE
algorithm, or Semi-Implicit Method for Pressure-Linked Equations [24]. Indeed,
a family of algorithms has been derived from this basic one (such as SIMPLEC,
PISO or Fractional-Step method), each one of them with a small modification
that makes it well suited to one application or another. A deeper insight on PISO
algorithm will be presented in the following section 5.2.1, as this is the algorithm
employed in the present work.

The essence of SIMPLE algorithm is as follows: a guessed pressure field is
used in the solution of the momentum equations (for all but the first iteration,
the guessed pressure field is simply the last updated one). The new velocities
are computed, but these will not, in general, satisfy the continuity equation, so
corrections to the velocities are determined. Based on the velocity corrections,
a pressure correction is computed which, when added to the original guessed
pressure, results in an updated pressure. Following the solution of the remaining
problem variables, the iteration is completed and the entire process repeated.
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PISO

The Pressure-Implicit with Splitting of Operators (PISO) pressure-velocity cou-
pling scheme, part of the SIMPLE family algorithms, is based on the higher
degree of the approximate relation between the corrections for pressure and ve-
locity. One of the limitations of the SIMPLE algorithm is that new velocities and
corresponding fluxes do not satisfy the momentum balance after the pressure-
correction equation is solved. As a result, the calculation must be repeated until
the balance is satisfied. To improve the efficiency of this calculation, the PISO
algorithm performs two additional corrections: neighbor correction and skewness
correction.

Neighbor correction The main idea of the PISO algorithm is to move the re-
peated calculations required by SIMPLE inside the solution stage of the pressure-
correction equation [27]. After one or more additional PISO loops, the corrected
velocities satisfy the continuity and momentum equations more closely. This
iterative process is called a momentum correction or "neighbor correction".

The PISO algorithm takes a little more CPU time per solver iteration, but it
can dramatically decrease the number of iterations required for convergence, es-
pecially for transient problems. This makes it perfectly suitable for the purposes
of a PWJ numerical simulation.

Skewness correction For meshes with some degree of skewness, the approx-
imate relationship between the correction of mass flux at the cell face and the
difference of the pressure corrections at the adjacent cells is very rough. Since
the components of the pressure-correction gradient along the cell faces are not
known in advance, an iterative process similar to the PISO neighbor correction
described above is desirable [28]. After the initial solution of the pressure-
correction equation, the pressure-correction gradient is recalculated and used to
update the mass flux corrections. This process, which is referred to as "skewness
correction", significantly reduces convergence difficulties associated with highly
distorted meshes.

Moreover, in case of meshes with a high degree of skewness, the simulta-
neous coupling of the neighbor and skewness corrections at the same pressure
correction equation source may cause divergence or a lack of robustness. An
alternative, although more expensive, method for handling the neighbor and
skewness corrections inside the PISO algorithm is to apply one or more itera-
tions of skewness correction for each separate iteration of the neighbor correction.
For each individual iteration of the classical PISO algorithm [27], this technique
allows a more accurate adjustment of the face mass flux correction according to
the normal pressure correction gradient.
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For the present numerical model developed, since the mesh generated is
basically formed by quadrilateral elements, its level of skewness is extremely
low and no corrections are needed.

5.2.2 Residuals

If the algebraic form of a conservation equation (Equation 5.4) in any control
volume could be exactly solved, it would be written as:

APφP −
∑

i,neighbors

Aiφi = 0

Since the solution of each equation at any step in an iterative calculation is
based on inexact information, originating from initial guessed values and refined
through repeated iterations, the right hand side of the above equation is always
non-zero. This non-zero value represents the error, or residual in the solution of
the equation in the control volume.

APφP −
∑

i,neighbors

Aiφi = RP

The total residual is the sum over all cells in the computational domain of the
residuals in each cell:

Rtot =
∑

i,cells

Ri

Since the total residual, Rtot, defined in this manner, is dependent upon the
magnitude of the variable being solved, it is customary to either normalize or
scale the total residual to gauge its changing value during the solution process.
While normalization and scaling can be done in a number of ways, it is important
to evaluate the change in the normalized or scaled residuals to check the rate
and level of convergence of the solution.

5.2.3 Convergence criteria

The convergence criteria are preset conditions (generally user-defined) for the
usually normalized or scaled residuals that determine when an iterative solution
is converged. One convergence criterion could require that the total normalized
residual for the pressure equation drop below 1E-03. Another could require that
the total scaled residual for a species equation drop below 1E-06. Alternatively,
it could require that the sum of all normalized residuals drops below 1E-04.
For any set of convergence criteria, the assumption is that the solution is no
longer changing when the condition is reached, and that there is an overall mass
balance throughout the domain. When additional scalars are being solved (heat
and species, for example), there should be overall balances in these scalars as
well. Whereas the convergence criteria indicate that overall balances probably
exist, further examination are recommended to verify that indeed they do.
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5.2.4 Under-relaxation

The solution of a single differential equation, solved iteratively, makes use of
information from the previous iteration. If φn is the value of the variable from
the previous iteration and φn+1 is the new value, then some small difference or
change in the variable brings the variable from the old value to the new one:

φn+1 = φn + ∆φ

Rather than use the full computed change in the variable, ∆φ, it is often necessary
to use a fraction of the computed change when several coupled equations are
involved:

φn+1 = φn + URF ∆φ

This process is called under-relaxation, and under-relaxation factors (URF) typ-
ically range from 0.1 to 1.0 depending on the complexity of the flow physics
(laminar flow or turbulent reacting flow, for example), the variable being solved
(pressure or momentum), the solution method being used, and the state of the
solution (during the first few iterations or near convergence). Lowering URFs
makes the convergence process stable, but slower. Guidelines exist for the op-
timum choices for under-relaxation factors for a variety of conditions [21]. As
the solution converges, the under-relaxation factors should be gradually raised
to ensure convergence that is both rapid and stable at all times.

5.2.5 Numerical diffusion

Numerical diffusion is a source of error that is always present in CFD, owing
to the fact that approximations are made during the equations discretization
process. It is so named because it presents as equivalent to an increase in the
diffusion coefficient. Thus the fluid will appear more viscous in the solution of
the momentum equation; the solution will appear to have a higher conductivity
in the solution of the energy equation; in the solution of the species equation,
it will appear that the species diffusion coefficient is larger than in actual fact.
These errors are most noticeable when diffusion is small in the actual problem
definition.

Two steps can be taken to minimize numerical diffusion:

• First, a higher order discretization scheme can be used, such as the QUICK
or second order upwinding schemes discussed in Section 5.1.3.

• Second, the grid can be built to minimize the effect. Numerical diffusion
is generally a problem on coarse grids, so it is wise to plan ahead and
avoid coarse meshes in regions where the most accuracy is sought. Nu-
merical diffusion is generally a less noticeable problem with quadrilateral
or hexahedral meshes, if the flow is aligned with the mesh.



68
CHAPTER 5. COMPUTATIONAL FLUID DYNAMICS AND NUMERICAL

METHODS

Unfortunately, the flow is rarely aligned to the mesh throughout the entire
flow field, so certain levels of numerical diffusion are unavoidable.

5.2.6 Time dependance

The time derivative appearing in Equation (5.1) must be discretized to solve a
time-dependent problem. If F(φ) is the spatially discretized part of Equation
(5.1), the time derivative can be approximated to first order as:

φn+1
− φn

∆t
= F(φ) (5.5)

In this expression, φn is the solution at time t and φn+1 is the solution at time
t + ∆t. While certain flow conditions, such as compressible flow, are best suited
to an explicit method for the solution of Equation (5.5), an implicit method is
usually the most robust and stable choice for a wide variety of applications, in-
cluding mixing. The major difference between the explicit and implicit methods
is whether the right hand side of Equation (5.5) is evaluated at the current time
so that F(φ) = F(φn) or at the next time step so that F(φ) = F(φn+1). The implicit
method uses the latter:

φn+1 = φn + ∆t F(φn+1)

The assumption at the core of this quasi-steady approach is that the new value of
the variable φ prevails throughout the entire time step, which takes the solution
from time t to time t + ∆t.

5.3 CFD applications and advantages

CFD is becoming an always growing and promising mean in engineering de-
sign processes. Therefore, the main application fields re conceptual studies of
new design and solutions along with new detailed product development, trou-
bleshooting and redesign of already existing projects; furthermore, CFD analysis
complements testing and experimentation since a reliable numerical model re-
duces the total effort required in the experimental design and data acquisition.

A series of the main advantages of CFD is listed below [17]:

• Relatively low cost: there is no need to build a new physical model for
each trial.

• Relatively fast: even if some simulations can take long time depending on
the available computational power, most of the simulations are faster than
building and testing a physical model.

• Flexible: changing physical properties and boundary conditions is straight-
forward and rapid. The settings can be easily modified and controlled.
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• Easy to set ideal conditions such as incompressibility which is often im-
possible in reality.

• Complete control of the physical process since different physical models
can be easily changed or modified according to the working conditions.

• Comprehensive informations: numerical simulations give a map of the
results of each physical variable throughout the whole domain, while em-
pirical experiments can extract just single measures in limited regions.

5.4 Limitations of CFD

The following is a list of the main limitations and drawbacks of CFD mainly
deriving by the fact that numerical models unavoidably bring along numerical
errors and physical approximations:

• Numerical errors:

– Round-off error: it is due to finite word size (depending on the bit
number) available in the employed computer; this error is always
present even though it is often very small.

– Truncation error: it is due to numerical approximations in numerical
model; this error goes to zero as the grid is refined.

• Physical models: CFD solutions rely upon physical models of real world
processes such as turbulence, compressibility, chemistry, multiphase flow,
etc. . . As a consequence, solutions can only be as accurate as the physical
models on which they are based on.

• Boundary conditions: the accuracy of the CFD solution is strongly depen-
dent on the initial boundary conditions provided to the numerical model.





Chapter 6

Multiphase Models in FLUENT

Most of the fluid-dynamic problems involve more than one fluid or phase: mul-
tiphase models are then developed with the aim of modeling the flow field of
different phases interacting with each other. In fluid dynamics and computa-
tional fluid dynamics, a phase is defined as an identifiable class of material that
has a particular inertial response and interaction with the flow and the potential
field in which it is immersed.

According to the different nature of the interacting phases, multiphase flow
regimes can be grouped into four main categories [21]:

1. Gas-liquid or liquid-liquid flows which are distinguished in:

• Bubbly flow: this is the flow of discrete gaseous or fluid bubbles in a
continuous fluid;

• Droplet flow: this is the flow of discrete fluid droplets in a continuous
gas;

• Slug flow: this is the flow of large bubbles in a continuous fluid;

• Stratified/free surface flow: This is the flow of immiscible fluids sep-
arated by a clearly-defined interface.

2. Gas-solid flows distinguished in:

• Particle-laden flow: this is the flow of discrete particles in a continuous
gas;

• Pneumatic transport: this is a flow pattern involving transport in
ducts that depends on factors such as solid loading, Reynolds num-
bers, and particle properties;

• Fluidized bed: this consists of a vertical cylinder containing particles;
a gas is introduced and rises through the bed suspending the particles.
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Depending on the gas flow rate, bubbles appear and rise through the
bed, intensifying the mixing process.

3. Liquid-solid flows distinguished in:

• Slurry flow: this is the transport of particles in liquids. The behavior
of liquid-solid flows varies according to the relative properties of the
solid particles and those of the liquid. Stokes number St (see Section
6.2.4) is normally less than 1; when the Stokes number overcomes 1,
the regime of the flow is liquid-solid fluidization;

• Hydrotransport: this describes densely-distributed solid particles in
a continuous liquid;

• Sedimentation: this describes the situation of a tall recipient initially
containing a uniform dispersed mixture of particles slowly falling
toward the bottom and forming a sludge layer; at the top of it, a clear
interface will appear, and a constant settling zone will exist in the
middle.

4. Three phases flows which are a combination of some of the previously
presented flow regimes.

Similarly to what reported in Section 3.2.1, there are both a Euler-Lagrangian
and Euler-Euler approaches to mutiphase models, as it will be presented below.

6.1 The Euler-Lagrangian Approach

This is one of the simplest methods to solve a multiphase problem even if it is
suitable just for models where the second phase can be considered as dispersed.
The main fluid phase is treated as a continuum by solving the time-averaged
Navier-Stokes equations in an Eulerian way (the first term Euler in the approach
name is due to this fact), while the single particles are observed on their way
through the flow field by solving the equations of particle motion and particle
position in a Lagrangian approach (from which the subsequent term Lagrangian
in the name). The two phases can exchange energy, momentum or mass among
each other. The basic assumption of this model is that the dispersed second phase
occupies a low volume fraction, even though high mass loading is accepted. The
trajectories of the particles are then computed individually at specified intervals
during the fluid phase calculation [21, 29].

These features make this approach appropriate for spray modeling, coal and
liquid fuel combustion, and some particle-laden flows, but inappropriate for the
modeling of liquid-liquid mixtures, fluidized beds, or any application where the
volume fraction of the second phase is not negligible as in the case of water jet.
Because of this fact, this model will no longer be studied in deep.
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6.2 The Euler-Euler Approach and its Models

The Euler-Euler or Eulerian-Eulerian is the most general approach in simulating
multiphase flows. In principle, any multiphase flow can be simulated this way.
Each individual fluid is treated as a continuous phase and conservation laws
apply for each fluid within an Eulerian approach. The concept of the volume
fraction is introduced as a consequence of the assumption that the volume of a
phase cannot be occupied by any other phase; these volume fractions are then
assumed to be continuous functions of space and time and their sum is equal to
one for each control volume.

Three different Euler-Euler multiphase models are availablein FLUENT®:
the mixture model, the Eulerian model and the volume of fluid (VOF) model
which are briefly explained below.

6.2.1 The Mixture Model

The mixture model is a simplified multiphase model that can be used to model
multiphase flows where the phases move at different velocities, but assume local
equilibrium over short spatial length scales: the coupling between the phases
should then be strong. The concept behind this model is intuitively simple:
the continuity and momentum equation are written in the same form of those
for a single-phase flow but referring to a mixture of continuous and dispersed
phases; the slip of the dispersed phase relatively to the continuous phase is later
calculated by balancing the drag and the body forces resulting from differences
in density, while the volume fraction for each dispersed phase is solved from
a phase continuity equation. This way, only one set of velocity components is
solved from the momentum differential equation, saving computational effort if
compared to the complete multiphase Eulerian model presented in Section 6.2.2
[30]. The mixture model has enjoyed success with gas-liquid and liquid-granular
mixtures of all types and it forms the basis of the cavitation model, which allows
for mass transfer due to pressure tension between liquid and gaseous phases
[31].

6.2.2 The Eulerian Model

The Eulerian multiphase model is the most general and complex model. Making
use of separate sets of momentum, continuity and, if necessary, energy equations
for each phase, it can be applied to mixtures with individual phase concentra-
tions from 0 to 100% [31]: as a consequence additional sets of conservation equa-
tions must be introduced and the original set must also be necessarily modified.
The modifications involve, among other things, the introduction of the volume
fractions for the multiple phases, as well as mechanisms for the exchange of
momentum, heat, and mass between the phases.
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Coupling and interaction between phases is achieved through the pressure
and interphase exchange coefficients and the way this coupling is handled de-
pends upon the type of phases involved, i-e. whether a granular (fluid-solid)
flows rather than nongranular (fluid-fluid) flow is being modeled.

6.2.3 The VOF Model

While the Eulerian and mixture models are appropriate for fluid mixtures, they
are not the most suitable for immiscible fluids. For this class of problems, the
shape and evolution of the free surface is often of interest. The volume of fluid
method (or in short VOF method) is a numerical technique for tracking and
locating the free surface (also called fluid-fluid interface) in a fixed Eulerian
mesh. The VOF method is known for its ability to conserve the "mass" of the
traced fluid and even when the fluid interface changes its topology, this change
is traced easily, so that the interfaces can for example join, or break apart.

As this method is particularly suitable for stratified flows and breakup pre-
diction or transient tracking of any liquid-gas interface, it is perfectly suitable to
simulate the WJ process which is characterized by a jet of water immersed in air;
because of this, a deeper insight to this model will be presented in Section 7.

6.2.4 How to Choose the Appropriate Model

The first step in choosing a multiphase model is to approximately determine the
flow regime, the type and the percentage of the phases involved: for stratified,
surface-free or slug flows the choice of VOF is straightforward, while the mix-
ture and Eulerian models are appropriate for flows in which the phases mix or
separate and/or dispersed-phase volume fractions exceed 10%. If the dispersed-
phase volume fraction in less than 10% it is also possible to use the Discrete
phase model which is another specific built-in model (not strictly considered as
multiphase) for problems involving a secondary discrete phase.

The choice between mixture and Eulerian model usually is not that straight-
forward on the other hand and the following guidelines should be considered:
if the problem to be solved is pretty simple and requires a low computational
effort, then the mixture model may be a better option, since it solves a smaller
number of equations than the Eulerian model. While if accuracy is more im-
portant, the Eulerian model is the best choice. However, the complexity of the
Eulerian model can make it less computationally stable than the mixture model.
Moreover, the following parameters can help in evaluating which is the most
appropriate multiphase model between Mixture or Eulerian:

• Particulate loading and material density ratio Particulate loading is de-
fined as the mass density ratio between the dispersed phase and the carrier
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phase:

ṗ =
αd ρd

αc ρc

where the subscript d refers to the dispersed phase, while subscript c to the
carrier phase; while the material density ratio is defined as

% =
ρd

ρc

Using these parameters it is possible to determine how the dispersed phase
should be treated by estimating the average distance between the particles
composing the particulate phase with the following expression

L
dd

= (
π
6

1 + κ

κ
)1/3

where κ = ṗ/%.

Low ṗ : the distance between particles is high enough to suppose that the
coupling is one-way: the main flow carries the particles via drag and
turbulence without being influenced by them. In this case the Mix-
ture model is strongly recommended because less computationally
expensive.

Intermediate ṗ : the coupling is two-way as the carrier influences particles
via drag and turbulence, but the particles as well influence the carrier
reducing mean momentum and turbulence. Discrete phase, mixture
and Eulerian models can all be applicable in this case and other factors
like Stokes number should be taken into account.

High ṗ : the coupling is four-way as there is two-way coupling plus pres-
sure and viscous stresses due to particulate. In this case Eulerian
model is the only one able to solve the problem.

• Stokes number St As previously mentioned, in case of intermediate par-
ticulate loading another parameter to take into account is St, defined as the
relation between particle (d) and system (s) response times:

St =
τd

ts
=

ρd d2
d

18µc

Ls
vs

(6.1)

where subscript c refers to the carrier phase and LS and vs are respectively
the characteristic length and velocity of the system.

For St� 1 the particle will closely follow the flow and all the models can be
used; it is therefore possible to chose the least expensive (mixture model).
For St > 1 the particles will move independently and it is therefore needed
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either the discrete phase or Eulerian model. For St ≈ 1 again all the three
model are suitable and the least expensive or the most appropriate, basing
on other factors, must be chosen.



Chapter 7

The Volume Of Fluid multiphase
model

As previously mentioned in Section 6.2.3 the VOF multiphase model is particu-
larly suitable, among others, in modeling the prediction of jet breakup and the
steady or transient tracking of any liquid-gas interface [21]; then it comes out
to be an effective way to simulate WJ process and investigate the causes of jet
breakup and its disturbances. On the other hand, since it is basically developed
to work with immiscible fluids, its main drawback is the incapability in modeling
phase transitions.

As this is the model employed throughout the present work, it will be ex-
plained more in detail below.

7.1 Overview

The problem of correctly tracing the boundary interface between two immiscible
and interacting fluids has been challenging for CFD.

Discrete Lagrangian fluid representations are conceptually simple because
each zone of a grid that subdivides the fluid into elements remains identified
with the same fluid element for all time. Body and surface forces on these
elements are easy to define, so it is relatively straightforward to compute the dy-
namic response of the elements. In an Eulerian representation the grid remains
fixed and the identity of individual fluid elements is not maintained. Neverthe-
less, it is customary to view the fluid in an Eulerian mesh cell as a fluid element
on which body and surface force may be computed, in a manner completely
analogous to a Lagrangian calculation. The two methods differ, however, in the
manner in which the fluid elements are moved to next positions after their new
velocities have been computed. The grid simply moves with the computed ele-
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ment velocities in the Lagrangian case, while it is necessary to compute the flow
of fluid through the mesh in an Eulerian calculation. This convective flux calcula-
tion requires to average the flow properties of all fluid elements that are in a given
mesh cell after a period of time: this averaging process, inherent in convective
flux approximations, is the biggest drawback of Eulerian methods. Convective
averaging results in a smoothing of all variations in flow quantities, and, in par-
ticular, in a smearing of discontinuity surfaces such as free surfaces. The only
way to overcome this loss in resolution for free boundaries is to introduce some
special treatment that recognizes a discontinuity and avoids averaging across it.

Eight function, marker particles and line segment are some of the attempts that
have been proposed, among others, with the aim of solving this problem, and
the VOF theory has come out to be one of the most successful [32].

7.2 The VOF model theory

Define a function αwhose value is unity at any point occupied by fluid and zero
otherwise. The average value of α in a cell would then represent the fractional
volume of the cell occupied by fluid. In particular, a unit value of α would
correspond to a cell full of fluid, while a zero value would indicate that the cell
contains no fluid. Cells with α values between zero and one must then contain
an interface, and so a free surface.

The normal direction to this boundary interface lies in the direction in which
the value of α changes most rapidly. Because α is a step function, however, its
derivatives must be computed in a special way, as it will be described below:
when properly computed, the derivatives can then be used to determine the
boundary normal. Finally, when both the normal direction and the value of α in a
boundary cell are known, a line cutting the cell can be constructed approximating
the interface there. This boundary location can then be used in setting boundary
conditions according to the flow field values in that point.

In a Lagrangian mesh, α remains constant in each cell: in this case, α serves
solely as a flag identifying cells that contain fluid. While in an Euler-Euler mesh,
the flux of αmoving with the fluid through a cell must be computed although, as
noted in previous Section 7.1, standard finite-difference approximations would
lead to a smearing of the α function and interfaces would lose their definition:
interpolation schemes near the interface are flux approximations which allow to pre-
serve the discontinuous nature of function α avoiding the smearing of interfaces;
they will be described more in detail in Section 7.3.5.

Moreover, since the VOF method requires only one storage word for each
mesh cell, its storage requirements are lower compared with other methods such
as the marker particle.

Thus, the VOF method provides a simple and economical way to track free
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boundaries in two or three-dimensional meshes.

7.3 The Driving Equations

7.3.1 Volume Fraction equation

The solution of a continuity equation for the volume fraction of one (or more)
of the phases is needed in order to accomplish the tracking of the interfaces
between the phases. For the ith phase, this can be written as:

1
ρi
·

[∂ αiρi

∂t
+ O · (αiρi v) = Sαi +

n∑
i=1

(ṁi j − ṁ ji)
]

(7.1)

where ṁi j is the mass transfer from phase i to phase j, ṁ ji is the mass transfer
from j to i and the term Sαi is a user defined further mass source term set to zero
by default.

The volume fraction equation will not be solved for the primary phase; the
primary-phase volume fraction is simply computed based on the constraint that
the volume fractions must sum to one

n∑
i=1

αi = 1

i.e. the cell is always completely filled.
Once the volume fraction in each cell has been calculated, by means of in-

terpolation schemes (see Section 7.3.5) it is then possible to trace the shape of the
interface between phases.

The volume fraction equation may be solved either through implicit or ex-
plicit time discretization.

The Implicit Scheme

The following equation is employed in order to calculate the volume fraction in
each cell at every time step (or iteration if a steady-state solution is performed):

αn+1
i ρn+1

i − αn
i ρ

n
i

∆t
V +

∑
f

(
ρn+1

i Un+1
f αn+1

i, f

)
=

[
Sαi +

n∑
i=1

(ṁi j − ṁ ji)
]
V (7.2)

where n + 1 refers to the actual time step, n refers to the previous calculated time
step, V is the cell volume, αi, f if the face value of the ith volume fraction, U f is
the volume normal flux through the face.

Since in the second term appears the volume fraction at the current time step
αn+1

i, f , a standard scalar transport equation is solved iteratively for each of the
secondary-phase volume fractions at each time step.
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The implicit scheme can be used for both time-dependent and steady-state
calculations: the previous equation is applied for every iteration instead of time
step in this latter case.

The Explicit Scheme

In the explicit scheme there is no need of iterative solution of the transport
equation during each time step, as is needed for the implicit scheme, and the
following equation is used:

αn+1
i ρn+1

i − αn
i ρ

n
i

∆t
V +

∑
f

(
ρi Un

fα
n
i, f

)
=

[
Sαi +

n∑
i=1

(ṁi j − ṁ ji)
]
V (7.3)

Just a time-dependent solution can be calculated in this case. Furthermore,
this scheme, together with the geometric reconstruct or donor-acceptor scheme
(see Section 7.3.5) is suggested by FLUENT® user’s guide in order to simulate
jet breakup: it will be selected during simulations in the present work because
of this fact, as later explained.

7.3.2 Physical properties

The physical properties employed in the transport equations are determined by
weighting the physical properties of the phases occupying each control volume.
In a two-phase system, referring to the primary and secondary phase by the
subscripts 1 and 2 and with the volume fraction of the secondary phase being
tracked, the density in each cell, for example, is given by

ρ = α2 · ρ2 + (1 − α2) · ρ1 (7.4)

which, in the general case of a n-phase system, leads to the following general
form for the volume-fraction-averaged density:

ρ =

n∑
i=1

αi · ρi (7.5)

All other physical properties, such as viscosity, are defined exactly the same
way.

7.3.3 Momentum equation

A single momentum equation is solved throughout the domain and the resulting
velocity field is shared among the phases. The momentum equation, shown
below, is dependent on the volume fractions of all phases through the properties
ρ and µ calculated as presented in the previous Section 7.3.2:
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∂(ρ v)
∂t

+ O · (ρ vv) = −Op + O ·
[
µ
(
Ov + OvT

)]
+ ρg + F (7.6)

It is possible to calculate the velocity field of the mixture, by solving this
equation.

7.3.4 Energy equation and additional scalar equations

If introduced in the calculations, also the energy equation is shared among all the
phases through the properties ρ and µ, calculated as presented in the previous
Section 7.3.2:

∂(ρ E)
∂t

+ O ·
(
v(ρ E + p)

)
= O ·

(
ke f f OT

)
+ Sh (7.7)

where keff is the effective thermal conductivity which is another shared volume-
fraction-averaged variable like ρ; the source term Sh contains contributions from
radiation as well as any other volumetric heat sources and can be user-defined.
Moreover, energy E is treated as a mass-averaged variables

E =

∑n
i=1(αi ρi Ei)∑n

i=1 αi ρi
(7.8)

and similarly it happens for temperature T.
Depending the problem definition, additional scalar equations may be in-

volved as in the case of the presence of turbulence: another single set of transport
equations is solved and the turbulence variables (i.e. k and ε or the Reynolds
stresses) are shared by the phases throughout the field.

7.3.5 Interpolation schemes near the interface

As previously underlined,the introduction of special interpolation schemes is
needed to preserve the definition and the discontinuous nature of the boundary
interface between phases limiting its smearing effect due to numerical diffusion.

FLUENT®’s control-volume formulation requires the convection and diffu-
sion fluxes through the control volume faces be computed and balanced with
source terms within the control volume itself: when a cell is near the interface
between two phases (i.e. the volume fraction of a phase is less than 1), the ge-
ometric reconstruction or donor-acceptor interpolation scheme is used in order to
reconstruct the behavior of the interface. Figure 7.1 shows comparisons between
these two schemes which are also presented below.

The geometric reconstruct scheme

This scheme is based on a interface reconstruction method using a piecewise-
linear approach and is the most accurate method in surface tracking.
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It assumes that the interface between two fluids has a linear slope within each
cell, and uses this linear shape for calculating the advection of fluid through the
cell faces. The first step in this reconstruction scheme is calculating the position
of the linear interface relative to the center of each partially-filled cell, based on
the information about the volume fraction and its derivatives in the cell. The
second step is calculating the advecting amount of fluid through each face using
the computed linear interface representation and information about the normal
and tangential velocity distribution on the face. The third step is calculating the
volume fraction in each cell using the balance of fluxes calculated during the
previous step.

The donor acceptor scheme

This scheme is based on a finite volume discretization method which identifies
one cell as a donor of an amount of fluid from one phase and another (neighbor)
cell as the acceptor of the same amount of fluid, and is used to prevent numerical
diffusion at the interface. The amount of fluid from one phase that can be
convected across a cell boundary is limited by the minimum of two values: the
filled volume in the donor cell or the free volume in the acceptor cell. The
orientation of the interface is also used in determining the face fluxes. The
interface orientation is either horizontal or vertical, depending on the direction
of the volume fraction gradient of the ith phase within the cell, and the one of the
neighbor cell that shares the considered face.

7.4 Additional Models

When two or more phases are present, surface tension and wall adhesion effects
cannot be negligible: this two physical phenomena act directly on the inter-

(a) Actual interface shape (b) Geometric reconstruct
scheme

(c) Donor-acceptor scheme

Figure 7.1: Comparison between interpolation schemes near an interface [21]
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face between phases and so it could be necessary to insert their effects during
calculations, especially if the aim is correctly tracking the surface shape.

7.4.1 Surface Tension

The physical definition of surface tension s is presented in Section 3.1.1.
The surface tension model in FLUENT® is the continuum surface force

(CSF) model proposed by Brackbill et al. [33]. With this model, the addition of
surface tension to the VOF calculation results in a source term in the momentum
equation. The surface curvature is computed from local gradients in the surface
normal at the interface. Let n be the surface normal, defined as the gradient of
the ith phase volume fraction αi:

n = Oαi (7.9)

the curvature κ is defined in terms of the divergence of the unit normal n̂

κ = O · n̂ (7.10)

where
n̂ =

n
|n|

(7.11)

The surface tension can then be written in terms of the pressure jump across
the surface. The force at the surface can be expressed as a volume force using the
divergence theorem and is then added to the momentum equation as additional
source term; in case of two interacting phases, the expression of the force has the
following form:

Fvol = si j
ρ κi Oαi

1/2(ρi + ρ j)
(7.12)

where ρ is the volume-fraction-averaged density computed with Equation (7.5).
Equation (7.12) shows that the surface tension source term for a cell is propor-
tional to the average density in the cell.

Surface tension will be employed in the present model (see Section 12.2) since
it turns out to be a a crucial parameter. When taking this model into account, it
is useful to remember that the calculation of surface tension effects on triangular
and tetrahedral meshes is not as accurate as on quadrilateral and hexahedral
meshes. The region where surface tension effects are most important should
therefore be meshed with quadrilaterals or hexahedra.

When Consider Surface Tension Effects Some dimensionless parameters can
help in establishing whether the effects of surface tension are significant or not.
When Re� 1, the quantity of interest is the capillary number Ca

Ca =
µ U

s
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while if Re� 1, the quantity to be considered is the Weber number

We =
ρ L U2

s

where U is the free-stream velocity.
Surface tension effects can be generally neglected if Ca� 1 or We� 1.

7.4.2 Wall Adhesion

It is usual to consider wall adhesion effects by referring to the contact angle θ,
which is the angle between the wall and the tangent to the interface at the wall,
measured inside the drop which is sticked onto the wall, as shown in Figure 7.2.

The value of θ is strongly dependent on the nature of the two interacting
phases and the wall as well. In case of drops of water immersed in air and
sticked on a steel wall, the contact angle is around 76° [34].

In FLUENT®, the implemented model for wall adhesion is taken from work
done by Brackbill et al. [33] as well. Rather than imposing this boundary
condition at the wall itself, the contact angle that the fluid is assumed to make
with the wall is used to adjust the surface normal just in cells near the wall. This
so-called dynamic boundary condition results in the adjustment of the curvature
of the surface near the wall.

The surface normal at the cell next to the wall can be written as

n̂ = n̂w cosθ + t̂w sinθ

where n̂w and t̂w are the unit vectors normal and tangential to the wall, re-
spectively. The combination of this contact angle with the surface normal one
cell away from the wall determines the local curvature of the surface, and this
curvature is used to adjust the body force term in the surface tension calculation.

Figure 7.2: Contact angle definition
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Chapter 8

Model geometry and
nomenclature

The present Section is inserted in order to present and clarify the model geometry,
the terms and the nomenclature common to all the following sections; obviously,
specific nomenclature regarding each single topic is presented in the related
section when necessary.

The orifice tested in the present study is a typical orifice employed in PWJ
applications as the one shown in Figure 8.1a.

(a) PWJ orifices
(www.gattiam.com).

(b) AWJ orifice sectioned by means of grinding and polishing.

Figure 8.1: Typical PWJ orifice and section of an AWJ orifice.
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Figure 8.2: Orifice nomenclature employed throughout the present work

The regions that schematically make up an orifice are presented in Figure 8.2
and are briefly listed below:

Upstream tube: this is the pipe feeding the orifice with high-pressure water. It
is also known as collimation tube.

Orifice body: this is the body of the orifice, usually made of stainless steel.

Orifice insert: This is the part where the orifice hole is machined. It is generally
made of synthetic sapphire or, occasionally, in diamond, and it is housed
with a centering seal in the orifice body as shown for example in Figure
8.1b.

Capillary: this is the small cylindrical hole machined in the orifice insert and
namely the core of the jet creation.

Exit tube: this is the wider hole of the orifice body downstream the capillary.

The total length of the orifice is called Ltot, while the specific dimensions of
the capillary are respectively do for the diameter (which is also the nominal value
for the orifice) and Lo for the capillary length.

Finally, the geometric dimensions of the orifice tested and the domain of the
model employed for numerical simulations are reported in Figure 8.3.
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Figure 8.3: Geometrical dimensions of the tested PWJ orifice model.





Chapter 9

Jet Stability: single phase,
cavitating and flipped nozzles

This is the first chapter giving a deep insight into the mechanisms of jet breakup
and the conditions for its stability. Firstly, a theoretical background is presented
and later, based on the former, an analysis is performed on the stability of a
typical pure water jet in steady conditions.

9.1 Theoretical background

According to the traditional definition, the process of rupturing the liquid by a
decrease of pressure at constant temperature is called cavitation. This is a crucial
phenomenon in liquid jets breakup and a lot of works have been published in
literature on this topic, especially relating it to spray and atomization theory in
the field of injectors [3].

Theoretically, as general criterion, the initiation of cavitation happens when
the pressure of the liquid goes below its vapor pressure, but it is not unusual
to see this phenomenon starting at slightly higher pressures as well. Dabiri et
al. [9] proposed a new method where the significant parameter in cavitation is
the total stress which includes both pressure and viscous stresses: this parameter
is able to explain the occurrence of cavitation even at pressures higher than the
vapor pressure; anyway the relative difference between the first and the second
criterion tends to decrease significantly as Reynolds number increases.

As resumed in Figure 9.1, depending on its geometry and working conditions,
a sharp-edged plain orifice as the ones used in water jet applications, can basically
undergo two different flow regimes, cavitating and hydraulic flipped, while the
presence of a significant edge fillet radius red can possibly lead to a single-phase
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regime too [21].
Several studies have been performed on the breakup mechanisms of water

jets produced by different types of orifices at relatively low pressures (up to 20
MPa): Ohnesorge [1] proposed a stability number named after him as Ohnesorge
number Oh, able to determine the different modes of jet breakup depending on
the characteristic Re of the flow under the hypothesis of rounded-edge orifice
exhibiting a single-phase like flow regime (Figure 9.1). According to his analysis,
these kinds of orifices working at high Re similar to the ones reached in water
jet cutting, would produce a completely atomized jet [6] which is evidently not
suitable for typical WJ applications. Furthermore, it is well known from the
spray and atomization theory that spray cone angles in nozzles likely to cavitate
are always wider than the ones in cavitation-free nozzles: in fact the cavitation
enhances the mass flow rate fluctuations with the consequence of intensifying
the unsteadiness of the jet and its atomization [8]. As a consequence, if the target
is obtaining a coherent and stable jet, single-phase and cavitating regime must
be avoided and a so called constricted or flipped [35] water jet must be obtained:
the geometry of the nozzle and the operating conditions such as the upstream
and downstream pressures are crucial parameters to achieve this condition. In
the case of a constricted jet, the jet is a collimated beam of momentum as it
is detached from the capillary walls and stays therefore laminar for a wider
range of velocities exhibiting a much longer breakup length as compared to non-
constricted water jet at the same conditions [7]. The cavitation number K is an
essential parameter to predict the inception of cavitation:

K =
pup − pv

pup − pdown
(9.1)

where pup is the upstream working pressure pdown is the pressure downstream
the capillary and pv is the vapor pressure of water. Defining the Reynolds

Figure 9.1: Possible flow regimes in a plain orifice [21]
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number modified on hydraulic head as

Reh =
do ρw

µ
·

√
2(pup − pdown)

ρw

the critical values for the inception of cavitation and hydraulic flip are respec-
tively Kcav and Kflip, empirically defined as follows:

Kcav = 1.9
(
1 −

red

do

2
−

1000
Reh

)
(9.2)

Kflip = 1 +
1(

1 + Lo
4do

)(
1 + 2000

Reh

)
e70 red/do

(9.3)

It is then possible to predict the flow regime inside the orifice by comparing
K with Kcav and Kflip according to the following scheme [21] and Figure 9.2:

• K > Kcav and K ≥ Kflip: single-phase regime;

• Kflip ≤ K < Kcav: cavitating regime;

• K Q Kcav and K < Kflip: hydraulic flipped regime.

Figure 9.2: Decision tree for the flow regime definition [21].

As consequence, the coherence and stability of the jet produced by each
orifice is strongly dependent on the evolving flow regime.

9.2 Analysis of the flow regime inside a pure water jet
orifice

By exploiting Equations (9.1)(9.2)(9.3), it is possible to analyze the flow regime
developing inside a typical orifice used in PWJ applications and point out the
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influence of geometry and working conditions on the coherence of the jet. Firstly,
in order to analyze the geometric effects, the working conditions are kept constant
and just the geometrical dimensionless parameters red/do and Lo/do are varied;
Table 9.1 summarizes the employed parameters, while Table 9.2 and Table 9.3
report the obtained results.

do pup pdown pv ρw µ red/do Lo/do
(mm) (MPa) (Pa) (Pa) (kg/m3) (kg/m · s) (-) (-)

0.08 160 8.50E+04 2400 998.20 1.003E-03 0.05→0.63 0.5→15

Table 9.1: Constansts employed to study the orifice geometry effects on jet flow regime.

red red/do Lo Lo/do Reh K Kcav Kflip Regime
(mm) (-) (mm) (-) (-) (-) (-) (-)

4.00E-03 0.05 0.08 1 4.51E+04 1.00052 1.69256 1.02313 FL
4.80E-03 0.06 0.08 1 4.51E+04 1.00052 1.64773 1.00964 FL
6.40E-03 0.08 0.08 1 4.51E+04 1.00052 1.60350 1.00402 FL
8.00E-03 0.10 0.08 1 4.51E+04 1.00052 1.51681 1.00070 FL
8.80E-03 0.11 0.08 1 4.51E+04 1.00052 1.47436 1.00029 CAV
1.04E-02 0.13 0.08 1 4.51E+04 1.00052 1.43250 1.00012 CAV
2.00E-02 0.25 0.08 1 4.51E+04 1.00052 1.04656 1.00000 CAV
5.04E-02 0.63 0.08 1 4.51E+04 1.00052 0.24500 1.00000 S.P.

FL = Flipped, CAV = Cavitating, S.P. = Single Phase

Table 9.2: Results obtained with pup =160 MPa, red/do variable and Lo/do fixed to 1

red red/do Lo Lo/do Reh K Kcav Kflip Regime
(mm) (-) (mm) (-) (-) (-) (-) (-)

6.40E-03 0.08 0.04 0.5 4.51E+04 1.00052 1.58597 1.00315 FL
6.40E-03 0.08 0.06 0.7 4.51E+04 1.00052 1.58597 1.00301 FL
6.40E-03 0.08 0.08 1.0 4.51E+04 1.00052 1.58597 1.00283 FL
6.40E-03 0.08 0.12 1.5 4.51E+04 1.00052 1.58597 1.00258 FL
6.40E-03 0.08 0.20 2.5 4.51E+04 1.00052 1.58597 1.00218 FL
6.40E-03 0.08 0.40 5.0 4.51E+04 1.00052 1.58597 1.00157 FL
6.40E-03 0.08 0.56 7.0 4.51E+04 1.00052 1.58597 1.00129 FL
6.40E-03 0.08 0.80 10.0 4.51E+04 1.00052 1.58597 1.00101 FL
6.40E-03 0.08 1.20 15.0 4.51E+04 1.00052 1.58597 1.00075 FL

FL = Flipped, CAV = Cavitating, S.P. = Single Phase

Table 9.3: Results obtained with pup =160 MPa, Lo/do variable and red/do fixed to 0.8

Parameters do and pup are set to typical values used in common PWJ cuttings
and are kept the same along the whole present study; besides, the value of pdown
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is taken from previous simulations and is set to a lower value than atmospheric
pressure.

Figure 9.3: Pressure drop inside orifice tube

Figure 9.3 depicts clearly how pressure drops moving upward from the exit
tube to the capillary due to the high velocity field created by the main jet:
section closer to the capillary have a lower pressure value and the closest section
considered (y = -0.2 mm) has a value of about 8.50E+04 Pa which is exactly
the setup value for pdown. Note that the first part of the plot in Figure9.3 is
characterized by higher values due to the contribution of the dynamic pressure
of the jet (this part of the graph is in fact around 0.03 mm wide which is exactly
the radius of the jet as it will be presented later); except for this part, the rest
of the plot refers to pressure values around the jet. The ratios Lo/do and red/do

are subsequently kept constant to separately investigate on each one of them:
respectively, Lo/do is fixed to 1 while red/do to 0.08 which are common values
in PWJ orifices. More precisely, Table 9.2 and Figure 9.4a show the influence of
red/do while Lo/do = 1 is fixed; on the contrary, in Table 9.3 and Figure 9.4b Lo/do

is the variable and red/do is fixed to a value of 0.08.
Within the ranges studied in the present work K ≤ Kcav, with the only excep-

tion of the last row in Table 9.2 where K > Kcav (this case will be later explained):
in these conditions the hydraulic flipped regime s occurs when K < Kflip, as
explained before and shown in Figure 9.2. The hydraulic flipped and cavitating
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(a) Influence of red/do on K and Kflip with pup=160 MPa

(b) Influence of Lo/do on K and Kflip with pup=160 MPa

Figure 9.4: Influence of orifice geometry on flow regime
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regions are marked directly on the graphs: it is possible to notice how cavitation
only affects orifices with high red/do and Lo/do ratios, namely orifices with large
edge rounding and large capillary length compared to orifice diameter [11]. Re-
ferring to Figure 9.4b it is also noticeable that the regime still remains flipped,
even with Lo/do up to 15: this fact happens because the relatively sharp edge
forces the main water flow to follow a curved path and detach from the capillary
walls creating a constricted jet, while the very high pressure transfers to the jet
a huge amount of energy (converted in momentum) pushing the reattachment
point responsible for cavitation further away, outside the capillary, and assuring
the hydraulic flip anyway.

Moreover, the same analysis is done again with a lower upstream pressure
pup in order to analyze the effect of the working conditions; the new conditions
are reported in Table 9.4 while Table 9.5 and Figure 9.5a together with Table 9.6
and Figure 9.5b show the results.

do pup pdown pv ρw µ red/do Lo/do
(mm) (Pa) (Pa) (Pa) (kg/m3) (kg/m · s) (-) (-)

0.08 2.00E+7 8.50E+04 2400 998.20 1.003E-03 0.05→0.63 0.5→15

Table 9.4: Parameters employed to study working conditions effects on jet flow regime

red red/do Lo Lo/do Reh K Kcav Kflip Regime
(mm) (-) (mm) (-) (-) (-) (-) (-)

4.00E-03 0.05 0.08 1 1.59E+04 1.00415 1.65187 1.02146 FL
4.80E-03 0.06 0.08 1 1.59E+04 1.00415 1.61596 1.01066 FL
6.40E-03 0.08 0.08 1 1.59E+04 1.00415 1.54528 1.00263 CAV
8.00E-03 0.10 0.08 1 1.59E+04 1.00415 1.47612 1.00065 CAV
8.80E-03 0.11 0.08 1 1.59E+04 1.00415 1.44211 1.00032 CAV
1.04E-02 0.13 0.08 1 1.59E+04 1.00415 1.37523 1.00008 CAV
2.00E-02 0.25 0.08 1 1.59E+04 1.00415 1.00587 1.00000 CAV
5.04E-02 0.63 0.08 1 1.59E+04 1.00415 0.19723 1.00000 S.P.

FL = Flipped, CAV = Cavitating, S.P. = Single Phase

Table 9.5: Results obtained with pup =20 MPa, red/do variable and Lo/do fixed to 1

Reducing the difference between upstream and downstream pressure by low-
ering pup of about one order of magnitude, the situation dramatically changes:
comparing Figure 9.5a to Figure 9.4a and Figure 9.5b to Figure 9.4b respectively,
it is clear how the orifice is much more likely to cavitate as the cavitating range
is much wider and occurs for lower values of red/do and Lo/do. In particular,
comparing Figure 9.4b to Figure 9.5b the effects are more evident: in case of
high pressure pup = 160 MPa (Figure 9.4b), the regime is always flipped within
the considered range, while Figure 9.5b shows how reducing pup to 20 MPa and
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red red/do Lo Lo/do Reh K Kcav Kflip Regime
(mm) (-) (mm) (-) (-) (-) (-) (-)

6.40E-03 0.08 0.04 0.5 1.59E+04 1.00415 1.54528 1.00292 CAV
6.40E-03 0.08 0.06 0.7 1.59E+04 1.00415 1.54528 1.00280 CAV
6.40E-03 0.08 0.08 1.0 1.59E+04 1.00415 1.54528 1.00263 CAV
6.40E-03 0.08 0.12 1.5 1.59E+04 1.00415 1.54528 1.00239 CAV
6.40E-03 0.08 0.20 2.5 1.59E+04 1.00415 1.54528 1.00202 CAV
6.40E-03 0.08 0.40 5.0 1.59E+04 1.00415 1.54528 1.00146 CAV
6.40E-03 0.08 0.56 7.0 1.59E+04 1.00415 1.54528 1.00119 CAV
6.40E-03 0.08 0.80 10.0 1.59E+04 1.00415 1.54528 1.00094 CAV
6.40E-03 0.08 1.20 15.0 1.59E+04 1.00415 1.54528 1.00069 CAV

FL = Flipped, CAV = Cavitating, S.P. = Single Phase

Table 9.6: Results obtained with pup =20 MPa, Lo/do variable and red/do fixed to 0.8

keeping the same red/do ratio as in the case of Figure 9.4b, the capillary is always
in cavitating regime.

Moreover, the sharpness of the orifice edge is surely one of the most important
and influent conditions in order to guarantee the hydraulic flip condition as the
previous analysis has shown. Progressively increasing the radius of curvature
of the orifice edge will inevitably lead to a cavitating flow regime first, and a
single phase regime later. The very last rows of Table 9.2 and Table 9.5 refer to
conditions of high red/do ratio, i.e. relatively high red, and it is noticeable that
even with high upstream pressure, the regimes turns out to be single phase in
any case.

A classical representation of the main breakup mechanisms which take place
in rounded edge nozzles is based on the Ohnesorge-Reynolds diagram, shown
in Figure 9.6. Oh is a dimensionless number also called "stability number" that
relates the viscous forces to inertial and surface tension forces; jet velocity is not
explicitly present, so Oh is an indicator of the jet stability taking into account
orifice geomerty (do). It is defined as

Oh =

√
We

Re
=

µ√
ρ do s

(9.4)

The first Ohnesorge classification of flow regimes [1] has been integrated by
other researcher over the last decades [3, 36] who marked the different breakup
regions (dripping, Rayleigth, first and second wind induced and atomization
[36]) on the Oh-Re diagram represented in Figure 9.6.

M. Annoni et al. [6] showed that commonly employed WJ orifices stably
lay in the "atomization region" according to Ohnesorge classification; the red
dot in Figure 9.6 refers to the tested PWJ orifice, which is also representative of
typical WJ orifices. Anyway, hydraulic flipped conditions in WJ orifices produce
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(a) Influence of red/do on K and Kflip with pup=20 MPa

(b) Influence of Lo/do on K and Kflip with pup=20 MPa

Figure 9.5: Influence of working conditions on flow regime



100
CHAPTER 9. JET STABILITY: SINGLE PHASE, CAVITATING AND FLIPPED

NOZZLES

Figure 9.6: Ohnesorge diagram [1, 3, 6]; tested orifice conditions are indicated by the red dot.

constricted water jets which evidently are not atomized jets. As a consequence,
it can be inferred that constricted water jets do not follow the classification
proposed by Ohnesorge [37] and orifices can produce a highly coherent jet thanks
to the sharp-edge.

In addition, the worst situation among the previously presented is the one
referring to Table 9.6 and plotted in Figure 9.5b, since the regime is cavitating
within all the studied range: to further underline the influence of edge sharpness,
the same situation is now analyzed by lowering the ratio red/do from 0.08 to 0.06
which means to consider a sharper edge. The results presented in Table 9.7 and

red red/do Lo Lo/do Reh K Kcav Kflip Regime
(mm) (-) (mm) (-) (-) (-) (-) (-)

4.80E-03 0.06 0.04 0.5 1.59E+04 1.00415 1.61596 1.01184 FL
4.80E-03 0.06 0.06 0.7 1.59E+04 1.00415 1.61596 1.01134 FL
4.80E-03 0.06 0.08 1.0 1.59E+04 1.00415 1.61596 1.01066 FL
4.80E-03 0.06 0.12 1.5 1.59E+04 1.00415 1.61596 1.00969 FL
4.80E-03 0.06 0.20 2.5 1.59E+04 1.00415 1.61596 1.00820 FL
4.80E-03 0.06 0.40 5.0 1.59E+04 1.00415 1.61596 1.00592 FL
4.80E-03 0.06 0.56 7.0 1.59E+04 1.00415 1.61596 1.00484 FL
4.80E-03 0.06 0.80 10.0 1.59E+04 1.00415 1.61596 1.00381 CAV
4.80E-03 0.06 1.20 15.0 1.59E+04 1.00415 1.61596 1.00280 CAV

FL = Flipped, CAV = Cavitating, S.P. = Single Phase

Table 9.7: Results for sharpness influence with pup =20 MPa, Lo/do variable and red/do fixed
to 0.6

Figure 9.7 are clear: while in the previous homologous situation presented in
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Figure 9.5b the regime is always cavitating, it is almost completely flipped in
this case, because of the edge sharpening within the same range of magnitude;
this fact demonstrates once more how having a sharp edge at the orifice inlet is
crucial to create hydraulic flip and so a better quality jet.

Figure 9.7: Influence of Lo/do at red/do = 0.06 and pup = 160 MPa

Figure 9.8: Hydraulic flip time as a function of
pup

Besides, in the very first instants
of its creation, it is possible that the
forming jet temporary reattaches to
the capillary walls enhancing cavita-
tion: this generally happens in orifices
with an aspect ratio Lo/do > 0.7 as it is
well described by Basha et al. [11]
and Anantharamaiah et al. [10]. Any-
way, this phenomenon is related just
to the initial transient of the jet which
later develops and reaches its steady
flow regime depending on the inner
geometry of the capillary and the spe-
cific working conditions, as presented
before. It is therefore possible that an
orifice, initially reattaching or cavitat-

ing, later loses this condition switching to a stable hydraulic flip regime, as it
exactly happens with pure water jet orifices; Figure 9.8 shows the time taken by
the jet to reach the hydraulic flip condition as a function of the upstream pressure
[7]: it is evident that the higher the pressure the more rapid the jet is in reaching
hydraulic flip since a higher amount of energy and momentum is provided to it.
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As a conclusion, this analysis demonstrates that sharp-edged orifices with
Lo/do close to unit and supplied by very high pressures like the ones commonly
used in water jet cutting applications lay in a stable condition of hydraulic flip,
which guarantees a constricted jet with high coherence and long breakup lengths.
This study exploits consolidated literature spread used in the field of sprays and
injectors, but it has never been proposed in literature regarding WJ applications.



Chapter 10

High-Speed Camera analysis

Results reported in Section 9 are generally correct even if they refer to "ideal"
steady-state conditions, while the jet is affected also by disturbances in the reality:
naked-eye watching a pure water jet, it is possible to notice that it actually stays
coherent for most of the time, but sometimes it pulsates, temporarily losing its
coherence spreading wider at the exit of the orifice tube and being surrounded
by small droplets and vapor; after some whiles, the jet comes back again to a
stable condition.

By means of a high speed camera it is possible to dynamically capture the
evolving structure of the jet, even if the high velocities and the small dimensions
typical of the process often prevent the equipment from getting well focused
snapshots capable of catching the inner structure in high-resolution.

10.1 Camera setup and settings

The used model of camera is "FASTCAM-APX RS" by Photron and the setup is
presented in Figure 10.1.

Since the camera needs a physical time to save images in memory, rising
up the frame rate (i.e. the frequency at which the camera save images), the
maximum allowed resolution for a single frame reduces [38]: in the present case,
in order to catch important jet dynamics with the highest possible frequency,
the frame rate is set to 20000 frames/sec and the resulting maximum allowed
resolution is 512x256 pixels which was considered the best compromise. This
area is not so big and, as a consequence, the camera is directed so as to allow
grabbing images just at the very exit of the orifice tube. Moreover, the higher
is the frame rate, the shorter the photographic sensor of the camera stays open,
hence at high frame rates the illumination provided to the recording area must
be very strong: two powerful halogen lamps on the sides of the jet and a gas
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(a) (b)

Figure 10.1: High Speed Camera setup

(a) (b)

Figure 10.2: High Speed Camera in working conditions
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lamp behind the camera are positioned to ensure a correct illumination in this
case. Figure 10.2 shows the equipment in working conditions and it is possible
to notice that this way, a huge amount of light is provided to the region around
the jet.

The PWJ orifice mounted on the cutting head has the same characteristic of
the one previously presented in Section 8 with the exception that the total length
Ltot is 10 mm instead of 8.5 mm.

10.2 High-Speed Camera results

Figure 10.3: Images of the initial transient acquired by HSC

One of the most interesting sequence captured with the HSC is reported
in Figure 10.3, where it is possible to analyze the evolution of the jet since
its creation and point out the phenomenon of "jet pulsation" explained at the
beginning of this section: when the jet is off, the inner tube of the orifice is
filled with water which remains stuck inside from previous usages and possibly
forms drops at the very exit of it (A); as the jet switches on, the air pushed
outside by the incoming water flow and the jet itself blows outside the already
present water breaking it into smaller droplets (B); later on, the constricted jet is
completely formed and stable (C) until suddenly it loses its coherence opening
wider in a spray-like manner (D); after some whiles (around 1ms) the jet recovers
its stable flipped condition (E). This last phenomenon occasionally happens at
irregular frequencies and then it seems not related to systematic irregularities
like upstream pressure fluctuations or orifice wear.
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However, the analysis made by HSC shows that there is a large presence of
still water and droplets inside the orifice tube, especially in the first instants of the
jet formation when the jet has not reached steady conditions yet. Furthermore,
condensed humidity, jet breakup or jet disturbances can increase the presence of
droplets inside the tube during working conditions. The presence of water and
droplets inside the orifice tube is identified as a possible cause of jet instability
and will therefore be deeper examined.



Chapter 11

Preliminary considerations on
the numerical model

The present section will present a series of considerations which have been col-
lected from literature or directly deduced by previous trials, with the aim of
developing and designing a coherent numerical model, able to correctly repre-
sent all the most important features of a PWJ process.

11.1 Important WJ features to be modeled

When a PWJ process need to be modeled, there are some important physical
features to take into account:

Presence of two phases: the PWJ process is characterized by a high velocity jet
of water immersed in air as shown in Figure 11.1a. The problem therefore
involves two phases and a multiphase model (see Section 6 for details) is
necessary.

High Re: characteristic velocities in WJ applications are always very high; in the
case of present work, being do = 0.08 mm and pup = 160 MPa, the Reynolds
number is:

Re =
ρ vth do

µ
=
ρ

√
2 pup

ρ do

µ
= 4.51 E+04

which is a high value, characteristic of a fully turbulent flow. Even if the
jet stays coherent for a longer length despite of the high Re (see Section 9),
the process must take into account turbulence. A turbulence model (see
Section 4.4 for details) must therefore be added to the model.
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Surface tension: when considering breakup phenomena and tracking of inter-
faces, as shown in Figure 11.1b, surface tension is a crucial parameter to
take into account in order to properly predict all the forces acting across
the surface. Surface tension (see Section 3.1.1 and 7.4.1 for more details)
must therefore be considered in the numerical model.

Body forces: as in the present numerical model jet breakup together with cre-
ation and motion of droplets inside the orifice are monitored, body forces
(i.e. gravity) must be added in order to correctly predict all the forces acting
on the fluid.

11.2 Considerations on the time step

When solving an unsteady problem, the choice of the time step is crucial for the
convergence of the calculations and the correctness of the solution. The time step
∆t is the elapsed time between two subsequent calculated instants and generally
must be small enough to allow the resolution of the smallest characteristic time
scales of the phenomena we are interested in. Moreover, a smaller time step
obviously implies smoother variations of the flow field variables which help
stability and convergence. Briefly summarizing, on one hand a smaller time
step speeds up convergence and improves stability and precision, but on the
other hand it leads unavoidably to solve a higher amount of time steps in order
to reach the same final flow time. A wise way to judge the choice of ∆t is to
observe the number of iterations that the solver needs to converge at each time
step: the ideal number of iterations per time step is 5-10 [21]. If much more

(a) Two-phase flow in PWJ numerical model. (b) Jet breakup and droplet formation in PWJ nu-
merical model.

Figure 11.1: Important features in PWJ process.
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iterations are needed, the time step is too large, while if the solver needs only a
few iterations per time step, ∆t may be increased. Frequently a time-dependent
problem has a very fast startup transient that decays rapidly. Therefore, it is
often wise to choose a conservatively small ∆t for the first time steps and later
gradually increase it as the calculation proceeds [21].

Anyway, to optimize the choice of the time step it is possible to use one of
the adaptive time stepping methods implemented in the solver, which allow to
have the size of the time step changing as the calculation proceeds, rather than
specifying a fixed time step for the entire calculation.

In case of VOF calculations using the "explicit scheme" as in the case of the
present study, FLUENT®allows you to use "variable time stepping" based on
the definition of Courant number in order to automatically change the time step
when an interface is moving through dense cells or if the interface velocity is
high. Referring to Figure 11.2 the Courant number Co is a dimensionless number
that compares the time step in a calculation to the characteristic time of transit
of a fluid element across a control volume:

Figure 11.2: Scheme for the definition of Courant number

Co =
∆t

lelem
vflow

In the region near the fluid interface, the solver divides the volume of each cell
by the sum of the outgoing fluxes. The resulting time represents the time it
would take for the fluid to empty out the cell. The smallest calculated time is
used as the characteristic transit time for a fluid element across a control volume,
as described below:

∆tglobal =
Co

max
(∑

cell
Outgoing fluxes

Cellvolume

) (11.1)

Based upon this time and the user-defined input for the maximum allowed
Courant number, a time step is computed for using in the VOF calculation. For
example, if the maximum allowed Courant number is 0.5, the time step will be
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chosen to be at most one-half the minimum transit time for any cell near the
interface.

Referring to Figure 11.3, when the "Variable time stepping" option is acti-
vated, a control panel allows to adequately setup the process by means of the
following options [21]:

Figure 11.3: Variable time stepping control panel.

Courant Number: this is the parameter directly used to determine the actual
time step as shown in Equation (11.1).

Ending Time: this specifies explicitly an ending time for the calculation, since
the ending time cannot be simply determined by multiplying the number
of time steps by a fixed time step size.

Minimum/Maximum Time Step Size: this allows the user to appropriately spec-
ify the upper and lower limits for the size of the time step. As already men-
tioned, if the time step becomes very small, the computational expense may
be too high; while if the time step becomes very large, the solution accuracy
may not be acceptable.

Minimum/Maximum Step Change Factor: this limits the degree to which the
time step size can change at each time step. Limiting the change results in a
smoother calculation of the time step size, especially when high-frequency
noise is present in the solution.

Number of Fixed Time Steps: this specifies the number of fixed-size time steps
that should be performed before the size of the time step is changed. The



11.3. CONSIDERATIONS ON THE MESH GENERATION 111

size of the fixed time step is the specified value for "Time Step Size" in the
"Iterate" panel. It is common to perform a few fixed-size time steps before
switching to the variable time stepping: sometimes spurious discretization
errors can be associated to an impulsive start. These errors are dissipated
during the first few time steps, but they can adversely affect the variable
time stepping and result in extremely small time steps at the beginning of
the calculation.

In the present model a "variable time stepping" method will be used, as
reported in Section 12.2.

11.3 Considerations on the mesh generation

Mesh quality is the crucial parameter for spatial resolution as much as time step
is crucial for time resolution. Without any doubts, mesh generation is one of the
most important factors to obtain a stable and convergent solution and, above
all, correct numerical results. Some basic guidelines on mesh generation have
been presented in Section 5.1.1, while this paragraph is added in order to present
the main problems encountered during simulations of the present work and the
consequent possible adopted solution.

A clear example is reported in Figure 11.4 which shows a typical mesh-
dependent inaccuracy encountered during preliminary simulations carried out
in the first phases of experimentation. The first developed model has a coarse
mesh (Figure 11.4a) and the obtained results show a high-turbulent region con-
centrated at the exit of the capillary, characterized by high values of turbulent
kinetic energy k (maximum value: 1.70 E+06 m2/s2), as shown in Figure 11.4b.

Keeping the same geometry and numerical settings, a new model is devel-
oped employing adaptive mesh refining in the region of interest (i.e. close to the
capillary and around the jet), as shown in Figure 11.4c. The situation dramatically
changes in this case, showing a completely different behavior (Figure 11.4d): the
turbulent region is now spread around the jet, forming a wake characterized by
smoother changes and lower values of k (maximum value of 4.93 E+04 m2/s2).

This fact clearly demonstrate how the generated mesh can heavily influence
the numerical results obtained from the model. Hence, it is very important to
guarantee an adequate mesh density at least in the region of interest assuring
solutions which are not mesh-dependent.

Anyway, increasing the mesh element number is not always straightforward
since rising up the total amount of elements means dramatically increasing the
computational time as well: as always, a compromise must be set between
precision and computational effort.

A powerful mean to solve this problem is represented by the possibility of
employing adaptive mesh.
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(a) First model with coarse mesh. (b) Contours of k ( m2/s2) in the model with
coarse mesh.

(c) New model with refined mesh in the region
close to the capillary and around the jet.

(d) Contours of k ( m2/s2) in the model with re-
fined mesh.

Figure 11.4: Comparison between the results obtained from the same numerical model, respec-
tively with coarse (a, b) and refined (c, d) mesh.

11.4 Adaptive mesh

The solution-adaptive mesh refinement feature implemented in FLUENT®solver
allows refining and/or coarsening of the grid, basing on geometric and numer-
ical solution data: cells can be added just where they are needed in the mesh,
thus enabling the features of the flow field to be better resolved. When adaption
properly is used, the resulting mesh is optimal for the flow solution because the
solution itself is used to determine where more cells need to be added. As a
consequence, computational resources are not wasted by the inclusion of unnec-
essary cells.

Several different adaptive meshing methods are available, but they can be
summarized into two main categories:

• Static adaption process: mesh adaption is performed just once.
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• Dynamic adaption process: mesh adaption is periodically and automati-
cally performed by the solver every fixed number of time steps.

Both this methods have been employed during the present work, therefore a
brief introduction to each one of them is presented below.

11.4.1 Static adaption process

The static adaption process consists of two subsequently tasks:

1. The individual cells to be refined/coarsened are marked based on the adap-
tion function, which is generated from geometric and/or solution data.

2. The cell is refined or considered for coarsening based on the previously
performed adaption marks.

An "adaption function" is simply a list of user-defined parameters which the
solver employs to mark cells for coarsening or refining; many adaption functions
are available in the solver depending on the criteria adopted to mark the cells.

During the present work, the following adaption functions are used:

Region adaption function: this function marks or refines cells inside or outside
a region user-defined by text (typing the coordinates of the region extents)
or mouse input. Presently, a 2D mesh can be refined or marked inside
or outside a quadrilateral or a circle. The region-based marking/adaption
feature is particularly useful for refining regions that intuitively require
good resolution: e.g., in the case of a PWJ, the capillary and the region
surrounding the jet.

Iso-value adaption function: This function allows you to mark or refine cells
inside or outside a specified range of a selected field variable function.
The approach used in iso-value adaption function is to compute the speci-
fied user-defined variable of interest (such as x-velocity, k, ε, volume frac-
tion,. . . ) for each cell and then visit each cell, marking for refinement the
cells that have values inside (or outside) the specified ranges.

Once the cells have been marked by the appropriate adaption function, the
mesh is ready to be adapted (i.e. refined or coarsened) by means of conformal or
hanging node adaption methods [21]. Since the model developed in the present
work employs just quadrilateral mesh elements, the only available method in
this case is the hanging node adaption, which is briefly presented below.
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Hanging node adaption method

Adapted grids produced by the hanging node adaption procedure are charac-
terized by nodes on edges and faces that are not vertexes of all the cells sharing
those edges or faces, as shown in Figure 11.5a. Precisely, in case of 2D ele-
ments refinement, a triangle is split into 4 sub-triangles and a quadrilateral into
4 sub-quadrilateral, as shown in Figure 11.5b.

(a) Example of a hanging node.

(b) Hanging node adaption for 2D cell types.

Figure 11.5: Hanging node adaption procedure [21].

In order to maintain accuracy, neighboring cells are not allowed to differ by
more than one level of refinement: this prevents the adaption from producing
excessive cell volume variations (reducing truncation error) and ensures that the
positions of the parent (original) and child (refined) cell centroids are similar,
reducing errors in the flux evaluations.

In case of coarsening, the mesh is coarsened by reintroducing inactive parent
cells (uniting the child cells to reclaim the previously subdivided parent cell).
An inactive parent cell is reactivated if all its children are marked for coarsening.
It is eventually possible to get back the original grid with repeated application
of the hanging node coarsening. As a consequence, using the hanging node
adaption process, you cannot coarsen the grid further than the original grid.
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11.4.2 Dynamic adaption process

Dynamic adaption process employs the same procedure of any static adaption
process with the exception that it is not performed just once, but it is periodically
repeated during calculations: in this way, the mesh can continuously adapt to the
evolving flow field optimizing the mesh distribution. In the case of the present
study, a dynamic adaption process based on a iso-value adaption function is
performed.

Figure 11.6 shows the control panel for dynamic adaption with the setting
used in the presented model. The settings are explained below:

Figure 11.6: Dynamic adaption control panel: settings used in the present work.

Option "Refine" and "Coarsen" are both selected in order to allow the solver
either to refine or coarse the mesh.

Dynamic adaption settings The option "Dynamic" is selected in order to acti-
vate the dynamic adaption and the number of time steps passing between
two subsequent adaption is set in "Interval".

Adaption function The appropriate adaption function method is selected; as
explained before, an iso-value adaption is performed in this case.

Flow field variable settings This parameters allow to select the flow field vari-
able to be checked by the solver: in this case the chosen variable is the
volume fraction of water. "Refine threshold" and "Coarsen threshold" val-
ues are the limits that the solver uses to discriminate whether to coarsen,
refine, or do nothing.
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Normalization No normalization is needed in this case, since the volume frac-
tion already has values in the range [0-1].

Summarizing, with the presented settings, the solver performs mesh adap-
tion every 20 time steps based on iso-value adaption function; for every adaption,
the solver compares the value of the water volume fraction of each cell to the
threshold values and, if the cell value is higher than the "Refine threshold" value,
the cell is refined, while if cell value is lower than "Coarsen threshold" value, the
cell is coarsen, otherwise it does nothing.

In the present study, adaptive mesh methods have been heavily employed,
saving a lot of computational time without sacrificing too much precision, as it
will be pointed out in Section 12.4.



Chapter 12

Numerical Settings

According to what presented in previous Sections 5 and 11, the present chapter
lists and explains solution strategies for the numerical model developed in the
present work and the main numerical settings employed in the FLUENT®solver.

12.1 Model geometry and boundary conditions

The geometry of the model is presented in Section 8 Figure 8.3, while Figure 12.1
shows the applied boundary conditions, which are also specified below:

PRESSURE INLET: the total pressure at the inlet is set to 160 MPa, which is
exactly the working pressure; Figure 12.2a shows a snapshot of the related
control panel in the solver with the employed settings.

Since a turbulent model is also added, setting input values for the definition
of turbulence at the inlet are required by the solver; different methods are
available in order to define turbulence at a boundary, the chosen one is
"Intensity and Hydraulic Diameter" in this case.

Turbulent intensity I is defined as

I ≡
U′

U
=

√
1/3 (u′2 + v′2 + w′2)
√

u2 + v2 + w2
(12.1)

where U′ is the root mean square of the turbulent components of velocity
vector and U the Reynolds averaged mean velocity.

To estimate accurately I, it is suggested to have some form of measurements
or previous experience to base the estimation on, although experimental
data are often hard to collect. Otherwise, there are some commonly used
guidelines which can help the user to coherently guess incoming turbulence
intensity:
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Figure 12.1: Boundary conditions applied to the model.

(a) Pressure inlet control panel. (b) Pressure outlet control panel.

Figure 12.2: Pressure inlet (a) and pressure outlet (b) control panels showing the present
employed settings.

• common values are in the range of 5-20 % for high-turbulent flows.

• the range is between 1-5 % for medium-turbulent flows.

• the values are less than 1 % for low-turbulent or laminar flows.

Parameters set up for pressure inlet are summarized in Table 12.1.

PRESSURE OUTLET: the pressure along the "outside" boundary is set as at-
mospheric (i.e. 101325 Pa). Pressure measurements show that this value
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PRESSURE INLET

Gauge total pressure (Pa) _ 160 E+06

Turbulence specification method _ Turbulent Intensity and Hydraulic Diameter
Turbulent Intensity I (%) _ 0.5
Hydraulic Diameter (mm) _ 3

Table 12.1: Pressure inlet settings.

is consistent with reality, as presented in Section 14.3. Note that the in-
put in pressure outlet control panel (Figure 12.2b) is required in terms of
"Gauge Pressure" which is the difference between the actual pressure on
the boundary and the reference pressure (set as atmospheric in the present
work): as a consequence, inserting a value of 0 means that this difference
is null, and so the pressure is atmospheric at the boundary.

Similarly to what explained before for pressure inlet, a specification for
turbulence for the possible backflow (flow possibly entering the domain
through the boundary) is necessary as well; in this case, the chosen method
is "Turbulent Intensity and Length Scale". Since the boundary is close
to the orifice exit where the air flows at high velocities, the backflow is
hypothesized as medium-turbulent and a value of 8% for I is guessed.
The turbulent length scale leddy is the biggest possible size of the eddy
which can be simulated, and it is usually considered as the 70 % of the
smallest characteristic length of the domain [19]. Referring to Figure 12.3,
the smallest characteristic length of the outside domain is Lc = 1.75 mm
and so the length scale becomes leddy = 0.7 Lc u 1.3 mm. Figure 12.2b
and Table 12.2 summarize the employed settings for the pressure outlet
boundary conditions.

PRESSURE OUTLET

Gauge pressure (Pa) _ 0

Turbulence specification method _ Turbulent Intensity and Length Scale
Turbulent Intensity I (%) _ 8
Length scale leddy(mm) _ 1.3

Table 12.2: Pressure outlet settings.

WALL: the walls are considered as stationary with "no slip" shear condition
(i.e. zero velocity of the fluid in contact with the wall), while the rest of the
settings are kept at default values. Moreover, it is added the "wall adhesion"
model (see Section 7.4.2 for more details) in order to better simulate the
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Figure 12.3: Turbulent length scale leddy definition for pressure outlet backflow.

shape of water droplets stuck on the walls. The contact angle is set to 76°
[34], as previously precised (Section 7.4.2).

AXIS-SYMMETRY: the problem was considered axis-symmetric in order to
solve just for one half of the 2D model and save computational time. Con-
sidering the problem as axis-symmetric is well-advised and it has been
commonly done in almost all previous literature [7][11][8][10].

12.2 Added physical models

As precised in Section 11.1, physical models need to be added in order to properly
simulate the PWJ process. Table 12.3 summarizes all the implemented models
which are also described below:

TIME DEPENDENCE: the problem is considered unsteady. Time discretiza-
tion is performed employing "variable time stepping" method, as already
explained in details in Section 11.2. The employed settings are shown in
Figure 12.4. The average time step is around 1 E-09 s and convergence at
each time step is reached in about 20 iterations with no troubles, which
although sligthly higher than the suggested value (Section 11.2) it guar-
antees good stability and relatively fast convergence without lowering too
much the time step value.
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MODEL PARAMETERS

Time dependence _ Unsteady

Viscous model _ Turbulent

Turbulent model _ k − ε Realizable

Multiphase model _ VOF

VOF scheme _ Explicit

Body forces _ Yes

Surface tension water-air _ 7.3E-02 N/m

Table 12.3: Model parameters employed

Figure 12.4: Variable time stepping settings employed in the present model.

VISCOUS MODEL: a model for turbulence is added to the model. More pre-
cisely, the selected model is "k−εmodel realizable" (see Section 4.4.4),since
it is more precise than the standard k−εmodel and it does not require much
more CPU time: it is therefore a good compromise between precision and
required computational effort, see Section 4.4.2 for more details.

MULTIPHASE MODEL: since the problem involves water and air, a multi-
phase model is necessary.

Among all the multiphase models, VOF method is particularly suited for
the purposes of the present work, since it provides a simple and economical
way to track free surfaces (see Section 7 for more details). Both phases are
considered incompressible and air is chosen as primary phase.

Moreover, the scheme employed to solve for volume fraction is the "Explicit
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scheme" which, together with geometric reconstruct (see Section 12.3) is
recommended to simulate jet breakup [21], as already noticed in Section
7.3.1.

BODY FORCES: these forces are basically the gravity force which is taken into
account by adding a downward constant acceleration vector equal to g =

9.81 m/s2.

SURFACE TENSION: as already mentioned, addition of surface tension is cru-
cial to get precise results in surface tracking and breakup simulation. The
employed value for water-air interaction is 7.30 E-02 N/m. See Section 7.4.1
for more details.

12.3 Solver settings

The present section collects all the settings related to the numerical methods
employed by the solver. Table 12.4 summarizes the solver settings which are
also listed below:

SOLVER SETTINGS

Pressure-Velocity coupling _ PISO

Neighbor correction _ 3

Skewness correction _ 0

Skewness-Neighbor coupling _ No

Discretization schemes

Pressure _ PRESTO!

Momentum _ 2nd order

Volume Fraction _ Geo reconstruct

Turbulent kinetic energy (k) _ 2nd order

Turbulent dissipation rate (ε) _ 2nd order

Table 12.4: Employed solver settings.

PRESSURE-VELOCITY COUPLING: the employed algorithm is PISO since it
offers higher stability and speeds up convergence if compared to other
algorithms such as SIMPLE. Model mesh is very low skewed and so it is
not necessary to perform any "skewness correction" or "skewness-neighbor
coupling", while 3 iterations are set up for "neighbor correction" in order
to have a better convergence. PISO algorithm is presented more in detail
in Section 5.2.1.
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DISCRETIZATION SCHEMES: after the first time steps where "1st order up-
wind" is employed, all the schemes are later changed into "2nd order up-
wind" which guarantees much better results and reduces numerical diffu-
sion, as mentioned in Section 5.1.3.

The "geometric reconstruct" scheme is selected for volume fraction since it
allows to trace more precisely the water-air interface (see Section 7.3.5).

Pressure discretization scheme is set to "PRESTO!" since it is the one giving
better results and higher rate of convergence.

UNDER-RELAXATION FACTORS: as suggested by FLUENT® user guide
[21], when using PISO algorithm, the URFs can usually be raised up close
to unit; anyway, URF for density, body forces and momentum are lowered
to 0.5 since this gives much better stability and no problems in convergence
at all. Table 12.5 collects all the URFs employed.

Variable URF

Pressure 0.9
Density 0.5
Body force 0.5
Momentum 0.5
Turbulent kinetic energy k 0.9
Turbulent dissipation rate ε 0.9
Turbulent viscosity 0.9

Table 12.5: Employed under-relaxation factors.

12.4 Mesh generation

As underlined in Section 11.3 and 5.1.1, mesh generation is crucial to get a
final precise solution. Several trial simulations have been carried out in order
to optimize mesh distribution coherently to the more interesting regions in the
flow field and finally setup a numerical model that does not require too much
computational effort.

A clear example is presented in Figure 12.5. Figures 12.5a and 12.5b refer to
a previous trial model where no mesh adaption is performed: here, higher mesh
density is concentrated in the region close to the capillary (Figure 12.5a) and this
inevitably results in stretched elements (very high aspect ratio) in the bottom
part of the domain, close to the orifice exit, since the total number of elements
must be limited to avoid exceeding a reasonable computational time.

On the other hand, the mesh is generated in a more uniform way and it is
characterized by slightly coarser dimensions in the final model. Where needed,
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(a) Trial model: capillary region. (b) Trial model: orifice exit.

(c) Final model: capillary region. (d) Final model: orifice exit.

Figure 12.5: Comparison of mesh distribution between a previous trial model (a, b) and the
final model (c, d).
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more precision is eventually achieved by later refining mesh with mesh adaption
methods. This results in a higher quality mesh, characterized by low aspect ratio
as well. Note that since adaptive mesh methods refine each element just by
splitting it into four equal sub-elements (see Section 11.4), the aspect ratio is
kept constant and so refining does not significantly affect mesh quality; the only
drawback is the sudden change in elements dimensions which sometimes can
determine erroneous results due to local higher truncation error. See Section 11.3
for advices and considerations on mesh generation.

The final mesh setup for the present numerical model is summarized in the
following sections.

12.4.1 Basic mesh

As previously mentioned, the strategy adopted to generate mesh for the final nu-
merical model consists in employing slightly coarse but more uniform elements
throughout the whole domain, and later refining the more significant regions by
means of adaptive mesh methods. Snapshots of the basic mesh are shown in
Figure 12.6.

It is possible to notice that the elements are almost all rectangular quadri-
lateral (producing very low value of skewness) with very low aspect ratio (AR)
as well. AR values are always below 2.3 in the capillary region, the whole exit
tube and the region close to the symmetry axis in the outside domain, which
are indeed the most important regions where higher precision is needed. Figure
12.7 shows how aspect ratio varies going from the axis toward the lateral outside
boundary: elements closer to the axis have very low values of AR which progres-
sively increases moving toward the boundary where AR reaches the maximum
value of 10. Anyway, this is acceptable since a loss of mesh quality in that re-
gion is not affecting the main interesting results. More details on mesh quality
evaluation are in Section 5.1.1.

The resulting mesh has therefore a good quality, but it is still not fine enough
to adequately track the interface shape: mesh coincides to the spatial discretiza-
tion which is the resolution of the flow features which can be resolved: it is
therefore necessary to increase mesh density (ans so spatial resolution) in the
regions where the jet flows in order to capture with high precision the shape
assumed by the interface and the possible small droplets detaching from it.

To achieve this, adaptive mesh is employed.

12.4.2 Mesh adaption steps

The purpose of mesh adaption is refining the mesh in the regions of the domain
where important flow features take place (see Section Chapter:Cons:Section:AdaptMesh).
In this case, the most interesting regions to be adapted are the capillary region
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(a) Model mesh close to the orifice capillary. (b) Model mesh at the beginning of the orifice
exit tube.

(c) Model mesh at the exit of the orifice exit tube. (d) Model mesh close to the outside boundary.

Figure 12.6: Zoomed views of model mesh.
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Figure 12.7: Aspect ratio check in Gambit®.

MESH SUMMARY

Number of total elements _ 63252

Minimum cell volume (m3) _ 3.72 E-16

Maximum cell volume (m3) _ 2.02 E-10

Number of total elements _ 63252

Max aspect ratio value close to outside boundary _ 10

Max aspect ratio value close to jet axis _ 2.3

Table 12.6: Basic mesh quality summary.

and the regions surrounding the jet.
Mesh adaption has been made in three different phases, as reported below:

Phase 1 Before starting calculations, the region close to the orifice is manually
refined by means of a "static adaption" based on "region adaption function"
(see Section 11.4.1 for details). Important phenomena take place close to
the capillary and it is therefore crucial to adequately refine this area.

Results are summarized in Table 12.7 and Shown in Figure 12.8.

The minimum cell volume has decreased of two order of magnitude (com-
pare it to Table 12.6) resulting in a much higher spatial resolution. Besides,
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Figure 12.8: Mesh adaption-Phase1: refining close to the capillary.

MESH SUMMARY AFTER THE FIRST REFINING STEP

Number of total elements _ 95802

Minimum cell volume (m3) _ 5.68 E-18

Maximum cell volume (m3) _ 2.02 E-10

Table 12.7: Mesh adaption-Phase 1: mesh summary.

total cell number has also greatly increased causing a much higher compu-
tational effort and a slowdown of calculations.

Phase 2 Before the jet exits the refined region presented before, a dynamic adap-
tion process is enabled. The aim is to automatically refine the region
surrounding the jet as the created jet itself advances through the domain.
The employed settings are shown in Figure 12.9.

With the presented settings, the solver performs mesh adaption every 2
time steps basing on the iso-value adaption function (see Section 11.4.1); for
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Figure 12.9: Mesh adaption-Phase 2: control panel.

every adaption, the solver compares the value of the water volume fraction
of each cell to the threshold values and, if the cell value is higher than the
"Refine threshold" (i.e. 3%), the cell is refined, while if cell value is lower
than "Coarsen threshold", the cell is coarsen, otherwise it does nothing. See
Section 11.4.2 for further explanation of the settings parameters.

Figure 12.10: Mesh adaption-phase 2: dynamic mesh adaption.

Figure 12.10 shows the result of the automatic adaption where it is possible
to notice how effectively the region is well refined where the jet flows.
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Phase 3 Available computational resources to run the present simulations are
pretty limited and it is therefore necessary to limit the number of total
mesh elements in order to complete calculations in a reasonable time. As
a consequence, once the jet has reached half of the exit tube, the dynamic
mesh refinement is disabled and since then on, the mesh adaption is man-
ually performed again. The same procedure of phase 1 is performed (i.e.
manual "static adaption" based on "region adaption function") according
to the following criteria:

• mesh elements are added in front of the flowing jet head so that it
always encounters refined regions and its surface is properly tracked,
as shown in figure 12.11a.

• mesh elements are manually removed from the region where they are
no more necessary, especially in the core of the jet, since the important
area is the one close to the surface of it, as shown in Figure 12.11b.

Acting this way, it is possible to limit the total number of elements and
guarantee at the same time enough precision in the regions where this is
needed.

The total amount of mesh elements at the end of the simulation is around
18000, which is almost the triple than the elements of the first original mesh.
This obviously results in a long CPU time which is however unavoidable
in order to obtain precise enough solutions.
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(a) Addition of mesh elements in front of the flowing jet head.

(b) Removing elements from the already-formed jet core.

Figure 12.11: Mesh adaption-Phase 3: manual addition and removal of mesh elements.
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Numerical results

The present chapter collects the most significant results from the developed
numerical model. The efforts have been concentrated in understanding the
main causes of the disturbances affecting jet stability and the effects that the
presence of water inside the tube can produce.

13.1 Jet creation

The first instants of jet creation are important because, depending on the ge-
ometry of the orifice and the working conditions, reattachment of the fluid to
the walls and cavitation could occur. As previously mentioned, this is just a
temporary condition since a pure water jet in steady conditions reaches a stable
flipped regime in any case, but these phenomena could damage the integrity of
the jet and its quality [11].

A numerical simulation is carried out in order to investigate the mechanisms
of jet creation and their dependence on the orifice inner geometry; the results
are reported in Figure 13.1: it is possible to notice that the jet hardly reattaches
to the bottom corner of the capillary ((A) and (B)) and this fact produces a small
perturbation of the jet (C) which later breaks into several droplets (D). These
results are in accordance to what found in literature.

To highlight the importance of orifice geometry on jet creation, the same
numerical analysis is performed for an orifice equal to the previous one excepting
for the bottom edge of the capillary which is rounded instead of sharp. It is
evident, as shown in Figure 13.2, that no reattachment occurs in this case and
the jet front stays more compact and coherent than before without creating any
droplets.

133
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Figure 13.1: Numerical simulation of the first instants of jet creation.

Figure 13.2: Jet creation in an orifice with rounded bottom edge.

13.2 Recirculation inside the orifice and droplets drag-
ging

The main water jet flows inside the orifice tube at high velocity and carries away
the air close to its interface due to "no slip" condition. As there is a flux of air
surrounding the jet exiting the orifice there is some fresh air entering from the
bottom opening of the tube in order to guarantee the mass balance: recirculation
takes place inside the orifice tube with air moving upward close to the external
orifice walls, and air dragged downward close to the main jet: Figure 13.3 clearly
shows this behavior representing the pathlines colored by the velocity magnitude
in the upper region of the orifice and at the very exit of the orifice tube.

This air velocity field affects the behavior and the motion of the droplets
which are not completely pushed outside the tube: the interaction among
droplets and moving air is strong as the air moves upward at high speeds (up to
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Figure 13.3: Pathlines colored by velocity magnitude (m/s) inside the orifice tube.

50 m/s) inside the tube causing high drag forces lifting the drops up.
It is therefore possible to evaluate the balance of the forces acting on a droplet,

as shown in Figure 13.4. Assuming the droplet to be a perfect smooth sphere the

Figure 13.4: Force acting on a spherical droplet immersed in an air flow.

drag force can be determined with the following expression:

Fdrag = CD ρair v2
air
π
4

D2
drop
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where CD is the coefficient of drag, which is basically dependent on Re and it is
experimentally determined as reported in Figure 13.5.

Figure 13.5: Coefficient of drag as a function of Reynolds number (www.me.utexas.edu).

While the mass force acting downward is

Fmass = ρw
4
3
π

D3
drop

8
(13.1)

Constants employed are collected in Table 13.1. Varying the velocity of the

Ddrop ρair µair ρw
(µm) (kg/m3) (kg/m · s) (kg/m3)

5 1.23 1.79 E-05 998.20

Table 13.1: Employed constants in force balance.

air flow around the water droplet, Re and so Cd vary as well (Figure 13.5), and
consequently also the resulting drag force.

Results are summarized in Table 13.2: it is evident how even for low values
of vair the drag force is constantly higher than the mass force, and this results
obviously in a net force acting upward and lifting the drop up.

As depicted in Figure 13.6, both droplets marked with number 1 and 2 are
accelerated upward by aerodynamic drag forces, even if droplet 1 is faster as it is
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vair Re Cd Fdrag Fmass
(m/s) (-) (-) (N) (N)

2 0.68 35 1.68 E-09 6.41 E-13
10 3.42 10 1.20 E-08 6.41 E-13
20 6.85 7 3.37 E-08 6.41 E-13
50 17.11 3 9.02 E-08 6.41 E-13

Table 13.2: Force balance on a spherical droplet immersed in air at different velocities.

Figure 13.6: Drop motion due to aerodynamic drag inside the orifice tube.

closer to the external wall where the air moves at higher velocities. Moreover, it is
noticeable how droplet 1 hits the upper wall of the tube breaking up into several
smaller droplets: such mechanisms are further sources of droplet production.

13.3 Effects of droplets collisions

As previously hypothesized, the presence of water droplets can be a source of
disturbances because they move inside the orifice tube and can eventually collide
with the main water jet. There are two different mechanisms of interaction
between a droplet and the main jet: one regarding the downstream region along
the exit tube while a second one regarding the upper region close to the orifice
capillary.

13.3.1 Interaction along the exit tube

As reported in Figure 13.3, the main water jet drags air forming a high-velocity
air stream all around it: this layer acts like a protection for the jet. Figure 13.7
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clarifies this phenomenon: as a droplet approaches the water, the rapid flux of
air generally deflects the trajectory of the droplet pushing it away.

Figure 13.7: Interaction between droplets and main water jet along the orifice tube.

Only droplets with high inertia can collide effectively with the water jet
causing a local perturbation in form of a bulk which is transported downstream
by the main flow.

13.3.2 Interaction close to the capillary

Droplets can be sometimes lifted up and reach the capillary: this is the worst
situation which can cause a stronger loss of coherence like the one reported in
Figure 10.3-D.

As shown in Figure 13.8, when a droplet reaches the capillary (A-B), it can
overfill the section by adhesion creating a bridge between the jet and the wall
and consequently an air bag inside the capillary (C-D): this condition can later
switch the orifice flow regime from flipped into cavitating, which produces a
poor jet in terms of coherence as previously explained (Section 9).

Furthermore, if the droplet is big enough or the disturbance caused by pre-
vious droplets is consistent (E-F), the whole capillary can be completely filled
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producing a situation similar to a single-phase jet (G); this regime as well is
characterized by bad coherence compared to the flipped regime.

Weather the droplet switches the regime into cavitating or single-phase, the
result is a loss of quality of the jet which temporary loses the constricted config-
uration.

Figure 13.8: Disturbances caused by droplets reaching the orifice capillary.

Anyway, as mentioned in Section 9.2, this perturbation is lost and the con-
stricted jet condition is soon recovered as the steady-state jet can count on a
stable flipped regime and the cavitating or single phase flow regime cannot be
maintained for long time.

As a conclusion of the present analysis, it is possible to infer that the mech-
anisms causing a more evident loss of coherence of the jet are localized in the
region close to the capillary, while along the exit tube the jet seems "protected"
by the dragged high-velocity layer of air surrounding it, with the only excep-
tion of some occasional bulks formed by high-inertia impacting droplets which,
anyway, do not cause an actual breakup of the jet.
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13.4 Turbulence analysis

Due to the high-velocity flow regimes developing inside the orifice, turbulence
is expected to have great importance.

Turbulent kinetic energy k can be considered as a characteristic parameter of
the turbulent energy of the flow, since it is expressed as m2

s2 = J
kg .

Figure 13.9: Contours of turbulent kinetic energy k throughout the domain.

Figure 13.9 shows the contours of k throughout the domain: with the excep-
tion of the two marked spots caused by the presence of droplets which induce
localized turbulence, the values of k around the jet keep constant from the cap-
illary to the exit. The turbulent area inside the orifice exit tube is slightly wider
than the one outside the orifice, where turbulence dissolves more rapidly mov-
ing away the jet: this is reasonable since the flow inside the orifice is constricted
between the walls with high velocities.

Anyway, the higher values of k are reached inside the capillary, as pointed
out in Figure 13.10: due to the very narrow space, the air flowing between the
jet and the capillary wall reaches higher velocities with consequently produce
higher turbulence values.

Although there is no certain correspondence between high values of turbulent
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Figure 13.10: Contours of turbulent kinetic energy k inside the capillary.

kinetic energy and jet disturbance, the relation seems reasonable. Turbulent
phenomena are characterized by local random variations in velocity magnitude
and direction: the presence of a concentrated turbulent area in the surrounding
air close to the jet (Figure 13.10) could imply also the presence of some random
velocity components incident on the jet and causing local disturbances, droplets
creation or vaporization of the jet external skin due to the high involved energies.

Moreover, the presence of a high turbulent wake inside the capillary could
further enhance breakup, spreading of droplets and jet vaporization when dis-
turbing phenomena like the one previously presented (Section 13.3.2) occur.

13.4.1 Influence of capillary geometry on turbulence

To determine whether the capillary geometry can affect the high-turbulent wake
inside it, two more numerical simulations (with identical numerical settings and
mesh comparing to the previous one) are carried out on models with different
capillary geometries. Referring to Figure 13.11 where the behavior of the three
capillaries are compared, the three different geometries are called respectively:

• Normal: the same as the previously presented model;

• Rounded: the bottom edge of the capillary is rounded;

• Conical: the capillary walls are not vertical but slightly inclined (so that
the capillary has a conical shape) and the bottom edge is still rounded.

The comparison between the behavior of the three capillaries is presented in
Figure 13.11 and Table 13.3: compared to the normal geometry, the rounded and
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(a) Capillary with normal geometry.

(b) Capillary with rounded bottom edge.

(c) Conical capillary walls with rounded bottom edge.

Figure 13.11: Influence of different capillary geometries on k (m2/s2).
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the conical capillary produce effectively lower values of turbulent kinetic energy
k, with a percentage reduction which is respectively around 13% and 24%.

Capillary geometry Maximum value of k Percentage variation
(m2/s2) (%)

Normal 4.93 E+04 -
Rounded 4.29 E+04 -13.06
Conical 3.79 E+04 -24.26

Table 13.3: Influence of capillary geometry on the maximum value of k.

As previously mentioned, this fact does not directly implies that rounded
and conical geometry produces a higher quality jet, but at least further inves-
tigations on this point are recommended since could lead to interesting results.
The best way to prove it would be producing orifices with capillaries of the pre-
viously specified geometries and test them in working conditions: the modified
geometries have been chosen on purpose, so that they could possibly be ma-
chined. Although manufacturing sapphires with such a geometries is not that
straightforward for sure, a concrete possibility could be machine orifice inserts
medo of poly-crystalline diamonds by means of EDM.





Chapter 14

Validation

Validation of numerical models is always challenging when dealing with WJ
applications: experiments on this subjects are very rare and, if existing, very lim-
ited concerning detailed quantitative data. Quantitatively correct experiments
are almost impossible since the physics and the dynamics inside a WJ orifice
involve phenomena characterized by small length scales (in the order of few
millimeters or less) together with very high velocity scales (from 500 up to 900
m/s) and rapid time scales (in the order of milliseconds). As a consequence,
quite often numerical data are not directly compared to their physical quantities,
but rather to macroscopic effects; as instance, the occurrence of cavitation is not
validated with the direct measure of pressure inside the nozzle, but rather with
the production of a non-coherent jet.

Anyway, the more validations are made, the more reliable the model is. The
following sections will present some "alternative" validation which have been
carried out in the present study.

14.1 Theoretical vs simulated velocity

Since water is considered incompressible in the numerical model developed, the
theoretical velocity of the formed water jet can be calculated from Bernoulli’s
equation [39]:

vth =

√
2 pup

ρ
=

√
2 · 160E+06

998.20
Pa

kg/m3 = 566.20 m/s (14.1)

Referring to Figure 14.1, the numerical model gives a simulated velocity vsim

of 567 m/s . The percentage error is around 0.14% which means that the two data
seem to be in perfect accordance.

145
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Figure 14.1: Contours of velocity magnitude extrapolated from the numerical model

14.2 Coefficient of contraction

Analyzing the contours plot of volume fraction of the different phases, it is
possible to get the actual section of the formed water jet and so derive the
coefficient of contraction Cc .

Figure 14.2: Plot of volume fraction of water extrapolated from the numerical model

Figure 14.2 report the plot of volume fraction (VF) of water along the radial
coordinate at the exit of the capillary: water VF drops at around 0.315 mm
which can then be considered as the radius of the formed jet; naming Ao the
nominal section area of the capillary and Ajet the actual area of the jet, Cc is easily
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determined:

Cc =
Ajet

Ao
=

π d2
jet

4
π d2

o
4

=
0.063 mm2

0.080 mm2 = 0.62

This value is in perfect accordance with the values found in literature [21].
Actually, remaining within the field of sharp-edge orifices, the value of Cc

is strongly dependent on the radius of curvature of the capillary edge red: the
higher red, the higher the coefficient of contraction Cc. It is therefore not unusual
to find in literature Cc for sharp-edge plain WJ orifices in the range of 0.62 → 0.67
depending on this parameter. The capillary edge in the numerical model pro-
posed is completely sharp (90° angle) and the value of 0.62 is consistent with this
case.

14.3 Pressure measurements at the tube exit

Comparing direct measurements of a physical parameters to the relative simu-
lated parameter is surely the best way of validating a model. The easiest feasible
way to do so in our case is measuring air pressure at the very exit of the orifice
exit tube, a region which has been taken into account in our numerical model
domain.

The employed pressure sensor the model 24PCB-A1D by Honeywell (pro-
vided by RS) which belongs to the differential uncompensated pressure transducer
family (Figure 14.3): this kind of sensors give as output a voltage (in mV) propor-
tional to the difference between a reference pressure pref (equal to atmospheric
pressure patm in this case) and a measured pressure pmeas.

Figure 14.3: Differential uncompensated pressure transducer

∆Vmeas ∝ ∆p = pmeas − pref

Appendix A reports the documentation of the "24PC Series" sensors: the model
employed in the present work is the 24PCB differential.

The setup of the used equipment is shown in Figure 14.4: a specifically
designed articulated support is used to properly position the sensor; a blue tube
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Figure 14.4: Equipment setup for pressure measurements at the very exit of orifice exit tube

is linked to the reference pressure inlet hose of the sensor, avoiding the reference
pressure pref to be affected by possible pressure fluctuation close to the working
area; electric circuit connections and cables are protected from water by a layer
of sealing tape and silicone. Figure 14.5 shows a zooming on the positioning
of the sensor and the measured pressure inlet hose: a specifically home-made
section-reduced extension of the measured pressure inlet hose allows to reach
precisely the interested area for the measurements and to get a precise pressure
measurement.

Since we are not interested in capturing the dynamical behavior of the pres-
sure, but just its stationary value, the output signal has been simply read on a
voltmeter connected to the electrical circuit (Figure 14.6).

The results of the measurements are depicted in Figure 14.6, where the output
voltage values with the jet switched off and on are reported.

∆Vmeas = sens (pmeas − pref) = 0.1 mV (14.2)

where sens is the sensibility of the sensor equal to 23 mV/psi as reported in
Appendix A. It is than possible to infer:

pmeas − pref =
∆Vmeas

sens
=

0.01 mV
23 mV/psi

= 4.35E-04 psi = 3 Pa
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Figure 14.5: Zoom on the measured pressure sensor hose positioning.

Figure 14.6: Comparison between the voltage output at jet switched off and on.
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and so

pmeas = pref + 3 Pa = patm + 3 Pa � pamb

The pressure measured at the very exit of the exit tube is therefore basically
atmospheric which is consistent with the results of the numerical simulation as
reported in Figure 14.7: in the measuring area, the numerical model calculates a
simulated pressure psim in the range 101280 Pa < psim < 101360 Pa.

Figure 14.7: Contours of absolute pressure in the measuring area.

Note that in Section A.2, along the "outside" boundary, the BC is set up as
atmospheric pressure: the previously reported pressure measurements are also
useful to confirm that this setting is correct.

14.4 Mass balance through the domain

The following method is not actually a real validation, but rather a further way to
check the convergence of the numerical model. In fact, it is suggested [21] to add
to the convergence criteria based on the residuals decrease, other controls based
on physical quantities (or derived from them); as instance, in the simulation of an
aerodynamic structure, the coefficient of drag CD must tend to a constant value
going on with iterations or within each time step in case of unsteady solution.
In this case, the mass balance is checked.

Theoretically, for each time step, the mass balance must be respected across
the domain (Figure 14.8):
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(ṁw,in − ṁw,out) + (ṁa,in − ṁa,out) = ∆ṁw + ∆ṁa = 0 (14.3)

where the subscript "w" stands for water, "a" for air, "in" for entering the
domain and "out" exiting the domain.

Figure 14.8: Mass flow rates of water and air across the domain.

In FLUENT®, it is possible to evaluate the history of mass flow rate balance
across the "Inlet" and "Outlet" boundaries, and therefore calculate the history of
mass balance, as reported in Figure14.9.

Note that since the equation of continuity is already checked by monitor-
ing its residuals (with the limit set to 1.00E-05), the mass balance has obviously
very low values, namely below 1.00E-05; the important remark to point out is
rather that the value of mass flow rate balance keeps constant and not fluctu-
ating within each time step, as shown in Figure 14.9; furthermore, its value is
always decreasing tending to zero which is consistent with Equation (14.3). As
mentioned, this is a further check on model convergence.

14.5 Future developments

Above the previously presented validations, further validations are possible:
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Figure 14.9: History of mass flow rate balance as a function of iterations

Velocity measurements by means of LDV: Department of Mechanics in Politec-
nico di Milano developed an equipment based on the Laser Doppler Ve-
locimetry (LDV) technique, with the aim of measuring the velocity of the
water jet [40]; it is therefore possible to measure the jet velocity and com-
pare it with the velocity of the numerical model. The main difficulty in this
case is that the jet produced by a PWJ orifice like the one used in present
work is really small and coherent, and the setup of the LDV system in this
conditions is very difficult and challenging.

Water flow rate measurements: once the velocity of the jet vjet is measured (by
means of LDV system for example) and the upstream water volume flow
rate ṁw is known (by means of a flow sensor), then it is possible to evaluate
the actual coefficient of contraction Cc of the orifice:

ṁw = Cc Ao vjet −→ Cc =
ṁw

Ao vjet

This value can be directly compared to the one calculated from the numer-
ical model, as presented in Section 14.2.

Besides, it could be possibly used to set up the model geometry: since Cc

is strongly dependent on red, the radius of curvature of the orifice edge red

can be varied in the numerical model geometry until the two coefficients
coincide.
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Conclusions

The presented work showed how irregular instabilities characterizing a work-
ing pure water jet can be coherently explained by disturbances caused by the
presence of droplets inside the orifice tube. HSC analysis demonstrates that
some water can be present inside the orifice before switching on the jet, while
numerical simulations show that other droplets can be formed during the jet
creation depending on the inner geometry and working conditions; moreover,
condensed humidity, jet breakup or jet disturbances can increase the presence of
droplets inside the tube during working conditions.

The droplets staying inside the orifice are then dragged by the high-velocity
field created by the air sucked up inside the orifice tube and can possibly hit the
jet causing local disturbances responsible for instabilities. Actually, it is shown
that the main jet flowing downstream the capillary inside the orifice tube is
basically insensible to the presence of droplets around it, since the dragged air
surrounding it forms a sort of "protective layer" which prevent the droplets from
affecting the jet stream.

The most critical region is localized in the capillary. In fact, when a droplet
reaches the capillary, it can overfill its section causing the loss of the hydraulic
flip condition: the flow regime can therefore switch into cavitating or single-
phase, depending on the droplet dimension and speed. In both cases, theory
and literature show that the jet produced by this two flow regimes is not so
coherent as if it were in flipped conditions, and this can effectively explain the
presence of vapor surrounding the jet and the wider angle at the exit when this
irregularities happen.

Moreover, a high-turbulent field is localized inside the capillary and this can
eventually enhance atomization and jet breakup when the disturbances due to
droplets occur.

The present work belongs to the recent research line proposed by Politecnico
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di Milano which intends to get a deeper insight of the water jet process by means
of CFD analysis. Further improvements can obviously be done in order to
develop always more precise and close-to-reality model, keeping the presented
model as a reference starting point. The main guidelines for future developments
are listed below:

• The addiction of air compressibility would make possible to track correctly
pressure and temperature fields inside the orifice tube. Possible shock-
waves or high temperatures can possibly be generated (especially in the
high turbulence region in the capillary) and consequently affect the jet
stability.

• Simulation of the atomization breakup and spreading of the jet during
disturbances, coherently to what happen in reality and to what is seen
by high-speed camera analysis. Manual changes to the numerical codes
employed by the solver are necessary to achieve this target, since VOF
multiphase model cannot simulate changes of phase and so it cannot model
the atomization and the creation of vapour around the jet.

• The setup of a discrete phase model in addition to the multiphase model
would lead to a three-phase numerical model (water-air-abrasive) which
is for sure the most challenging and winning goal. With such a model it
would be possible to get (and possibly control) the distribution and the
velocity of the abrasive particles, and so the cutting power of the abrasive
jet.

The previous developments are surely promising, but all of them bring along
numerical problems due to the presence of several physical models in the same
numerical simulation. This fact results in convergence difficulties and stability
problems, still difficult to overcome.
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APPENDIX A. DIFFERENTIAL UNCOMPENSATED PRESSURE TRANSDUCERS

24PC TYPE

Figure A.1: Technical characteristics of differential uncompensated pressure transducers 24PC
type
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Figure A.2: Technical characteristics of differential uncompensated pressure transducers 24PC
type
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