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Abstract

Italiano

Il consumo energetico nelle reti di Telecomunicazioni sta diventando un problema

di enorme rilevanza nello scenario globale e, tra tutti i settori, quello dell’accesso - ed

in particolar modo la parte senza fili - é responsabile della maggior parte della spesa

di energia elettrica. Le reti wireless stanno incrementando la loro diffusione anche

nell’infrastruttura dorsale dei sistemi cellulari a causa principalmente dei bassi costi

e della facilitá di sviluppo. In questo contesto le Wireless Mesh Networks (WMN)

sono considerate tra le risorse piú idonee per la loro versatilitá che permette con-

figurazioni flessibili. In questo lavoro di tesi noi combiniamo la flessibilitá delle

WMN con l’esigenza di riduzione dei consumi energetici presentando un modello

d’ottimizzazione per la gestione delle reti che prende in considerazione il compro-

messo tra i requisiti energetici e la variazione della domanda. Sono presentati inoltre

l’approccio usato per la risoluzione e una profonda discussione sulla gestione del con-

sumo energetico nelle reti WMN.
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2 ABSTRACT

English

Energy consumption of communication systems is becoming a fundamental is-

sue and, among all the sectors, wireless access networks are largely responsible for

the increase in consumption. In addition to the access segment, wireless technolo-

gies are also gaining popularity for the backhaul infrastructure of cellular systems

mainly due to their cost and easy deployment. In this context, Wireless Mesh Net-

works (WMN) are commonly considered the most suitable architecture because of

their versatility that allows flexible configurations. In this thesis we combine the

flexibility of WMN with the need for energy consumption reduction by presenting

an optimization framework for network management that takes into account the

trade off between the network energy needs and the daily variations of the demand.

A resolution approach and a thorough discussion on the details related to WMN

energy management are also presented.



Introduction

Green Networking consists of a rethinking of the way networks are built and

operated so that not only costs and performance are taken into account but also their

energy consumption and carbon footprint. It is quickly becoming one of the major

principles in the world of networking, given the exponential growth of Internet traffic

that is pushing huge investments around the world for increasing communication

infrastructures in the coming years.

Indeed ICT is said to be responsible for a percentage of the world energy con-

sumption that ranges from 2% to 10%.

Among Internet related networking equipment, the access is the one with the

major impact in energy expenditures. It has been estimated that access networks

consume around 70% of overall telecommunications network energy expenditures

and this percentage is expected to grow in the next decade [35, 36].

An important part of the energy consumption is given by the wireless part of

the access and it has been estimated that the base stations represent 80% of the

total wireless consumption [7]. It follows that being able to minimize base station

consumption represents an important green networking objective.

An increasingly popular type of wireless access are the so-called Wireless Mesh

Networks (WMNs) [8] that provide wireless connectivity through much cheaper and

more flexible backhaul infrastructure compared with wired solutions. The nodes

of these dynamically self-organized and self-configured networks create a changing

topology and keep a mesh connectivity to offer Internet access to the users. Obvi-

ously, the use of wireless technologies also for backhauling can potentially make the

issue of energy performance even more severe if appropriate energy saving strategies

are not adopted.
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4 INTRODUCTION

As a matter of fact, the resources of Wireless Access Networks are, for long

periods of time, underemployed, since only a few percentage of the installed capacity

of the Base Stations (BS) is effectively used and this results in high energy waste [37,

9]. In WMNs also, network devices are active both in busy hours and in idle periods.

This means that the energetic consumption does not decrease when the traffic is low

and that it would be possible to save large amounts of energy just by switching off

unnecessary network elements.

The focus of this thesis is to combine the versatility of Wireless Mesh Networks

with the need of optimizing energy consumption by getting advantage of the low

demand periods and the dynamic reconfigurations that are possible in WMNs. We

propose to minimize energy in a time varying context by dynamically selecting a

subset of mesh BSs to switch on considering coverage issues of the service area,

traffic routing, as well as capacity limitations both on the access segment and the

wireless backhaul links. To reach our objective, we provide an optimization frame-

work based on mathematical programming that considers traffic demands for a set

of time intervals and manages the energy consumption of the network with the goal

of making it proportional to the load.

In this thesis, we present a novel approach for the dynamic energy management

of WMNs that provides several novel contributions:

• We consider not only the access segment but also the wireless backhaul of

wireless access networks;

• We combine together the issue of wireless coverage, for the access segment,

and the routing, for the backhaul network, and optimize them jointly;

• We explicitly include traffic variations over a set of time intervals and show

how it is possible to have energy consumption following these variations;

• We provide a rigorous mathematical modelling of the energy minimization

problem based on Mixed Integer Linear Programming (MILP), and solve it to

the optimum.
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The work is subdivided as follows: chapter 1 is a survey on the climate change

issue and the energy saving opportunities provided by the world of ICT in favour

of other sectors of industry, chapter 2 presents the general aspects of mathematical

optimization applying them in well known problems of wireless network planning,

chapter 3 is a review of the literature concerning green networking in both wired

and wireless networks, chapter 4 and 5 describe respectively the analysed system

and the mathematical formulation of the optimization model presented along with

three little variations. Then follow chapter 6 with the resolution approach, chapter

7 with the discussion of the numerical results and chapter 8 with the conclusions.
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Chapter 1

The climate change and ICT
opportunities

1.1 The climate change

The latest studies concerning environment and pollution, as said in the preface,

have alarming results. In the next decade, climate change will become a matter to

be seriously taken into account and will influence the political strategies and the

lives of all human beings. The accumulation of GHG in the atmosphere is reaching

a very high and worrying level.

In figure 1.1 we can note that U.S. CO2 emissions are expected to grow from 5, 980

million metric tons (MMT) in 2007 to 6,380 MMT in 2020. The ICT industry is

responsible for a percentage of 2.5% of overall emissions in 2007 and this percentage

is expected to increase in 2020 to the value of 2.8% (data from [4]).

The first relevant thing is that the annual growth rate of the ICT emissions is

1.4% and it is almost three times as much as the expected growth rate of total U.S.

emissions.

1.2 The role of ICT

As said in the previous section, ICT will have a leading role in this very interesting

issue of a green renewal of the world. ICT industry’s carbon dioxide global emissions

are supposed to increase from 150 MMT of CO2 in 2007 to 180 in 2020 (see figure

1.2).
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8 CHAPTER 1. THE CLIMATE CHANGE AND ICT OPPORTUNITIES

Figure 1.1: U.S. carbon emissions baseline

There are many opportunities for the ICT industry to provide energy efficiency

like replacing goods and services with virtual devices and even yielding new and

smarter technologies. GeSI1 has pointed out the following issues:

• create a worldwide acknowledged report over the carbon footprint of ICT prod-

ucts and services

• highlight the climate change issues in the supply chain work of ICT industry

in order to reconsider the manufacturing process for electronic equipment

• guarantee the environmental issues to be taken into account when fixing the

technical standards of the industry

• work together with the organizations to gain potential CO2 reductions acting

in several opportunity areas
1an international strategic partnership of ICT companies and industry associations committed

to creating and promoting technologies and practices with the aim of an economic, environmental
and social sustainability
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• cooperate with public policy makers to set the most effective fiscal and regu-

latory frameworks to enhance energy efficiency and to reduce emissions.

The last point consists in a policy of monetization of carbon emissions. Indeed

economic incentives related to reduction in emissions will enhance the adoption of

energy aware techniques because money is always a key parameter in the project

phase of every industry and these techniques will be derived from ICT sector.

U.S. is deeply involved in this issue thanks to president Barack Obama and his

aggressive policy with very prohibitive targets.

In Europe this kind of reward policy for energy efficient companies has already

been built up through an emissions trading system (named EU-ETS) which since

its implementation in 2005 has enabled only a thin reduction of 5% in all European

GHG emissions from the business-as-usual scenario.

A second phase with tighter caps is expected to allow higher reductions.

Figure 1.2: U.S. ICT industry’s emissions

ICT sources of consumptions can be summarized as follows:

• PCs and peripherals
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• services

• Telecommunications networks and devices

The ICT industry is supposed to reduce its own emissions investing in innovation

and advanced technologies aiming at reducing the 60% of the emissions brought by

increased demand.

These innovations consist of:

data centers: server virtualization ([38]), the choice of efficient devices and ade-

quate protocols concerning heating and cooling

PC’s efficiency: replacement of energy-hungry desktops with laptops and thin

clients, the switching of all cathode ray tube monitors with LCD screens and

a smarter standby power management

Telecommunications Networks and devices’ efficiency: a more effective use

of the resources avoiding the underemployment, reduction of standby power

and widespread application of network optimization algorithms

As well as the contribution to the consumptions given by the three outlined points

before, ICT can provide solutions to other industry sectors to minimize energy wastes

and to reduce GHG emissions coming from the rest of the economy.

In particular ICT is the source of one of the most powerful resources, information,

namely it gives people an idea of how much energy they are using in order to give

them the instruments to act in a smarter way. So ICT does not only use mechanical

devices but even the human mind.

It is accepted that people are responsible of great wastes but they could also

bring relevant improvements in our field of interest with a little more awareness.

An interesting datum supporting the leading role of ICT is an estimate of the

American Council for an Energy-Efficient Economy (ACEEE) that reported that for

every 1kWh of energy consumed by ICT the U.S. economy increases overall energy

savings by a factor of 10.
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ICT can also develop coordination among several consumers of services improving

the use of the resources: this is the case of car-sharing for example.

All these capabilities make ICT a leverage for the process of renewal for a more

sustainable and greener world.

1.3 ICT enabled solutions

Figure 1.3: Estimated ICT-enabled CO2 abatement potential in the U.S.

[4] determined four main fields where ICT can enable a great reduction in energy

consumptions and GHG emissions:

• smart grid

• road transportation

• smart buildings

• travel substitution
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1.3.1 Smart grids

Smart grids are electricity networks that are dynamically configured according

to informations brought by its nodes in order to allocate the resources in a more

effective way reducing the wastes. They have a distributed architecture instead of

the centralized old one. The U.S. electrical network has been loosing efficiency in

the last 25 years, in particular the average thermal efficiency of America’s power

plants is still around 33%, value of the year 1960. At that time U.S., with its 10000

power plants and 20000 miles of high voltage transmission lines, were the forefront

of the sector but the incredible growth experienced by America since those years

has not concerned the electrical sector. In fact there have not been improvements

in technologies and infrastructure and this resulted in an increasing grid congestion

generating the doubling of transmission and distribution (T & D) losses form 5% in

1970 to 10% in 2001.

Aside from this situation of the electrical grid, the habits of inhabitants changed

very rapidly in the last years so that the demand of energy supply has really increased

requiring a strong policy of renewal of all the entire network.

Moreover emissions from the generation of electrical power are growing very fast

and its estimated value of 2360 MMT of CO2 by 2020 is alarming.

The opportunity of potential reduction in 2020 enabled by ICT in the sector of

Smart Grid ranges from 230 to 480 MMT of CO2 with a mean value of 360 (see

figure 1.3). Figure 1.4 outlines the opportunities of ICT to reduce emissions in the

Smart Grid context.

In particular ICT can be useful to balance the variable amount of renewable

energy with the demand through:

• software algorithms

• remote monitoring of production

• pool distributed sources into a virtual power plant

Furthermore ICT can help to reduce T&D losses with a remote monitoring of

the performance and a dynamic allocation of the resources implying:
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renewable energy 
 integration     56%

T&D losses 
 reduction 25%

  consumer 
   awareness 
 improvement 19%

Figure 1.4: Pie chart of ICT-enabled potential reduction in the Smart Grid sector

• automatic detection and pre-emption of faults

• adaptive voltage control

• extended granularity of information for the grid’s remote control systems

It is possible to enhance the consumers’ sensibility providing them with informa-

tion on prices and usage through the use of smart meters, intelligent thermostats and

appliances that set usage according to prices and web-based interfaces to manage

and analyse usage.

1.3.2 Road transportation

Another area of interest where ICT can enable large reductions in emissions is

road transportation, that is to say everything concerning the movement of people

and good in the street of the world and in particular we will analyse the case study

of U.S. as reported by [4].
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Road transportation emissions are expected to reach in 2020 the value of 1580

MMT of CO2. ICT can potentially eliminate an amount of CO2 emission that ranges

from 240 to 440 MMT (15%-28%).

There are mainly two kinds of transportation:

• individual

• commercial

The problems dealing with the first are as well as the emissions, traffic conges-

tions, scarce usage of public transportation, low efficiency of the vehicles, gas cost

and so on. While commercial transport in addition to the aforementioned issues has

underemployment of the resources since it is estimated that 25% of all trucks on

the road are empty and their routes are not optimized causing unnecessary miles of

travel, gas consumption and CO2 emissions.

ICT can focus its intervention in both the sectors. In fact concerning individual

transportation, ICT can help people to plan travel in a more conscious way providing

real time information on traffic congestion or advising the presence of accidents in

the routes, improving eco-driving for passenger vehicles giving real-time feedback on

miles per gallon. ICT can also smooth traffic installing sensors on traffic lights and

road surfaces to manage the road system of a given city or area.

In the other hand ICT can act on commercial transportation in three ways:

• enhancing the supply chain designs

– determining optimal locations of distribution center using software algo-

rithms

– maximizing the load analysing packaging type

– using modes of transport with lower consumptions

• improving delivery implementation

– avoiding congestion and idle periods with a real-time planning of routes
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– using the empty space on vehicles to carry goods that need to be returned

or redistributed

• enabling eco-driving, same solutions adopted for individual transportation

1.3.3 Smart buildings

Within the challenges against GHG emissions, buildings should be a key point

to be analysed since they represent the 40% of the entire CO2 emissions in the

atmosphere in the U.S. in the 2007 and this percentage is expected to grow by 48%

in 2030. The forecasts in 2020 of the CO2 emissions reach the value of 2570 MMT of

which 1760 represents new construction. This is an interesting datum because it is

much more cheaper and easier to build new energy efficient buildings than to work

on the efficiency of old buildings.

The ICT-driven potential reduction in 2020 goes from 270 to 360 MMT and can

be derived in equal proportion by the design phase and by embedded technologies.

Design sets the initial energy consumption of a building: in this phase simulation

and modeling design softwares help to properly choice the building size, to exploit

the natural light, to use more efficient material in order to avoid heat-losses,optimize

the air flows and to manage the heating, ventilation and air conditioning systems

(HVAC).

In the other hand technology minimizes energy consumption of building opera-

tions with many solutions:

• smart devices able to switch on and off

• smart controls such as thermostats to manage energy consumption

• sensors to turn off lights and devices when a room is empty

• integration and remote control of multiple devices such as HVAC, power, light-

ing and fire alarm

• smart meters and gateways to connect to smart grids exploiting the opportu-

nities well explained in subsection 1.3.1.
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1.3.4 Travel substitution

The extraordinary development of the Internet and of broadband connectivity

has created new opportunities in the way people live and work. Cooperation tools

and video-conferencing can actually eliminate the need for traveller to mandatory

meet in person and there are more and more workers that could work from anywhere

at any time but nowadays only a few percentage exploit this opportunity.

Besides the expected 2020 value of 1370 MMT of CO2 emitted, the need to

travel is responsible for additional problems like wasting of time, each worker spend

on average 50 minutes to get to the workplace everyday, traffic congestion and high

travelling costs.

Today it is possible to get many of this activities virtual such as meetings and

even to adopt different working solutions and the result is a potential reduction in

2020 of about 100 MMT of CO2.

The large part of this amount, around 75%, is brought by flexible work whose

idea is to bring work to the employee instead of bringing employees to work. This

solution mainly requires three things:

• broadband connection, both fixed and mobile, for the workers

• an integrated platform of all the communication tools (i.e. instant messaging,

email, video-conference and so on)

• devices (laptops, smart phones) that keep each worker connected from any

location

Moreover the remaining part (25% of the potential reduction) is achieved by

replacing in-person meetings with remote interaction such as video-conferences. In

this case there are strong technology and network requirements to enable efficient

communications.



Chapter 2

Planning a wireless network

2.1 Solution-oriented modeling

The exceptional rise of the telecommunication industry has implied the necessity

to put more effort on the design of the networks. [49] shows us the importance

of solution-oriented modeling and even of mathematical optimization to perform

efficient planning for wireless networks.

Figure 2.1: The problem solving cycle of modern applied mathematics

The mathematical optimization process can be summarized, as shown in figure

2.1, as follows:

1. translation of the real problem into an optimization model

17



18 CHAPTER 2. PLANNING A WIRELESS NETWORK

2. resolution of the optimization model

3. translation of the mathematical solution into the real world problem

This approach is very different from the generic engineering-driven automatic

optimization that puts more emphasis on the description of the system.

Let us now mark out the peculiarities of system and optimization model in order

to show their main differences.

A system model is the result of a thorough system analysis using all engineering

knowledge available. This study assures a clear comprehension of the problem, what

can be obtained, the significance of the parameters and how to evaluate the quality

of a solution.

Referring to figure 2.1, a system model is represented by the upper layer of the

scheme.

On the other hand the optimization model is the lower level of figure 2.1 and its

main characteristic is to mark the optimization’s purpose as well as the necessary

constraints in mathematical terms allowing the use of strong optimization methods

to get the solution. It is fundamental, even for computational reasons, to ignore

features not implied by the model.

A key point when building an optimization model is thus to decide the desired

characteristics of a solution and neglect the others. The two basic requirements for

a well done optimization model are:

• efficient computational solution

• applicability of a good solution of the optimization model to the system model

The first forces the model to be as simple as required by the optimization methods

we want to use to solve it, the second states that during the optimization model

creation the operated simplifications do not affect its suitability for the real world

problem.

The backward arrows in figure 2.1 show how the research of an appropriate

optimization model is an iterative process that is to say a continuous production of
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models until finding one that respects the aforementioned fundamental requirements.

In particular back arrow (1) occurs when the complexity of the created optimization

model needs to be reduced because it is not possible to be solved in an efficient

way, back arrow (2) implies that further experiments are required to better identify

aspects to be kept in the model and other to be discarded and back arrow (3) shows

the necessity, driven by wrong early solutions of the process, to modify the original

system model in order to get more effective solutions.

2.2 Mathematical optimization

The optimization models can be classified according to the complexity of the

objective function and the constraints.

In the simplest kind of model both objective function and constraints are linear

and when the complexity arises it is more and more difficult to find a good solu-

tion. This is why the linear models, potentially involving integrality constraints, are

among the more widespread: such models are called mixed integer linear programs

(MILP).

The general form of a MILP is:

min cT x (2.1)

s.t.Ax ≥ b x ∈ Qn1 × Zn2 , (2.2)

(2.3)

where b and c are vectors in Qm and Qn, A is a m × n matrix and n = n1 + n2

with m, n1, n2 ∈ N0. x is the variables n vector which have the first n1 elements

linear while the remaining n2 must be integer.

MILP are NP-hard, that is to say there are no known algorithms with polynomial

solving time.

Nevertheless there are very efficient MILP solvers which can find optimal or ab-

solutely good solutions with reasonable computational time, even for large instances.

Note that this is not inconsistent with the previous statement because NP-hardness



20 CHAPTER 2. PLANNING A WIRELESS NETWORK

means that some instances are hard but does not preclude the possibility of a major

fraction of a NP-hard problem to be solved in polynomial time.

There are four basic models that can be solved to optimality or close to optimality

with a reasonable effort by a MILP solver:

Set covering. Given a family of sets over a common ground set (called universe),

the task is to choose some of these sets such that the union of the selected

elements contains all the components of the universe. Usually, the number

of selected sets is to be minimized. This model is well suitable for coverage

problems.

Facility location. Given a set of facility locations and a set of users who have to

be served from the facilities, the problem is to install facilities in the region

where there are customers. The average proximity of the facilities to customers

is to be minimized. A typical example of facility location problem is cellular

network design.

Assignment. In case of bipartite assignment, elements in one set (customers) have

to be assigned to elements in another set (facilities) subject to a linear utility

function.

Knapsack. Given items of different values and volumes, the task is to find the most

valuable set of items that fits in a knapsack of fixed volume. The knapsack

problem is the simplest form of an integer linear program since it has one

constraint and a linear objective function, all with positive coefficient. If the

problem has more than one constraint, it is called multiple knapsack. This

model well describes the capacity of a cell in wireless network design.

When creating a new model, the closer it is to one of the previous four the more

likely it is to get a good solution in a polynomial time.

There are several mathematical modeling languages and among them in our work

we used AMPL with the aid of the solver CPLEX.
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2.3 Cellular networks planning

Now it is interesting to understand how the methods described in the previous

sections are effectively deployed in real wireless networks. We start with cellular

networks presenting two familiar problems:

• GSM coverage planning

• UMTS network design

In particular we analyze the similarities of these problems with the four bench-

mark models described before.

2.3.1 GSM coverage planning

The standard planning schemes for GSM radio networks distinguish coverage

planning from capacity issues.

In the first planning phase the locations of the BSs are chosen in order to provide

continuous coverage of a given area. In this situation we can directly apply the set

covering model. The simplest case is that selects locations for BSs all with fixed

configurations.

The objective is to design a network that is cost effective subject to the covering

constraint of a given area A (in the form of pixels). Each BS location i has a cost ci

to deploy a base station on it. We can derive the set Ci of pixels potentially covered

by BS i from the propagation data.

This is the standard set covering model for the described system:

min
∑

i

cixi

s.t.
∑

i:p∈Ci

xi ≥ 1 ∀p ∈ A

xi ∈ {0, 1} ∀i

where the binary variables xi states whether location i is used or not.

This model is suitable for almost any digital radio technology.
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The second step is to adapt this ideal scenario into a realistic one. Modifications

typically concern the antenna configurations, i.e. antenna types, number of sectors,

azimuth and tilts per sector.

Moreover we can modify the constraints forcing the service area to be covered to

some threshold percentage.

All these variations are enough close to the structure of the set covering model

to be usually well solvable in practice too.

2.3.2 UMTS network design

The commercial use of UMTS presents new issues for radio network planning.

Only one or two frequency bands are commonly used within a network in frequency-

division duplex (FDD). Communication links are kept apart with the use of code

division multiple access (CDMA) techniques and interference is minimized through

power control methods.

Practically all the features of network performances, namely coverage and ca-

pacity planning, rely on the interference condition thus in the planning phase inter-

ference has to be seriously considered.

In this situation pure set covering models (at most with knapsack constraints)

can be used only to provide lower bounds on the minimum BSs number to cover a

given area. But these models lack in the interference analysis and in its implications

on the whole network planning.

It is crucial to deploy a system and subsequently an optimization model that

deeply concerns with interference coupling. Recent studies describe the network’s

state with a planned set of served users by the following simple equation:

p = Cp + η

where p is the vector of received signal strength at the cells, C is the interference

coupling matrix which displays the mutual interference between couples of users and

η is the noise.
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2.4 WLAN planning

Wireless LAN based on the protocol 802.11 is a very popular broadband radio

access technology. In the infrastructure mode it is quite similar to a micro-cellular

network in which access points (APs) act as BSs.

The peculiarity of WiFi technology is the radio access protocol which has the

following features:

• no difference between uplink and downlink

• each station has to compete for the wireless medium using a carrier sense

multiple access (CSMA) protocol with a random backoff time

• no communication is possible between two users if there are no stations within

the reception range

Moreover it is possible to reduce contention assigning different frequencies to APs

(the maximum number of channels is 13, of which there are only 3 not overlapping

as portrayed in figure 2.3).

Interference has to be taken into account in the planning phase of this kind of

wireless network and two main points have to be considered for the APs: position

and channel assignment.

The first item is more suitable for models of set covering type. But in WLANs

the data rate strictly depends on the received signal strength as shown in figure 2.2

and in particular for IEEE 802.11g it ranges from 1 to 54MB/s. This behaviour

can be efficiently considered with the facility location models.

If the objective is to maximize the mean throughput per pixel j with a predeter-

mined number k of APs we can use the following facility location formulation:
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Figure 2.2: Data rates used in IEEE 802.11g WLANs. The values correspond to the
objective function coefficients raj in the facility location model [49]

max
∑
a,j

ra,jxa,j

s.t. xaj ≤ za ∀a, j∑
a

xaj = 1 ∀j∑
a

za ≤ k

zaj, xaj ∈ {0, 1} ∀a, j.

The binary set of variables zi states whether AP location i is selected while xaj

implies that AP a serves pixel j.

As expressed in figure 2.2, raj is the maximum data rate provided to pixel j by

AP a and it is used as a coefficient in the objective function.
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Figure 2.3: Three non-overlapping channel for WiFi 802.11g

In the aforementioned model CSMA protocol is usually not specifically taken

into account in order to keep the problem simple and easily solvable. Nevertheless

the integration of CSMA’s issues is possible with some modifications.

[40] proposed the addition to the standard set covering model of a new hyper-

bolic objective function to consider the channel’s contention. The presented prob-

lem, named Planning Capacity with hyperbolic formulation (PCH), has the following

formulation:

max
∑
i∈I

1∑
h∈I yih

s.t.
∑

j

aijxj ≥ 1 ∀i ∈ I

aijahjxj ≤ yih ∀j ∈ J, ∀h, i ∈ I

xj ∈ {0, 1} ∀j ∈ J

yih ≥ 0 ∀h, i ∈ I

where the additional variable yij states whether users i and j are covered by the

same BS.

The algorithm to assign channels is quite similar to the frequency assignment

in GSM but with only three channels. Appropriate models perform this behaviour

and [39] shows that medium sized instances are solved in few minutes with standard

softwares.
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Chapter 3

Green Networking

The literature concerning green networking is quite large, heterogeneous and very

recent since the great involvement in the theme of energy saving belong to the last

decade.

In what follows, we present a survey on the basic techniques and algorithm used

in the world of telecommunication to save energy.

We’ll start with wired networks and in particular the Internet then we’ll shift

attention to the wireless world focusing on cellular and WLAN networks.

3.1 Internet

The problem of energy consumption of communication networks and the main

technical challenges to reduce it have been presented in the seminal work by Gupta

and Singh [15].

The aforementioned paper was one of the first focusing on the great energy in-

efficiency of the Internet and presented alarming results based on the exceptional

expected widespread of this network and consequently the increase in energy con-

sumption. It is estimated that the Internet infrastructure alone is responsible for

about 1% of overall electricity of broadband provided countries [41, 42] and this per-

centage arises to % if we consider all the related equipments (servers, data centers

and user’s devices).

Moreover [15] denoted the necessity of energy conservation especially in most de-

veloping countries where energy is very limited and not well provided. Furthermore

27
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a new management of networks for energy saving purposes results in the abatement

of operational expenditures (OPEX) and of capital expenditures (CAPEX) costs.

Good overviews of the research on green networking and methodological classi-

fications are given in [24, 25] where different methods adopted in the literature for

both wired and wireless networks are surveyed.

3.2 Sources of wastes and key points

One of the major sources of energy wastes deals with network equipments. They

work in three possible ways:

• Active/Busy, the machine is powered on and it is used

• Idle, the machine is powered on along with all its functionalities but it is not

used

• Sleep, the machine is not used and only a little subset of its components is

powered on

As a matter of fact the idle’s consumption is almost the same of active mode

while the consumption of sleep mode is considerably lower.

Moreover it is interesting to analyse the implications of figures 3.1 and 3.2, that

are the representations of the consumption of routers (data from [32]) respectively

provided and not with wireless functions in both cases with and without traffic. We

can see that there is only a small difference between the two situations.

Another source of inefficiency is related to the backwardness of the equipments.

Figure 3.3 is the graph of power consumption and ratio frequency over consumption

(MHz/W ) for seven different families of CPU made by Intel. We can note how the

ratio increases even though the consumption grows in absolute terms.

Nevertheless the ratio of performance versus power decreases with the increase

of the capacity and of the maximum throughput achievable by the router. The fact

suggests that bigger devices are generally more power efficient.
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Figure 3.1: Power consumption of routers without wireless functionalities in both
cases with and without traffic. Data source [32]

In addition to the factors that affects the energy consumption of the Internet we

can mention the packets’ length and in particular figure 3.4 shows, at a constant

traffic rate, how the routers’ consumption arises with the length of the packets.

[24] classified all the approaches adopted to save energy within Internet into three

wide groups according to the utilized technique:

• partition of the network resources for a more efficient utilization (virtualiza-

tion)
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Figure 3.2: Power consumption of routers with wireless functionalities in both cases
with and without traffic. Data source [32]

• power management and network design

• deployment of new smarter technologies

3.2.1 Virtualization

The idea of using one server to host only one application has been deeply utilized

over years by service providers and ICT companies but the latest studies of the sector

have demonstrated that this way of allocation of the resources is quite inefficient and
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Figure 3.3: Power consumption of different Intel CPU generations. Data source [33]

a new idea is acquiring more and more importance and spread in the world of ICT,

virtualization.

It consists in the combination and consolidation of different kinds of applications

in the same server and launching them in a smaller number of servers. Generally

speaking one physical server is subdivided into multiple virtual servers.

There are mainly four types of virtualization:

full virtualization: (also referred to as hardware emulation) the application is run

with no changes, server hardware is hidden from the guest OS and a special

machine, virtual machine monitor (VMM) manage the coordination between

OS and hardware within the server. The advantage is that the application can

work with server with no modifications thanks to VMM

paravirtualization: requires changes to the virtualized operating system to allow

the coordination of the VMM with the hypervisor and to reduce the number
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Figure 3.4: Cisco Catalyst 2970 LAN switch power consumption per link for different
link rates. Data source [34].

of privileged instructions that decrease the performance of the system. Servers

that implement paravirtualization are more performing but less simple to use,

in fact it is necessary to modify the OS to be hypervisor-compatible

OS virtualization: does not rely on a hypervisor. The operating system is mod-

ified to securely divide, within a single machine, multiple instances, usually

referred to as virtual private servers (VPS). The lack in hypervisors results

in a enhancement of the performances with the negative consequence that all

VPSs share a single kernel (low stability and resistance to eventual crashes)

[43]

native virtualization: based on hardware’s support. Multiple unmodified OSs

running alongside on the same server. It is not an emulation of a processor

like in the full virtualization but all OSs run on the host server directly.
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3.2.2 Power management and network design

Energy consumption was often neglected from design issues, the parameters con-

sidered were mainly cost, reliability, QoS and so on but in the very last years, as

written so far, energy saving has become a fundamental issue that could not be

ignored anymore.

The very fast expansion of the Internet and consequently of the energy con-

sumption is a matter to be carefully considered: one possible approach is a smarter

management of the power, another relies on deep analysis of the architecture and

on the way networks are expanded or redesigned.

Power management is mainly based on two concepts, the idea of switching off

unnecessary elements, which will be developed in the rest of our work, the idea of

sleeping, that is to say putting into sleep state idle devices and the idea to dimension

to capacity of links according to the workload.

[20] analysed the theme of sleeping and identified two possible approaches:

timer-driven: devices start and stop sleeping at predetermined times controlled

by a clock

wake-on-arrival (WoA): elements wake up only when they are necessary

In the first case, elements specify the time to wake up before entering to sleep and

all packets arrived meanwhile are definitely lost. The advantage of this solution is

the lower hardware requirement for the devices. While in the second case, elements

wake up in an automatic way on sensing incoming traffic.

[44] proposed a selective wake-up mechanism that reduced the idle listening power

through the use of two RF modules: one for the wake-up mechanism and one for

data communication. The mechanism is made up of two steps: first the radio waves

detector (the only active part when in sleep state) wakes the ID matching circuit up

when receiving a packet and, if it is a wake packet, the data communication module

finally wakes and the transmission can start.

One of the problems of this technology is with the broadcast transmitting, that

characterizes the main part of wireless transmissions, because a wake packet can wake
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up several AP so we need a distributed algorithm to avoid false positives events. Fur-

thermore the wake-up mechanism has fundamental hardware requirements without

which cannot be used.

Another main problem is the underutilization of links, in particular the offered

capacity is often much more higher the the actual load flowing on links. One pos-

sible approach is to dynamically adapt the power, and consequently the channel

transmission rate, according to the traffic demand. This process is usually referred

to as adaptive link layer (ALR).

This technique increases the utilization of links and the energy efficiency of the

network. The main requirement is the coordination among nodes during transitions

from and to low power consumption state. These transitions may cause data losses

or increased delays.

As well as these techniques, possible solutions to energy saving can be derived

from a thorough analysis of the system followed by a redesign in order to eliminate

eventual bottleneck or sources of energy wastes and inefficiencies.

A lot of networks are designed to assure a high level of reliability and robustness,

but this results in too many redundant equipments and energy wastes. [45] presented

a trade-off between resilience and power expenditures.

3.2.3 New technologies

The adoption of new and smarter technologies when designing and producing

new devices really affects their performance, and in particular the energy consump-

tion. Two of the most effective technologies in reducing the energy consumption of

machines and networks are:

Optical technology as [46] and many following papers suggested, the introduction

of optical technology like IP over WDM improved both bandwidth and energy

efficiency

Advanced CMOS technology and superconductors the reduction of the size

of the gates, the building blocks of chips, involves in a decrease of the per-gate
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energy consumption. 45 − nm technology implies a reduction of 40% of the

energy consumption of chips compared to 65nm, as shown in [47, 48].

Most of the concepts expressed so far in this chapter concern with both wired

and wireless networks, in what follows, we focus on wireless networks only.

3.3 Wireless networks

The literature in wireless device energy optimization is quite large, given the

limitation of the battery and the natural restrictions of the wireless medium. In

fact, energy consumption has always been a concern for wireless engineering given

the mobility of users that require portability, which makes coverage and battery life

issues a true challenge. There is, indeed, a large body of work on energy-efficiency

for devices and protocols for cellular, WLAN and cellular systems (see [26], for

an excellent survey). However, the interest for energy optimization of the wireless

infrastructure has only picked up in recent years given the explosion in Internet

wireless applications.

There has been some work to compare wireless and wireline infrastructure con-

sumption. For instance, let us mention [15] where the energy cost (Wh/Byte) for a

transmission over the Internet was compared to the cost of the same transmission in

a wireless context (for instance Wi-Fi 802.11b). Wireless resulted more efficient by

a small factor with omnidirectional antenna and it was found that the factor could

be improved using directive antennas.

Our main concern, however, is wireless network management for which we have

found articles that deal either with Wireless Local Area Networks (WLANs) or with

traditional cellular access networks.

3.3.1 Cellular network

Concerning cellular access networks, [2] deployed the idea of switching off some

nodes. In particular it considered a system with the following features:

• a given physical network topology, comprising routers and wireless links, with

known capacity and maximum utilization
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• the average traffic matrix (source, destination and load)

• the power consumption at each link and node

In such a system the authors of the aforementioned paper aimed at finding a

subset of routers and links to power on so that the power consumption is minimized

subject to flow conservation and maximum utilization constraints. Two different

heuristics were presented, one node-oriented and the other link-oriented. The former

is more difficult to implement but has an higher impact on the objective function.

At the end the two approaches were combined showing how is it possible to reduce

energy consumption switching off nodes and links.

One limit of the previous work was to not consider traffic variations over time

but to dimension cellular systems for peak traffic conditions. [13] introduced the

variability of the traffic demands at each cell and proposed a novel energy saving

approach based on the dimensioning of the resources according to the load. The

percentage of energy saved depends on the congestion level of the networks so that

low traffic periods result in a great amount of saving. He studied different traffic

patterns reaching values of saving of about 25 − 30%.

Another energy management study is provided by [12] where it is shown that

the on-off strategy for UMTS BS is feasible in urban areas. It considered two

different scenarios and measured the energy saved by switching Node B in both

cases obtaining a percentage of energy saving that ranges from 25% to 50%.

[14] considered a random traffic distribution and dynamically minimized the

number of active BSs to meet the traffic variations in both space and time through. It

presented two algorithms to manage the powering on and off of the BSs: a centralized

greedy one more suitable for low traffic periods and a decentralized to relax the

information requirement. The latter is based on an utility function which can locally

be calculated at the BS. This utility function give higher weights to BSs with major

workload. The value of this utility function can be transmitted broadcast through

a dedicated signalling channel.
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3.3.2 WLAN

In WLANs, we mention the work of [37] that presented strategies based on

the resource on-demand (RoD) concept in the field of high density WLAN with

redundant layers of AP.

In particular it focused on enterprise WLAN: the number of enterprises involved

in this kind of network is growing exponentially every year and the investing budget

has been spent to design very dense WLAN in order to provide connectivity even

in heavy load conditions. But such a situation represent only a few percentage of a

network life and for the remaining part of the day this is a bad allocation of resources

and need to be adequately managed in order to avoid energy wastes.

The idea of the paper is to vary the number of active AP according to the

traffic demand of users within the network through a kind of resource on-demand

algorithm.

There are two kinds of RoD methods:

Demand-driven: WLAN can switch on and off nodes based on the user demand

at a given time. Such a method provides an optimal set of AP to be active

in order to satisfy the traffic demand but has strong requirements in term of

APs’ coordination and reconfiguration and computation time and resources.

The advantages are high energy savings while satisfying end-user performance.

Schedule-driven: APs’ activity times are scheduled on the basis of previous studies

and of administrators’ experience. They have very low OH costs but they fail

in providing the right level of connectivity when the traffic condition varies

significantly from the scheduled one. It is best suitable for high predictable

scenarios.

The proposed RoD strategy is of demand-driven type and has the following

requirements:

coverage guarantee to all users, in particular to a predetermined set of test points

(TP). At each time interval all TPs must be covered by at least one BS
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keep QoS not depending on the networks load. This point is strictly related to the

WLAN topology. The ideal objective is to provide the same performance of

the networks with all powered on devices.

avoid frequent APs’ reconfigurations which causes delay and traffic interrup-

tions negatively influencing the performance.

A

B C D
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B C D
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AP coverage area cluster coverage 

         area

Figure 3.5: Cluster formation

The strategy is called SEAR (Survey, Estimate, Adapt, Repeat) and implies the

following steps:

Green clustering division of the set of APs in clusters each one with a leading

device. The basic assumption is that each AP in the same cluster covers the

same region (see figure 3.5)

Demand estimation evaluation of traffic demand and other topology parameters

based upon the sensing of the APs channel utilization. This sniffing operation

is assumed to not affect the performance of each device

Topology management the actual phase of powering on and off APs according

to the information brought by the previous steps

User management re-association of the clients according to the new topology
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Even though our analysed system (as shown in chapter 4) is very different, this

work has been a good source of inspiration for us, especially for the idea to let the

consumption varies according to the load avoiding the underemployments of the

resource.

[9] proposed an analytical model to assess the effectiveness of RoD strategies in a

system that is very similar to the one considered in the previous analysed paper [37].

In particular the similarities are the kind of WLAN, the clustering features and RoD

concept. The main difference is that [9] presented a rigorous mathematical model

based on Markov chains and on Poisson distribution of arrives.

This simple mathematical framework is an important feature for the model since

it will permit the extension to more realistic user behaviours. The numerical results

presented are very interesting: the power saving reaches the value of 87% during

the low traffic periods and decrease to 10% in heavy load conditions. The saving is

computed with respect to the case with all APs powered on.

A very interesting feature of this model, that influenced our work, is the analysis

of the relation between the energy consumption and the volume of traffic.

[11] shows management strategies for energy savings in solar powered 802.11

wireless MESH networks.

The differences of our work with the papers mentioned above is that the latter

deal exclusively with access networks while our goal is to manage the energy con-

sumption of WMNs that use the wireless medium not only for the access segment

but also for the backbone. The presence of the wireless backbone forces us to con-

sider the routing of traffic from base stations (or mesh access points) to the mesh

gateways (interconnecting the WMN to the wired network). This issue, in addition

to the coverage aspects of the service area typical of the access segment, makes the

problem of energy management in WMNs a combination of the problems considered

so far for wired and wireless networks. To the best of our knowledge, this is the first

paper proposing a network management framework aimed at optimizing the energy

consumption of WMNs.
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Chapter 4

System model and problem
description

In this chapter, we first present the physical and technological features of the

system. Next, we describe the details of the traffic scenarios that will be essential to

understanding the modeling issues. Finally we present the model that will be used

as the basis for the energy efficient formulation and introduce the general approach

to WMN energy management.

4.1 Description of the system

The WMN architecture such as the one presented in Figure 4.1 is made up of

fixed and mobile elements, namely Mesh Routers (MR) and Mesh Users (MU). MRs

could have different functions and features building up a variety of structures and

architectures. A restricted part of the set of routers is used as gateway to other

larger networks, typically the Internet. In particular, the so called Mesh Access

Points (MAP) can communicate with the other routers with a radio communication

channel and also have a fixed connection to the Internet. In what follows, the

term Base Station (BS) will be used as a general term to design either MAPs or

MRs. In our networks’ distribution system MRs and MAPs communicate through a

dedicated wireless channel, each MU is connected to the nearest active base station

and, through multi hop communications, to the Internet.

The devices are all equipped with multiple network interfaces, so we can infer that

the traffic in a given link does not affect closer links. The interference is not totally
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Figure 4.1: Architecture of the network analysed

removed but it can be minimized installing directive antennas and adopting a smart

frequency assignment algorithm as suggested in [27]. So every link between two base

stations has a fixed bidirectional capacity. We also assume that this capacity does

not depend on the distance and that a wireless link is possible between two MRs

only if they have a distance to each other lower than a value called covering ray.

Even if the modeling approach proposed is general and can be used with any

wireless technology, we have focused our analysis on WiFi WMNs. The technology

used among routing devices is assumed to be Wi-Fi 802.11/n with a nominal capacity

of 450 Mbps and a covering ray of 450 metres. Concerning the communication

between users and BSs, we suppose that the access technology is Wi-Fi 802.11/g

with 54 Mbps. This access capacity has to be shared among all the MUs assigned to

a given BS. A MU can be assigned to a MR if and only if it is inside a circular cell

with the center at the BS and a ray of 250 metres. Note that the difference between

the two mentioned rays is due to the use of directive antennas which allow to double

the covering distance.

Also assumed is a certain percentage of losses derived from the protocol OH

that reduce the effective link capacities. The details on this issue will be given in

subsection 6.3.
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index t Starting ending duration (h) pt

1 0 3 3 0.35
2 3 6 3 0.1
3 6 9 3 0.45
4 9 12 3 1
5 12 15 3 0.7
6 15 18 3 0.85
7 18 21 3 0.6
8 21 24 3 0.5

Table 4.1: Day division in time intervals and related level of congestion

4.2 Traffic profiles

In [28] and [29] the characteristics of the traffic in Wireless Access Networks

have been analyzed and it is shown how the traffic during the day can be split into

intervals of equal length that we define ∆T . Since we want to optimize the energy

consumption during the day in such a way as to make the consumption f ollow the

demand as much as possible, it is important to assume a realistic traffic profile. For

that, we have divided the day into eight intervals of three hours and have assigned

a probability pt of test points requesting demand in each interval t that follows

the traffic characteristics presented in [29] and [28]. The results are presented in

Table 4.1.

Moreover we used two different traffic profiles:

• standard, with traffic randomly generated in the interval from 1 to 10 Mbps

• busy, with a traffic request that varies between 8 and 10 Mbps.

4.3 A general approach to WMN energy manage-
ment

The general problem we are considering aims at managing network devices in

order to save energy when some of the network resources, namely BSs and the links

connecting them, are not necessary and can be switched off. Even if the specific
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implementation issues are out of the scope of this work, it is easy to see that an

energy management strategy like the one we propose can be integrated with no

difficulty in the network management platforms that are commonly adopted for

carrier grade WMNs and that allow the centralized and remote control of all devices

and the change of their configuration with relatively slow dynamics (hours) [30].

From an energy efficiency standpoint, there are several questions that should

be answered concerning the deployment and operation of WMN. It is clear that in

order to follow the varying demand, it is not enough to consider that some mesh

BSs should be powered down. To have an effective energy management system, we

must address the question of which base stations to select, how to guarantee that

the requested QoS is maintained despite shutting down the equipment, how users

are reassigned after shut down and how the initial coverage and network topology

has an impact on energy savings and energy consumption.

Given that an appropriate network planning provides the basis for an effective

energy management operation, we now present the basic planning model introduced

in [31] and explain how that model is modified to obtain a general framework for

energy management.

The idea of the model is that, given a set of TP (Test Points) representing

aggregated points of demand and a set of possible BS sites decide where and what

type of equipment to locate while satisfying the TP demand and minimizing costs.

In more formal terms, let S be the set of the candidate sites (CS) to install routing

devices like MRs or MAPs, I the set of test points and N a special node representing

the Internet.

The network topology is defined by two binary parameters: aij that is equal to

1 if a BS in CS j covers the TP i and bjl equal to 1 if CS j and in CS l could

communicate through a wireless link. The traffic requested by TP i is denoted by

di.

Binary variables xij are used for the assignment of TP i to CS j, while zj are

installation variables related to CSj. Additional binary variables are wjN , that show
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if a MAP is installed in CS j, and yjl that define if there is a wireless link between

the two CSs j and l.

The integer variable fjl represents the traffic flow on wireless link (j, l) while fjN

is the flow from the MAP in CS j to the Internet.

Given the above parameters and variables we can summarize the mathematical

formulation as follows:

min
∑
j∈S

(cjzjt + pjwjN) (4.1)

s.t.
∑
j∈S

xij = 1 ∀i ∈ I, (4.2)

xij 6 zjaij ∀i ∈ I∀j ∈ S, (4.3)∑
l∈S

(flj − fjl) +

+
∑
i∈I

dixij = fjN ∀j ∈ S, (4.4)

flj − fjl 6 ujlyjl ∀j, l ∈ S, (4.5)∑
i∈I

dixij 6 vj ∀j ∈ S, (4.6)

fjN 6 MwjN ∀j ∈ S, (4.7)

yjl 6 zj, yjl 6 zl ∀j, l ∈ S, (4.8)

yjl 6 bjl ∀j, l ∈ S, (4.9)
li∑

h=l+1
x

ij
(i)
h

+ z
j

(i)
l

6 1 ∀l = 1, ..., Li − 1, ∀i ∈ I, (4.10)

xij, zj, yjl, wjN ∈ {0, 1} ∀i ∈ I, ∀j, l ∈ S. (4.11)

Objective function (4.1) accounts for the total cost of the network including

installation cost cj and costs pj related to the connection of a MAP to the wired

backbone. (4.2) forces each TP to be assigned to one active CS that covers it (see

(4.3)). (4.4) is a classical flow balance set of equations while (4.5),(4.6) and (4.7) are

sets of capacity constraints for, respectively, links, routers and gateways. A wireless

link between two nodes exists only if they are both active (4.8) and neighbour (4.9).

(4.10) imposes the assignment of a TP to the nearest active BS while (4.11) restricts

the decision variables to take binary values.
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Note that the above is an optimal planning formulation that does not take into

account the temporal variations of the demand nor the dynamics of the coverage

that are necessary in an efficient operational energy management scheme. Thus, to

create the energy management framework, the above model is modified as follows:

• The objective function changes to recreate an energy efficient objective.

• The main philosophy of the model changes as there are no longer Candidate

Sites but rather installed Base Stations at particular sites that could be put

down according to the variations in demand.

• A dynamic assignment of users to coverage areas is enforced.

• System parameters are modified to account for the temporal notion of the

operation.

• The decision variables reflect the fact that the equipment can be powered down

at particular instants of time.

• Constraints are added to relate the dynamic assignment with the state (on or

off) of the equipment.



Chapter 5

Optimized framework for energy
management

For simplicity, we first present a first optimal energy management model. Then,

we introduce variations to the model that take into account different energy related

elements that we want to study and that will be put into relevance in the analysis

of the results.

5.1 An optimal energy management model

The main idea of the model is to decide which elements of the network should be

turned off and at what instants of time so that energy consumption is minimized and

the demand is always satisfied. For this, the model must also convey the delicate

balance between operation dynamics and user coverage. We assume that the network

has been previously built, that Base Stations have been installed and that the site

of the TPs is known in advance. Therefore, we propose the following mathematical

notation.

Sets:

47
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I the set of TPs

T the set of time intervals

S the set of BS, being MRs or MAPs

G ⊆ S the subset of BS that are MAPs (gateways)

J
(i)
h the subset of BSs covering TP i ordered by

decreasing received power where h is the

index of position inside the set

Input parameters:

aij =

1 if the TP i is covered by BS j

0 otherwise

bjl =

1 if a wireless link between BSs j and l is possible
0 otherwise

hit =

1 if TP i is requesting traffic (dit > 0) at time t

0 otherwise
dit traffic request of TP i at time t,

ujl capacity of the link between BSs j and l,

vj access capacity BS j can offer to its TPs,

Li number of BS covering TP i

ξj power consumption of the device j ∈ S.

m capacity of Internet access of the MAP

Decision variables:

xijt =

1 if TP i is assigned to BS j at time t

0 otherwise

zjt =

1 if BS j is active at time t

0 otherwise
fjlt flow between BSs j and l at time t

fj0t flow from BS j to Node 0 at time t
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We now explain each element of the optimal energy management model (P1):

The objective function

∑
j∈S

∑
t∈T

zjtξj∆T (5.1)

We assume that the power consumption of our devices is constant during each

interval of time and equal to the previously defined ξj. Therefore, the energy con-

sumption of a given BS j is obtained by multiplying ξ by the activity time length and

the decision variable that indicates if the BS is active. The total energy consumption

is then obtained by summing up over all BS and all intervals of time considered.

The objective will be to minimize (5.1).

Assigment constraints

There are two type of assignment constraints. (5.2) imposes that at each time

interval every TP is assigned to a BS and (5.3) requires the BS assigned to be active

and to cover the given TP. These are important constraints in energy management

given that they relate a time-varying covering functionality with a time-varying BS

operation.

∑
j∈S

xijt = 1 ∀i ∈ I, ∀t ∈ T (5.2)

xijt 6 zjtaij ∀i ∈ I, ∀j ∈ S, ∀t ∈ T (5.3)

Flow conservation constraints

∑
l∈S

(fljt − fjlt) +

+
∑
i∈I

ditxijt = fj0t ∀j ∈ S, ∀t ∈ T (5.4)

(5.4) is the classical set of flow balance constraints. The first term represents the

difference between the ingoing and the outgoing traffic in the links among BSs that

can be of different type (MAPs or MR). The term (∑
i∈I ditxijt) is the traffic supply

of the device to its TPs. Finally, the last term fj0t represents the flow between the

MAPs and the Internet, considered as special node 0.
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Capacity constraints

There are several types of capacity constraints. Constraints (5.5) insure that

the capacity of each node is respected whereas (5.6) refer to the capactiy of the

link. (5.7), on the other hand, imply that the capacity of the Internet access of each

MAPs must be m.

∑
i∈I

ditxijt 6 vj ∀j ∈ S, ∀t ∈ T (5.5)

fljt + fjlt 6 ujlbjlzjt ∀j, l ∈ S, ∀t ∈ T (5.6)

fj0t 6 m ∀j ∈ G ⊆ S, ∀t ∈ T (5.7)

Best assignment constraints

li∑
h=l+1

x
iJ

(i)
h

t
+ z

J
(i)
l

t
6 1 ∀l = 1, ..., Li − 1,

∀i ∈ I, ∀t ∈ T (5.8)

This set of constraints forces every TP to be assigned to the best active device.

Binary constraints

Finally, we have the constraints that impose binary values to the decision vari-

ables.

xijt, zjt ∈ {0, 1} ∀i ∈ I, ∀j, l ∈ S, ∀t ∈ T (5.9)

Summarizing model P1 can be presented as follows:

min (5.1)

s.t. (5.2) to (5.9).

5.2 The covering-relaxed Problem

We have also developed some variants of the proposed model presented above,

not only to have a basis for comparison but also to be able to grasp some of the

particular features of the energy management situation.
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The covering-relaxed model P1 is obtained relaxing the assignment constraints

of P1. Let us focus on constraints (5.2):

∑
j∈S

xijt = 1 ∀i ∈ I, ∀t ∈ T

This set of constraints imposes that every TP must be assigned to one and only

one BS and, since (5.3) forces to assign a terminal to a device only if it is active and

it covers it, we can derive that each TP is assigned to, and subsequently covered by,

one active BS.

We want to restrict the application field of the covering constraints only to active

TPs and this will result in a lack of coverage of those terminals that are not active.

Thus, the previous sets of constraints (5.2 and 5.3) are relaxed and replaced by the

following:

∑
j∈S

xijt = hit ∀i ∈ I, ∀t ∈ T (5.10)

Then, P1 can be defined as follows:

min (5.1)

s.t. (5.4) to (5.10).

Since P1 is a relaxation of P1 its objective function will be a lower bound that

would be used in the analysis of the results presented in the next Section.

5.3 Additional problem variations

Two additional situations will be used for comparison purposes: one is the total

absence of traffic, in which no traffic is requested from any of the TPs (dit = 0 ∀i ∈

I, ∀t ∈ T ) and another one in which all TPs are active and demanding the

maximum amount of traffic (dit = 10Mbps ∀i ∈ I, ∀t ∈ T ). We call the first case

the no-traffic problem P10 and the second one, the f ull-traffic problem P1f .

The objective functions of these two cases will provide us with useful comparison

bounds that will be discussed in chapter 7.
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Chapter 6

Resolution approach

To test our models and extract the most relevant information we first created an

instance generator, then we produced a large set of instances that were optimized

using AMPL and CPLEX.

6.1 Instance generation

Generating feasible WMN instances is a delicate process since we need to use

network topologies that can represent possible network deployments provided during

the design phase. Thus, we developed an instance generator program (IG) in C++

that takes into account the following issues:

• the topology, the dimension of the area analyzed and the numbers of TPs and

BSs to place;

• the architecture, in particular the placement of all devices according to certain

controls;

• specific values of the technology used such as access capacity of the BSs, ca-

pacity of the wireless links, covering rays and so on;

• a random traffic profile with a different level of congestion for each time inter-

val.

Once IG is applied, the resulting instance must have:

• a random topology, according to certain constraints,
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• feasible assignments,

• realistic values.

The first item above refers to the fact that the topology and the architecture are

generated randomly inside a predetermined area. The second one refers to the fact

that each BS must be able to provide the TPs with the maximum traffic amount

possible and the third one refers to the technologically feasible values assigned to

the different input parameters. Moreover, specific controls are added to the random

generation to insure network feasibility.

6.2 Instance generator

6.2.1 Architecture of the application

The model presented in chapter 5 is linear and can be optimized with a linear

programming software like AMPL with the help of the CPLEX solver. We need

two logically different files to use AMPL: a file with the extension .mod, with the

declaration of all the parameters and variables, the description of the objective

functions and the list of the constraints the problem is subject to, and a file .dat

with the values of all the declared parameters. Starting from the aforementioned

mathematical programming model we can easily translate to AMPL programming

language building up the file .mod.

The issue is now to find realistic values for data. The trade off is between choosing

a network with an optimized design and using a randomly generated WMN. We’ve

chosen, as written in section 6.1, the second way to give an universal value to the

results of the optimization and also to let it be applicable to real existent networks.

For this reason we developed a software that at every run creates a WMN with

the features well explained before and writes its parameters’ values in a file .dat.

The rest of the section shows the main features of the IG software.

Analysing figure 6.1 we will discuss each step of the application using the coun-

ters, assigned to all of them, in round brackets. IG takes several input values, as

specified in subsection 6.1, the most important are the number of CSs and TPs
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(step 2). Then it first generates the CS set (step 3) according to a certain number

of controls (step 4), presented in 6.2.2, added to ensure the aforementioned features.

Then there is the choice of gateways (step 5) and in particular MAPs and MRs

are in a ratio of one to fourteen, so there is an access point every fifteen CSs. That

completes the procedure of creation CS (step 6).

While the TPs are generated one by one according to another series of constraint

(subsection 6.2.2) so we use an integer variable i initially set equal to one (step 7)

and then it is incremented (step 10) every time a TP is generated (step 8) keeping

to all the constraints (step 9).

After generating the desired number of TPs (step 11) IG generates a traffic profile

(step 12). The process of creation of the traffic matrix is discussed in section 5.3.

At this point the instance is created and IG has only to write the file energy.dat

related to the WMN generated.

6.2.2 Controls added to the random generation

As shown in figure 6.1, the application IG does not create a purely random WMN

but the network created is subject to this series of controls:

• control A (figure 6.1 - step 4)

– the Backbone network, the one formed by MRs and MAPs, must be totally

connected, that is to say that any given node can communicate throw

multi-hop links with all other nodes;

– every CS must have at least r neighbours;

– the distance between any two CSs must be greater than a value κ

• control B (figure 6.1 - step 9)

– every TP must be covered by at least s BSs;
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B

B

B

Figure 6.1: Simplified flow chart of the application Instance generator
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kind of WMN dimension (m) tps BS (MAPs)

small 1000 60 16(2)
medium 1500 130 40(3)

large 2500 240 64(5)

Table 6.1: Types of WMN used in our optimization analysis

– feasibility control1 , each CS can be the closer device for a restricted set

of TP of dimension Q = ω
v

where ω is the maximum value of traffic that

a MU can request and v is the access capacity (section 5.1)

We have also defined a minimum distance that must be kept between each couple

of CSs in order to create a more realistic network and to avoid cases with too close

devices.

6.3 Input assumptions and parameter values

All the optimization instances presented the following input values

• R1 = 450m, is the covering ray for the communications between MRs or MAPs;

• R2 = 250m, is the covering ray for the communications between a BS and the

terminals associated to it;

• vj = 40 Mbps, ∀j ∈ S, uij = 300 Mbps, ∀i, j ∈ S and m = 10 Gbps;

• ξj = 15W if j is a MR and 18W if j is a MAP.

Moreover, three different kinds of WMN were generated. Their features are

portrayed in Table 6.1. The first column refers to the name that will be used

throughout the analysis to identify the type of instance. The second corresponds to

the size of a square area. The third is the number of TPs available in the instance.

Finally, in the third column we have the number of installed BS (MR or MAPs),

the MAPs being identified in parenthesis.
1The reason why we insert this control is strictly related to constraint 5.8 that forces a TP to

be assigned to the nearest active CS. So we dimension our network in the worst case of all user
active and demanding for the maximum traffic.
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Chapter 7

Numerical results

7.1 Parameters of analysis

We have generated 150 instances for each kind of WMN presented in Table 6.1

and all the mean results over the 150 instances will be shown in Table 7.1. To

understand the table, we need to define some additional notation.

Let β be the consumption of a WMN when all BS are active; c the value of

objective function (5.1); α the percentage of savings when compared with the con-

sumption when all BS are active (α = 1 − c/β) and γ the total traffic requested by

all terminals .

By abuse of notation, we will also use the following subscript to refer to particular

values:

• t, the value at time interval t, (i.e. ct),

• f , the value in the full-traffic situation (i.e. cf ),

• 0, the value in the no-traffic situation (i.e. c0).

Also note that the underline will refer to the values associated to the covering-

relaxed model.

It is important to point out the difference between β and cf : the first is the

consumption of a WMN without optimization, that is, the sum of all the installed

BS consumption while the second is the consumption evaluated as the objective of

problem P1f , that is, the consumption in the optimized case when all TPs are active

and demand the maximum value of traffic. It is then clear that while β depends
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mean value of the parameters
small medium large

β (Wh) 5904 14616 23400
cf (Wh) 5875 13535 23171
c0 (Wh) 2751 6099 11845

Standard traffic
small medium large

γ (Mbps) 1501 3252 6012
c (Wh) 3222 6876 13627
c (Wh) 2883 6036 12283
α (%) 45.414 52.956 41.762
α (%) 51.157 58.699 47.505

θ (%) 0 0.755 2.448
θ (%) 0 1.777 4.737

Busy traffic
small medium large

γ (Mbps) 2461 5320 9843
c (Wh) 4140 8985 16946
c (Wh) 3866 8314 15915
α (%) 29.877 38.525 27.579
α (%) 34.511 43.116 31.984

θ (%) 0 0.565 1.834
θ (%) 0 1.739 3.771

Table 7.1: Numerical results of the optimization process

solely on the number of BS, regardless of their location, cf is related to the TP

demand and, therefore,depends on the network topology.

7.2 Energy performances

From Table 7.1 the first thing to point out is that the difference between β and

cf is very low, around 2% for the small instances, 7% for medium ones and 1% for

the large ones. This means that the instances are well generated and, in particular,

that the total number of BSs is realistic. There are no unnecessary devices installed
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Small WMN- Min/Average/Max values
Without Normal

optimization P1 P1
time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max
1 16 2 7 8,0 9 1 1,1 2 5 6,6 9 1 1,1 2
2 16 2 7 7,8 9 1 1,1 2 1 4.1 7 1 1,1 2
3 16 2 7 8,0 9 1 1,1 2 5 7,2 9 1 1,1 2
4 16 2 9 10,8 14 1 1,2 2 9 10,8 14 1 1,2 2
5 16 2 7 8,8 12 1 1,1 2 7 8,6 12 1 1,1 2
6 16 2 8 9,6 12 1 1,1 2 8 9,5 12 1 1,1 2
7 16 2 7 8,3 10 1 1,0 2 6 7,8 10 1 1,1 2
8 16 2 7 8,1 10 1 1,1 2 5 7,4 10 1 1,1 2

Without Busy
optimization P1 P1

time BS MAP BS MAP BS MAP
Min Av Max Min Av Max Min Av Max Min Av Max

1 16 2 7 8,4 10 1 1,1 2 5 7,3 9 1 1,1 2
2 16 2 6 7,7 9 1 1,1 2 1 4.2 7 1 1,1 2
3 16 2 8 9,2 11 1 1,1 2 5 8,5 11 1 1,1 2
4 16 2 15 15,9 16 1 1,9 2 15 15,9 16 1 1,9 2
5 16 2 9 12,6 15 1 1,4 2 9 12,5 15 1 1,4 2
6 16 2 12 14,9 16 1 1,8 2 12 14,9 16 1 1,8 2
7 16 2 8 11,0 14 1 1,2 2 8 10,8 14 1 1,2 2
8 16 2 8 9,7 13 1 1,1 2 6 9,3 13 1 1,1 2

Table 7.2: Number of active BSs for the small WMNs

but all are used to guarantee the activity of the networks in the hypotheses of all

terminals being active and generating the maximum amount of traffic (10 Mbps).

Looking at the optimization gap values θ and θ given in the Table, one can see

that for the small networks all solutions are optimal and that all gaps are under a

tolerance threshold of 5% even for medium and large networks, which implies that

these are problems that can be solved fairly well with direct optimization methods.

Regarding the value of α and α, that is, the mean energy gains obtained when

solving the main optimization problem or the covering relaxed problem, we can see

that, for the standard traffic we can easily reach 40% of savings whereas for the

heavy traffic the savings are closer to 30%. In all the cases, there is at least a 5%

difference in savings with the solution of the covering relaxed problem.
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Medium WMN- Min/Average/Max values
Without Normal

optimization P1 P1
time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max
1 40 3 14 17,3 19 1 1,1 3 11 13,9 17 1 1,1 3
2 40 3 14 17,1 19 1 1,1 3 5 8,7 12 1 1,4 3
3 40 3 15 17,5 19 1 1,1 3 13 15,1 18 1 1,1 3
4 40 3 20 23,1 27 1 1,4 3 20 23,1 27 1 1,4 3
5 40 3 17 19,0 22 1 1,2 3 16 18,1 21 1 1,1 3
6 40 3 18 20,7 25 1 1,3 3 18 20,4 25 1 1,2 3
7 40 3 16 18,1 21 1 1,1 3 14 16,7 19 1 1,1 3
8 40 3 15 17,7 20 1 1,1 3 13 15,7 20 1 1,2 3

Without Busy
optimization P1 P1

time BS MAP BS MAP BS MAP
Min Av Max Min Av Max Min Av Max Min Av Max

1 40 3 16 18,4 21 1 1,1 3 12 15,7 20 1 1,3 3
2 40 3 15 17,3 20 1 1,1 3 5 9,2 13 1 1,5 3
3 40 3 17 19,9 24 1 1,3 3 15 18,2 22 1 1,3 3
4 40 3 34 36,8 39 2 2,8 3 34 36,8 39 2 2,8 3
5 40 3 23 27,2 32 1 1,8 3 23 26,9 32 1 1,7 3
6 40 3 28 32,2 36 1 2,3 3 27 32,1 36 1 2,3 3
7 40 3 20 23,9 28 1 1,5 3 19 23,2 28 1 1,5 3
8 40 3 18 20,9 24 1 1,3 3 16 19,5 24 1 1,2 3

Table 7.3: Number of active BSs for the medium WMNs
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Large WMN- Min/Average/Max values
Without Normal

optimization P1 P1
time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max
1 64 5 33 35,1 38 1 2,4 5 25 29,9 34 1 2,6 5
2 64 5 32 34,6 38 1 2,2 5 13 20,3 28 1 2,8 5
3 64 5 33 35,4 40 1 2,5 5 28 31,7 37 1 2,6 5
4 64 5 40 43,9 49 1 2,9 5 40 43,8 49 1 3,0 5
5 64 5 32 37,4 42 1 2,7 5 32 36,3 42 1 2,6 5
6 64 5 36 40,2 44 1 2,7 5 36 39,7 44 1 2,6 5
7 64 5 33 36,2 40 1 2,6 5 31 34,1 38 1 2,7 5
8 64 5 32 35,5 39 1 2,5 5 29 32,5 36 1 2,5 5

Without Busy
optimization P1 P1

time BS MAP BS MAP BS MAP
Min Av Max Min Av Max Min Av Max Min Av Max

1 64 5 32 37,2 44 1 2,5 5 28 32,8 39 1 2,7 5
2 64 5 32 35,3 39 1 2,3 5 14 23,2 30 1 2,6 5
3 64 5 36 39,1 43 1 2,7 5 31 36,5 42 1 2,8 4
4 64 5 62 63,3 64 4 4,9 5 62 63,3 64 4 4,9 5
5 64 5 45 50,3 57 1 3,3 5 44 50,3 57 1 3,3 5
6 64 5 55 59,2 63 3 4,6 5 55 59,2 63 3 4,6 5
7 64 5 41 44,0 51 1 3,0 5 39 44,0 50 1 2,9 5
8 64 5 36 38,7 47 1 2,9 5 34 38,7 45 1 2,8 5

Table 7.4: Number of active BSs for the large WMNs
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A more detailed view of the energy management features and its relationships

with network topology can be appreciated by inspecting Tables 7.2, 7.3 and 7.4.

The Tables present the minimum, average and maximum number of base stations

and MAPs found for each interval of time, over the 150 instances that were run, for

normal and heavy traffic and for the three types of network sizes, respectively. In

the Tables we have bolded the results for which the upper bound (on the number

of BS or MAPs) is equal to the initial problem. We can see that, with respect to

the BS of the small network (see Table 7.2) only two instant of times (t = 4, 6) in

the busy case present the maximum number of BS up. Remarkably, in all the other

instances and cases, there is a considerable number of BSs shut down. For the large

network (Table 7.4), the situation occurs in just one interval, for (t = 4), also for

the busy case. However, for the medium size network (see Table 7.3),no interval

or case, among the 150 instances produced with different demand levels needed the

maximum number of base stations.

Moreover we can see that the minimum percentage of active BS reaches very

interesting values. For the small instances we have 43.75% of the maximum (7

stations over 16). For the medium instances we have 35% (14 stations over 40) for

normal traffic and 37.5% (15 over 40) for busy traffic. For the large instances we

get 50% (32 over 64) for both traffic profiles. We can also note that the maximum

values of active BSs are in almost all time intervals considerably lower in comparison

with the case without optimization. For example, among all the medium WMNs,

all the instances have in the first three intervals a maximum of 19 BS active over a

total number of 40.

This shows the power of optimizing the energy management.

With respect to the MAP, the opposite occurs: in almost all intervals and cases

the maximum number of MAPs is obtained, except for interval (t = 3) for the large

network, heavy traffic and covering relaxed problem in which a lower number of

MAPs were installed in the worst case.
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7.3 Network topology

To portray the network topologies found from the optimization model, we dis-

played an instance network for each size (figure 7.1 for the small, figure 7.2 for the

medium and figure 7.3 for the large).

Each figure is made up of 5 sub-figures displaying the same network in five

different cases:

(a) is the wireless distribution system with all BSs active (without having used the

optimization process)

(b), (c) represent the active BSs in the given WMN, after applying the optimization

model P1, at time intervals 2 and 4, that correspond, respectively, to low

demand and peak hours

(d), (e) represent the active BSs in the given WMN, after applying the relaxed

optimization model P1, at time intervals 2 and 4

These figures reinforce the considerations made in section 7.2. Figures (b) and

(c) give a visual impact of how many BSs we can switch off in the low traffic period

while guaranteeing the covering of all the TPs and keeping the connectivity for the

whole network. It can be seen that in the large network, shown in figure 7.3-b and

7.3-c, 36 (out of 64) BSs are active in the second time interval whereas 62 are active

for the fourth. It can also be appreciated that the topology presents more links in

the fourth than in the second interval but fewer links than the distribution system,

showing the difference it makes to optimize the energy consumption.

Comparing figures (b) and (d) we can see the additional energy saving that we

can achieve relaxing the covering constraints (problem P1). If we consider the peak

traffic periods in the two problems (figures (c) for P1 and (e) for P1) we can note

that the situation, concerning the number of active BSs, is almost the same: in fact

in heavy load conditions the covering constraints are shadowed by the capacity ones.
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7.4 Energy profiles

In Figures 7.4, 7.5 and 7.6 the mean consumption profiles per interval over all

the small, medium and large network instances, respectively, are provided. The

subfigures (a) represent the case for standard demand and (b) for busy demand.

In every one of those figures one can appreciate four different consumption levels:

that for the original problem P1, the full traffic problem P1f , the covering-relaxed

problem P1 as well as the no traffic one P10.

The full-traffic consumption, that is to say the energy necessary to feed the

WMN with all terminal active and demanding for the maximum value of traffic (γ),

is the upper bound for the consumption in all the cases. There are, however, two

lower bounds, the one derived by the relaxation of the covering constraint and the

one related to the absence of traffic. What is interesting is that these two bounds

appear at different intervals of time. For the cases with standard demand, the value

of the objective function of the covering-relaxed problem is the lower bound for

the first three and the last intervals, all of which present a traffic demand below

50%. The value of the energy objective for problem P10, which represents the case

in which there is absence of traffic, is, on the other hand, the lower bound for all

the other intervals. For the cases with busy demand, the covering-relaxed problem

will be the lower bound only for the first two intervals. In all cases, during the

intervals of normal operation, the covering-relaxed problem tended to produce the

same optimization result than the original case. This means that when the demand

is close to the nominal one, there is no gain in relaxing the covering constraints.

On the other hand, when the demand is low, relaxing that constraint can yield

important gains even when compared with the energy optimized problem.

In all the cases the optimization model produces significant energy savings with

respect to the full traffic problem. We also observe that the variance of those savings

is larger for the busier profiles.

The relationship in energy savings are clearer when the saving percentage α is

portrayed for each interval considered, such as in Figures 7.7, 7.8 and 7.9 where the

cases respectively for small, medium and large instances are presented. We can see
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that when comparing the original problem with the relaxation P1, the latter is an

upper bound on energy savings. We can also see in Figure 7.9 that the curves are

very close to the aforementioned bound.

The quite high values of α, with both traffic profiles, are a good measure of the

green impact this model could have if applied to a large scale of WMNs. Furthermore

Figure 7.9 shows that, as expected, the lower the traffic the higher is the percentage

of energy savings. In fact the highest values of α are in the night hours when most

of the TPs are inactive.

Even though during the low traffic periods (time intervals 1 and 2) we have

the maximum values of saving, we can note that in those time intervals α << α.

The reason is the guarantee of covering all the terminals (that is not present in the

relaxed problem) that forces to activate BSs even when there is no-traffic.

Our final results are portrayed in Figures 7.10, 7.11 and 7.12 that show the curve

of consumption versus different levels of traffic for the two different traffic profiles

in small, medium and large WMN. The consumption for zero traffic is given by c0

for P1 while it is zero for P1. We recall that for that case, the assignment of a BS

is assured only to active TP, thus, if there is no traffic, it means that all the TP

are inactive and consequently all the routers and gateways are switched off. We can

also note that the difference between P1 and P1 decreases while traffic increases till

becoming null at a point that represents a sort of saturation value of traffic. After

that there is a proportionality between traffic and consumption.



68 CHAPTER 7. NUMERICAL RESULTS

0 200 400 600 800 1000 1200

0
20

0
40

0
60

0
80

0
10

00
12

00

Small WMN − Standard profile

60 TP − 16 BS (2 MAP − 14 MR)
x axis

y 
ax

is

MU
MAP
MR

(a)

0 200 400 600 800 1000 1200

0
20

0
40

0
60

0
80

0
10

00
12

00

Small WMN − original problem (time interval 2)

Active BS: 8 (MAP: 1  MR: 7)
x axis

y 
ax

is

MU
MAP
MR

(b)

0 200 400 600 800 1000 1200

0
20

0
40

0
60

0
80

0
10

00
12

00

Small WMN − original problem (time interval 4)

Active BS: 10 (MAP: 2  MR: 8)
x axis

y 
ax

is

MU
MAP
MR

(c)

0 200 400 600 800 1000 1200

0
20

0
40

0
60

0
80

0
10

00
12

00

Small WMN − covering−relaxed problem − (time interval 2)

Active BS: 5 (MAP: 1  MR: 4)
x axis

y 
ax

is

MU
MAP
MR

(d)

0 200 400 600 800 1000 1200

0
20

0
40

0
60

0
80

0
10

00
12

00

Small WMN − covering−relaxed problem − (time interval 4)

Active BS: 10 (MAP: 2  MR: 8)
x axis

y 
ax

is

MU
MAP
MR

(e)

Figure 7.1: An example of a small WMN represented first with all active devices(a),
then in four different cases
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Figure 7.2: An example of a medium WMN represented first with all active de-
vices(a), then in four different cases
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Figure 7.3: An example of a large WMN represented first with all active devices
(a), then in four different cases
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Figure 7.4: Average values of energy consumption for 150 small WMNs with both
traffic profiles: (a) standard and (b) busy



72 CHAPTER 7. NUMERICAL RESULTS

0 5 10 15 20

0
50

0
10

00
15

00
20

00

hours

c(
W

h)

original problem
relaxation
full−traffic
no−traffic

(a)

0 5 10 15 20

0
50

0
10

00
15

00
20

00

hours

c(
W

h)

original problem
relaxation
full−traffic
no−traffic

(b)

Figure 7.5: Average values of energy consumption for 150 medium WMNs with both
traffic profiles: (a) standard and (b) busy
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Figure 7.6: Average values of energy consumption for 150 large WMNs with both
traffic profiles: (a) standard and (b) busy
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Figure 7.7: The percentage of energy saved in 150 small WMNs with both traffic
profiles: (a) standard and (b) busy
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Figure 7.8: The percentage of energy saved in 150 medium WMNs with both traffic
profiles: (a) standard and (b) busy
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Figure 7.9: The percentage of energy saved in 150 large WMNs with both traffic
profiles: (a) standard and (b) busy
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Figure 7.10: The curve of consumption according to traffic for 150 small WMNs
with both traffic profiles: (a) standard and (b) busy
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Figure 7.11: The curve of consumption according to traffic for 150 medium WMNs
with both traffic profiles: (a) standard and (b) busy
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Figure 7.12: The curve of consumption according to traffic for 150 large WMNs with
both traffic profiles: (a) standard and (b) busy
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Chapter 8

Conclusions

In this thesis we presented a model for energy savings that takes advantage of

the flexibility of WMN and of a careful management of BS operation. We created an

instance generator and prepared a substantial set of instances to evaluate the model

and compare them with other modelling variations. The modelling framework was

not designed for instantaneous traffic variations or for considering RF management

features such as AMC or cognition, but rather to provide some insights on the poten-

tial energy achievements provided by the combination of mesh networks flexibility

and BS’s energy management operation.

We found that, as expected, great energy savings can be achieved while guar-

anteeing the smooth operation of the wireless network. We also found that greater

savings can be achieved by relaxing the all-over covering constraints by carefully re-

assigning only the active traffic points to the most appropriate active base stations.

We were able to assess, through a systematic study, that the amount of savings pro-

duced by using an optimal energy management scheme such as the one proposed,

runs around 40% for normal conditions, and 30% for heavy traffic conditions. The

relaxation of the covering constraint producing at least 5% more savings.

In conclusion, combining the flexibility of Mesh networks with the optimization

of the energy management can produce networks that work in their required QoS

range but with a significant power saving with respect to their current operation.
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Appendix A

Paper accepted by Springer
MONET journal

Our research work produced, as well as this thesis, a paper named Energy savings

in wireless mesh networks in a time-variable context written by the author of this

thesis, Filippo Malandra, in cooperation with professor Antonio Capone, Politecnico

di Milano, and professor Brunilde Sansó, Ecole Polytechnique de Montreal.

The aforementioned paper has been submitted to Springer Mobile Networks and

applications (MONET) journal and finally accepted thanks to the very positive

feedbacks by the reviewers, chosen by Springer for the evaluation. It is expected to

be published in the following months.

Here follows the latest submitted version of the article.
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Energy savings in Wireless Mesh Networks in a time-variable context

Antonio Capone · Filippo Malandra · Brunilde Sansò

Abstract Energy consumption of communication systems
is becoming a fundamental issue and, among all the sectors,
wireless access networks are largely responsible for the in-
crease in consumption. In addition to the access segment,
wireless technologies are also gaining popularity for the back-
haul infrastructure of cellular systems mainly due to their
cost and easy deployment. In this context, Wireless Mesh
Networks (WMN) are commonly considered the most suit-
able architecture because of their versatility that allows flexi-
ble configurations. In this paper we combine the flexibility of
WMN with the need for energy consumption reduction by
presenting an optimization framework for network manage-
ment that takes into account the trade off between the net-
work energy needs and the daily variations of the demand. A
resolution approach and a thorough discussion on the details
related to WMN energy management are also presented.

1 Introduction

Green Networking consists of a rethinking of the way net-
works are built and operated so that not only costs and per-
formance are taken into account but also their energy con-
sumption and carbon footprint. It is quickly becoming one
of the major principles in the world of networking, given the
exponential grow of Internet traffic that is pushing huge in-
vestments around the world for increasing communication
infrastructures in the coming years. In fact, the Information
and Communication Technology (ICT) sector is said to be
responsible for 2% to 2.5 % of the GHG annual emission [1,
2,3] as it generates around 0.53Gt (billion tonnes) of car-
bon dioxide equivalent (CO2e). This amount is expected to
increase to 1.43GtCO2e in 2020 (data from [4]).

Among Internet related networking equipment, it is the
access the one with the major impact in energy expenditures.
It has been estimated that access networks consume around

A. Capone and F. Malandra
Politecnico di Milano, Piazza Leonardo da Vinci, 32, Milano, Italy

B. Sansò
Ecole Polytechnique de Montreal, 2900, boul Edouard-Montpetit,
Montreal, Canada.

70 % of overall telecommunications network energy expen-
ditures and this percentage is expected to grow in the next
decade [5,6]. An important part of the energy consumption
is given by the wireless part of the access and it has been
estimated that the base stations represent 80% of the to-
tal wireless consumption [7]. It follows that being able to
minimize base station consumption represents an important
green networking objective.

An increasingly popular type of wireless access are the
so-called Wireless Mesh Networks (WMNs) [8] that provide
wireless connectivity through much cheaper and more flexible
backhaul infrastructure compared with wired solutions. The
nodes of these dynamically self-organized and self-configured
networks create a changing topology and keep a mesh con-
nectivity to offer Internet access to the users. Obviously, the
use of wireless technologies also for backhauling can poten-
tially make the issue of energy performance even more severe
if appropriate energy saving strategies are not adopted.

As a matter of fact, the resources of Wireless Access Net-
works are, for long periods of time, underemployed, since
only a few percentage of the installed capacity of the Base
Stations (BS) is effectively used and this results in high en-
ergy waste [9,10]. In WMNs also, network devices are active
both in busy hours and in idle periods. This means that the
energetic consumption does not decrease when the traffic is
low and that it would be possible to save large amounts of
energy just by switching off unnecessary network elements.

The focus of our work is to combine the versatility of
Wireless Mesh Networks with the need of optimizing energy
consumption by getting advantage of the low demand peri-
ods and the dynamic reconfigurations that are possible in
WMNs. We propose to minimize the energy in a time vary-
ing context by selecting dynamically a subset of mesh BSs
to switch on considering coverage issues of the service area,
traffic routing, as well as capacity limitations both on the
access segment and the wireless backhaul links. To reach our
objective, we provide an optimization framework based on
mathematical programming that considers traffic demands
for a set of time intervals and manages the energy consump-
tion of the network with the goal of making it proportional
to the load.
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Energy management in wireless access networks have been
considered very recently in a few previous articles [9,11,2,12,
13,14,1] (see Section 2 for a detailed review of the state of the
art). In this paper, we present a novel approach for the dy-
namic energy management of WMNs that provides several
novel contributions:

– We consider not only the access segment but also the
wireless backhaul of wireless access networks;

– We combine together the issue of wireless coverage, for
the access segment, and the routing, for the backhaul
network, and optimize them jointly;

– We explicitly include traffic variations over a set of time
intervals and show how it is possible to have energy con-
sumption following these variations;

– We provide a rigorous mathematical modeling of the en-
ergy minimization problem based on Mixed Integer Lin-
ear Programming (MILP), and solve it to the optimum.

The paper has been structured as follows. After a brief
survey of the literature concerning general and wireless Green
Networking in ICT in Section 2 we present the system model
and preliminary descriptions in Section 3. The optimized
modeling approach for system management is introduced in
Section4. The resolution approach and a thorough results
analysis are presented in Section 5. Section 7 concludes the
paper.

2 Related work

The problem of energy consumption of communication
networks and the main technical challenges to reduce it have
been presented in the seminal work by Gupta and Singh [15].
Several proposals to reduce networks foot print as well as en-
ergy consumption have appeared in the last few years, con-
sidering both wireless and wired networks [16,17,18,19,20,
21,3,22].

Good overviews of the research on green networking and
methodological classifications are given in [23,24] where dif-
ferent methods adopted in the literature for both wired and
wireless networks are surveyed.

In what follows, we focus on wireless networks only.
The literature in wireless device energy optimization is

quite large, given the limitation of the battery and the nat-
ural restrictions of the wireless medium. In fact, energy con-
sumption has always been a concern for wireless engineering
given the mobility of users that require portability, which
makes coverage and battery life issues a true challenge. There
is, indeed, a large body of work on energy-efficiency for de-
vices and protocols for cellular, WLAN and cellular systems
(see [25], for an excellent survey). However, the interest for
energy optimization of the wireless infrastructure has only
picked up in recent years given the explosion in Internet wire-
less applications.

There has been some work to compare wireless and wire-
line infrastructure consumption. For instance, let us men-
tion [15] where the energy cost (Wh/Byte) for a transmission
over the Internet was compared to the cost of the same trans-
mission in a wireless context (for instance Wi-Fi 802.11b).

Wireless resulted more efficient by a small factor with om-
nidirectional antenna and it was found that the factor could
be improved using directive antennas.

Our main concern, however, is wireless network manage-
ment for which we have found articles that deal either with
Wireless Local Area Networks (WLANs) or with traditional
cellular access networks.

In WLANs, we mention the work of [10] that presented
strategies based on the resource on-demand (RoD) concept.
[9] proposed an analytical model to assess the effectiveness
of RoD strategies and [11] shows management strategies for
energy savings in solar powered 802.11 wireless MESH net-
works.

Concerning cellular access networks, [2] considered the
possibility of switching off some nodes but without consid-
ering traffic variations, which can produce substantial sav-
ings given that cellular systems are generally dimensioned
for peak traffic conditions. [13], on the other hand, studied
deterministic traffic variations to characterize energy savings
and showed that they can be around 25 - 30% for different
types of regular cell topologies. Another energy management
study is provided by [12] where it is shown that the on-off
strategy for UMTS BS is feasible in urban areas. [14] con-
sidered a random traffic distribution and dynamically mini-
mized the number of active BSs to meet the traffic variations
in both space and time and [1] presented an optimization
approach for dynamically managing the energy consumption.

The differences of our work with the papers mentioned
above is that the later deal exclusively with access networks
while our goal is to manage the energy consumption of WMNs
that use the wireless medium not only for the access segment
but also for the backbone. The presence of the wireless back-
bone forces us to consider the routing of traffic from base
stations (or mesh access points) to the mesh gateways (in-
terconnecting the WMN to the wired network). This issue,
in addition to the coverage aspects of the service area typical
of the access segment, makes the problem of energy manage-
ment in WMNs a combination of the problems considered so
far for wired and wireless networks. To the best of our knowl-
edge, this is the first paper proposing a network management
framework aimed at optimizing the energy consumption of
WMNs.

3 System model and problem description

In this Section, we first present the physical and techno-
logical features of the system. Next, we describe the details
of the traffic scenarios that will be essential to understanding
the modeling issues. Finally we present the model that will
be used as the basis for the energy efficient formulation and
introduce the general approach to WMN energy manage-
ment.

3.1 Description of the system

The WMN architecture such as the one presented in
Figure 1 is made up of fixed and mobile elements, namely
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MU
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Figure 1: Architecture of the network analyzed

Mesh Routers (MR) and Mesh Users (MU). MRs could
have different functions and features building up a variety of
structures and architectures. A restricted part of the set of
routers is used as gateway to other larger networks, typically
the Internet. In particular, the so called Mesh Access Points
(MAP) can communicate with the other routers with a radio
communication channel and also have a fixed connection to
the Internet. In what follows, the term Base Station (BS) will
be used as a general term to design either MAPs or MRs.
In our networks’ distribution system MRs and MAPs com-
municate through a dedicated wireless channel, each MU is
connected to the nearest active base station and, through
multi hop communications, to the Internet.

The devices are all equipped with multiple network inter-
faces, so we can infer that the traffic in a given link does not
affect closer links. The interference is not totally removed but
it can be minimized installing directive antennas and adopt-
ing a smart frequency assignment algorithm as suggested in
[26]. So every link between two base stations has a fixed bidi-
rectional capacity. We also assume that this capacity does not
depend on the distance and that a wireless link is possible
between two MRs only if they have a distance to each other
lower than a value called covering ray.

Even if the modelling approach proposed is general and
can be used with any wireless technology, we have focused
our analysis on WiFi WMNs. The technology used among
routing devices is assumed to be Wi-Fi 802.11/n with a nom-
inal capacity of 450 Mbps and a covering ray of 450 metres.
Concerning the communication between users and BSs, we
suppose that the access technology is Wi-Fi 802.11/g with
54 Mbps. This access capacity has to be shared among all
the MUs assigned to a given BS. A MU can be assigned to
a MR if and only if it is inside a circular cell with the center
at the BS and a ray of 250 metres. Note that the difference
between the two mentioned rays is due to the use of directive
antennas which allow to double the covering distance.

Also assumed is a certain percentage of losses derived
from the protocol OH that reduce the effective link capac-
ities. The details on this issue will be given in subsection
6.

index t Starting ending duration (h) pt

1 0 3 3 0.35
2 3 6 3 0.1
3 6 9 3 0.45
4 9 12 3 1
5 12 15 3 0.7
6 15 18 3 0.85
7 18 21 3 0.6
8 21 24 3 0.5

Table 1: Day division in time intervals and related level of
congestion

3.2 Traffic profiles

In [27] and [28] the characteristics of the traffic in Wire-
less Access Networks have been analyzed and it is shown
how the traffic during the day can be divided into intervals
of equal length that we define ∆T . Since we want to optimize
the energy consumption during the day in such a way as to
make the consumption follow the demand as much as possi-
ble, it is important to assume a realistic traffic profile. For
that, we have divided the day into eight intervals of three
hours and have assigned a probability pt of test points re-
questing demand in each interval t that follows the traffic
characteristics presented in [28] and [27]. The results are
presented in Table 1.

Moreover we used two different traffic profiles:

– standard, with traffic randomly generated in the interval
from 1 to 10 Mbps

– busy, with a traffic request that varies between 8 and 10
Mbps.

3.3 A general approach to WMN energy management

The general problem we are considering aims at manag-
ing network devices in order to save energy when some of
the network resources, namely BSs and the links connecting
them, are not necessary and can be switched off. Even if the
specific implementation issues are out of the scope of this
work, it is easy to see that an energy management strategy
like the one we propose can be integrated with no difficulty
in the network management platforms that are commonly
adopted for carrier grade WMNs and that allow the central-
ized and remote control of all devices and the change of their
configuration with relatively slow dynamics (hours) [29].

From an energy efficiency standpoint, there are several
questions that should be answered concerning the deploy-
ment and operation of WMN. It is clear that in order to
follow the varying demand, it is not enough to consider that
some mesh BSs should be powered down. To have an effec-
tive energy management system, we must address the ques-
tion of which base stations to select, how to guarantee that
the requested QoS is maintained despite shutting down the
equipment, how users are reassigned after shut down and how
the initial coverage and network topology has an impact on
energy savings and energy consumption.
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Given that an appropriate network planning provides the
basis for an effective energy management operation, we now
present the basic planning model introduced in [30] and ex-
plain how that model is modified to obtain a general frame-
work for energy management.

The idea of the model is that, given a set of TP (Test
Points) representing aggregated points of demand and a set
of possible BS sites decide where and what type of equipment
to locate while satisfying the TP demand and minimizing
costs. In more formal terms, let S be the set of the candidate
sites (CS) to install routing devices like MRs or MAPs, I
the set of test points and N a special node representing the
Internet.

The network topology is defined by two binary parame-
ters: aij that is equal to 1 if a BS in CS j covers the TP
i and bjl equal to 1 if CS j and in CS l could communi-
cate through a wireless link. The traffic requested by TP i
is denoted by di.

Binary variables xij are used for the assignment of TP i

to CS j, while zj are installation variables related to CSj.
Additional binary variables are wjN , that show if a MAP
is installed in CS j, and yjl that define if there is a wireless
link between the two CSs j and l.

The integer variable fjl represents the traffic flow on wire-
less link (j, l) while fjN is the flow from the MAP in CS j

to the Internet.
Given the above parameters and variables we can sum-

marize the mathematical formulation as follows:

min
∑
j∈S

(cjzjt + pjwjN ) (1)

s.t.
∑
j∈S

xij = 1 ∀i ∈ I, (2)

xij 6 zjaij ∀i ∈ I∀j ∈ S, (3)∑
l∈S

(flj − fjl) +

+
∑
i∈I

dixij = fjN ∀j ∈ S, (4)

flj − fjl 6 ujlyjl ∀j, l ∈ S, (5)∑
i∈I

dixij 6 vj ∀j ∈ S, (6)

fjN 6 MwjN ∀j ∈ S, (7)
yjl 6 zj , yjl 6 zl ∀j, l ∈ S, (8)
yjl 6 bjl ∀j, l ∈ S, (9)

li∑
h=l+1

x
ij

(i)
h

+ z
j

(i)
l

6 1 ∀l = 1, ..., Li − 1, ∀i ∈ I, (10)

xij , zj , yjl, wjN ∈ {0, 1} ∀i ∈ I, ∀j, l ∈ S. (11)

Objective function (1) accounts for the total cost of the
network including installation cost cj and costs pj related to
the connection of a MAP to the wired backbone. (2) forces
each TP to be assigned to one active CS that covers it (see
(3)). (4) is a classical flow balance set of equations while
(5),(6) and (7) are sets of capacity constraints for, respec-
tively, links, routers and gateways. A wireless link between

two nodes exists only if they are both active (8) and neigh-
bour (9). (10) imposes the assignment of a TP to the nearest
active BS while (11) restricts the decision variables to take
binary values.

Note that the above is an optimal planning formulation
that does not take into account the temporal variations of the
demand nor the dynamics of the coverage that are necessary
in an efficient operational energy management scheme. Thus,
to create the energy management framework, the above model
is modified as follows:

– The objective function changes to recreate an energy ef-
ficient objective.

– The main philosophy of the model changes as there are no
longer Candidate Sites but rather installed Base Stations
at particular sites that could be put down according to
the variations in demand.

– A dynamic assignment of users to coverage areas is en-
forced.

– System parameters are modified to account for the tem-
poral notion of the operation.

– The decision variables reflect the fact that the equipment
can be powered down at particular instants of time.

– Constraints are added to relate the dynamic assignment
with the state (on or off) of the equipment.

4 Optimized framework for energy management

For simplicity, we first present a first optimal energy man-
agement model. Then, we introduce variations to the model
that take into account different energy related elements that
we want to study and that will be put into relevance in the
analysis of the results.

4.1 An optimal energy management model

The main idea of the model is to decide which elements of
the network should be turned off and at what instants of time
so that energy consumption is minimized and the demand is
always satisfied. For this, the model must also convey the
delicate balance between operation dynamics and user cov-
erage. We assume that the network has been previously built,
that Base Stations have been installed and that the site of
the TPs is known in advance. Therefore, we propose the fol-
lowing mathematical notation.

Sets:

I the set of TPs
T the set of time intervals
S the set of BS, being MRs or MAPs

G ⊆ S the subset of BS that are MAPs (gateways)

J
(i)
h the subset of BSs covering TP i ordered by

decreasing received power where h is the
index of position inside the set

Input parameters:
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aij =

{
1 if the TP i is covered by BS j

0 otherwise

bjl =

{
1 if a wireless link between BSs j and l is possible
0 otherwise

hit =

{
1 if TP i is requesting traffic (dit > 0) at time t

0 otherwise

dit traffic request of TP i at time t,
ujl capacity of the link between BSs j and l,
vj access capacity BS j can offer to its TPs,
Li number of BS covering TP i

ξj power consumption of the device j ∈ S.
m capacity of Internet access of the MAP

Decision variables:

xijt =

{
1 if TP i is assigned to BS j at time t

0 otherwise

zjt =

{
1 if BS j is active at time t

0 otherwise

fjlt flow between BSs j and l at time t

fj0t flow from BS j to Node 0 at time t

We now explain each element of the optimal energy man-
agement model (P1):
The objective function

∑
j∈S

∑
t∈T

zjtξj∆T (12)

We assume that the power consumption of our devices
is constant during each interval of time and equal to the
previously defined ξj . Therefore, the energy consumption of
a given BS j is obtained by multiplying ξ by the activity time
length and the decision variable that indicates if the BS is
active. The total energy consumption is then obtained by
summing up over all BS and all intervals of time considered.
The objective will be to minimize (12).
Assigment constraints

There are two type of assignment constraints. (13) im-
poses that at each time interval every TP is assigned to
a BS and (14) requires the BS assigned to be active and
to cover the given TP. These are important constraints in
energy management given that they relate a time-varying
covering functionality with a time-varying BS operation.

∑
j∈S

xijt = 1 ∀i ∈ I, ∀t ∈ T (13)

xijt 6 zjtaij ∀i ∈ I, ∀j ∈ S, ∀t ∈ T (14)

Flow conservation constraints

∑
l∈S

(fljt − fjlt) +

+
∑
i∈I

ditxijt = fj0t ∀j ∈ S, ∀t ∈ T (15)

(15) is the classical set of flow balance constraints. The
first term represents the difference between the ingoing and
the outgoing traffic in the links among BSs that can be of
different type (MAPs or MR). The term

(∑
i∈I ditxijt

)
is

the traffic supply of the device to its TPs. Finally, the last
term fj0t represents the flow between the MAPs and the
Internet, considered as special node 0.
Capacity constraints

There are several types of capacity constraints. Constraints
(16) insure that the capacity of each node is respected whereas
(17) refer to the capactiy of the link. (18), on the other hand,
imply that the capacity of the Internet access of each MAPs
must be m.

∑
i∈I

ditxijt 6 vj ∀j ∈ S, ∀t ∈ T (16)

fljt + fjlt 6 ujlbjlzjt ∀j, l ∈ S, ∀t ∈ T (17)
fj0t 6 m ∀j ∈ G ⊆ S, ∀t ∈ T (18)

Best assignment constraints

li∑
h=l+1

x
iJ

(i)
h

t
+ z

J
(i)
l

t
6 1 ∀l = 1, ..., Li − 1,

∀i ∈ I, ∀t ∈ T (19)

This set of constraints forces every TP to be assigned to
the best active device.
Binary constraints

Finally, we have the constraints that impose binary values
to the decision variables.

xijt, zjt ∈ {0, 1} ∀i ∈ I, ∀j, l ∈ S, ∀t ∈ T (20)

Summarizing model P1 can be presented as follows:

min (12)
s.t. (13) to (20).

4.2 The covering-relaxed Problem

We have also developed some variants of the proposed
model presented above, not only to have a basis for com-
parison but also to be able to grasp some of the particular
features of the energy management situation.

The covering-relaxed model P1 is obtained by relaxing
the assignment constraints of P1. Let us focus on constraints
(13):

∑
j∈S

xijt = 1 ∀i ∈ I, ∀t ∈ T
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This set of constraints imposes that every TP must be
assigned to one and only one BS and, since (14) forces to
assign a terminal to a device only if it is active and it covers it,
we can derive that each TP is assigned to, and subsequently
covered by, one active BS.

We want to restrict the application field of the covering
constraints only to active TPs and this will result in a lack
of coverage of those terminals that are not active. Thus, the
previous sets of constraints (13 and 14) are relaxed and re-
placed by the following:

∑
j∈S

xijt = hit ∀i ∈ I, ∀t ∈ T (21)

Then, P1 can be defined as follows:

min (12)
s.t. (15) to (21).

Since P1 is a relaxation of P1 its objective function will
be a lower bound that would be used in the analysis of the
results presented in the next Section.

4.3 Additional problem variations

Two additional situations will be used for comparison
purposes: one is the total absence of traffic, in which no traf-
fic is requested from any of the TPs (dit = 0 ∀i ∈ I, ∀t ∈ T )
and another one in which all TPs are active and demanding
the maximum amount of traffic (dit = 10Mbps ∀i ∈ I, ∀t ∈
T ). We call the first case the no-traffic problem P10 and the
second one, the full-traffic problem P1f .

The objective functions of these two cases will provide us
with useful comparison bounds that will be discussed in the
results Sections.

5 Resolution approach and results analysis

To test our models and extract the most relevant informa-
tion we first created an instance generator, then we produced
a large set of instances that were optimized using AMPL and
CPLEX. Followed the comparative results for the four vari-
ations of the problem.

5.1 Instance generation

Generating feasible WMN instances is a delicate process
since we need to use network topologies that can represent
possible network deployments provided during the design
phase. Thus, we developed an instance generator program
(IG) in C++ that takes into account the following issues:

– the topology, the dimension of the area analyzed and the
numbers of TPs and BSs to place;

– the architecture, in particular the placement of all devices
according to certain controls;

WMN size dimension (m) tps BS (MAPs)

small 1000 60 16(2)
medium 1500 130 40(3)

large 2500 240 64(5)

Table 2: Types of WMN used in our optimization analysis

– specific values of the technology used such as access ca-
pacity of the BSs, capacity of the wireless links, covering
rays and so on;

– a random traffic profile with a different level of congestion
for each time interval.

Once IG is applied, the resulting instance must have:

– a random topology, according to certain constraints,
– feasible assignments,
– realistic values.

The first item above refers to the fact that the topol-
ogy and the architecture are generated randomly inside a
predetermined area. The second one refers to the fact that
each BS must be able to provide the TPs with the maxi-
mum traffic amount possible and the third one refers to the
technologically feasible values assigned to the different in-
put parameters. Moreover, specific controls are added to the
random generation to insure network feasibility.

6 Input assumptions and parameter values

All the optimization instances presented the following in-
put values

– R1 = 450m, is the covering ray for the communications
between MRs or MAPs;

– R2 = 250m, is the covering ray for the communications
between a BS and the terminals associated to it;

– vj = 40 Mbps, ∀j ∈ S, uij = 300 Mbps, ∀i, j ∈ S and
m = 10 Gbps;

– ξj = 15W if j is a MR and 18W if j is a MAP.

Moreover, three different kinds of WMN were generated.
Their features are portrayed in Table 2. The first column
refers to the name that will be used throughout the analysis
to identify the type of instance. The second corresponds to
the size of a square area. The third is the number of TPs
available in the instance. Finally, in the third column we have
the number of installed BS (MR or MAPs), the MAPs
being identified in parenthesis.

We have generated 150 instances for each kind of WMN
presented in Table 2 and all the mean results over the 150
instances will be shown in Table 3. To understand the table,
we need to define some additional notation.

Let β be the consumption of a WMN when all BS are ac-
tive; c be the value of objective function (12); α the percent-
age of savings when compared with the consumption when all
BS are active (α = 1 − c/β) and γ the total traffic requested
by all terminals .

By abuse of notation, we will also use the following sub-
script to refer to particular values:
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mean value of the parameters

small medium large

β (Wh) 5904 14616 23400
cf (Wh) 5875 13535 23171
c0 (Wh) 2751 6099 11845

Standard traffic

small medium large

γ (Mbps) 1501 3252 6012
c (Wh) 3222 6876 13627
c (Wh) 2883 6036 12283
α (%) 45.414 52.956 41.762
α (%) 51.157 58.699 47.505

θ (%) 0 0.755 2.448
θ (%) 0 1.777 4.737

Busy traffic

small medium large

γ (Mbps) 2461 5320 9843
c (Wh) 4140 8985 16946
c (Wh) 3866 8314 15915
α (%) 29.877 38.525 27.579
α (%) 34.511 43.116 31.984

θ (%) 0 0.565 1.834
θ (%) 0 1.739 3.771

Table 3: Numerical results of the optimization process

– t, the value at time interval t, (i.e. ct),
– f , the value in the full-traffic situation (i.e. cf ),
– 0, the value in the no-traffic situation (i.e. c0).

Also note that the underline will refer to the values asso-
ciated to the covering-relaxed model.

It is important to point out the difference between β and
cf : the first is the consumption of a WMN without opti-
mization, that is, the sum of all the installed BS consump-
tion while the second is the consumption evaluated as the
objective of problem P1f , that is, the consumption in the
optimized case when all TPs are active and demand the max-
imum value of traffic. It is then clear that while β depends
solely on the number of BS, regardless of their location, cf

is related to the TP demand and, therefore,depends on the
network topology.

6.1 Energy performance and network topology

From Table 3 the first thing to point out is that the dif-
ference between β and cf is very low, around 2% for the
small instances, 7% for medium ones and 1% for the large
ones. This means that the instances are well generated and,
in particular, that the total number of BSs is realistic. There
are no unnecessary devices installed but all are used to guar-
antee the activity of the networks in the hypotheses of all
terminals being active and generating the maximum amount
of traffic (10 Mbps).

Looking at the optimization gap values θ and θ given
in the Table, one can see that for the small networks all
solutions are optimal and that all gaps are under a tolerance

0 500 1000 1500 2000 2500 3000

0
50

0
10

00
15

00
20

00
25

00
30

00

Big WMN − Busy profile

240 TP − 64 BS (5 MAP − 59 MR)
x axis

y 
ax

is

MU
MAP
MR

(a)

0 500 1000 1500 2000 2500 3000

0
50

0
10

00
15

00
20

00
25

00
30

00

Big WMN − original problem (time interval 2)

Active BS: 36 (MAP: 3  MR: 33)
x axis

y 
ax

is
MU
MAP
MR

(b)

0 500 1000 1500 2000 2500 3000

0
50

0
10

00
15

00
20

00
25

00
30

00

Big WMN − original problem (time interval 4)

Active BS: 62 (MAP: 5  MR: 57)
x axis

y 
ax

is

MU
MAP
MR

(c)

Figure 2: An example of a large WMN represented first with
all active devices, then in two different time intervals
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threshold of 5% even for medium and large networks, which
implies that these are problems that can be solved fairly well
with direct optimization methods.

Regarding the value of α and α, that is, the mean energy
gains obtained when solving the main optimization problem
or the covering relaxed problem, we can see that, for the
standard traffic we can easily reach 40% of savings whereas
for the heavy traffic the savings are closer to 30%. In all the
cases, there is at least a 5% difference in savings with the
solution of the covering relaxed problem.

To portray the network topologies found from the opti-
mization model, we displayed, in Figure 2, a large instance
WMN for three different cases. The first (figure 2-a) corre-
sponds to the wireless distribution system with all BSs active
(without having used the optimization process). The second
and third cases (see figures 2-b and 2-c) represent the active
BSs after applying the optimization model for time inter-
vals 2 and 4, that correspond, respectively, to low demand
and peak hours. These figures give a visual impact of how
many BSs we can switch off in the low traffic period while
guaranteeing the covering of all the TPs and keeping the con-
nectivity for the whole network. It can be seen that 36 (out
of 64) BSs are active in the second time interval whereas 62
are active for the fourth. It can also be appreciated that the
topology presents more links in the fourth than in the second
interval but fewer links than the distribution system, showing
the difference it makes to optimize the energy consumption.

A more detailed view of the energy management features
and its relationships with network topology can be appreci-
ated by inspecting Tables 4, 5 and 6. The Tables present the
minimum, average and maximum number of base stations
and MAPs found for each interval of time, over the 150 in-
stances that were run, for normal and heavy traffic and for
the three types of network sizes, respectively. In the Tables
we have bolded the results for which the upper bound (on
the number of BS or MAPs) is equal to the initial problem.
We can see that, with respect to the BS of the small network
(see Table 4) only two instant of times (t = 4, 6) in the busy
case present the maximum number of BS up. Remarkably,
in all the other instances and cases, there is a considerable
number of BSs shut down. For the large network (Table 6),
the situation occurs in just one interval, for (t = 4), also for
the busy case. However, for the medium size network (see Ta-
ble 5),no interval or case, among the 150 instances produced
with different demand levels needed the maximum number
of base stations.

Moreover we can see that the minimum percentage of
active BS reaches very interesting values. For the small in-
stances we have 43.75% of the maximum (7 stations over 16).
For the medium instances we have 35% (14 stations over 40)
for normal traffic and 37.5% (15 over 40) for busy traffic. For
the large instances we get 50% (32 over 64) for both traffic
profiles. We can also note that the maximum values of active
BSs are in almost all time intervals considerably lower in
comparison with the case without optimization. For exam-
ple, among all the medium WMNs, all the instances have
in the first three intervals a maximum of 19 BS active over
a total number of 40.

This shows the power of optimizing the energy manage-
ment.

With respect to the MAP, the opposite occurs: in almost
all intervals and cases the maximum number of MAPs is
obtained, except for interval (t = 3) for the large network,
heavy traffic and covering relaxed problem in which a lower
number of MAPs were installed in the worst case.

6.1.1 Energy profiles

In Figures 3 the mean consumption profiles per interval
over all the small, medium and large network instances, re-
spectively, are provided. The subfigures (a) represent the case
for standard demand and (b) for busy demand. In every one
of those figures one can appreciate four different consump-
tion levels: that for the original problem P1, the full traffic
problem P1f , the covering-relaxed problem P1 as well as the
no traffic one P10.

The full-traffic consumption, that is to say the energy
necessary to feed the WMN with all terminal active and
demanding for the maximum value of traffic (γ), is the up-
per bound for the consumption in all the cases. There are,
however, two lower bounds, the one derived by the relaxation
of the covering constraint and the one related to the absence
of traffic. What is interesting is that these two bounds ap-
pear at different intervals of time. For the cases with standard
demand, the value of the objective function of the covering-
relaxed problem is the lower bound for the first three and
the last intervals, all of which present a traffic demand be-
low 50%. The value of the energy objective for problem P10,
which represents the case in which there is absence of traffic,
is, on the other hand, the lower bound for all the other inter-
vals. For the cases with busy demand, the covering-relaxed
problem will be the lower bound only for the first two inter-
vals. In all cases, during the intervals of normal operation,
the covering-relaxed problem tended to produce the same
optimization result than the original case. This means that
when the demand is close to the nominal one, there is no
gain in relaxing the covering constraints. On the other hand,
when the demand is low, relaxing that constraint can yield
important gains even when compared with the energy opti-
mized problem.

In all the cases the optimization model produces signifi-
cant energy savings with respect to the full traffic problem.
We also observe that the variance of those savings is larger
for the busier profiles.

The relationship in energy savings are clearer when the
saving percentage α is portrayed for each interval consid-
ered, such as in Figure 4 where the case for large instances
is presented. We can see that when comparing the original
problem with the relaxation P1, the latter is an upper bound
on energy savings. We can also see in Figure 4 that the curves
are very close to the aforementioned bound.

The quite high values of α, with both traffic profiles, are
a good measure of the green impact this model could have
if applied to a large scale of WMNs. Furthermore Figure 4
shows that, as expected, the lower the traffic the higher is
the percentage of energy savings. In fact the highest values of
α are in the night hours when most of the TPs are inactive.
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Small WMN- Min/Average/Max values

Without Normal
optimization P 1 P 1

time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max

1 16 2 7 8,0 9 1 1,1 2 5 6,6 9 1 1,1 2
2 16 2 7 7,8 9 1 1,1 2 1 4.1 7 1 1,1 2
3 16 2 7 8,0 9 1 1,1 2 5 7,2 9 1 1,1 2
4 16 2 9 10,8 14 1 1,2 2 9 10,8 14 1 1,2 2
5 16 2 7 8,8 12 1 1,1 2 7 8,6 12 1 1,1 2
6 16 2 8 9,6 12 1 1,1 2 8 9,5 12 1 1,1 2
7 16 2 7 8,3 10 1 1,0 2 6 7,8 10 1 1,1 2
8 16 2 7 8,1 10 1 1,1 2 5 7,4 10 1 1,1 2

Without Busy
optimization P 1 P 1

time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max

1 16 2 7 8,4 10 1 1,1 2 5 7,3 9 1 1,1 2
2 16 2 6 7,7 9 1 1,1 2 1 4.2 7 1 1,1 2
3 16 2 8 9,2 11 1 1,1 2 5 8,5 11 1 1,1 2
4 16 2 15 15,9 16 1 1,9 2 15 15,9 16 1 1,9 2
5 16 2 9 12,6 15 1 1,4 2 9 12,5 15 1 1,4 2
6 16 2 12 14,9 16 1 1,8 2 12 14,9 16 1 1,8 2
7 16 2 8 11,0 14 1 1,2 2 8 10,8 14 1 1,2 2
8 16 2 8 9,7 13 1 1,1 2 6 9,3 13 1 1,1 2

Table 4: Number of active BSs for the small WMNs

Medium WMN- Min/Average/Max values

Without Normal
optimization P 1 P 1

time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max

1 40 3 14 17,3 19 1 1,1 3 11 13,9 17 1 1,1 3
2 40 3 14 17,1 19 1 1,1 3 5 8,7 12 1 1,4 3
3 40 3 15 17,5 19 1 1,1 3 13 15,1 18 1 1,1 3
4 40 3 20 23,1 27 1 1,4 3 20 23,1 27 1 1,4 3
5 40 3 17 19,0 22 1 1,2 3 16 18,1 21 1 1,1 3
6 40 3 18 20,7 25 1 1,3 3 18 20,4 25 1 1,2 3
7 40 3 16 18,1 21 1 1,1 3 14 16,7 19 1 1,1 3
8 40 3 15 17,7 20 1 1,1 3 13 15,7 20 1 1,2 3

Without Busy
optimization P 1 P 1

time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max

1 40 3 16 18,4 21 1 1,1 3 12 15,7 20 1 1,3 3
2 40 3 15 17,3 20 1 1,1 3 5 9,2 13 1 1,5 3
3 40 3 17 19,9 24 1 1,3 3 15 18,2 22 1 1,3 3
4 40 3 34 36,8 39 2 2,8 3 34 36,8 39 2 2,8 3
5 40 3 23 27,2 32 1 1,8 3 23 26,9 32 1 1,7 3
6 40 3 28 32,2 36 1 2,3 3 27 32,1 36 1 2,3 3
7 40 3 20 23,9 28 1 1,5 3 19 23,2 28 1 1,5 3
8 40 3 18 20,9 24 1 1,3 3 16 19,5 24 1 1,2 3

Table 5: Number of active BSs for the medium WMNs
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Large WMN- Min/Average/Max values

Without Normal
optimization P 1 P 1

time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max

1 64 5 33 35,1 38 1 2,4 5 25 29,9 34 1 2,6 5
2 64 5 32 34,6 38 1 2,2 5 13 20,3 28 1 2,8 5
3 64 5 33 35,4 40 1 2,5 5 28 31,7 37 1 2,6 5
4 64 5 40 43,9 49 1 2,9 5 40 43,8 49 1 3,0 5
5 64 5 32 37,4 42 1 2,7 5 32 36,3 42 1 2,6 5
6 64 5 36 40,2 44 1 2,7 5 36 39,7 44 1 2,6 5
7 64 5 33 36,2 40 1 2,6 5 31 34,1 38 1 2,7 5
8 64 5 32 35,5 39 1 2,5 5 29 32,5 36 1 2,5 5

Without Busy
optimization P 1 P 1

time BS MAP BS MAP BS MAP

Min Av Max Min Av Max Min Av Max Min Av Max

1 64 5 32 37,2 44 1 2,5 5 28 32,8 39 1 2,7 5
2 64 5 32 35,3 39 1 2,3 5 14 23,2 30 1 2,6 5
3 64 5 36 39,1 43 1 2,7 5 31 36,5 42 1 2,8 4
4 64 5 62 63,3 64 4 4,9 5 62 63,3 64 4 4,9 5
5 64 5 45 50,3 57 1 3,3 5 44 50,3 57 1 3,3 5
6 64 5 55 59,2 63 3 4,6 5 55 59,2 63 3 4,6 5
7 64 5 41 44,0 51 1 3,0 5 39 44,0 50 1 2,9 5
8 64 5 36 38,7 47 1 2,9 5 34 38,7 45 1 2,8 5

Table 6: Number of active BSs for the large WMNs

Even though during the low traffic periods (time intervals
1 and 2) we have the maximum values of saving, we can
note that in those time intervals α << α. The reason is the
guarantee of covering all the terminals (that is not present in
the relaxed problem) that forces to activate BSs even when
there is no-traffic.

Our final results are portrayed in Figure 5 that shows the
curve of consumption versus different levels of traffic for the
two different traffic profiles. The consumption for zero traffic
is given by c0 for P1 while it is zero for P1. We recall that for
that case, the assignment of a BS is assured only to active
TP, thus, if there is no traffic, it means that all the TP are
inactive and consequently all the routers and gateways are
switched off. We can also note that the difference between
P1 and P1 decreases while traffic increases till becoming
null at a point that represents a sort of saturation value of
traffic. After that there is a proportionality between traffic
and consumption.

7 Conclusion

In this paper we presented a model for energy savings that
takes advantage of the flexibility of WMN and of a careful
management of BS operation. We created an instance gener-
ator and prepared a substantial set of instances to evaluate
the model and compare them with other modelling varia-
tions. The modelling framework was not designed for instan-
taneous traffic variations or for considering RF management
features such as AMC or cognition, but rather to provide
some insights on the potential energy achievements provided

by the combination of mesh networks flexibility and BS’s
energy management operation.

We found that, as expected, great energy savings can
be achieved while guaranteeing the smooth operation of the
wireless network. We also found that greater savings can be
achieved by relaxing the all-over covering constraints by care-
fully re-assigning only the active traffic points to the most
appropriate active base stations. We were able to assess,
through a systematic study, that the amount of savings pro-
duced by using an optimal energy management scheme such
as the one proposed, runs around 40% for normal conditions,
and 30% for heavy traffic conditions. The relaxation of the
covering constraint producing at least 5% more savings.

In conclusion, combining the flexibility of Mesh networks
with the optimization of the energy management can pro-
duce networks that work in their required QoS range but
with a significant power saving with respect to their current
operation.
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