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Abstract

ABSTRACT

The management of greenhouse gas emissions appebes an issue of great importance and
therefore the search for solutions is essential.

The current status of different technologies arldtems available to mitigate the negative effects
of different human activities could lead to a relut of the emissions.

The PolyGame project, designed by Stefano Caséinija Fiorese and Renato Casagrandi, aims
at reducing 100 million tonnes of G@quivalent (MtCQ@-eq ) for Italy within 20 years, using 20
different wedges, chosen from the solutions alreamhcretely realizable.

This thesis is composed as follows:

. Introduction

. Waste management
. Deforestation control
. Geothermal energy
. Reduction of car use
. Biofuels

. Electric cars

. Conclusions

For each chapter, except for the introduction anttkusion, informations will be given on the topic
of the relative chapter, the relationship betwdenwedge and the emission of greenhouse gases, its
historical evolution, current state of technologpdaits relative spread and the potential
development. Moreover, it will be shown how toued the Italian emissions by about 5 Mt LCO

eq. .



Abstract

ABSTRACT

La gestione delle emissioni di gas serra risultsers un problema di grande rilevanza e di
conseguenza la ricerca di soluzioni per affrontarfondamentale.

Lo stato attuale delle tecnologie e delle differesaiuzioni a disposizione per mitigare gli effetti
negativi delle differenti attivita antropiche pdibe consentire una riduzione delle emissioni.

Il progetto PolyGame, ideato da Stefano Caserinyli& Fiorese e Renato Casagrandi, ha
I'obiettivo di ridurre le emissioni italiane di 1Qilioni di tonnellate equivalenti di CGQMtCO,-

eq) entro 20 anni, grazie a 20 cunei, scelti thazsoni gia concretamente realizzabili.

Il seguente elaborato e suddiviso nei seguenttaapi

. Introduzione

. Gestione dei rifiuti

. Controllo della deforestazione
. Energia geotermica

. Riduzione dell'utilizzo di auto
. Biocarburanti

. Auto elettriche

. Conclusione

Per ogni capitolo, fatta eccezione per l'introdund e la conclusione, verranno date informazioni
sulllargomento stesso, sul rapporto tra il cuné®@missioni di gas serra, la sua evoluzionecori
lo stato attuale della tecnologia, la sua diffasi@d il suo potenziale sviluppo, verranno inoltre
mostrati dei calcoli relativi al PolyGame, che dsteo nell’individuare lo sforzo necessario,
utilizzando la tecnologia opportuna, a ridurrengssioni italiane di 5 Mt C@eq. .
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1. Introduction to climate change and GHG emissions

1.

INTRODUCTION TO CLIMATE CHANGE
AND GHG EMISSIONS

1.1. Climate change

1.1.1.Earth’s climate

The climate system is a complex, interactive systemsisting of the atmosphere, land surface,
snow and ice, oceans and other bodies of waterliangd organisms. The atmospheric component
of the climate system most obviously characteridesate; climate is often defined as ‘average
weather’. Climate is usually described in termstiloé mean and variability of temperature,
precipitation and wind over a period of time, rarggfrom months to millions of years (the classical
period is 30 years). The climate system evolveinme under the influence of its own internal
dynamics and due to changes in external factors d@ffact climate (called ‘forcing’). Forcing
include natural phenomena such as volcanic eruptaond solar variations, as well as human-
induced changes in atmospheric composition. Saldiation powers the climate system. There are
three fundamental ways to change the radiatiombelaf the Earth:

1) by changing the incoming solar radiation (e.g.,chgnges in Earth’s orbit or in the Sun
itself);

2) by changing the fraction of solar radiation thateBlected (called ‘albedo’; e.g., by changes
in cloud cover, atmospheric particles or vegetatiand

3) by altering the long wave radiation from Earth baokvards space (e.g., by changing
greenhouse gases (GHG) concentrations).

Climate, in turn, responds directly to such changsswell as indirectly, through a variety of
feedback mechanisms. While 1) is not related tdwrapbgenic activities, both 2) and 3) are
subjected to human induced influences. In figufieate represented the global energy balance and
fluxes.
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Figure 1.1 - Estimate of the Earth’s annual andglbmean energy balance [1].

About 30% of the sunlight that reaches the tophef atmosphere is reflected back to space. The
energy that is not reflected back to space is &lesbby the Earth’s surface and atmosphere. To
balance the incoming energy, the Earth itself madiate, on average, the same amount of energy
back to space. The Earth does this by emittingmagtglong wave radiation. Everything on Earth
continuously emits long wave radiation. That is lieat energy one feels radiating out from a fire;
the warmer an object, the more heat energy it taslia
The reason the Earth’s surface is so warm is tasgmice of GHG, which act as a partial blanket for
the long wave radiation coming from the surfaceisThlanketing is known as the natural
greenhouse effect. The most important GHG are watpor and carbon dioxide. The two most
abundant constituents of the atmosphere,<{ritrogen) and @ (oxygen) — have no such effect.
Clouds, on the other hand, do exert a blanketifgcetimilar to that of the GHG; however, this
effect is offset by their reflectivity, such that @verage, clouds tend to have a cooling effect on
climate (although locally one can feel the warmefiigct: cloudy nights tend to remain warmer than
clear nights because the clouds radiate long waneegg back down to the surface). Human
activities intensify the blanketing effect throutite release of GHG. For instance, the amount of
carbon dioxide in the atmosphere has increaseddyt85% in the industrial era, and this increase
is known to be due to human activities, primartye tcombustion of fossil fuels and removal of
forests [1].
Most scientists agree that the warming in recemiades has been caused primarily by human
activities that have increased the amount of GHthéatmosphere. GHG, such as carbon dioxide,
have increased significantly since the Industriev&ution, mostly from the burning of fossil fuels
for energy, industrial processes, and transportat@arbon dioxide levels are at their highest in at
least 650,000 years and continue to rise.
There is no doubt that climate will continue to @ throughout the 21st century and beyond, but
there are still important questions regarding hakgé and how fast these changes will be, and what
effects they will have in different regions. In semparts of the world, global warming could bring
2
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positive effects for human beings such as longeswigrg seasons and milder winters.
Unfortunately, it is likely to bring harmful effextto a much higher percentage of the world’'s
people. For example, people in coastal communaitdikely experience increased flooding due to
rising sea levels.

Human actions over the next few decades will hamepor influence on the magnitude and rate of
future warming. Large, disruptive changes are mmache likely if GHG are allowed to continue
building up in the atmosphere at their present tdtavever, reducing GHG emissions will require
strong national and international commitments, netbgical innovation, and human willpower [2].

1.1.2.The greenhouse effect

One-third of the solar energy that reaches theofdparth’s atmosphere is reflected directly back to
space. The remaining two-thirds is absorbed by dhdace and, to a lesser extent, by the
atmosphere. To balance the absorbed incoming eniig¥zarth must, on average, radiate the same
amount of energy back to space. Because the Eanttuch colder than the Sun, it radiates at much
longer wavelengths, primarily in the infrared paftthe spectrum (see figure 1.2). Much of this
thermal radiation emitted by the land and oceaabsorbed by the atmosphere, including clouds,
and reradiated back to Earth. This is called tleeginouse effect. The glass walls in a greenhouse
reduce airflow and increase the temperature oathenside. Analogously, but through a different
physical process, the Earth’s greenhouse effeanwdne surface of the planet. Without the natural
greenhouse effect, the average temperature at’&€artiface would be below the freezing point of
water. Thuslife, as it is known, it is possible thanks to B&tnatural greenhouse effect. However,
human activities, primarily the burning of fossilels and clearing of forests, have greatly
intensified the natural greenhouse effect, cauglalgal warming.

The two most abundant gases in the atmospheréapproximately 78% of the dry atmosphere)
and Q (approximately 21%), exert almost no greenhous$ecefinstead, the greenhouse effect
comes from molecules that are more complex and rfrasshcommon [1]. Water vapor is the most
important GHG; after water vapor, in rough ordeimportance and size of effect, the major ones
are carbon dioxide (C) methane (Ck) and ozone (€). These molecules are capable of absorbing
passing infrared photons; the energy of the ph@awonverted into an excited vibrational state of
the GHG molecule. Recall that just as visible ligiats a range of wavelengths with different
energies so too the infrared spectrum spans a rahgeavelengths with different energies. The
various types of GHG absorb different wavelength(ifirared) photons. In fact, the molecules
often have more than one vibrational mode thatalthem to absorb IR photons of more than one
wavelength [3].
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Solar radiation powers
the climate system.

Some solar radiation
is reflected by
the Earth and the
atmosphere.

About half the solar radiation
Is absorbed by the
Earth’s surface and warms it. Infrared radiation is
emitted from the Earth's
surface.

Figure 1.2 - An idealized model of the natural greeuse effect [1].
In Table 1.1 the contributions of each of the maBiG to the overall greenhouse effect are
summarized. Note that, due to the aforementionadptioations, the percentages don't add up

nicely to 100% [3].

Table 1.1 — Contributions of the main GHG to theagthouse effect [3].

Greenhouse Gas Incidence in
Greenhouse Effect
Water vapor 36% - 66%
Water vapor & Cloud droplets 66% - 85%
Carbon dioxide 9% - 26%
Methane 4% - 9%
Ozone 3% - 7%

In the humid equatorial regions, where there isnsch water vapor in the air that the greenhouse
effect is very large. Adding a small additional ambof CQ or water vapor has only a small direct
impact on downward infrared radiation. Howevertha cold and dry polar regions, the effect of a
small increase in COor water vapor is much greater. The same is tonethfe cold, dry upper
atmosphere where a small increase in water vapoalgreater influence on the greenhouse effect
than the same change in water vapor would havetheaurface.
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Several components of the climate system, notdidyoteans and living things, affect atmospheric
concentrations of GHG. A notable example is thaplahts that uptake GQrom the atmosphere
and converting it (and water) into carbohydratesphotosynthesis. The amount of warming caused
by GHG depends also on various feedback mechaniBm&xample, as the atmosphere warms due
to rising levels of GHG, its concentration of watespor increases, further intensifying the
greenhouse effect. This in turn causes more warmvhich causes an additional increase in water
vapor, in a self-reinforcing cycle (positive feedkp This water vapor feedback may be strong
enough to approximately double the increase ingteenhouse effect due to the added, @one

[1]. Figure 1.3 shows the average atmospheric testype anomaly on land and sea surface, as
reconstructed by the Intergovernmental Panel om&k Change (IPCC) over the last 150 years.
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Figure 1.3 - 1880-2009 global mean surface tempgeathange
relative to the 1961-1990 average [2].

1.1.3.Protocols and indexes, with a close up on Italy

In 1988 the World Meteorological Organization (WM@hd the United Nations Environment
Program (UNEP) established a scientific IPCC ineordo evaluate the available scientific
information on climate variations, examine the aband economic influence on climate change
and formulate suitable strategies for the prevantad the control of climate change. The first
IPCC report in 1990, although considering the higitertainties in the evaluation of climate
change, emphasized the risk of a global warming @uan unbalance in the climate system
originated by the increase of anthropogenic emmssiof GHG (GHG) caused by industrial
development and use of fossil fuels. More receililg,scientific knowledge on climate change has
firmed up considerably by the IPCC Fourth AssessrReport on global warming which states that
“Warming of the climate system is unequivocal (.There is new and stronger evidence that most
of the warming observed over the last 50 yearstigatable to human activities (...). Most of the
observed increase in globally averaged temperasimes the mid-20th century is very likely due to

5
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the observed increase in anthropogenic GHG coratéans”. Hence the need of reducing those
emissions, particularly in the most industrializedintries.

The first initiative was taken by the European Un{&U) at the end of 1990, when the EU adopted
the goal of a stabilization of carbon dioxide enass by the year 2000 at the level of 1990 and
requested Member States to plan and implemendtigis for environmental protection and energy
efficiency. The contents of EU statement were tasebfor the negotiation of the United Nations
Framework Convention on Climate Change (UNFCC) whi@s approved in New York or"9
May 1992 and signed during the summit of the EartRio the Janeiro in June 1992. Parties to the
Convention are committed to develop, publish agdilaly update national emission inventories of
GHG (GHG) as well as formulate and implement progaaddressing anthropogenic GHG
emissions. Specifically, Italy ratified the conventthrough law no.65 of 15/1/1994.

On 11/12/1997, Parties to the Convention adoptediyoto Protocol, which establishes emission
reduction objectives for Annex B Parties (i.e. istlialized countries and countries with economy
in transition) in the period 2008-2012. In partanylthe European Union as a whole is committed to
an 8% reduction within the period 2008-2012, in panson with base year levels. For ltaly, the
EU burden sharing agreement, set out in Annex Deoision 2002/358/EC and in accordance with
Article 4 of the Kyoto Protocol, has establishetkduction objective of 6.5% in the commitment
period, in comparison with the base 1990 levels.

Italy ratified the Kyoto Protocol on 1st June 200fough law no.120 of 01/06/2002. The
ratification law prescribes also the preparatioradational Action Plan to reduce GHG emission,
which was adopted by the Interministerial Committee Economic Planning (CIPE) on 19th
December 2002 (deliberation n. 123 of 19/12/2002 Kyoto Protocol finally entered into force
on 16th February 2005. As a Party to the Converdimhthe Kyoto Protocol, Italy is committed to
develop, publish and regularly update national siois inventories as well as formulate and
implement programmes to reduce these emissiongtdier to establish compliance with national
and international commitments air emission inveetare compiled and communicated annually
to the competent institutions. Specifically, theio@al GHG emission inventory is communicated
through compilation of the Common Reporting Forg@RF), according to the guidelines provided
by the United Nations Framework Convention on Cten&hange and the European Union’s
Greenhouse Gas Monitoring Mechanism [4].

The Kyoto Protocol uses GWP (Global Warming Potdhtike function of the C@remaining in
the atmosphere following a pulse emission decayssasn of exponentially decreasing terms. This
response function was obtained by fitting to thepomse to a pulse emission in the Bern carbon
cycle model at a present day background, €@ncentration. These GWPs neglect carbon cycle
feedbacks on the climate response to non-GBG.

Various criticisms have been leveled at GWPs, miqdar that equivalent emissions of short and
long-lived GHG based on GWPs give rise to veryedéht climate effects, that the values of GWPs
are sensitive to the period over which they areutated, and that GWPs are based on radiative
forcing which is remote from climate impacts. Inatempt to address the latter of these criticisms,
Shine proposed the Global Temperature change Rat¢@®TP) as an alternate metric. GTP is
defined as the ratio of the temperature responaeutat mass pulse emission of a given GHG to the
temperature response to a unit mass pulse emis$i@0O, at a given time horizon: since it is
defined in terms of temperature change rather thdmtive forcing, it is one step closer to climate
impacts than GWP. Furthermore, the GTP is refetted¢he temperature change per unit mass of
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CO, emitted, which has been shown to be approximatelystant and well constrained by
observations. Despite being a function of tempeeathhange rather than radiative forcing, GTP is
relatively insensitive to climate sensitivity sinite effects of climate sensitivity on the temperat
response to each gas and to,@hd to cancel. However, the GTP of a gas is meg# a strongly
varying function of time, of the amount of gas dedt and of the time-profile of the emissions, and
in its original formulation the GTP is defined ugia very simple analytical climate model and
carbon cycle model. A time-integrated version of RGWwhich is defined as the mean global
temperature change potential (MGTP), has some #ayes over both the GTP and the more
widely used GWP. This metric is related to the TEMEtric, which is chosen such that when used
to convert CH or N;O emissions to C&equivalent emissions over the historical peribeé, match

to simulated global mean temperature is optimizd [

1.2. Greenhouse gases (GHG) emissions

1.2.1.Global GHG emissions and their trends

Since pre-industrial times, increasing emissionsGéfG due to human activities have led to a
marked increase in atmospheric concentrations efltimg-lived GHG carbon dioxide (G
methane (Ch), nitrous oxide (MO), perfluorocarbons (PFCs), hydrofluorocarbons @QEFand
sulphur hexafluoride (S A variety of sources exist for determining glblaad regional GHG
trends. However, the available databases showiksi@mporal evolution of emissions.

The direct effect of all the long-lived GHG is stddial, with the total C@
equivalentconcentration of these gases being estimated i6 #0Be around 455 ppm G@q [6].
The analysis of observations from the WMO GlobahAsphere Watch Programme shows that the
globally averaged mixing ratios of GHG in 2009 wére following: 386.8 ppm for carbon dioxide
(CO,), 1803 ppb for methane (GHand 322.5 ppb for nitrous oxide D). These values are greater
than those in pre-industrial times by 38%, 158% B9ith, respectively.

The National Oceanic and Atmospheric Administrat{idfOAA) Annual Greenhouse Gas Index
shows that from 1990 to 2009, radiative forcingdlylong-lived GHG increased by 27.5%, with
CO, accounting for nearly 80% of this increase. Thelomed radiative forcing by halocarbons is
nearly double that of D [7].

Share by gas

Since 1970, the GWP-weighted emissions of GHG Iraueased by approximately 70%, with £0
being the largest source, having grown by approteima@80%. In 2004 C@emissions represented
77% of total anthropogenic emissions in 2004 (74%990), whereas Ctand NO are the other

main source, accounting for more than 20 % (seer€id).4).

1 ‘CO equivalence’ summarises the climate effect (radiaforcing) of all human-induced GHG, tropospheoizone and aerosols as if only the
2

atmospheric concentrations of C€hange.
2



1. Introduction to climate change and GHG emissions

F-gases
N0 149%
7.9%

CH,
14.3%

CO, fossil
fuel use
56.6%

CO,
(deforestation,
decay of
biomass, etc)
17.3%

CO,, (other)
2.8%

Figure 1.4 - Global anthropogenic GHG emission2@®4 by chemicals and derivation [6].

Total CH, emissions have risen by about 40% from 1970, and sectoral basis there has been an
84% increase from combustion and the use of fdsgils, while agricultural emissions have
remained roughly stable. Agriculture, however, he targest source of GHemissions. Nitrous
oxide (NO) emissions grew by about 50%, due mainly to imsee use of fertilizer and the growth
of agriculture. Emissions of the fluorinated gases (F-gases) (ligdnmcarbons (HFCs),
perfluorocarbons (PFCs) and gpfeontrolled under the Kyoto Protocol grew rapidprimarily
HFCs) during the 1990s as they replaced ozone-tilgplsubstances (ODS) to a substantial extent
and were estimated in 2004 at about 1.1% of totesgons on a 100-year GWP-basis [8].

Share by sector

In 2004, energy supply accounted for about 26% ldGGmissions, industry 19%, gases released
from land-use change and forestry 17%, agriculfi#®o, transport 13%, residential, commercial

and service sectors 8% and waste 3%. These dalddb® seen as indicative, as some uncertainty
remains, particularly with regards to ¢End NO emissions (error margin estimated to be in the
order of 30-50% [8]. Between 1970 and 2004 GHG simins from the industry sector’'s emissions

have grown by close to 65%, LULUCF (land use, lasd-change and forestry) by 40% while the

agriculture sector (27%) and residential/commersedtor (26%) have experienced the slowest
growth [6].

Figure 1.5 shows the share between the sectoiGH& emissions in 1990 and 2004, accounting

also for the contribution of the various gases.
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Figure 1.5 - GHG emissions by sector in 1990 an@420
100-year GWPs were used to convert emissions teqdo6].

If only CO; is taken into account, IEA (International Energyeficy) studies [9] report that in 2008
two sectors, electricity and heat generation amhsport produced two-thirds of global €0
emissions. Generation of electricity and heat wagab the largest producer of G@missions and
was responsible for 41% of the world £€€missions in 2008. Worldwide, this sector relieawily

on coal, the most carbon-intensive of fossil fuataplifying its share in global emissions.

The largest growth in COemissions has come from the power generation aad transport
sectors, with the industry, households and theiceisector remaining at approximately the same
levels between 1970 and 2004 (see Figure 1.6). @y 2CQ emissions from power generation
represented over 27% of the total anthropogenig €fiissions and the power sector was by far its
most important source. The land-use change andtfgrsector plays a significant role in the
overall carbon balance of the atmosphere. Howelatg in this area are more uncertain than those
for other sectors [6].
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Figure 1.6 - Souces of global CO2 emissions (190W42[6].

Share by region

On a geographic basis, there are important diftmeretween regions. North America, Asia and
the Middle East have driven the rise in emissianses1972. The former countries of the Soviet
Union have shown significant reductions in £€nissions since 1990, reaching a level lower than
that in 1972. In 2004 industrialized countries @haclassified as Annex | countries by United
Nations Framework Convention on Climate Change, OQJF held a 20% share in the world
population but account for 46% of global GHG enassi conversely the 80% of the world
population living in developing countries (non-Amng account for 53.6% of GHG emissions [6].
The contrast between the region with the highestppita GHG emissions and the lowest is even
more pronounced: 5% of the world’s population (IHoMmerica, the main per capita emitter, see
Figure 1.7) emits 19.4%,while 30.3% (Non-Annex uBoAsia) emits 13.1% [8].

CO2 emissions (tons per capita)
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Figure 1.7 - Comparison of G@missions per capita between
some representative country. Source: World Bank.
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Concerning C@ only, two-thirds of world emissions for 2008 origted from just ten countries,
with the shares of China and the United Statesudgpassing those of all others. Combined, these
two countries alone produced 12.1 GgC@bout 41% of world COemissions [9]. See Figure 1.8
for a comparison between the share by regions 73 Hd 2008. While the overall emission almost
doubled, the fraction provided by developing courgrgnificantly increased, especially that of
China.

1973 2008
Former Non- Former
Soviet  OECD Middle East Soviet  Non-OECD

Union Europe

1.0% Union  Europe 0.9% Middle East

China Bunkers China 8.3% 5.1%
2.8% 22.3%
Asia***
10.3%

Afrigo Lafin
1.9% OECD America Al ?g%?/
% 3.6% Alrica 0%
65.8% 3.0%
15 643 Mt of CO; 29 381 Mt of CO;

Figure 1.8 - 1973 and 2008 regional shares of,@@issions [9].
Share of C@emissions by fuel

Since their large predominance in global GHG ermaissi(more than the half of the total, see Figure
1.4) the subject of this section are only &missions from fuel combustion. In 2008, 43% of,CO
emissions from fuel combustion were produced fraral,c37% from oil and 20% from gas (see
Figure 1.9). Growth of these fuels in 2008 was equiifferent, reflecting varying trends that are
expected to continue in the future. It's remarkatdlenotice that between 2007 and 2008,,CO
emissions from the combustion of coal increase®%y Currently, coal is in fact filling much of
the growing energy demand of those developing cmstsuch as China and India, where
industrial production is growing rapidly. This fdzhs obviously his important consequences on the
overall emission trends [10].
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Figure 1.9 — Temporal profile of G@missions by fuel [9].

1.2.2.GHG emissions in Italy

Total Italian greenhouse gas emissions, in-€Q excluding emissions and removals from
LULUCF (land use, land-use change and forestrywehiacreased by 4.7% between 1990 and 2008,
varying from 517 to 541 MtC&eq, whereas the national Kyoto target is a redactif 6.5%, as
compared the base year levels, by the period 2002-2

The most important GHG, GDwhich accounts for 86.4% of total emissions in,@quivalent,
shows an increase by 7.4% between 1990 and 200§. @&d NO emissions are equal,
respectively, to 6.6% and 5.4% of the total C€uivalent greenhouse gas emissions., CH
emissions have decreased by 13.4% from 1990 to, 2008 N,O has decreased by 20.9% [4].
Figure 1.10 illustrates the national trend of GHIG ¥990-2008, expressed in €&€yuivalent terms
and by substance; total emissions do not includestoms and removals from LULUCF [4].
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Figure 1.10 - Italian GHG emissions by chemicahfr@990 to 2008 [4].

The share of the different sectors in terms ofltetaissions remains nearly unvaried over the
period 1990-2008. For the year 2008 (see Figure) lthhe greatest part of the total greenhouse gas
emissions is to be attributed to the energy seatath a percentage of 83.6%, followed by
agriculture and industrial processes, accountisgeetively for 6.6% and 6.3% of total emissions,
waste contributing with 3.1% and use of solvent\Wi4%.

Considering total greenhouse gas emissions withsgams and removals from LULUCF, the
energy sector accounts, in 2008, for 72.0% of tetalssions and removals, as absolute weight,
followed by the LULUCF sector which contributes wit3.9%.

Figure 1.11 shows total greenhouse gas emissiahseamovals subdivided by sector [4].
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Figure 1.11 - GHG emissions and removals
from 1990 to 2008 by sector (Mt @€q.) [4].
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1.3. Emission scenarios

1.3.1.What are scenarios and what are they useful for?

Scenarios of future GHG emissions are the prodfigery complex dynamic systems, determined
by driving forces such as demographic developmestdgio-economic development, and
technological change. Their future evolution isréfiere highly uncertain. They can be used in an
exploratory manner or for a scientific assessmanbrder to understand the functioning of an
investigated system, but with care for practicatppses. Scenarios are an appropriate tool with
which to analyze how driving forces may influenc#ufe emission outcomes and to assess the
associated uncertainties [11][12]. They assist limate change analysis, including climate
modeling and the assessment of impacts, adaptamehmitigation. The possibility that any single
emissions path will occur as described in scenasibgghly uncertain [12].

In 1994 the IPCC evaluation of emissions scenaidesitified four main purposes of climate
projections:

a. To provide input for evaluating climatic and envineental consequences of alternative
future GHG emissions in the absence of specificsmes to reduce such emissions or
enhance GHG sinks.

b. To provide similar input for cases with specifiteahative policy interventions to reduce
GHG emissions and enhance sinks.

c. To provide input for assessing mitigation and adih possibilities, and their costs, in
different regions and economic sectors.

d. To provide input to negotiations of possible agreets to reduce GHG emissions [13].

Some studies in the literature apply the term ‘aden to ‘best-guess’ or forecast types of
projections. Such studies do not aim primarily &plering alternative futures, but rather at
identifying ‘most likely’ outcomes. Probabilistituglies represent a different approach, in which the
range of outcomes is based on a consistent estiohdbee probability density function (PDF) for
crucial input parameters. In these cases, outcaresssociated with an explicit estimate of the
likelihood [12].

This first generation of proposed global scenainckided both ambitious mathematical simulation
and speculative narrative. A second round of iratgh global analysis began in the late 1980s and
1990s, prompted by concerns with climate change sarstiaiinable development. These included
narratives of alternative futures ranging from iopstic’ and ‘pessimistic’ worlds to consideration
of ‘surprising’ futures. The long-term nature ofetltlimate change issue introduced a new
dimension and has resulted in a rich new literatiirglobal emissions scenarios. The first decades
of scenario assessment paved the way by showingawer — and limits — of both deterministic
modelling and descriptive future analyses. A cénthallenge of global scenario exercises is to
unify these two aspects by blending the objectiaityg clarity of quantification with the richness of
narrative [13].
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1.3.2.Classification of scenarios

Climate change intervention, control, or mitigatisoenarios capture measures and policies for
reducing GHG emissions with respect to some basdlon reference) scenario. They contain
emission profiles, as well as costs associated th@éhemissions reduction, but often do not quantify
the benefits of reduced impacts from climate change

A milestone work on emission scenarios was donelRyC in the IPCC Special Report on
Emission Scenarios (SRES) [12]. The SRES scenamoe representative of some 500 emissions
scenarios in the literature, depending on econ@métpopulation growth as well as introduction of
new technologies. They were grouped as Al, A2, Bd B2, at the time of their publication in
2000 (see Figure 1.12).

Al A2 B2
Storyline Storyline Storyline
B1 B2
—/
Scenario Groups

= | e e a—rm — ~— —

Ilustrative | I [lustrative Illustrative Illustrative Illustrative Illustrative
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l__ ___! |_______‘I Scenario Scenario Scenario Scenario

[os]| [Hs] |os| [us] [os] |us] [os] |Hs| [os] | s | [os] [Hs]

1 5 1 2 2 6 4 2 2 7 4 +

Number of Scenarios
Figure 1.12 - The four SRES storylines and scerfarialies [12].

Stabilization scenarios are mitigation scenari@s #im at a pre-specified GHG reduction pathway,
leading to stabilization of GHG concentrationshe aitmosphere. A scenario can be identified as a
mitigation or intervention scenario if it meets arfehe following two conditions:

» Itincorporates specific climate change targetdctimay include absolute or relative GHG

limits, GHG concentration levels (e.g. €¢@r CQ-equivalent (C@eq) stabilization
scenarios), or maximum allowable changes in tentper@r sea level.
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* It includes explicit or implicit policies and/or mgures of which the primary goal is to
reduce CQor a broader range of GHG emissions (e.g. a catdogrcarbon cap or a policy
encouraging the use of renewable energy).

Some scenarios in the literature are difficult tassify as mitigation (intervention) or baseline
(reference), such as those developed to assessinside development paths. These studies
consider futures that require radical policy anthdv@oural changes to achieve a transition to a
postulated sustainable development pathway. Andifms of mitigation scenario approach sets
future specified climate target (e.g. a global temapure increase of no more than 1°C by 2100),
and then works backwards to develop feasible eomsdrajectories and emission driver
combinations leading to these targets. Such sam)aaiso referred to as ‘safe landing’ or ‘toleeabl
window’ scenarios, imply the necessary developmemd implementation of climate policies
intended to achieve these targets in the most@ftiovay [13].

Baseline scenarios

The resulting span of energy-related and indus@@] emissions in 2100 across baseline scenarios
in the post-SRES literature is very large, randgnogn 17 to around 135 GtCG&eq (4.6-36.8 GtC),
about the same as the SRES range. The majoritgesfasios indicate an increase in emissions
during most of the century. However, there are sdaseline (reference) scenarios in literature
where emissions peak and then decline.

Baseline land-related GHG emissions are projedeuicrease with growing cropland requirements,
but at a slower rate than energy-related emissidadar as CQ@ emissions from land-use change
(mostly deforestation) are concerned, post-SREBasmes show a similar trend to SRES scenarios:
a slow decline, possibly leading to zero net erarssiby the end of the century. Emissions of non-
CO, GHG as a group (mostly from agriculture) are tigd to increase, but somewhat less rapidly
than CQ emissions, because the most important sourcesipfi@d NO are agricultural activities,
and agriculture is growing less than energy use.

In general, the comparison of SRES and new scemnarithe literature shows that the ranges of the
main driving forces and emissions have not chanvgeg much [13].

Stabilization scenarios

A commonly used target in the literature is stahtiion of CQ concentrations in the atmosphere. If
more than one GHG is studied, a useful alternasve formulate a GHG-concentration target in
terms of CQ-equivalent concentration or radiative forcing,réi®y weighting the concentrations of
the different gases by their radiative propertidiernatively, some studies look at temperature
increase targets (as they are more directly relatedmpacts). One implication of using a
temperature target, however, is the higher leveinglertainty relating to mitigation action [14].&h
advantage of radiative forcing targets over tempegatargets is that the calculation of radiative
forcing does not depend on climate sensitivity. @lsadvantage is that a wide range of temperature
impacts is possible for each radiative-forcing le¥emperature targets, on the other hand, have the
important advantage of being more directly linkecclimate change impacts. Another approach is
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to calculate the risks or the probability of exdegdparticular values of global annual mean
temperature rise since pre-industrial times forcgpestabilization or radiative forcing targets.

There is a clear and strong correlation betweenQfg-equivalent concentrations (or radiative
forcing) and the C@only concentrations by 2100 in the published sisdbecause Gs the most
important contributor to radiative forcing. Based ¢his relationship, to facilitate scenario
comparison and assessment, stabilization scendrade multi-gas and C£only studies) can be
grouped into different categories that vary instréngency of the targets.

Essentially, any specific concentration or radtigrcing target requires emissions to fall to very
low levels as the removal processes of the ocedntemestrial systems saturate. The timing of
emission reductions depends on the stringencyefstabilization target. Stringent targets require
an earlier peak in CQOemissions. The costs of stabilization depend ensthbilization target and
level, the baseline and the portfolio of technadsgtonsidered, as well as the rate of technological
change. This implies that socio-economic conditiamsluding policies outside the field of climate
policy, are just as important for stabilization tsoas climate policies [14]. Global mitigation st
rise with lower stabilization levels and with higheseline emissions. Recent stabilization studies
have found that land-use mitigation options (botin-€Q, and CQ) provide cost effective
abatement flexibility in achieving 2100 stabilizati targets. In some scenarios, increased
commercial biomass energy (solid and liquid fuslkignificant in stabilization, providing 5-30%
of cumulative abatement and potentially 10-25% athlt primary energy over the century,
especially as a net negative emissions strategyctimbines biomass energy with €€apture and
storage. The baseline choice is crucial in detangirthe nature and cost of stabilization. This
influence is due mainly to different assumption®wbtechnological change in the baseline
scenarios [13].

1.3.3.A closer look to our possible future

Several studies, as was established with the CagemhAccord in 2009, indicate that a maximum
temperature increase of 2°C compared to pre-indb$tvels could limit the risk of a large-scale
disruption of the climate system. With a somehoskyichoice, the European Union and its EU
Member States have adopted a 2°C target as tmgjrteym climate objective.

In order to attain a probability greater than 50f@chieving the 2°C target, GHG concentrations
need to be stabilized below 450 ppm#39. Stabilization at 550 ppm G@g. gives only a 0-30%
probability of meeting the 2°C target (dependinglus probability distribution function for climate
sensitivity used) [11]. At the same conclusions eoaCC, which declared that only scenarios
resulting in a 50% to 80% reduction of global £gnissions by 2050 compared to 200 levels can
limit the long-term global mean temperature rise2td to 2.4 degrees Celsius [15]. The Stern
review [16] has concluded that the benefits of tiing temperature rises to two degrees would
outweigh the costs of doing so, although otheryaesl result in varying conclusions depending on
the assumptions on which they base their calculatidb.

Table 1.2 puts into relationship G&tabilized concentrations and future temperatuceesments. It

is possible to notice that limiting within 2-2.4 ¥#@e global mean temperature rise corresponds to
stabilizing GHG emissions around 450 ppm£&Q.
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Table 1.2 - The relation between emissions andatérohange [15].

Temperature All GHGs Co, CO, emissions 2050
increase (% of 2000 emissions)
("C) (Ppm CO, eq)  (ppm CO,) (%)

2.0-2.4 445-490 350-400 -85 to -50
2.4-2.8 490-535 400-440 -60 to -30
2.8-3.2 535-590 440-485 -30to +5
3.2-4.0 590-710 485-570 +10 to +60

Being impossible to make an analysis of the hurslgddscenarios present in literature, from now
on a study done by IEA in 2009 [17] is analisesl.diim is to stabilize the GHG concentration in the
atmosphere at 450 ppm of &€q. This 450 Scenario takes into account measarEsce energy-
related both C®and non C@ emissions down to a trajectory that would be csiest with
ultimately stabilizing the concentrations of all GHh the atmosphere at 450 ppm.

Figure 1.13 shows world energy related ;Cé&nissions by sector from that IEA study in the
Reference and 450 Scenario.

- 45 . h

G} 402 Gt Other
40 - M Buildings
357 M Industry
30 - M Transport
251 M Power
20 - generation

15 1

Reference 450 Reference 450
Scenario Scenario Scenario Scenario

Figure 1.13 - World energy related G@®missions by sector
in the Reference and 450 Scenario [17].
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1. Introduction to climate change and GHG emissions
Reference Scenario

The Reference Scenario by IEA takes into accounemgunent policies and measures adopted
starting from mid 2009, although many of them waoe yet been fully implemented. This includes
a number of policies to limit greenhouse gas emissi as well as various policies to enhance
energy efficiency and promote renewable energy. Réference Scenario also assumes that energy
subsidies are gradually removed in all countriegnetthey currently exist. In the absence of new
initiatives to tackle climate change, rising gloli@ssil fuel use in this scenario increases energy
related CQ emissions from 29 Gt in 2007 to over 40 Gt in 288d contributes to the deterioration
of ambient air quality, with serious public headiid environmental effects. The rise in emissions is
due to increased fossil fuel use, especially inettping countries, where per capita energy
consumption still has far to go to approach thatléveloped countries. For developed countries
emissions are projected to dip slightly over thaqak due to a slower increase in energy demand,
large improvements in energy efficiency and theaased use of nuclear and renewables. These
effects are, in large part, due to the policiegaly adopted to mitigate climate change. The
Reference Scenario would result in a concentraifd@HG in the atmosphere of around 1000 ppm
over the long term [17].

The 450 Scenario

The long term greenhouse gas concentration linhit+-gE50 ppm C@equivalent — is less than half
the concentration which occurs in the Referencen&t® The trajectory is an overshoot trajectory,
with concentrations peak at 510 ppm in 2035. Ttayars focuses on energy related Lgmissions

to 2030, which peak just before 2020 at 30.9 Gtaaualine steadily thereafter, reaching 26.4 Gt in
2030 (see Figure 1.13). The 450 Scenario also takdsse look at the period through to 2020 and
reflects a plausible set of commitments and pdisiich could emerge. All countries achieve
substantial levels of abatement relative to theeRefce Scenario.

8 17 , Abatement Investment

© | | (MtCO) (52008 billion)

200 2030  2010-  2021-

38 1 2020 2030

36 1 Efficiency 2517 7880 1999 5586

34 End-use 2284 7145 1933 5551

Power plants 233 735 66 35

3 \ Renewables 680 2741 527 2260
30- . Bofes 5 49w 3w

2 Nuclear 493 1380 125 491

CCS 102 1410 56 646

26 T

2007 2010 2015 2020 2025 2030
Figure 1.14 - World energy related G@®missions abatement from 2010 to 2030.
IEA’s forecast [18].
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The end-use contributions present in Figure 1.1phasize how most of the emission reductions
from the Reference Scenario are achieved througdrggnefficiency measures. Significant
reductions also come from changes to the mix of ggogeneration technologies. The related
additional investment, relative to Reference Saenan low carbon technologies and energy
efficiency close to $430 billion in 2020 to meeb4Scenario.

The largest increase in energy related investmeninitransport, followed by the additional
investment in buildings, including appliances amgdipment, and by the power sector. More than
three quarters of the additional investment is adeid the last decade because most of the CO
emission reductions occur after 2020 (global,@issions are cut by 3.8 Gt in 2020 and by 13.8
Gt in 2030, relative to the Reference Scenario).[17
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2. Waste management

2.

WASTE MANAGEMENT

2.1. Introduction to Waste Management

A key environmental aspect in assessing waste neamagt technologies and strategies is
greenhouse gas (GHG) emissions. Waste managemaséscaeleases of GHG but may also
contribute to mitigation of GHG emissions. GHG m®ssuappear in many ways in waste
management: use of energy based on fossil fuelsdnsport and machinery, process emissions
from converting carbon rich waste for example byldmical processes or incineration, production
of energy that substitutes for production of enebgged on other fuels, and through recycling
processes that saves both energy and virgin miatesaurces. GHG issues are hence related to
activities within the waste management system ak ageto the exchange between the waste
management system and the energy industry, thendap material industry, the agricultural and
the forestry industries [19].

Solid waste management (SWM) is largely acceptesl @smplex environmental service that must
be carried out using interdisciplinary methods [2$pcial acceptance, economic efficiency,
organizational matters, water, soil and air patintare among the most important issues confronted
in waste management projects, either already ezhliz planned in the near future [20].

Integrated waste management (IWM) in its simplesise incorporates the waste management
hierarchy by considering direct impacts (transgantea collection, treatment and disposal of waste)
and indirect impacts (use of waste materials amdggnoutside the waste management system). It is
a framework that can be built on to optimize erigtisystems, as well as the design and
implementation of new waste management systems.

Waste management is best dealt with through asystems approach. A concise definition of a
system is a: “set of interacting units or elemeahtst form an integrated whole intended to perform
some function”[22]. Integrated solid waste managem(ISWM) is aimed at optimizing the
management of solid waste and involving all th&ehalders [23]. Solid waste management is a
complex and multidisciplinary problem that shoulel tonsidered from technical, economic and
social aspects on a sustainability basis. For éHyeanvironment, both municipal and industrial
wastes should be managed according to the solid tewamanagement hierarchy
(prevention/minimization/recovery/incineration/ldithg). For this purpose, different techniques
can be used [24].

Important tools in ISWM are:
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Recycling.

It is possible to consider two options for recyglifa) source-separated recyclables and (b) co-
mingled collection of recyclables. Recyclablesaitber (a) delivered to a material recovery fagilit
(MRF) where different recyclables are separateds@bted according to their quality and prepared
for shipping to the processor or (c) sent diretdlyhe processor. The un-captured material istsent
landfills or incinerators or others treatments atefing on the waste management scenario.

Composting.

Composting is an aerobic biological process, inclwhhe organic fraction is stabilized. As a result
of the process, COwill be released to the atmosphere. However, sinceiginates from biotic
source, it does not add to the GHG emissions imvgnMoreover, the compost is usually reduced
in volume and may have a sale value as a soil amenid Nevertheless, the process requires
energy input.

Incineration.

Incineration is the controlled process of combustimunicipal solid waste (MSW) in an oxygen
rich environment. The heat generated from the m®can be used to generate power and/or to heat
water for the purpose of district heating. In orde estimate the GHG emissions from an
incinerator we use the ultimate analysis methodaiculate the amount of carbon available for
combustion. All carbon from plastic is considerazh4biotic and textiles usually contain between
5% and 25% synthetic material of hydrocarbon origine ‘Other’ waste stream is composed of a
wide range of waste material of both organic angonganic origins (e.g., nappies, rubber, dirt, ash,
etc.). While it is difficult to give an accuratetiesate of the amount of organic carbon present in
this waste stream we assume that it is in the rah@&—-35% with the rest being anthropogenic.

Landfilling.

Landfilling is the most common practice of MSW mgement. Modern landfills are highly

engineered facilities that are specifically destyte stabilize the waste and minimize its hazaods t
the public. Several countries around the world hiageed directives to minimize the amount of
waste sent to landfills. Nevertheless, it is imgassto eliminate the need for landfills because
some materials are thermodynamically impossibleetrycle. The starting point of the landfill

module is waste characterization. This includestevaent to landfill after collection including

waste sent from transfer stations; Materials Regofacility (MRF) residue; composting residue;
incineration ash and slag as well as residue froag@bic digestion [25].

An integrated approach to MSW management requirssri@s of actions and techniques aimed
firstly at minimizing the waste production at saeirthen at reducing the risk to public health and
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the environment and finally at improving its trdalidy. Subsequently, separate collection of waste
should maximize the quantity and the quality ofycdable materials.

Nevertheless, the objective of separate colledsamot only the separation of useful materials but
also the reduction of the impact of MSW by removiram waste flux items containing dangerous
substances. Therefore separate collection repseaaeil pre-treatment of waste before subsequent
treatment. Non-recyclable waste should be, if blgtatreated in Waste to Energy (WTE) plants in
order to enable the production of energy in thenfof electricity and heat.

Landfilling is the final and absolutely essentitdps of MSW management, needed to dispose of
non-recyclable bottom ash and slag as well as paomdastible waste. Recycling can allow a
reduction of GHG emissions while incineration aaddfilling performance greatly depends on the
technologies adopted (i.e. energy recovery both flandfilling and incineration, accurate control
of biogas emissions from landfilling) [26].

2.2. Climate changes and benefits in implementation of aste
management

Landfill disposal causes production of landfill ga$G) through anaerobic degradation of organic
matter mediated by methanogenic bacteria. LFGnmxéure of methane (40-45 vol.% on average)
and carbon dioxide (55-60 vol.% on average), négnognd other trace species, often toxic and
malodorous. It is commonly considered that metHao® landfilling represents about 23% of the
total anthropogenic CHdischarged towards the atmosphere, thus contndpugignificantly to
global warming. The global warming potential of GG function of both instantaneous radiative
forcing and residence time of gases in the atmaspl®llowing IPCC (2006), the global warming
potential (GWP) of methane is 23 times strongen tihat of CQ (100-year time horizon), whereas
according to Lashof and Ahuja (1990), the GWP ofhaee is 63 times stronger than that of,CO
for a time horizon of 20 years. In spite of thedéecent opinions on the GWP of GHthere is a
general consensus on the role of the gas gendrgtdek landfills and discharged through their soll
cover into the atmosphere, which is unanimouslysw@red to represent one of the most important
contributions to global greenhouse effect.

Unfortunately, a considerable fraction of the tgtabduction of LFG escapes from the landfill
surface even when collecting systems are propertyalled [27]. In general, there are large
uncertainties with respect to quantification ofedir emissions, indirect emissions and mitigation
potentials for the waste sector [28] [29].

2.3. History

In the 21st century, the sustainable managemeMS3)V will become necessary at all phases of
impact from planning to design, and to operatid®.[3

Generation of solid waste is a natural consequearichkuman life. Removal of that waste is
consistent with improved quality of life. Initiallysolid waste management (SWM) techniques
aimed simply to eliminate waste from the vicinitly lmabitable areas as a means of maintaining
public health. After realizing the hazards of unicolled disposal, measures were devised and
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implemented mainly through sanitary landfilling. recent years, a variety of material and energy
recovery technologies have been devised and arenubwded in modern systems [31].

2.3.1.Historical developments in waste management in Itgl

Basic data on waste production and landfills system those provided by the national Waste
Cadastre. The Waste Cadastre is formed by a natiwaach, hosted by ISPRA(Istituto Superiore
per la Ricerca e la Protezione Ambientale), anddgonal and provincial branches. The basic
information for the Cadastre is mainly represeniigdthe data reported through the Uniform
Statement Format, complemented by that provideceginal permits, provincial communications
and by registrations in the national register ahpanies involved in waste management activities.
These figures are elaborated and published by IS)RR#MyY since 1999: the yearbooks report waste
production data, as well as data concerning ldiwjil incineration, composting and generally
waste life-cycle data. For inventory purposes, taltlse of waste production, waste disposal in
managed and unmanaged landfills and sludge dispodandfills was created and it has been
assumed that waste landfilling started in 1950.

The complete database from 1975 of waste prodyotvaste disposal in managed and unmanaged
landfills and sludge disposal in landfills is restmcted on the basis of different sources, and
regression models based on population. Since vpastkiction data are not available before 1975,
they have been reconstructed on the basis of praxgibles. Gross Domestic Product (GDP) data
have been collected from 1950 and a correlationtion between GDP and waste production has
been derived from 1975; thus, the exponential egudias been applied from 1975 back to 1950.
Consequently the amount of waste disposed intdfilnas been estimated, assuming that from
1975 backwards the percentage of waste landfilexnstant and equal to 80%; this percentage has
been derived from the analysis of available datareported in the Figure 2.1, in the period 1973 —
1996 data are available for specific years (avhdladata are reported in dark blue, whereas
estimated data are reported in light blue). Thadres strictly dependent by national policies
adopted for waste management and from news stbapgened in those years: above all Seveso
incident. From 1973 waste disposal on landfill wdecreasing because of the increment of
incineration practice: in 1976, Seveso incideneetd the use of incineration as final waste
treatment, and for some years onwards, waste disposland became again the most common
practice. Reasonable, before 1973, the percentagagie disposal on land has been set equal to
80% [37].
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Figure 2.1- Percentage of MSW disposal on land [37%).

2.4. Current situation

2.4.1.European situation

The total amount of municipal waste generated le&s lrontinuously growing between 1995 and
2002 in the European Union (EU); from 2003 onwadiownward trend can be observed, though
the generation of municipal waste per capita remainhigh levels (EU-27, 517 kg per person in
2006). The amount of municipal waste generatedopeson is generally higher in the old Member
States (EU-15, 563 kg per person in 2006) tharhenntew Member States, although Cyprus and
Malta also have a relatively high production of noypal waste.

Ireland has the highest per capita generation aficqpal waste in the European Union; the lowest
values are reported by Poland. Germany alone geaels.3% (46.6 million tonnes) of the total
amount of municipal waste generated in EU-27 (25Biom tonnes), followed by the United
Kingdom (14%) and France (13%)).

Municipal waste consists of waste generated by dimids and waste collected within the
municipal waste collection scheme from businessesiastitutions. The inclusion of businesses
and institutions depends on individual countrieaSte management procedures. Municipal waste
accounts for around 9% of the total amount of wasteerated in the European Union. In contrast
to statistics of earlier years, the total amountwaiste includes also mineral, construction and
agricultural waste [32].
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Figure 2.2 - Municipal Waste Generated per Capd]|

The amount of waste landfilled depends on the natipolicy on waste management; that is, it
depends on the importance given to waste avoidaremcling and incineration. For many
countries landfill remains the major treatment rodtle.g. for more than 80% in Lithuania, Poland,
Cyprus, Greece, Malta, Romania, Slovenia and Hyn@2n the other hand, there has been a sharp
decline in the amount of waste landfilled in sontleeo Member States. In Germany there is almost
no landfill of municipal waste anymore without pricreatment; the Netherlands send 2%,
Denmark, Sweden and Belgium 5% of the municipaleveslandfill sites.

The result of these mixed developments among Mel8taes is a steady decline in landfill for the
EU as a total. Although landfill is still the moshportant way to dispose of municipal waste,
nowadays less than half of the municipal waste igeaé is disposed of by deposit/land treatment.
The levels of municipal waste incinerated vary oMamber States, depending on the number of
suitable incinerators and on national waste managepolicies. Denmark and Luxembourg have a
high level of waste incineration. Countries thaadfically reduced landfilling, as Germany and
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Sweden, have strongly increased their incineratapacity. The other alternative to landfill is

recycling, but countries have mixed strategies.giBeh is the only country having achieved a
significant reduction of waste going to landfillttmput increasing incineration.

Although more and more countries use incineratiotheir waste management, its contribution is
still small in some of them. The establishment efvrwaste incinerators takes a lot of time and
resources. For eleven Member States the use oferation for the treatment of municipal waste is
insignificant. Countries exhibit a wide variety pdlicies for the treatment of waste. Data from the
first reporting under the Waste Statistics Regataghows that new EU Member States still rely
very much on disposal of waste by deposit/landtitneat. As also reported for the sub-category
municipal waste, the lowest rates with less tha¥ 20 total waste going to landfill are reported by
Denmark, the Netherlands, Belgium and Poland.

Recovery, including energy recovery from incinerati has gained a more important role in a
majority of Member States and accounts for increpashares of the treatment of total waste [32].

Treatment of Waste for Year 2006
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Figure 2.3 - Treatment of Waste for Year 2006 [32].
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2.4.2 Italian situation

The disposal of municipal solid waste (MSW) in lalhdites is still the main disposal practice: the
percentage of municipal solid waste disposed imlfli& dropped from 91% in 1990 to 49% in
2008. This trend is strictly dependent from pokcibat have been taken in the last 20 years in
waste management. In fact, at the same time, wasteeration has fairly increased, whereas
composting and mechanical and biological treatnfente shown a remarkable rise due to the
enforcement of legislation. Also recyclable wasiflection, which at the beginning of nineties was
a scarce practice and waste were mainly disposduilinin landfills or incineration plants, has
increased: in 2008, the percentage of municipadl sehste separate collection is 30.6%, but still fa
from legislative targets (fixed 45% in 2008).
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1995
1996
1997
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)00
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003
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B Solid Waste disposalon land* B Waste Incineration O Other treatments

Figure 2.4 - Percentage of municipal solid wastatment and disposal, 1990 — 2008 (%)
*except sludge [33].

For the year 2008, the MSW landfills in Italy dispo15,981 kt of wastes. One of the most
important parameter that influences the estimatdnemissions from landfills is the waste
composition.

Table 2.1 - Waste composition 1991-2008 [33].

Composition by weight
(wet waste)

WASTE COMPONENT

Food 26.3%
Garden and park 4.5%
Paper, paperboard 30.1%
Textile, leather 5.1%
Plastic 15.0%
Metal 3.1%
Inert 6.3%
Bulky waste 0.6%
Various 1.6%
Screened waste ( < 2 cm) 7.4%
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On the basis of the waste composition, waste stieawe been categorized in three main types:
rapidly biodegradable waste, moderately biodegradataste and slowly biodegradable waste, as
reported in Table 2.2 [33].

Table 2.2 - Waste biodegradability [33].

W . . . Rapidly Moderately Slowly

aste biodegradability Ehidaaianitulils biodeeradable Fikadaa ity
viodegradable hiodegradable hiodegradable

Food X

Sewage sludge X

Garden and park X

Paper, paperboard X

Textiles, leather X

Wood X

2.5. Future development and potential

For 2020, business as usual (BAU) global projestiordicate that landfill ClHwill remain the
largest source at 55-60% of the total. Landfill&rhissions are stabilizing and decreasing in many
developed countries as a result of increased lhmds recovery combined with waste diversion
from landfills through recycling, waste minimizati@and alternative thermal and biological waste
management strategies. However, landfill ,JG¥issions are increasing in developing countries
because of larger quantities of municipal solid teasom rising urban populations, increasing
economic development and, to some extent, the geplant of open burning and dumping by
engineered landfills. Without additional measue$0% increase in landfill GHemissions from
2005 to 2020 is projected.

Table 2.4 - Trends for GHG emissions from wastegi$P96 and 2006 UNFCCC inventory
guidelines, extrapolations and BAU projections (I@kq, rounded) [34].

Source 1990 1995 2000 2005 2010 2015 2020 Notes

Landfill CH, 550 585 590 635 700 795 910 Averaged using
Incineration CO, 40 40 50 50 50 60 60 2006 guidelines
Total 1120 1205 1250 1375 1450 1585 1740

For the long term, if energy prices continue toréase, there will be more profound changes in
waste management strategies related to energy atdriats recovery in both developed and
developing countries. Thermal processes, which Hmagker unit costs than landfilling, become
more viable as energy prices increase. Becauséllarmdntinue to produce CHor many decades,
both thermal and biological processes are compleango increased landfill gas recovery over
shorter time frames (high agreement, limited eviggn

To minimize future GHG emissions from the waste@gdt is important to preserve local options
for a wide range of integrated and sustainable gemant strategies. Furthermore, primary
reductions in waste generation through recyclireyyse, and waste minimization can provide
substantial benefits for the conservation of ravtemals and energy. Over the long term, because
landfills continue to produce GHor decades, landfill gas recovery will be reqdir existing

landfills even as many countries change to nonfitind technologies such as incineration,
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industrial co-combustion, mechanical-biologicalatreent, large-scale composting and anaerobic
digestion. In addition, the ‘back-up’ landfill witontinue to be a critical component of municipal
solid waste planning. In developing countries, stagnt in improved waste management confers
significant co-benefits for public health and sgafegnvironmental protection and infrastructure
development [37].

2.6. Waste management as a wedge of PolyGame

The "National Observatory on Waste Report 2008"oanced that the production of municipal
waste to Italy in 2007 was 32.547.543 t [35]. Cdasng that more or less 50% of the waste are
landfilled, about 16,3 Mt of waste are managedugholandfill.

Reducing 5 Mt/lyear C£emissions in waste management means to send teast@nerator, to do
composting, improve the recycling systems, improvenagement systems like described in the
previous parts. To evaluate the sufficient quartbtye treated in an alternative way to the lahdfil
is necessary to know the emission factors assalcwitd the treatment of waste. From literature we
can consider that for every tonne of waste selartdfill we have 829 kg of C{eq. while a ton of
MSW, using solid waste integrated management, ehfieskg CQ eq. [26] [34] [36]. Using these
data one obtains that about 6,8 Mt MSW have todageagl to the integrated management of waste.
Finally, in order to reduce GQemissions by 5 Mt/year, it will be necessary tduee by 42% the
use of landfills.
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3.

DEFORESTATION CONTROL

3.1. Forest is a Carbon sink

With the rise in importance of potential globalntdite change, decision makers are actively
exploring the possibility of using forests as aboear sink [38]. Sinks are systems that absorb and
store greenhouse gases, mainly carbon dioxide)({39]. Forest sinks hold enormous potential as
one of the most efficient, low-cost ways to captmreequester carbon [40].

Forests and trees are important components ofltlgC cycle as they store large quantities of
carbon in vegetation and soils. However, foreséshkath sources and sinks of atmospheric.CO
They release carbon to the atmosphere when distimp@atural or human causes, and they absorb
atmospheric C® when vegetation and soil carbon accumulate afttarestation or natural
revegetation [41].

3.2. History

Urbanization, industrialization and intensive agliere often result in rapid landscape changes,
losses of ecological capacity, diversity, and scdmauty, as well as damage to historically
valuable cultural landscape [42]. Worldwide, higtal demand for land, timber products and
energy has removed a large part of the Earth'snafigorest cover, most of it during the 20th
century [43]. On the global scale, during the ldstade of the 20th century, deforestation in the
tropics and forest regrowth in the temperate zore @arts of the boreal zone remained the major
factors responsible for G@missions and removals, respectively. Emissions fileforestation in
the 1990s are estimated at 5.8 G#y0[44].

3.3. Impacts of climate change on forests

Forests have the capacity to both emit and sequeatbon dioxide (Cg), a leading greenhouse
gas that contributes to climate change. Trees,ufirathe process of photosynthesis, naturally
absorb CQ@ from the atmosphere and store the gas as carbtimeinbiomass, i.e. trunk (bole),
leaves, branches, and roots. Carbon is also storé soils that support the forest, as well &s th
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understory plants and litter on the forest floorod products that are harvested from forests can
also provide long term storage of carbon.

When trees are disturbed, through events like firggase, pests or harvest, some of their stored
carbon may oxidize or decay over time releasing D@ the atmosphere. The quantity and rate of
CO, that is emitted may vary, depending on the pddrctircumstances of the disturbance. Forests
function as reservoirs in storing @CDepending on how forests are managed or impaayed
natural events, they can be a net source of emissiesulting in a decrease to the reservoir,rata
sink, resulting in an increase of €@ the reservoir [45].

Net CQ Benefit = (CQ Sequestered + GE&missions Avoided) - C£Released [46].

In other words, forests may have a net negativesbpositive impact on the climate [45].

The rate of carbon absorption depends on the anafuirty biomass in the forest. Trees typically
grow slowly at first, then at an increasing ratailugrowth begins to level off as they approach
maturity The growth pattern depends on speciasiatic conditions, soil fertility, and other factors

In some parts of the world, certain species growlkiy and can accumulate substantial biomass in
less than a decade [47].

3.3.1.Global Forest and their Carbon storage capacity

Estimates made for FRA (Forest Resources Assess2@h® show that the world’s forests store
more than 650 billion tonnes of carbon, 44% inlil@nass, 11% in dead wood and litter; and 45%
in the soil. The estimated total carbon stockoire$ts in 2010 is 652 billion tonnes, which equates
to 161.8 tonnes per hectare. The total carbon staskdecreased during the period 1990-2010,
mainly as a result of the loss of forest area duthe period. Carbon stocks per hectare show a
slight increase, but it is unlikely to be signifitan statistical terms [48].

Tropical forests (mainly restricted to the landaaleetween the latitudes 22:50 North and 22:50
South of the Equator) play a vital role in C forestks because they account for slightly less than
half of the total area forest of the World, divideetween three main continents: South and Central
America (32% of land area), Africa (52%) and Saatld South East Asia (17%). A huge amount of
C is held in their vegetation and soils, which ssnauch as the sum of temperate zone and boreal
forests combined. Trees in tropical forests stdreua 50% more Carbon per hectare than trees
outside the tropics. The average biomass of trbfucasts is estimated at 129 t C/ha while average
biomass of non-tropical forests is estimated at @ha [49].

Tropical deforestation is considered the secongektrsource of greenhouse gas emissions and is
expected to remain a major emission source forftineseeable future. Tropical deforestation
released over 1.6 billion metric tons of carbonQ¥sto the atmosphere annually throughout the
period 1990-2010, accounting for almost 20% of angbgenic greenhouse gas emissions.
According to Yadvinder Malhi (2010) tropical bionwenversion is estimated to be a source of
around 1.3£0.2 Pg C yearto the atmosphere in the period 1990-2005, wisenat@act tropical
biomes were estimated to be a net carbon sinklaf013 Pg C yeat, and it was 23% lower their
former estimate of Van der Werf et al., 2009.

Deforestation is caused by exploitation of natuedources including expanding populations,
logging, agriculture, biofuel production, and wikk. Clearing forests for the production of biofuel

is causing major concern, as experts contend thas a significant negative impact on forests
without doing much to reduce greenhouse gas emss{60]. In most cases, drivers of
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deforestation are a combination of direct and eatireconomic, institutional, political, natural or
social factors.

Direct causes: Land-use changes.

Agricultural expansion is a leading cause worldwitlee to population pressure, with more land
being needed to grow food and non-food crops arkpand pasture for livestock production. This
is driven mainly by the sharp increase in demamdi¥estock products especially in Asia, where
land scarcity has led producers to rely increagirugl imported feed. The emerging market for
agrifuels could also exert further pressure ondoresources.

Mining for the extraction of natural resourcesreguently a destructive activity that damages tores
ecosystems, causing problems for people living teeand downstream of mining operations.

Infrastructure development.

Development of new, or expansion of existing, isfiractures such as roads, urban and industrial
settlement, energy plants and lines contributdécdieforestation process. New forest roads can also
provide farmers with easier access to previoushgaassible land, thus extending the agricultural

frontier.

Unsustainable and illegal logging.

Unsustainable and illegal logging, mainly targetimgh commercial value trees, can contribute to
deforestation and forest degradation.

Indirect causes: Institutional issues.

In some countries, governments have put in plackcie® which indirectly en- courage
deforestation through agriculture incentives, tpamtation and infrastructure development, urban
expansion, and timber subsidies. Policies thatoatside the forest sector, such as land planning,
infrastructure development, mining/quarrying, agitiere, land tenure, etc. can have a large impact
on deforestation.

Equivalent rates of deforestation will generallysa more carbon to be released from the tropical
forests than from forests outside the tropics. Thusiding deforestation specially in tropical fetre
plays a significant role in carbon dioxide mitigatisince only deforestation accounts for around
20% of global carbon dioxide (GPemissions [50].

Trends in the rates of tropical deforestation af@icdlt to predict, but at todays rates, without
implementation of effective policies and measuceslow deforestation, clearing of tropical forests
will likely release an additional 87 to 130 GtC 2300, corresponding to the carbon release of more
than a decade of global fossil fuel combustionuatent rates.
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3.4. Current situation

3.4.1.World situation

Deforestation, mainly due to conversion of fordstagricultural land, shows signs of decreasing in
several countries but continues at an alarminggh hiate in others. Globally around 13 million
hectares of forest were converted to other usdgsbthrough natural causes each year in the last
decade. This compares with a revised figure of 1llGom hectares per year in the 1990s. Both
Brazil and Indonesia (which had the highest nes lof forest in the 1990s) have significantly
reduced their rates of loss, while in Australiajese drought and forest fires have exacerbated the
loss of forest since 2000. At the same time, affimtgon and natural expansion of forests in some
countries and regions have significantly reducexrét loss of forest area at the global level. The
total net change in forest area in the period 19008 is estimated at -8.3 million hectares per,year
which is equivalent to a loss of 0.20 percent & tamaining forest area each year during this
period. The total net change in forest area ingeeod 2000-2010 is estimated at -5.2 million
hectares per year, an area slightly bigger thasiteeof Costa Rica, or equivalent to a loss ofanor
than 140 krh of forest per day. The current annual net los87ispercent lower than that in the
1990s, and equals a loss of 0.13 percent of thaindémg forest area each year during this period.
This substantial reduction in the rate of foressl a result of both a decrease in the deforestat
rate and an increase in the area of new foresblegtad through planting or seeding and natural
expansion of existing forests.

The ten countries with the largest net loss per yethe period 1990-2000 had a combined net loss
of forest area of 7.9 million hectares per yeartha period 2000-2010, this was reduced to 6.0
million hectares per year as a result of reductionsndonesia, Sudan and Brazil and despite
increased net losses in Australia.

Table 3.1 - The ten countries with the largest ahmet loss of forest area, 1990-2010 [51].

Country Annual change Country Annual change
1990-2000 2000-2010
1 000 ha/yr % 1 000 ha/yr %

Brazil -2 890 -0.51 Brazil -2 642 -0.49
Indonesia -1914 -1.75  Australia -562 -0.37
Sudan -589 -0.80 Indonesia -498 -0.51
Myanmar -435 -1.17  Nigeria -410 -3.67
Nigeria -410 -2.68  United Republic of Tanzania -403 -1.13
United Republic of Tanzania -403 -1.02  Zimbabwe -327 -1.88
Mexico -354 -0.52 Democratic Republic of the Congo -311 -0.20
Zimbabwe -327 -1.58 Myanmar -310 -0.93
Democratic Republic of the Congo -311 -0.20  Bolivia (Plurinational State of) -290 -0.49
Argentina -293 -0.88  Venezuela (Bolivarian Republic of) -288 -0.60
Total -7 926 -0.71  Total -6 040 -0.53

The ten countries with the largest net gain per yedhe period 1990-2000 had a combined net
gain of forest area of 3.4 million hectares pemryhee to afforestation efforts and natural expamsio
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of forests. In the period 2000-2010, this increaked.4 million hectares per year due to the
implementation of ambitious afforestation program€hina.

Table 3.2 - The ten countries with the largest ahmet gain in forest area, 1990-2010 [51].

Country Annual change Country Annual change
1990-2000 2000-2010
1 000 ha/yr % 1 000 ha/yr %

China 1986 1.20 China 2 986 1.57
United States of America 386 0.13  United States of America 383 0.13
Spain 317 2.09 India 304 0.46
Viet Nam 236 2.28 Viet Nam 207 1.64
India 145 0.22 Turkey 119 1.1
France 82 0.55 Spain 119 0.68
Italy 78 0.98 Sweden 81 0.29
Chile 57 0.37 Italy 78 0.90
Finland 57 0.26  Norway 76 0.79
Philippines 55 0.80 France 60 0.38
Total 3399 0.55 Total 4414 0.67

At the global level, the area of other wooded ldedreased by about 3.1 million hectares per year
during the decade 1990 to 2000 and by about 1.8omihectares per year during the decade 2000
to 2010.

In Europe it decreased in the period 1990-2000rdrutined almost constant in the period
2000-2010. The area of other wooded land decreadmath periods in Africa, Asia and

South America.

1
S(.a'e
1 million ha
Net loss Net gain
- 1990-2000 . 1990-2000
[ 2000-2010 (million hayr) [l 2000-2010
[ Africa D Asia [] europe [[] North and Central America [] Oceania  [] South America

Figure 3.1 - Annual change in forest area by regib®90-2010 [51].
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From these data is it possible estimates that tridis forests store 289 gigatonnes (Gt) of carbon
in their biomass alone. While sustainable managénptanting and rehabilitation of forests can
conserve or increase forest carbon stocks, deédir@st degradation and poor forest management
reduce them. For the world as a whole, carborkstotforest biomass decreased by an estimated
0.5 Gt annually during the period 2005-2010, malmdgause of a reduction in the global forest
area [51].

Changes in carbon stocks in forest E BB
biomass, 1990-2010 (Gt) 1990 2000 2010
120
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Africa Europe North Oceania outh
and Central /\'m ca
America

Figure 3.2 - Changes in carbon stocks in forestiass, 1990-2010 (Gt) [52].
3.4.2.Characteristics of the world’s forests.

Primary forests account for 36% of forest area,Have decreased by more than 40 million hectares
since 2000. On a global average, more than ond tiimall forest is primary forest, i.e. forest of
native species where there are no clearly visiidiications of human activities and the ecological
processes have not been significantly disturbadd?y forests, in particular tropical moist forests
include the most species-rich, diverse terreseasystems. The decrease of primary forest area,
0.4 percent over a ten-year period, is largely tueeclassification of primary forest to "other
naturally regenerated forest" because of seletbigging and other human interventions. The area
of planted forest is increasing — it now accouits 7 of total forest area Forests and trees are
planted for many purposes and make up an estiméateercent of the total forest area, or 264
million hectares. During 2005-2010, the area ohiad forest increased by about 5 million hectares
per year. Most of this was established throughraff@tion, i.e. planting of areas not forested in
recent times, particularly in China. Three-quarteisall planted forests consist of native species
while one-quarter comprises introduced species [52]

3.4.3.Italian situation
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Extent of forest and other wooded land 2010 iryltal

Table 3.3 - Extent of forest and other wooded 2080 [53].

Forest Other wooded land Other land (1 000 ha)
0 0 - -
1000 ha Y% of 1 000 Yo of Total of which with
land area ha land area tree cover
9149 31 1767 6 18495 -

In Italy, roadleaved species make up two thirdghaf volume of growing stock, the principal
species being beech, deciduous and evergreen pagklrs and chestnut. The main coniferous
species are pines, Norway spruce and European. [atoke fifths of the forest is available for
wood supply and two fifths not available, partly foonservation, partly for economic reasons.
Virtually all forest is semi-natural, with some aseof plantations, including introduced species
such as some poplar species, Douglas fir, radiat gnd eucalyptus; the area of forest and other
wooded land undisturbed by man is small. Two thofialian forests are privately owned, mostly
by individuals in small holdings; one third is puht owned, mainly by communes and
municipalities. Non-wood forest products are of artpnce for the rural economy [53].

Table 3.4 - Trends in extent of forest 1990-2013).[5

Forest area (1 000 ha) Annual change rate
1990-2000 2000-2005 2005-2010
1990 2000 2005 2010 1000 % 1 000 % 1 000 %
ha/yr halyr ha/yr
7590 8369 8759 9149 78 0,98 78 0,92 78 0,88

3.5. Future development and potential

3.5.1.Forest Mitigation Activities

Forest mitigation options include reducing emissidrom deforestation and forest degradation,
enhancing the sequestration rate in existing amdfaeests, providing wood fuels as a substitute for
fossil fuels, and providing wood products for maeergy intensive materials. The important
strategy is the design of a forest sector mitigaportfolio should consider the trade-off is betwee
increasing forest ecosystem carbon stocks andasicrg the sustainable rate of harvest and transfer
of carbon to meet human needs. The selection esf@ector mitigation strategies should minimize
net GHG emissions throughout the forest sector @heér sectors affected by these mitigation
activities [53].

3.5.2.Reducing deforestation and degradation

Globally, reduced deforestation and degradatiadhesforest mitigation option with the largest and
most immediate carbon stock impact in the shomteer ha and per year, because those activities
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could prevent the emissions of about 350-900,t88[50]. In addition, Sathaye et al.(2008) [54]
applied the three models which are Dynamic Integrdflodel of Forestry and Alternative Land
Use (DIMA), the Generalized Comprehensive Mitigatibssessment Process Model (GCOMAP)
[54], and the Global Timber Model (GTM) [55], totiesate the global carbon dioxide mitigation
and the costs of reduced emissions by avoidingrestations. According to the research, the results
generally indicate that substantial emission radastcan be accomplished over the entire 25 year
period examined. For $20/tGQhe models project that the average global eonis®duction from
AD activities between 2005 and 2030 would be in ridvege of 1.6 to 4.3 GtCG@Qr. For higher
prices at $100/C& the models project emission reductions of 3.1&tCQ,/yr. The time path of
marginal costs suggests that the low cost emisgdactions occur earlier on. At $100/t&Ghe
emission reduction averaged for all three model20a0 is 4.0 GtC&yr, but this falls to 3.1
GtCOy/yr by 2030. Marginal costs tend to rise over tioeeause the lowest-cost opportunities are
adopted first and rates of deforestation declirf@lenNater the opportunity costs of land rise begau
of rising productivity in agriculture. The Tableb3describes the results of the prediction of Sahay
(2008) [54].

Table 3.5 - Emission reduction and cost by avoidiefprestation, 2005-2030 [54].

Reduction rate of deforestation Cost Annual reduction Total Annual Cost
(% of Area) ($/tCO2) (Gt CO») (billion $)
10 2—-5 0.3 -0.6 04 -1.7
50 10 — 21 1.5 — 2.7 17.2 — 28

3.5.3.Afforestation and Reforestation

One more forest mitigation option is increasingegirarea by afforestation and reforestation which
are the direct human-induced conversion of nonstote forest land through planting, seeding,
and/or the human-induced promotion of natural ssmdces. The two terms are distinguished by
how long the non-forest condition has prevailed].[5the former is related to the activity of
planting seed or trees to make a forest on a ldmdhahas not been a forest recently, or which has
never been a forest. Reforestation, on the contiathe re-establishment of a forest after removal
To date, carbon sequestration has rarely beenrtimany driver of afforestation, but future changes
in carbon valuation could result in large increasdase rates of afforestation (US EPA, 2005) [56].
Afforestation typically leads to increases in bi@®and dead organic matter car-bon pools, and to a
lesser extent, in soil carbon pools, whose smiily sncreases are often hard to detect within the
uncertainty ranges. Accumulation of carbon in biegafter afforestation varies greatly by tree
species and site, and ranges globally between BamdQ/ha yr (Richards and Stokes, 2004) [57].
Cost estimates for carbon sequestration projectglifterent regions compiled by Cacho et al.,
(2003) [58] and by Richards and Stokes (2004) Eifw a wide range. The cost is in the range of
0.5 US$ to 7 US$/HCOfor forestry projects in developing countries, gared to 1.4 US$ to 22
USS$/ICQ for forestry projects in industrialized countriégsowever, old-growth natural forests act
as large long-term carbon sinks, accumulating carbasoils and woody biomass, and preventing
its release. By contrast, young forests frequeptbduce far more COthan their re-growth will
absorb, and even mature plantations are almosialnet emitters of carbon. That means reducing
deforestation is better than afforestation withréegpect of environment.
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3.6. Deforestation control as a wedge of PolyGame

In ltaly, the forest cover an area of about 9.14Boh hectares, corresponding to approximately
31% of the available land. Reduce by an additidndt / year of CQ emissions through forest
management, it means to increase the forestsaaten[59]. To achieve this, it was calculated that
the average yield of CQabsorption by forests and soils in temperate zosigsh as Italy, is 5.5
tCO,/ha/anno [60]. Through the average yield of ,G®possible to compute that, for obtaining a
reduction of 5 Mt / year, is needed to increase,Z8® ha (9093 kA) forest. In percentage this
means to increment the forest surface by about 10%.

1000 ha
12000 -
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4000

2000 -+

actual situation forest increment

Figure 3.3 — Deforestation control as a wedge ofyBame.
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4.

GEOTHERMAL ENERGY

4.1. Introduction to geothermal energy

Geothermal energy is heat stored in the Earth’stasithin the rocks and fluids. This heat can be
recovered as steam or hot water and used for desepdications (e.g. for heating buildings or
generating electricity). The origin of this heatiieh is unevenly distributed and often at too large
depths to be used, is linked with the internal cgtree of our planet and the physical processes
occurring there [61]. Heat transfer within the Bétcrust takes place by three processes:

1) advection of magma,
2) advection of geothermal fluids and
3) thermal conduction.

Heat transfer associated with the advection of nzagmd geothermal fluids is a relatively fast
process; thermal conduction on the other handyetatively slow process. Heat is transferred from
the earth’s interior towards the surface mostlytihg conduction process; this heat flow makes
temperatures rise with increasing depth in thetdoys25 to 30 degrees centigrade on average per
kilometer depth. This is called the geothermal gmaio[62][61].

A geothermal system (see Figure 4.1) is made upreé main elements: a heat source, a reservoir
and a fluid, which is the carrier that transfers beat. The reservoir is a volume of hot permeable
rocks from which the circulating fluids extract hed@he geothermal fluid is water in the liquid or
vapor phase, depending on its temperature andyseckss3].
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Figure 4.1 - A typical geothermal system with lesveents [122].

Geothermal systems can be found in regions witloranal or slightly above normal geothermal
gradient, and especially in regions around plategma where the geothermal gradients may be
significantly higher than the average value. Infitet case the systems will be characterised oy lo
temperatures, usually no higher than 100 °C [6#{he second case the temperatures could cover a
wide range from low to very high, and even above 40 [63].

Geothermal energy is being strongly considered pstentially inexhaustible energy source [65],
but not always can be treated as such. The fewiestuithat examined the sustainability of
production from geothermal resources agree thainbst critical factor for the classification of
geothermal energy as a renewable energy souransidered to be the rate of energy recharge. If
energy recharge takes place by advection of thewa#dr, which is a “fast” process, geothermal
energy is certainly a renewable energy resourceth®montrary, if geothermal energy is recharged
only by thermal conduction (i.e. via hot and drycks), it cannot be classified as renewable
anymore, because the rate of the process is tao[6R][61].

Furthermore, it must be considered that geothemnargy has several potential environmental
impacts that are usually mitigated. These are eomss harmful gases, noise pollution, water use
and quality, land use, and impact on natural phemanwildlife and vegetation [65][66][67].
Geothermal utilization is commonly divided into twategories: electricity production at large scale
(for high-temperature geothermal resources, wittperature >150 °C) and direct application to the
end user (for medium-to-low temperature resourf&3j69].

Electricity production
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As for electricity production, three main conversitechnologies are available at present (see
Figure 4.2):

* Dry steam plants, where steam from production wellgathered and transmitted via
pipelines directly to a steam turbine [66].

* Flash plants, taking hot water out of the ground alfow it to boil as it rises to surface [68].

» Binary plants, where a secondary working fluid $&d. The geothermal fluid yields heat to
the secondary fluid (characterised by a low boijwgnt) through heat exchangers, in which
this fluid is heated and vaporizes [63].

Dry Steam Power Plant

Condensed
Steam
(Water)

y Generator N

vz,
.

' Blnary Liquid

\ Heat Exchanger

lCooléd'
Water:
Figure 4.2 - Dlagrams of the three main types aftgermal power plants [128].

To take advantage of both technologies, oftentimesmbination of flash and binary technologies,
known as the flash/binary combined cycle, is im@atad.

Resource characteristics, temperature, pressuenes of fluid produced, and chemical properties
of the geothermal reservoir are the primary deteamis of the size and type of power conversion
equipment. If sufficient volumes of fluid are pragd, the temperature determines the most
efficient conversion design [70]. Dry steam plaatseble generation of electricity directly from
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high temperature steam, flash technology from steater mixtures at intermediate temperatures
and binary plants from geothermal water with eitinléermediate and low temperature (70-170°C)
[71]. Hence, while binary plants can utilize vasotemperature resources, low temperature
resources impose the use of a binary plant [70].

In addition to the conversion technologies presemse far, several “non-traditional” technology
applications have also been considered. Some agegerg and could further expand geothermal
potential [72]. Among them, hybrid systems and &balN enhanced geothermal systems (EGS) are
the most promising. Hybrid plants combine in vasiovays the plants described above, in order to
achieve higher efficiencies. Direct-steam/binaryitgynand flash-steam/binary units are two
common combinations [66]. EGS aims at extractingtlygrmal energy from hot rocks where
fracture permeability and fluid circulation lacky lsreating permeability through fracturing, and
maintaining fluid circulation in the fractures byeans of a system of injection, so that the thermal
energy can be transmitted to the land surface [73].

Direct use

Direct use applications exploit directly undergrdumot water. Direct application of geothermal
energy can be both at small and large scale, im@la wide variety of end uses. The main
utilization categories are: (1) bathing and swimgnif2) space heating and cooling including
district energy systems; (3) agribusiness appboatisuch as greenhouse heating, aquaculture,
irrigation and soil heating; (4) snow melting; {(BYlustrial applications such as mineral extraction,
food and grain drying; and, (6) geothermal (grosndfce) heat pumps (GHP), used for both
heating and cooling [74][75].

Space heating, including heat pumps, is the masihman type of direct use of geothermal fluids
[71]. Direct applications can use low-to-moderamperature geothermal resources. Since these
resources are more abundant and easier to be &xpldirect use is more widespread in the world
than electricity production and exists in at le8@tcountries [76][75]. The technology, reliability,
economics, and environmental acceptability of direse of geothermal energy has been
demonstrated throughout the world [76].

4.2. History

Practical uses of geothermal energy, for bathingshing and cooking, date back to prehistory.

Early humans probably used geothermal water thatroed in natural pools and hot springs. There

is archeological evidence that the Indians of timeAcas occupied sites around these geothermal
resources for over 10000 years to recuperate frattieband take refuge [75]. Moreover, there are

written records of geothermal usage in China wiaiehover two thousand years old [76]. Also the

Etruscans, Romans, Greeks, Indians, Mexicans goahdae have all left evidence that they used
hot waters in ancient times, where these waterg wemmonly thought to have healing properties

[61].

Space heating with hot air was known during Romared, but radiators for space heating first

became common a century ago [76]. Even in Icelamdere hot springs are abundant and

Reykjavik is at present the only capital city okttvorld heated entirely by geothermal energy,
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geothermal space heating was first installed irash in 1909 [61]. Between 1910 and 1940 the
low pressure steam from Larderello site in Tusoaag brought into use to heat the industrial and
residential buildings and greenhouses [63].

The first use of geothermal energy for electric powroduction was in ltaly with experimental
work by Prince Gionori Conti between 1904 and 1808 the first commercial power plant was
commissioned in 1913 at Larderello [75][61]. Sid@50 other countries have followed the Italian
example. In 1958 a small geothermal power planabexperating in New Zealand, in 1959 another
began in Mexico, in 1960 in the USA, followed bymgabther countries in the years to come [63].

4.3. Geothermal energy and GHG mitigation

In a comparison with the amount of greenhouse g&sdss) emitted from different types of power
plant, the environmental benefits using a geothkepteant are evident and documented in Figure
4.3). Geothermal power plants do not practicallyite@O, nor other important GHG, such as
nitrous oxides and methane [77].
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Figure 4.3 — GHG emissions from various types efgetic resources
used to generate electricity (G@q.) [78].

Bertani and Thain (2002) described the results suavey of CQ emissions from geothermal
power plants and they found for the emissions fgaothermal plants a weighted average of 122 g
kwWh™ [79]. However, the amount of carbon dioxide fouindgeothermal fluid, and hence the
amount of carbon dioxide actually released intodtraosphere, can vary depending on location.
This makes it difficult to estimate the average antoof carbon dioxide emitted by a generic
geothermal power plant. For example, binary plantis air cooling are in a closed loop system and
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emit no carbon dioxide because in this system #a&hgrmal fluids are never exposed to the
atmosphere [67][63]. Furthermore, the gas emissimma low-temperature geothermal resources
are normally only a fraction of the emissions frtm high-temperature fields used for electricity
production [76]. Hence, a range of emission isgradfle to a single value: the range is found to be
13-380 g for every kWh of electricity produced [63]

It has also been pointed out that the,@itted from geothermal plants is not created ¢wey
generation but is C{that would have been vented out gradually thraixghearth anyway [78]. In
fact, geothermal systems are often located in widcgerrains or other areas characterized by high
CO, fluxes of magmatic origin or derived from metantogon of carbonate rocks at depth [79]. A
research made by Bertani and Thain from volcaniaites of Larderello site suggests that the
development of geothermal fields makes no diffeeetw the total C® emanated from those
terrains [78]. They concluded that all gas dischaegulting from power production is balanced by
a reduction in natural emissions, and that thelt@sunet change is insignificant. On the basis of
these results, Italy decided not to consider, @@ission from geothermal plants as anthropogenic
[79].

4.4. Current situation

4.4.1.\World situation

Both the number of countries producing geothernwalgr and the total worldwide geothermal

power capacity appear to be significantly increggB0]. Global installed electrical capacity at the
end of 2010 was 10715 MW, with a 20% increase wtlgggmal power on line between 2005 and
2010 [71][80]. The growth of geothermal utilizatidor power generation has averaged roughly
5.5% per year over the last 30 years, and the geudl installed capacity in the world has been
increased by about 1 GW every 5 years (see Figd)dl].
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Figure 4.4 - Worldwide geothermal installed capgddr the period 1975-2010 [81].

In 2010 the top-five countries generating geothénpoaver were (see Figure 4.5), in descending
order: US (3086 MW) Philippines (1900 MW), Indoree$i200 MW), Mexico and ltaly (below 1
GW). The highest growth between 2005 and 2010 fwake in US, Indonesia and Iceland [80].
More than 97 % of the 2010 geothermal productios f&am reservoirs heated by volcanic magma
bodies. [82].
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Figure 4.5 - Installed geothermal electrical capsdoy country in 2010 (MW) [71].

As for direct applications, the total installed aepy, reported through the end of 2009 for
geothermal direct utilization worldwide was 50583\W, a 78.9% increase from 2005, growing at
an annual compound rate of 12.33%. The total anenaigy use was 121696 GWh, indicating a
60.2% increase over 2005. Therefore, the worldwajeacity factor is slowly declining, being 0.28
in 2009 down from 0.31 in 2005 and 0.40 in 20001985, only 14 countries reported an installed
capacity of more than 100 MW At the end of 2009, there were 36 countries rapgprover 100
MW, an increase of 3 countries over 2005. The fiventtes with the largest installed capacity
are: USA, China, Sweden, Norway and Germany acowgirfor 60% of the world capacity.
However, an examination of the data in terms ofilarea or population shows that the smaller
countries dominate, especially the Nordic ones.[74]

The growing awareness and popularity of geothetmealt pumps have had the most significant
impact on direct-use of geothermal energy. Therdive most common applications in direct use
of geothermal power are for balneology and spaedirige(see Table 4.1) [81].
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Table 4.1 - Worldwide geothermal direct use categgand their development 1995-2005 [81].

Capacity Utilization
Category (MWuw) (T)/yr)
1995 2000 2005 2007 2008 1995 2000 2005 2007 2008

Geothermal heat 1854 | 5275 | 15384 | 19,010 14617 | 23275 | 87503 | 105,000

pumps
Space heating 2,579 3,263 4,366 38,230 42,926 55,256
Greenhouse heating 1,085 1,246 1,404 15,742 17,864 20,661
ueaieonil 1,097 | 605 616 13493 | 11,733 | 10976

heating
Agricultural drying 67 74 157 1,124 1,038 2,013
Industrial uses 544 474 484 10,120 10,220 10,868
Bathing and swimming 1,085 3,957 5,401 - 15,742 79,546 83,018 -
Cooling/snow melting 115 114 371 1,124 1,063 2,032 -
Others 238 137 86 2,249 3,034 1,045
Total 8,664 15,145 28,269 35,570 36,023 112,441 190,699 273,372 329,270 329,880

4.4.2 ltalian situation

In Italy the most interesting geothermal opportymg the exploitation of high-temperature steam
reservoirs to generate electricity [84][81]. Italy'major geothermal areas of Larderello-
Travale/Radicondoli and Mount Amiata (see Figu® Have seen sustained development over the
past century [83]. Tuscany is the Italian regiorevéhall the geothermal power plants are located.
With the addition of two new geothermal power umit2009, the total installed geothermal power
capacity in Italy reached 843 MW [80]. In 2008, tiet electricity generation reached 5200 GWh;
though this represents only 1.8% of Italy’s totalreestic generation, it meets about 25% of the
electricity demand in Tuscany [81]. If the decisiomakers would be inclined to stimulate
geothermal energy, the fraction of the countryscticity generated from this source could rise
five-fold so reaching as much as 10% within thetrigkyears [80]. However, some obstacle to new
plants has to be overcome. The main one is logabgipon for environmental reasons [84].
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Figure 4.6 - Location of geothermal plants in 1t§8p].
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Geothermal direct-use has increased by a factar2from 2004 to 2009, reaching 867 MVand
2761 GWh/yr. Installations of geothermal heat putngs increased 15% in 2010 with about 12000
units installed. However, this larger contributiom,terms of installed power, is mainly due to the
wide development, mainly in the northern areastaly) of geothermal district heating and in the
number of single household installation [86].

At present, most of the direct applications (60%hef supply) are devoted to bathing (temperatures
less than 40°C), which has a long tradition inyltalating back to Etruscan and Roman times. There
are also several other uses including space andctikeating, fish farming, greenhouses and
industrial process heat [81].

4.5. Potential and future development

Only a small fraction of the world’s geothermaleuital has been developed so far, and there are
ample resources available for a greatly expandedafisgeothermal energy both for electricity
generation and for direct applications [71]. Theagest potential for development of conventional
resources at the planetary scale is in the volcah&ins of the Pacific Rim [82]. In 2005,
Stefansson (2005) estimated the most likely wordigwiotal technical potential for geothermal
resources located along tectonic plate boundamek reear volcanic hot spots to be about 6.5
TWy/yr, about 40% of the 2007 worldwide total annugy [81].

The most pessimistic projection for future growdlercan be considered the twenty five-year trend
of 202 MW per year seen between 1980 and 2005; thithtrend, the installed capacity would
reach about 20000 MW by 2050. A more reasonablengsson for future growth rate may be 413
MW per year seen over the last 5 years. This assommdicates the prospect of an installed
capacity of 28000 MW by 2050. However, it is likéhat there would be continuous acceleration in
the rate of growth of geothermal power capacityrabhe next few decades. If this exponential
growth rate seen between 2005 and 2010 were tancenbver the next few decades, an installed
power capacity of 58000 MW would be reached by 2(3&® the optimistic trend in Figure 4.7)
[87].
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Figure 4.7 - Possible Growth Trends in Worldwideo@ermal Power Capacity [87].

In 2008, Demirbas [88] assessed the global geothleprospects by 2040. Results showed that the
share of global geothermal energy in global rendsvabergy will be 4.73, 6.90 and 7.76% in 2010,
2020, 2030, and 2040, respectively. As for eleityriproduction, according to this scenario, the
share of global geothermal electricity in globahtceelectricity will be 0.67, 1.25, 2.03, and 2.81%
in 2010, 2020, 2030, and 2040, respectively.

Finally, forecasts made by International Energy mme(IEA) in 2008 [15] foresee that geothermal
power production will increases twenty-fold to 2G@V in 2050 in the BLUE Map scenario (see
Figure 4.8). A significant share of the growth via# based on enhanced geothermal systems (EGS)
currently under development. The extent to whiah BGS technology will be commercialized is
absolutely vital for making prosper geothermal poim the next decades, since the other types of
geothermal energy resources offer a much smakewuree base over the long term [87].
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4.6. Geothermal power as a wedge of PolyGame

As discussed above, 122 g &KWh [79] are the average estimated emission irctediy
generation from geothermal power plants. Sinceatlegage C@intensity in electricity production

in Italy was of 380 g C&kWh in 2007, 258 g CPare saved per each KWh produced in a new
geothermal power plant. Hence, in order to catehetimission reduction target set above, additional
19385 GWhlyear of electricity are required to b@egated by geothermal power. This amount
corresponds to a total capacity of 2.77 GW, assgramaverage capacity factor of 80% for the new
plants [62].

In 2008, 5197 GWh were generated from geothermakp@lants with an average capacity factor
of 89% and the total installed capacity was of &N/ at the end of the year [89]. As such, the
installed capacity and the power generated in lsalguld be enhanced by factors of 5.2 and 4.7,
respectively. The mismatch between the two increaldactors is due to different capacity factors
for the electricity already generated (89%) andeleetricity to be generated (80%).
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D.

REDUCTION OF CAR USE

5.1. Introduction to car use

Car use is important for many households’ actiyigfterns in western societies. Households use
their car to travel to various activities, for iaste work, shopping, public services, and leisure
activities. However, personal car use has obvioegative effects, such as the use of non-
renewable fuel, pollution, noise, and congestid.[9

In several aspects private car use is a futuretheethe human environment. This has led to the
development and implementation of transport poirasures aiming at reducing or changing car
use [91].

The environmental problems associated with pricateuse, for example air pollution, noise, land
use fragmentation, health impacts, and climate ghaneed to be taken seriously. One way of
dealing with these issues is to attempt to redraneet demand by means of implementing various
policies, so called travel demand management (TBidasures. Structural TDM measures change
the context through laws and regulations, economstruments, or changes of the physical
environment in order to influence travel demandis&ful distinction has been made between push
measures attempting to make car use less bendgaigl raising the cost for using the car) and pul
measures aiming to improve alternative travel ai¢e.g., improving the public transport). Before
implementing TDM measures, the effectiveness ofmtlieasures need to be determined. According
to Vieira, Moura, and Viegas (2007), the effecteen of transport policies concerns the
improvement of the environmental performance oftthasportation system. Hence, there is a need
to understand the behavioral responses to TDM mesistor example, changes in travel distance,
in the number of car trips, and in the use of alitve travel modes as well as what strategies car
users employ to make behavioral changes, suchhasigmg travel mode, carpooling, and trip
chaining. In addition, it is essential to undergtdactors that are important for making these
adjustments, for example, contextual and individaedors.

The processes by which TDM measures influence ltfaefeavior are important to be understood.
One general assumption is that the measures aeetexjto influence one or several of the factors
important for travel behavior. More specificallycanceptual analysis presented by Garling et al.
(2002), stipulates that TDM measures influencettippechain attributes (e.g., increasing the cost fo
using the car) which in turn influence the indivadlgar users’ setting of adjustment goals as veell a
travel choices. Moreover, the goal to change traeblavior is also influenced by individual factors,
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such as, background factors and psychological factn general, studies have demonstrated that
background factors, for example, gender, age, imgoamd car access are important for travel
behavior, although, psychological factors may benewnore important. To understand how
psychological factors motivate changes in travehaveor, different psychological models are
valuable.

The theory of planned behavior (TPB) has been tsetarify factors important for limiting car use
or using alternative travel modes. In the TPB, ititention to act reflects different motivational
aspects and is a result of three factors; attitoderd the behavior (i.e. a favorable or unfavogabl
evaluation of the behavior), subjective norm (ite perceived social pressure to perform or not to
perform the behavior), and perceived behavioratrobiii.e. the perceived possibilities to perform
the behavior). In turn, behavior is determined l®rcpived behavioral control and intention.
Background factors are perceived to have indirffeces on behavior, mediated by the presented
psychological factors.

In studies of pro-environmental travel behaviorngnatudies have instead drawn on personal norm
as an important motivating factor for traveling mavironmentally. According to the value-belief-
norm (VBN) theory of environmentalism, personal moexperienced as a perceived moral
obligation to act pro-environmentally may be adih as a result of certain values and
environmental beliefs.

More specifically, an altruistic value orientatiomyareness of the environmental problems, and
ascribing responsibility to oneself activate a peed norm to save the environment. In turn,
personal norm is a predictor of pro-environmentidyior. In addition to using either the TPB or
the VBN-theory, several researchers advocate a icatntn of the factors stipulated by the TPB
and personal norm in order to explain travel betrav®verall, both the TPB and the VBN-theory
highlight internal motivational factors importamtr freducing car use. However, in the VBN-theory,
environmental motives for changing travel behawi@r salient, while the intention to act in the TPB
is a broader concept since environmental reasoractng are not specifically stated. In studies of
pro-environmental behavior, environmental motives well as other motives, for example
economical and health reasons, have been foun@ tonportant for acting pro-environmentally
[92] [93].

5.2. Car use and GHG mitigation

The increase in transport G@missions is largely a result of increasing dememdindividual
mobility, in particular private car transport, @dy a key component of transport energy demand in
developed countries. Private cars are a signifitacus of energy efficiency and climate change
policy, with a range of policy measures seekingetocourage modal shifts, technological
improvements and behavioral change [94].

Given the positive effects of higher population sleas on public transport use, walking, cycling
and CQ emissions, better integrated spatial planningnisrgortant policy element in the
transportation sector. There are some good examigledarge cities in several countries.
Transportation Demand Management (TDM) can be &l reducing private vehicle travel if
rigorously implemented and supported. Soft meassiesh as the provision of information and the
use of communication strategies and educationahtques have encouraged a change in personal
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behaviour leading to a reduction in the use of ¢he by 14% in an Australian city, 12% in a
German city and 13% in a Swedish city (medium agerg, medium evidence).

Fuel-economy standards or ¢&tandards have been effective in reducing GHG ams, but so
far, transport growth has overwhelmed their impd&dast industrialized and some developing
countries have set fuel-economy standards for rgw-tluty vehicles. The forms and stringency of
standards vary widely, from uniform, mandatory aogbe average standards, through graduated
standards by vehicle weight class or size, to walynindustry-wide standards. Fuel economy
standards have been universally effective, depgnaimtheir stringency, in improving vehicle fuel
economy, increasing on-road fleet average fuel @tynand reducing fuel use and carbon
emissions. In some countries, fuel-economy starsdaade been strongly opposed by segments of
the automotive industry on a variety of groundsigrag from economic efficiency to safety. The
overall effectiveness of standards can be sigmflgaeenhanced if combined with fiscal incentives
and consumer information (high agreement, muchesael).

Taxes on vehicle purchase, registration, use antwmfioels, as well as road and parking pricing
policies are important determinants of vehicle-ggarse and GHG emissions. They are employed
by different countries to raise general revenueddially internalize the external costs of vegicl
use or to control congestion of public roads. Apamant reason for fuel or G@ax having limited
effects is that price elasticity tend to be subistily smaller than the income elasticity of demand

In the long run, the income elasticity of demand i&ctor 1.5-3 higher than the price elasticity of
total transport demand, meaning that price sighatome less effective with increasing incomes.
Rebates on vehicle purchase and registration faxdsel-efficient vehicles have been shown to be
effective. Road and parking pricing policies arglegul in several cities, with marked effects on
passenger car traffic (high agreement, much evilenc

Many governments have introduced or are intendingnplement policies to promote biofuels in
national emission abatement strategies. Since émeflh of biofuels for C@ mitigation comes
mainly from the well-to-tank part, incentives fapfuels are more effective climate policies if they
are tied to entire well-to-wheels G@fficiencies. Thus preferential tax rates, sulesidind quotas
for fuel blending should be calibrated to the b#aah terms of net C@savings over the entire
well-to-wheel cycle associated with each fuel. hdev to avoid the negative effects of biofuel
production on sustainable development (e.g., berdity impacts), additional conditions could be
tied to incentives for biofuels [37].

5.3. Current situation

5.3.1.World situation

Transport activity is increasing around the woddeaonomies grow. This is especially true in many
areas of the developing world where globalizatisrexpanding trade flows, and rising personal
incomes are amplifying demand for motorized mojpili€urrent transportation activity is mainly
driven by internal combustion engines powered byoteum fuels (95% of the 83 EJ of world
transport energy use in 2004).

As a consequence, petroleum use closely followsgtba/th in transportation activity. In 2004,
transport energy amounted to 26% of total worldgyese. In the developed world, transport
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energy use continues to increase at slightly moae 1% per year; passenger transport currently
consumes 60-75% of total transport energy therdeireloping countries, transport energy use is
rising faster (3 to 5% per year) and is projectedytow from 31% in 2002 to 43% of world
transport energy use by 2025.

Transport activity is expected to grow robustly otiee next several decades. Unless there is a
major shift away from current patterns of energg, ysojections foresee a continued growth in
world transportation energy use of 2% per yearh witergy use and carbon emissions about 80%
above 2002 levels by 2030.

In developed economies, motor vehicle ownershipragahes five to eight cars for every ten
inhabitants. In the developing world, levels of wéh ownership are much lower; non-motorized
transport plays a significant role, and there ggeater reliance on two and three wheeled motorized
vehicles and public transport. The motorizatiortrahsport in the developing world is, however,
expected to grow rapidly in the coming decadesindsemes grow and the value of travellers’ time
increases, travellers are expected to choose famides of transport, shifting from non-motorized
to automotive, to air and high-speed rail. Incnegsspeed has generally led to greater energy
intensity and higher GHG emissions [37].
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Figure 5.1 - Vehicle ownership and income per Gap# a time line per country (data are for
1900-2002, but the years plotted vary by countepemding on data availability) [37].

5.3.2.1talian situation

In 2008, total GHG emissions from road transpastativere about 93.0% of the total national
emissions from transport, 25.1% of the energy sextd about 21.3% of the GHG national total.
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From 1990 to 2008, GHG emissions from the sectmessed by 21.5% due to the increase of
vehicle fleet, total mileage and consequently dogisumptions.

In the last years, from 2004, fuel consumption andssions stabilized. In 2008, GHG emissions
from road transport started to decrease and wenet &@b1% lower than those of 2007.

Emissions from road transport are calculated eittoen a combination of total fuel consumption
data and fuel properties or from a combinationrofedrelated emission factors and road traffic
data [95].
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Figure 5.2 - Cars in Italy (1921-2007) [96].
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5.4. Potential and future development

The International Energy Agency’s (IEA’s) World Egg Outlook Reference Case projects that
between 2000 and 2030, transport energy use aneg@@sions in OECD countries will each
increase by 50%, despite recent and on-going pdafitiatives intended to dampen this growth.1
The oil share of transport energy use is expeatetemain at about 97%, and the increase in
transport oil use will account for virtually allghincrease in OECD oil use over this period. In all
three OECD regions oil import dependence is indéngaand by 2030 is projected to reach 85% in
OECD Europe (from about 50% today), 50% in OECDthNd@merica (from about 35% today),
and 95% in OECD Pacific (from about 90% today).rake matters even more urgent, transport
energy use and carbon emissions in non-OECD cesrisiexpected to increase even more rapidly
over the next 30 years.

A long-term focus is important in order to bringoaban evolution toward a more sustainable
transport system, including near-zero carbon eonssand non-petroleum fuels. However, this
should not overshadow potential nearer-term actibascould provide substantial benefits over the
next few years, particularly in light of renewechcerns for energy security and diversity of energy
supply. Recent IEA studies have highlighted prongsbpportunities for cutting oil use and
emissions by 20-30% over the next 10 years, bothinvOECD countries and beyond, that should
not be ignored. Should an oil emergency occur, gaprt-term actions will be needed to ameliorate
the impact of reduced gasoline and diesel fuel lsegp

An important message is that many technologieslagady available to provide near-term oil
savings, energy security benefits, and,@€luctions. Government leadership and action éslee
that focus on rapid, relatively low-cost changes.

These include:

Reductions in Vehicle In-use Fuel Intensity.

Vehicles on the roads in OECD countries typicalge uL0-20% more fuel per kilometre than
indicated by their rated efficiency. While many tbe reasons for this gap are inevitable due to
traffic congestion and other factors, there are alswumber of potential measures to significantly
reduce this gap.

The IEA estimates that a 5%-10% reduction in awerfagl consumption per kilometre could be
achieved through a combination of the following sweas: stronger inspection and maintenance
programmes to target fuel efficiency, adoption ofbmard technologies that improve in-use fuel
efficiency and improve driver awareness of efficignbetter and more widespread driver training
programmes, and better enforcement and controlebicle speeds. External control of vehicle
speeds, though controversial, is being looked @dety in some countries (like the UK) for its
potential safety benefits.

Reductions in demand for vehicle travel.
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Policies to dampen the growth in vehicle travel aften undertaken for purposes other than saving
energy or reducing CQbut they can of course also have important ingacthese areas. From a
technology point of view there are a number of meas that can reduce the demand for vehicle
travel while improving the general efficiency oktlransport system. These include infrastructure
improvements, “intelligent transport” technologesd systems such as better routing systems and
congestion reduction, information systems that belp to substitute for travel systems, better
transit systems and road-pricing programmes.

An aggressive combination of such measures coalistieally cut travel (or travel growth) by 10-
15% over a ten year period.

Though many such measures are normally undertakée &cal or regional government level,
national governments can put in place incentivgrammes to encourage adoption of strong
approaches. And though national governments' depats of transport often spearhead transport
sector efficiency policies, greater consideratmenergy use impacts can be championed by energy
agencies [98].
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Figure 5.4 - Historical and projected G@missions from transport [37].

5.5. Car use as a wedge of PolyGame

There are available in literature different emiasiactors for different models of cars. We consider

that an average cars emission factor is about 1ZQ0./gm, the number of cars in ltaly is

36.371.790 and the average path for each car19Q@km / year [99] [100]. We obtain that to have
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a reduction about 5 Mt GDyear, we need to reduce the average path about809 km/year)
[101].

km/year/

car
12000

10000 -

8000 -

6000 -

4000 -

2000 -

actual kilometres reduced kilometres

Figure 5.5 - Car use as a wedge of PolyGame.
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0.

BIOFUELS

6.1. Introduction to biofuels

Biofuels can be an important option for energy syppotably as renewable substitutes for fossil
fuels. Some considered them as a renewable anéssntdsource, since they are produced from
biomass, usually from an agricultural crop, thatiisenewable resource. Besides, it is a current
belief that, by replacing oil products, their usmuld reduce greenhouse gases (GHG) emissions.
Yet, there are some discordant voices that pointtloat any biomass production and industrial
transformation require the use of fossil fuel egeng the form of fertilizers, agrochemicals,
machinery, and for inputs and raw material transp@n. Moreover, monoculture might result in
soil degradation, natural ecosystem destruction ianthis case, there is a competition for the afse
arable land between the production of energy and @wops [102].

Methanol and ethanol are good candidates as diteznfuels since they are liquids and have
several physical and chemical properties similathttse of gasoline and diesel fuels. Ethanol can
be produced from biomass such as sugar cane, &@gdr wood, corn, and other grain. The
production of ethanol from biomass sources invofeesientation and distillation of crop. Ethanol
is biodegradable and will evaporate quickly if kal on land. Methanol can be produced from
natural gas, gasification of coal or biomass. Haveeoal is not preferred as a feedstock because
conversion process is complex and more costly tisamg other feedstock in commercial methanol
production. Both methanol and ethanol have muchdrigctane number than gasoline. This allows
to alcohol engines to have much higher compressitias, and so increasing thermal efficiency.
Nevertheless, a significant disadvantage of methand ethanol relative to gasoline is that they
have lower energy content [103].

The production of transport fuel from biomass, ither liquid or gas form, holds the promise of a
low net fossil-energy requirement and low life-&/€&HG emissions. The successful development
of advanced biofuels technologies, using non-foodnbss feed stocks, could help overcome most
barriers and achieve sustainable, very low,GOst-effective biofuels.
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Table 6.1- Typologies of liquid biofuels with resipee characteristics [15].

Fuel Feedstock Regions GHG Costs Biofuel yield Land types
where reduction per hectare
currently impacts vs. of land
mainly petroleum
produced fuel use
hG:cnns' US,CE]L.Jrope, Low-moderate Moderate-high ~ Moderate Croplands
1 generalion O ) O e sess e
ethanol Brazil, India
Sugar cane Thalland High Low-moderate High Croplands
. . Croplands
nd ’
< geemien Moo | Donsbeealel High Medium-high  Pasture lands,
ethanol (cellulose)  widely available
Forests
Oil seeds S, Esrene
1# generation (oilseed rape, ’Brozil ! Moderate  Moderate-high Low Croplands
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The conversion process is classified according hbether it uses “first-generation” biofuels (i.e.
those already under commercial production, basedfomdl-crop feed stocks) or advanced-
technology “second-generation” biofuels (mainlynlbgellulosic feed stocks such as straw, bagasse,
vegetative grasses and wood). There are also “tandration” biofuels under development,
including oils from algae and other alcohols sustbi-butanol, but due to the lack of production
experience to date, it has been assumed that wi#smake little contribution before 2050. For
energy produced by algae, see chapter 6. The ¢hastics of the different types of biofuels vary
substantially. Second generation technologies ti@dgromise of high-yielding, low GHG emitting
and sustainably produced liquid fuels derived frfmrest and agricultural residues and purpose-
grown energy crops. It is likely that commerciabguction of second generation biofuels to
produce gasoline or diesel substitutes from a raridegno-cellulosic feed stocks will eventually
complement and perhaps supersede current first-atgme biofuels from grains and oil-seed crops
[15].

6.2. History

The first prototypes of internal combustion engibast in the nineteenth century by Samuel Morey

in 1826 and Nicholas Otto in 1876 were able toetbanol as fuel. The first car produced by Henry

Ford in 1896 could use pure ethanol as fuel. The Model-T, the first car manufactured in series

by 1908, was a flexible vehicle able to use ethasch fuel, as well as gasoline or any mixture of

both. The use of bio-ethanol as fuel was widesptesad! in Europe and the United States until the

early 1900s. After the First World War there wadexrease in demand for ethanol, because it
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became more expensive to be produced than petrdbaged fuel, however there was an interest in
ethanol as both an antiknock agent (i.e., octaharer) and a possible replacement for petroleum
fuels.

Brazil had a pioneering program to produce alcdbiohutomobile since 1927, when it has installed
the first pump alcohol that continued until thelgamears of the next decade. However, the fuel
ethanol market was revived in the 1970s when, é@nemic reasons as the global oil crisis and
problems in the international sugar market duevergroduction, the National Alcohol Program
(ProAlcool) was created in Brazil in 1975. This gram was based on the sugarcane use as raw
material, and was intended to target the largeesgsé of ethanol as a substitute for gasoline. With
substantial government intervention to increase shyeply and demand for ethanol, Brazil has
developed institutional capacities and technolofpeshe use of renewable energy in large scale. In
1984, most new cars sold in Brazil required hydfdim-ethanol (96% bio-ethanol+4% water) as
fuel. As the sugar-ethanol industry matured, peficevolved, and the Pro Alcool program was
phased out in 1999, permitting more incentivesdavate investment and reducing government
intervention in allocations and pricing. AlthoughraBilians have driven some cars that run
exclusively on ethanol since 1979, the introductddmew engines that let drivers switch between
ethanol and gasoline has transformed what was anasconomic niche into the planet's leading
example of renewable fuels. Widespread availabdityflex-fuel vehicles (promoted through tax
incentives) combined with rising oil prices haeel lto rapid growth in bio-ethanol and sugarcane
production since 2000. Today, more than 80% of Bsazurrent automobile production has flex-
fuel capability.

In the United States, the combination of raisingta a concerted campaign by major oil producers
and availability of cheap petrol effectively extinghed ethanol as a transport fuel in the early par
of the 20th century. The desire to promote the petidn and use of bio-ethanol restarted in the
early of 1980, largely to revitalize the farmingcwe at a time of oversupply of agricultural
production. The United States rebuilt its fuel etblaindustry more gradually than Brazil, and is
nowadays the world leader in its production andyas#@ blended fuel E85 (85% bio-ethanol and
15% gasoline) is used in vehicles specially deslgioe it. Government has been promoting the
development of this blend and several motor vehasésufacturers including Ford, Chrysler, and
GM, have increased the production of flexible-fwehicles that can use gasoline and ethanol
blends ranging from pure gasoline all the way ugp&6. Currently ethanol is the main bio-fuel used
in the world and its use is increasingly widesprahd worldwide prospects are the expansion of
the production and consumption of ethanol [104].

6.3. Biofuels and GHG mitigation

The impact of replacing conventional transportatioels (petroleum-based) by biofuels on GHG
emissions is subject of fierce debate [105][127&L007].

Biofuels are theoretically carbon neutral, releggtQ, recently absorbed from the atmosphere by
the crops used to produce them, while fossil faeld to the C@supply in the atmosphere by
giving off CO, absorbed and trapped in plant material millionyedrs ago. In facmost LCAs
(Life Cycle Assessments) have found a significaat reduction in GHG emissions and fossil
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energy consumption when bioethanol and biodieseluaed to replace, respectively, conventional
diesel and gasoline [127]

Overall, anyway, calculating the performance offiiéds on GHG emissions and fossil energy use
is difficult, due to the large number of uncertparameters and impacts, as well as methodological
issues [108]. The crucial factors are the amounC6§ produced when using fossil fuels for
transport and processing of biofuels and the eomssof NO produced during manufacture and
after application of nitrogenous fertilizers [108].addition, results may depend assumptions on
system boundariegeference land, location of crop cultivation andated yields,co-product
allocation, energy sources used in the productfagdcultural inputs and feedstock conversion to
biofuels [108][110]. Therefore, wen for a particular feedstock, standard life-cyalealyses of
biofuels in the literature exhibit a wide rangeténms of the overall reduction in GHG emissions.
As such, the GHG savings of biofuels should notabsumed but need to be examined on an
individual basis [108].

Nonetheless, in most of the several LCAs carriedouvecent years, biodiesel achieves 40-65% of
the GHG emissions of conventional diesel, while bayethanol technologies the range of GHG
reduction is wider: for some bioethanol productmrains (e.g. for corn to ethanol in coal-fired
process plants) the GHG emissions may be as higd0a80% of their fossil fuel competitors,
whereas they may be as low as 20-35% for bioethaowl sugar cane [127]. See Table 6.2 for
some comparison.

Table 6.2— Comparison of GHG emissions from bisfaeld fossil fuels [127].

Energy product GHG emissions
(g COy-eq./km)

Transportation fuel

Bioethanol from sugar cane 50-75
Bioethanol from other crops (corn, sugar beet, wheat) 100-195
Biodiesel (rapeseed, soy, sunflower) 80-140
Bioethanol from lignocellulose 25-50
Gasoline 210-220
Diesel 185-220

However, it must be emphasized that data showhdrabove table are valid only for systems that
do not give rise to direct or indirect land use rafes. The results from the life cycle GHG
emissions of biofuels, when the ILUC (Indirect Ladde Change) factor is included suggest that
these savings are diminished considerably when,irfstance, grassland is converted to the
cultivation of feedstock rather than using existangpland. Indirect land use change resulting from
biofuel production is found to have a great impant GHG emissions from biofuels, showing
biofuels to increase GHG emissions relative torthassil fuel counterparts in most of the cases
[110]. If bioenergy crops are cultivated on fallonvarginal or degraded land where previously no
conventional crops were grown, and wise managestgtegies are implemented, no indirect GHG
emissions occur and the GHG balance can be favieufgd7]. In a sense, this can be viewed as a
sort of ecological restoration. In addition, the Glnd energy balance may also depend on the
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scale at which biomass is used. For instance, dsecgke use may lead to significant land use
changes, which can lead to increases or decraaseseastrial carbon stocks [127][108].

In conclusion, biofuels can contribute to GHG natign strategies in transport sector only if
significant emissions from land use change aredband appropriate production technologies are
used [127]. As a final remark, obviously the abowesiderations refer to the use of pure biofuel,
which allows maximum energy and GHG savings, wiile use mixtures of fossil fuels and
biofuels, in any case, may save energy and GHGottilytto a very small degree [111].

6.4. Current utilization of biofuels

6.4.1.World situation

Bio-fuels are attracting growing interest aroune thiorld, with some governments announcing
commitments to bio-fuel programs as a way to babuce greenhouse gas emissions and
dependence on petroleum-based fuels [112]. Inastedecade biofuels production has been driven
by governmental policies. The key instruments widmilopted to foster production and increase
consumption have been mandatory blending targats,ekemptions and subsidies [126]. The
United States, Brazil, and several EU member stags the largest programs promoting bio-fuels
in the world [112]. Over the last ten years biofuptoduction has increased dramatically. Despite
that, biofuels today represent only about 1.5% led total road transport fuel consumption
[126][109] and they only account for about 2% ie fimal bioenergy mix (in energy terms) [126].
Between 2000 and 2008 biodiesel grew from 0.8 t@ bdlion liters (see Figure 6.1) [110][113].
Most of global biodiesel production is based in dp&, which accounts for 87% of the global
biodiesel supply[126].
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Figure 6.1 — Global biodiesel production in billiditers [110].



6. Biofuels

The total global production of biodiesel remainsaincompared with that of ethanol. In fact,

between 2000 and 2009 fuel ethanol output expeztban increase from 16.9 to 72.0 billion liters
[113]. By far the largest volume of bioethanol reguced in Brazil and the USA (see Figure 6.2),
where plants with capacities up to more than 500amilitres per year are located. Also China and
India produce significant quantities of ethanolg]L2
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Figure 6.2 - Global ethanol production trends i timajor producing countries and regions [109].

Even if ethanol is produced from a wide range efltocks the 80% of its production comes from
corn (maize) and sugarcane. Corn ethanol is mardguced in the US and sugarcane ethanol in
Brazil [109]. Nowadays, almost all the Braziliarhides use ethanol, in the pure form or in mixture
with the gasoline, where ethanol corresponds 586 of the mixture. The flex-fuel cars, that can
be fueled with ethanol and/or gasoline in any propo, represent 90% of the light vehicle sales.
The flexibility of using both fuels in a vehicleviared the ethanol consumption in Brazil, which
corresponds to 40% of the total fuels used in Vekifl04]. In the United States, ethanol is acyuall
used in two forms: mixed with gasoline in the maam proportion of 10%, or in mixtures
containing 85% ethanol and 15% gasoline, as amalige fuel [104].

Finally, as for second-generation biofuels, theeey&t no large scale production facilities [126].

64



6. Biofuels

6.4.2.European situation

The European biofuels market is mainly determingthle European Union’s policy and legislation
on biofuels [114]. The European fuel specificatiansrently allow blending of up to 5 percent
ethanol and 15 percent ethers (oxygen-containigguroc compounds for which ethanol is one
possible feedstock) in gasoline, and up to 5 perberdiesel in petroleum diesel. Raising these
limits is currently under consideration to expahe tise of biofuels [107].

It is interesting to provide a brief summary abButopean legislation concerning biofuels. In 2003,
the EU bio-fuels directive (2003/30/EC) set a targdnich was not reached, of an indicative 5.75%
total bio-fuel share of all consumed gasoline aiesel fuel for transport placed on the market by
2010, as a goal. This indicative target has be@ptad by most Member States in their national
bio-fuel objectives [112]. In 2006 was published tRommission’s communicatiotAn EU
Strategy for Biofuels” In this EU Strategy a range of market-based,slative and research
measures are presented to boost the productioriobiets. Basing on the responses gathered
through a public consultation in 2006, the EC (Bean Commission) reviewed the Biofuels
Directive and thereupon published tH&ofuels Progress Reportin January 2007. According to
this report the Commission reduced the incorponatades of biofuels in the EU, showing that the
European biofuel production needed further supgtft4]. In January 2008, the European
Commission proposed a binding minimum target of f0#ihe share of bio-fuels in transport in
the context of the “EU directive on the promotiohthe use of energy from renewable sources”
that envisages a 20% share of all renewable ersgsces in total energy consumption by 2020
[109]. In April 2009 the parliament of the Europddnion endorsed a minimum binding target of
10% for biofuels in transport by 2020 as part & BU Directive 2009/28/EC on renewable energy.
The directive also specified a minimum 35% reductio GHG emissions savings compared to
fossil fuels to be achieved by biofuels during théde cycle, including direct land use change
effects [115][116]. Sustainability criteria for imect land-use changes are also provided. No bio-
feedstocks shall originate from primary forestghty bio-diverse grassland, protected territories
and carbon-rich areas [113].

In 2009, total biofuel use in Europe amounted tdvit8e (million tonnes of oil equivalent), which
represents a 4% incorporation rate across all teatsport fuels estimated at 300 Mtoe in 2009
[116]. In Figure 6.3 the shares by country and iojuel type can be appreciated. In 2005, of the
7.0 million hectares of set-aside land, 836000 weaated with feedstocks for biofuels. Farmers
are compensated for setting aside land [107].

The European Union is the world’s largest biodigselducer; its annual production surged from
1.9 million liters in 2004 [107] to 8.8 million toxes in 2008 [113]. The top three biodiesel
producers in the European Union in 2006 were Geymé&nance, and Italy [107]. In Europe,
biodiesel is produced from rapeseed, sunflower, soybean oil; and ethanol from sugar beets,
wheat, and barley.

EU ethanol production is smaller, although incnegdrom 0.5 billion liters in 2004 [107] to 3.7
billion liters in 2009 [117]. The top three EU etiwh producers were Germany, Spain, and France
[107].
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Figure 6.3 - Biofuels consumption for transpor&b-27
in 2009 (ktoe) with respective shares [116].

6.4.3.Italian situation

Having trailed behind the other major European dniomuntries, Italy took a giant stride and
increased its biofuel consumption for transpor2@®9. According to the Economic Development
Ministry’s Department of Energy, the country’s cangtion rose by 62.9% over 2008 to 1167002
toe, raising the biofuel incorporation rate to 32#06 in 2008). To do so, it doubled its bioethanol
fuel consumption (up by 103.3%) to 118014 toe aighificantly increased its biodiesel
consumption (by 59.3%) to 1048988 toe [116].

66



6. Biofuels

Looking at the production, Italy was the fourthglest biodiesel producer in the European Union in
2009, with 737 tonnes [118]. The capacity is fayhleir, 2375 tonnes/year being estimated for 2010
[118]. The main feedstock for biodiesel producti®wil seed [110].

For what concerns ethanol, the production increage2D% in 2009, reaching 72 Ml [117] and the
main feedstock are cereals [110].

6.5. Future development and potential

Various scenarios have resulted in high estimatebiauel in the future energy system. The
availability of the resources is an important fagtdigh shares of biofuel penetrate the elediyici
heat or liquid fuel market. The rationale is toilitate the transition from the hydrocarbon economy
to the carbohydrate economy by using biomass tayw® bioethanol and bio methanol as
replacements for traditional oil-based fuels anddfestocks. The biofuel scenario produced
equivalent rates of growth in gross domestic prod@®P) and per capita affluence, reduced fossil
energy intensities of GDP, reduced oil imports ajale an energy ratio. Each scenario has
advantages whether it is rates of growth in GDBucgons in carbon dioxide emissions, the energy
ratio of the production process, the direct gemamadf jobs, or the area of plantation biomass
required to make the production system feasible.

Renewable resources are more evenly distributed fbssil and nuclear resources, and energy
flows from renewable resources are more than thréers of magnitude higher than current global
energy use. Today's energy system is unsustainbBbause of equity issues as well as
environmental, economic, and geopolitical concéinas have implications far into the future [119].
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automotive fuel consumption in the world (2000.3(0%Q9].

The IEA publication Energy Technology Perspectif¢$P) contains a number of scenarios, but
the one most relevant for the road mapping proces8LUE Map”, the main scenario where
energy-related COemissions are reduced by 50% in 2050 relativehwr t2005 level. For
transport, a variety of strong measures are undartaincluding a rapid ramp-up of second-
generation biofuels production after 2010.

Figure 6.6 shows the projected production of bibtue to 2050 in the BLUE Map scenario. The
production levels by 2030 is several orders of ntage above the starting point in 2010, requiring
a challenging pace of investment and constructiobiafuels facilities, and increases in feedstock
production. The cumulative production over thisipegalso allows for a great deal of experience to
be gained over time. Given this assumption, traridpel demand by 2050 is projected to be over
760 Mtoe. On this basis, biofuels would provideusua 27% of transport fuel in that year [120].
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Figure 6.5 - Biofuels production projections in tAREUE Map scenario [120].

Another point of view it's that of Richard Doornlabsfrom the Organization for Economic Co-
operation and Development (OECD). He presented @anamist's perspective, arguing that
biofuels have somewhat limited potential and thatrent policies were in fact leading to the
deployment of solutions that were not likely toHmpful to the climate change issue. His analysis
took into account other land-uses (including thedlfor forestry, arable use, and pasture needed to
support the world’s growing population).

The potential of ‘2nd generation’ technologies wakulated based on the estimated availability of
feedstocks which do not require dedicated land, ¢mp and forest residues, and organic wastes.
Crops grown on marginal and degraded land have besitioned as possible additional sources
but these were not included in the calculation. iDbosch also found a geographical mismatch
between areas with high resource availability aaddport fuel demand. Referring to recent science
articles, Doornbosch stressed that emissions fraractd or indirect land-use change might
significantly reduce the climate change benefitsofeasing levels of biofuels production [121].
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Figure 6.6 - Technical global biofuel potential 2050 [121].

6.6. Biofuels as a wedge of PolyGame

At the end of 2009 in Italy there were 41555643 anathicles [122], so that a reduction in £0O
emissions of 0.12 t/year/vehicle is required. Knaythat the annual average mileage in ltaly is
13000 km/year [123], a total mileage per year ddZ2B Mkm and a required emission reduction
per motor vehicle and km of 9.2 g g@re obtained. Given a total emission from roafitran
2008 of 114 Mt [124], an average emission factoRbf g CQ/km is calculated, so that to reach
our goal with mixed fuels using traditional foskikls and biofuels, an average emission factor of
202 g CQ/km is required.

For the calculation of the biofuels emission factonder the hypothesis of the substitution of
gasoline with a mixture gasoline/bioethanol anddaésel with a mixture diesel/biodiesel, a
weighted average between bioethanol and biodieasl aarried out. Average emission factors of
110 g CQ/km for biodiesel and of 82.5 g G®m for bioethanol are assumed [127]. To biodiesel
was given a weight of 0.35 and to bioethanol ob0wv&lues corresponding the the relative share of
diesel and gasoline in the Italian motor vehiceeflin 2007 [125]. Therefore, the average biofuels
emission factor used in the calculations was etu&?2 g CQ/km. As such, for the entire Italian
motor vehicle fleet, the traditional fossil fuelsosild be blended with biofuels in mixtures in which
biofuels account for 7.8%.
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Electric cars

7.1. Introduction to electric cars

Road transport today is responsible for a sigmificand growing share of global anthropogenic
emissions of Cg moreover it is almost entirely dependent on eilied fuels and Therefore
highly vulnerable to possible oil price shocks agpply disruptions. Finally, using oil-derived
fuels in internal combustion engines generates digé emissions of pollutants such as ;M
(particulate matter), NOand VOCs (Volatile Organic Compounds) which arentfal to human
health. Improving road transport requires all thisseies to be addressed. Managing demand and
promoting co-modality can provide a partial solatidcvowever introducing alternative transport
fuels and vehicles will also be necessary in otdeachieve the objectives of decarbonisation,
energy security and urban air quality [128].

So, with the increasing demand for environmenthigndlier and higher fuel economy vehicles,
automotive companies are focusing on electric VYegid 29].

Electric vehicles (EV) are expected to reduce, @@issions and oil dependence. EV can reduce
total energy consumption because of its high efficy and can run with both oil and electricity.
Introduction of EV reduces oil consumption, bualgo increases electricity demands. Therefore, we
must evaluate EV’s C{reduction potential, not only in the transporttsecbut also in the power
grid section [130].

7.1.1.General characteristics

An electric vehicle consists of a battery that jpdeg energy, an electric motor that drives the
wheels, and a controller that regulates the entogyto the motor [131].

The electrification of vehicle propulsion systensnprises a wide range of technology options.
Different vehicle concepts show variant degreelettefication. Besides fully electrified vehicles
solely driven by an electric powertrain, hybrid attec vehicles combine a conventional internal
combustion engine with an additional electric pisfmn system to improve the overall efficiency
of the vehicle’s drive train.

Mild hybrid electric vehicle
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On the electrification path towards an increasiftegteéc driven powertrain, mild hybrid electric
vehicles represent the first real step away fropueely combustion engine driven vehicle. In
addition to the conventional internal combustiomgiea, mild hybrid systems include an engine
start-stop system, regenerate braking energy dyargmg the battery and utilize a small electric
motor which provides acceleration assistance.

Mild hybrid vehicles do not allow driving only oreetric propulsion, due to the small size of the
electric motor and the limited capacity of the batt However, due to regenerative braking and the
automatic engine start-stop system, mild hybridicleb achieve fuel efficiency gains in the range
of 10 to 15 % compared to conventional internal lsogtion engine vehicles.

Full hybrid electric vehicle

Compared to the mild hybrid system, full hybridattee vehicles are characterized by a stronger
emphasis on the electrification of the power taamad an increase in fuel economy.

The internal combustion engine remains the maipydsion system, but it is further complemented
by a larger battery and a more powerful electridcanorhis configuration allows a more efficient
electric launching of the vehicle, electric accatem assistance, and even pure-electric driving at
low speeds and for a limited driving range is palgsi The battery takes up energy from
regenerative braking and is further recharged leyitibernal combustion engine; recharging from
the power grid is not possible.

Full hybrid vehicles show fuel consumption benefifsabout 25 to 30 % in standard test driving
cycles, compared to conventional combustion enggahécles.

Plug-in hybrid electric vehicle

The plug-in hybrid electric vehicle (PHEV) is anguade of the full hybrid allowing an increased
proportion of electric driving. Besides a more pdweelectric motor, a high capacity battery and a
correspondingly smaller combustion engine, theebaf the plug-in hybrid is not only charged by
the on-board generator, but can also be chargddelattricity from the power grid. Plug-in hybrid
vehicles can be driven in electric mode over mugigér distances. While its energy efficiency in
conventional driving mode, where the combustionireagnainly drives the vehicle, corresponds
approximately to that of a full hybrid, in the diec driving mode much higher energy efficiency
gains can be acquired which are close to the ermngsumption of battery electric vehicles.

Battery electric vehicle

The battery electric vehicle is entirely propelledelectricity stored in an on-board traction batte
that is charged from the power grid. It is situatgdthe top of the electrification path. The
conventional mechanical drive train and the comibuoséngine are replaced by an electric drive
train with a powerful electric motor. Battery electvehicles show the highest tank-to-wheel energy
efficiency of all vehicle propulsion systems dudhe particularly efficient operation of the electr
motor and further efficiency gains through regetieeabraking. In contrast to the favourable
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characteristics of electric propulsion it is lindtevith regard to performance and driving range by
the battery technology's potentials [132].

7.2. History

First electric vehicles have been on the road direa 1838, 52 years before combustion engine
vehicles entered the market. In 1913, the prodoabioelectric vehicles started to decline and the
starting mass-commercialization of combustion emgiehicles has led quickly to road transport
dominated by combustion engine technology.

Until the 1960s, electric vehicle remained at asignificant level. In the 1970, in the context of a
rising environmental awareness and the oil crisegeral prototypes of electric vehicles have been
developed in Europe, Japan and the US and expettatatime have estimated a steeply rising
deployment of electric vehicles. Finally, the protion of electric vehicles remained at a negligible
level during the 1980s.

A new boost of electric propulsion technology ocedrin the mid-1990s, where several OEMs in
Europe and the United States relaunched the dewelopof electric vehicles.

In the U.S., eight different electric vehicles weeduced by six major OEMs. They were
primarily developed in response to the Septemb@&0 I@alifornia ZEV (zero emission vehicle)
mandate, initially requiring by 2003 10 % of newscaales to be ZEV. In 1996, the California ZEV
mandate has been postponed and the targets feemassion vehicles by 1998 and 2002 have been
finally cancelled.

In Europe, electric vehicles with driving rangesabbut 80 to 100 kilometres and maximum speeds
of about 100 km/h, intended for urban use, wereyeed in the same period by several companies.
Plug-in hybrid electric vehicles have been develomend tested since the 1980s. The first
commercially produced PHEYV is the Renault Kangoec&load that has been in limited production
since 2003. However, the developed vehicle concgpte commercially not successful at that time
and have been only produced in low numbers. Inquaar the immature battery technology and the
low driving range inhibited the market introductioh these vehicles. However, the research and
development of electric propulsion systems in tAe &nd 90s is considered the main technological
groundwork for today's technological developmemid the re-emergence of electric vehicles [133]
[134].

7.3. Electric cars and GHG mitigation

Electric vehicles have the potential to contribtatsignificant reductions in both carbon emissions
and the world‘s dependence on oil as its primespart fuel. Even when the electricity itself is far
from low carbon, such as when the generation mmtains a large proportion of unabated coal-
fired power stations, the greater energy conversibaiency of the electric motors mean overall
life cycle emissions (known aswell-to-whee||) are often lower than conventional petrol and
diesel alternatives. Decarbonisation of the eleityrsector is possible by various measures, many
well-established and others under development [135]

Energy use per kilometer
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The first parameter, energy use/km is currentlyegdifficult to estimate, as there are few EVs in
use and there is a lack of reliable and comparabkrgy use data. Energy use/km depends on
parameters such as the efficiency of the enginedaine train, the vehicle weight and size, tyres,
aerodynamics, etc.

Looking at recent literature, energy use estimiae&Vs are found to vary between 0.11 and 0.20
kWh/km, another study assumed a value of 0.16 kWhik their calculations for 2010, 0.13
kWh/km for 2020 and 0.11 kWh/km for 2030.

CO, emissions per kWh electricity

CO, emissions of power production can vary signifibabetween countries, depending on the fuel
mix that is used. For example, g@missions per kWh are highest if lignite or cgalised (due to
their high carbon content), lower for gas-fired govwplants and close to zero for most types of
renewable energy.

CO, emissions of EVs per kilometer

The average EU passenger car currently emits d&g CQ/km from well-to-wheel (160 g/km
direct emissions and about 15% indirect emissiares td oil production and refining). Direct car
emissions will have to be reduced to 130 g/km b¥=2@nd to 95 g/km by 2020. The emissions
from EVs charged from lignite-fired power productiare more than or equal to the emissions from
the current average ICE (depending on the eneffiiegicy of the EV). The data on coal power
production are somewhat inconclusive. Gas-firedgrgwoduction seems to score better, as will, of
course, renewable energy [136].
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Figure 7.1 - CQ emissions per km (well-to-wheel) for various flossl energy sources, with two
values for EV average energy use (Data includer@adiemissions; an estimate of 5% is assumed
for the Eurelectric data) [137].

7.4. Current situation

7.4.1.European situation

Despite rising oil prices and concerns about theatk, energy use for transport is increasing
around the world. High growth rates are forecastiost travel modes for decades to come. Two
main factors influence the sector’'s emissions: gkarin the volume of travel and changes in the
efficiency of the mode of transport used [138].

The European Green Cars initiative is one of theethprivate and public partnerships (PPP)
included in the Commission's recovery package. UtiieGreen Cars Initiative, the research topics
notably target research on electric and hybridalehj including research on high density batteries;
electric engines and smart electricity grids aneirtlinterfaces with vehicles. Furthermore, the
European Commission supports projects on urban lityolkihich include demonstration of all-
electric transport systems in urban settings. Tih&t&)ic Energy Technology Plan of the European
Commission aims to establish a new energy resesayehda for Europe with a main focus on the
accelerated development and deployment of low carbchnologies.
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In the recently published Second Strategic Energyid®v of the Commission, a vision of the future
energy system is given, including the decarborosatif the European energy supply as well as an
ending oil dependence of the transport sector [134]

7.4.2 Italian situation

There are a few projects about the developmenhafging infrastructure for electric cars in ltaly.
This is what emerges from a survey conducted etdbal utilities throughout the country. The
survey has shown that, beyond some places likenMitaBologna, there are just a few projects on
the development of charging infrastructure for #lecars. The result is that the number of PHEV
and EV in ltaly is still far to be considered adatguto support a reduction of GHGs emissions
[139] [140].
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/ \ Gasoline/Gpl
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=== Qthers
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Figure 7.2 - Cars in Italy by categories of fuelifl] [142].

7.5. Potential and future development

Electric vehicles available fleet and potential kedakey issues for estimating the potential impact
of electric vehicles on the electrical grid angarticular on the whole electric consumption ane: t
identification of the main technical features foe tavailable (short to medium term) fleet of vedhicl
and the estimation of the potential market penetmagvolution of these vehicles in the next years.
Since data available at this stage are very lintigel to the very few vehicles using the full eliectr
technology, all the conclusions that can be drawoukl be taken with the appropriate reservations.
In addition, depending also on the future markspoase, new developments in the electric
vehicles technological (e.g. on the battery pertoroes, on the vehicles efficiency and so on),as
well as on alternative technologies, can also suibistly modify future trends in unexpected ways
[143].

Following these issues the Energy Technology Petses (ETP) 2008 BLUE Map scenario sets
an overall target of a 50% reduction in global gygerelated C@emissions by 2050 compared to
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2005 levels. In the BLUE Map scenario, transporttibutes to this overall reduction by cutting
CO, emissions levels in 2050 to 30% below 2005 levEiss reduction is achieved in part by
accomplishing an annual sale of approximately Slanilight-duty EVs and 50 million PHEVs
per year by 2050, which is more than half of al\M_Bales in that year. The EV/PHEV roadmap
vision reflects the future EV/PHEV market targedsisy the BLUE Map scenario. Achieving the
BLUE Maps requires that EV/PHEV technologies for$evolve rapidly over time, with very
aggressive rates of market penetration once dem@oybegins. PHEVs and EVs are expected to
begin to penetrate the market soon after 2010, ENth reaching sales of 2.5 million vehicles per
year by 2020 and PHEVs reaching sales of nearlyli®mby 2020. By 2030, sales of EVs are
projected to reach 9 million and PHEVSs are projgdtereach almost 25 million. After 2040, sales
of PHEVs are expected to begin declining as EVseaeheven greater levels of market share.
The ultimate target is to achieve 50 million saléboth types of vehicles annually by 2050 [144].

180
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160 |- m Electric M Gasoline Plug-in hybrid

140 |- M Liquid petrolem gas/ M Gasoline Hybrid

0l Compressed natural gas Conteilions
M Diesel Plug-in hybrid

100 - ™ Diesel hybrid
80
60 -

40

Passenger LDV sales (million)

20

01 i
2000 2005 2010 2015 2020 2025 2030 2035 2040 2045 2050

Figure 7.3 - Annual light-duty vehicle sales byhealogy type, BLUE Map scenario [144].

Table 7.1 - Global EV and PHEYV sales in BLUE Mapl@-2030 (millions per year) [144].

PHEV 0.05 0.7 4.7 12.0 24.6 54.8 49.1

EV 0.03 0.5 2.5 4.4 9.3 25.1 52.2
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Figure 7.4 - Annual global EV and PHEV sales in E_Map scenario [144].

It is important to note that for the near- to madliterm (2010 to 2020) data in the figures above,
the BLUE Map scenario was revised in 2009 to actbath for the economic crisis that began

in 2008, which decreased projected car sales, hasvior PHEV/EV product plans announced
since the ETP was published, which suggest thalpligsof a higher level of EV sales through
2020 (IEA 2009). This is an ambitious but plaus#xtenario that assumes strong policies and clear
policy frameworks, including provision of adequatiastructure and incentives.

While it may be possible to reach gtargets in other ways, if this target level of EArel PHEVs
relying on low-carbon electricity is not introducelden other low C@emitting solutions will be
needed. Altering the BLUE Map strategy in this wall likely result in an equally or even more
difficult challenge.

In order to achieve the deployment targets in Ta@lle a variety of EV and PHEV models with
increasing levels of production is needed. Figufedémonstrates a possible ramp-up in both the
number of models offered and the annual sales peemThis scenario achieves 50 000 units of
production per model for both EVs and PHEVs by 2@l 100 000 by 2020. This rate of increase
in production will be extremely challenging oveetshort time frame considered (about ten years).
However, the number of new models for EVs and PHEVMSigure 7.5 easily fits within the total
number of new or replacement models expected toffeeed by manufacturers around the world
over this time span (likely to be hundreds of neadeis worldwide) and typical vehicle production
levels per model. A bigger question is whether comesr demand will be strong enough to support
such a rapid increase in EV and PHEV sales.
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Figure 7.5 - EV/PHEV number of models offered aaldssper model through 2020 [145].

7.6. Electric cars as a wedge of PolyGame

There are available in literature different emissiactors for different models of hybrid vehicles,
PHEV and EV. As described above, there are sepecdllems to define the emission factors for
these types of cars. We consider an emission faftd20 gCQ/km for the worst case and an
emission factor of 40 gC#km for the best emission factors varying the tgpear choice, status
and availability technology and the sources usegrtmluce electricity [146]. We know that the
average cars emission factor is about 170 gki@ the number of cars in Italy is 36.371.790 and
the average path for each car is 11.100 km / yie&f][[148]. We obtain:

Table 7.2 - Electric cars as a wedge of PolyGame.

Emission factor Number of cars replaced
(gCO2/km) (new technology cars)
120 9 millions
40 3,5 millions
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8. Conclusions

8.

CONCLUSIONS

Through this study, it was possible to do evalustion the applicability and functionality of
different options useful to reduce g@missions. Several aspects were treated and atmnd have
been done to understand the feasibility of theed#fit wedges. The data obtained are useful in
guidance: since many aspects were not considereére studied in a generic way, in order to get
a more reliable evaluation more detailed assessnaeatrecommended.

Due to the vastity of the topics analyzed and tleemplex relationships with several aspects of
contemporary life there are several limitationst #ffects this study. First of all, economical and
political implications were not taken into accouhgping that for good solutions funds can be
collected and efforts can be done. Moreover, thezeseveral data sources available for these topics
and sometimes they don‘t agree among them, althougs thesis mainly reliable sources were
used such as peer reviewed papers and articlesnguattant reports. The results show that the
technologies and methodologies for reducing emissigoollutants can lead to satisfactory results,
an interesting aspect of the data obtained istals@mmediate availability of the these wedges. For
some of them are necessary further developmentiemear future, an improvement that can
increase their potential for reducing emissionsm&aof these options are already spread, so,
improving their action means to increase theirudifbn and to improve their management, other
methods such as electric drives and biofuels nasttad having a strong effort to spread them
sufficiently to influence the areas where theygogng to work.

“It is a sin not to do what one is capable of déing

José Marti
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