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AbstractAdvances in computational technologies allow further improvements regarding theefficiency of the preliminary design phase. Specialized softwares enable the inte-gration and the optimization of a process flow with the scope of reducing time andcosts while significantly improving product performance, quality, and reliability.This thesis work consists of an Isight application with the aim of automation andoptimization of a structural design process of the SAR Plate Assembly. The mul-tiobjective optimization problem that regards this specific helicopter component ishandled through the use of 4 different genetic algorithms. Once the procedure offinite element analysis is automated, new design solutions are obtained by findinga compromise between the objective functions related to mass and vibration fre-quencies. Topologically different design solutions are systematically tested andperfected by sizing and internal parameter optimization in manner to obtain alight and dynamically tailored structure.
Keywords: SAR Plate Assembly, multi objective optimization, genetic algorithms,
Isight, structural optimization

SommarioIl progresso nelle tecniche computazionali permette un continuo miglioramentodell’efficienza della fase di design preliminare. Software specifici garantisconol’integrazione e l’ottimizzazione di un flusso di processo, allo scopo di ridurre tempie costi ed al contempo di incrementare la prestazione , la qualità e l’affidabilità delprodotto. Questo lavoro di tesi consiste nell’applicazione del software Isight perl’automazione e l’ottimizzazione del processo di design strutturale del blocco SARPlate. Si è affrontato il problema di ottimizzazione multi obiettivo di questo speci-fico componente elicotteristico attraverso l’utilizzo di 4 differenti algoritmi genetici.Una volta che la procedura di analisi ad elementi finiti è automatizzata, si otten-gono nuove soluzioni di design tramite un compromesso tra le funzioni obbiettivolegate alla massa ed alla frequenza propria. Soluzioni topologicamente differentisono state sistematicamente provate e perfezionate attraverso l’ottimizzazione deldimensionamento e dei parametri interni, al fine di ottenere una struttura leggerae dinamicamente adatta.
Parole chiave: SAR Plate Assembly, ottimizzazione multi obiettivo, algoritmigenetici, Isight, ottimizzazione strutturale





Chapter 1

Optimization theory

1.1 General description of an optimization problem

The main scope of an optimization problem is to find an alternative with themost cost effective or highest achievable performance under the given constraints,by maximizing desired factors and minimizing undesired ones. The generality ofthe given definition confirms that an optimization process comprises a very wideapplication range including many different fields such as engineering, science,economics, operations research and medicine. Even though all these disciplineshave variant objectives, the mathematical tools that are employed in order toachieve any specific objective are universal. Once the optimization problem ismathematically stated, it only becomes a real function to be minimized or max-imized in a systematic manner. Consequently, the second fundamental step inan optimization process following the problem statement is the selection of theoptimization algorithm, in other words the progress strategy used to achieve theoptimal solution. In accordance with this introductory paragraph, this section con-sists of an overview concerning an optimization problem statement and the choiceof a relevant algorithm.
1.1.1 Problem statement

An overview of the basic optimization theory can be beneficial in order to clarifythe principal concepts that are going to be used during the rest of this thesiswork. As previously mentioned, an optimization problem consists of maximizing orminimizing a constrained function by systematically varying the design variableswithin an allowed range. The mathematical formulation of this verbal definitionis reported from Ref[42]:
21



1 OPTIMIZATION THEORY General description of an optimization problem

Optimization problem: Find X =


x1

x2...
xn

 which minimizes f(X)

subject to the constraints: gj(X) ≤ 0 j = 1, 2, · · · ,m
hj(X) = 0 j = 1, 2, · · · , p

(1.1)

Considering this notation, f(X) corresponds to the objective function and thevector X to the design variables. The objective function which depends on thedesign variables can be considered as the criterion with respect to which thedesign is optimized. The design variables are the set of quantities which arenot fixed at the outset of the problem. The collection of these parameters whichconstitutes the design or problem space X is used in order to control but especiallyto improve the system performance. As eq. 1.1 shows the current objective functionis subjected to inequality and equality constraints, gj(X) and hj(X) respectively.Note that the number of variables or constraints, n, m and p do not need to berelated in a way. The constraint functions which specify the requirements to befulfilled divides the search space into small domains that can be classified asfeasible or infeasible. The criterion of feasibility regards the satisfaction of thegiven constraints.

Figure 1.1: Division of the search space
22



1 OPTIMIZATION THEORY General description of an optimization problem
Optimization problems can be classified according to different criteria such asthe number of objective functions (mono-objective, multiobjective), its characteris-tics (linear, convex, differentiable) or the presence of the constraints (constrained,unconstrained). Another type of classification can also be made regarding thetype of design variables such as continuous, discrete or a combination of two.These important properties regarding the nature of the objective function and thedesign variables give important indications about the selection of the adequateoptimization algorithm.
1.1.2 Optimization algorithms

Even though trying all possible design variable combinations guarantees to findthe best or optimum solution, it might not be applicable due to the presenceof elevated number of possible solutions. From this point of view, optimizationalgorithms can be seen as "smart" techniques that attempt to reduce the totaltentative number of experiments in order to reach the optimum solution. Accordingto Ref[43], these algorithms can be divided into 2 main groups: Deterministicand Stochastic. The important difference between the 2 classes depends on thesearching techniques for reaching the optimum solution. Deterministic algorithmsdepart from an initial solution and progress based on the gradient informationalong the search direction. Whereas a stochastic method adopts the idea of arandom search in the design space.
Deterministic algorithms

As previously stated, deterministic optimization methods are based on a variationalcriteria like gradient information. Even though this type of algorithms is not usedin this thesis work, a brief description concerning these methods would provideto the reader a new perspective and a deeper understanding of the optimizationproblem.

Of(X∗) =



∂f(X∗)
∂x1

∂f(X∗)
∂x2...

∂f(X∗)
∂xn

 H(X∗) = O2f(X∗) =


∂2f(X∗)

∂x2
1

· · · ∂2f(X∗)
∂x1xn... . . . ...

∂2f(X∗)
∂xnx1

· · · ∂2f(X∗)
∂x2

n

 (1.2)

In the case of an unconstrained optimization problem, the local maximum or min-imum of an objective function can be found depending on its first and second
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1 OPTIMIZATION THEORY General description of an optimization problem
derivative with respect to the design variables. According to optimality condi-tions, the design variable X∗ vector that rends null or indefinite the first gradientof the objective function is called stationary point. The nature of the stationarypoint can be determined by considering the information coming from the Hessianmatrix H(X∗) which corresponds to the second derivative of the objective function.If this matrix is positive definite, the critical point is a local minimum. Instead, ifit is negative definite, the solution is a local maximum and in the case that it isnot definite, a saddle point can be obtained.

Figure 1.2: Visualization of the stationary points
Note that if an objective function f(X) : Rn → R is to be minimized, its lo-cal minimum can correspond to the point X∗ if there exists an ε > 0 such that
f(X) ≥ f(X∗) for all X ∈ Rn and ‖ X −X∗ ‖< ε.
Even though these conditions of optimality are valid for unconstrained optimiza-tion problems, there exist various techniques that enable to convert a constrainedproblem to a unconstrained one. Principally, these techniques integrate the effectsof the constraints into the objective function. As previously mentioned, the con-strains can be present in form of an equality or inequality relation. The equalityconstraints can be added to the objective function by using the Lagrange multi-pliers λ and µ. Whereas the inequality constraints are firstly transformed intoan equality relation through slack variables s and then they can be treated as ausual equality constraint (eq. 1.3).

gj + s2j = 0 (1.3)
For the optimization problem stated in eq. 1.1, the corresponding Lagrangianfunction L can be written as in eq. 1.4:
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L(X,λ, µ, s) = f(X) +

p∑
j=1

λjhj(X) +
m∑
j=1

µj[gj(X) + s2j ] (1.4)

In order to find the local minimum X∗, Lagrange multipliers rule and the Kuhn-Tucker conditions must be satisfied. The first method can be equivalent to astationarity condition which sets the gradient of the Lagrangian function to 0.
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∂L

∂sj
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The equality given by the derivative of the Lagrangian function with respect tothe slack variables is also called complementary slackness condition. If this equa-tion is multiplied by −s, the first the Kuhn-Tucker condition in eq. 1.5 can beobtained. Instead, the second equation has a longer demonstration that can beexamined by using Ref[44] and that bases on a small perturbation of the inequality.
{
µjgj(X

∗) = 0 ∀j ∈ [1, ..m]

µj ≥ 0 ∀j ∈ [1, ..m]
(1.5)

To sum up, for deterministic methods that are based on the gradient information,the regularity of the search space is an essential constraint. In other words, theobjective and constraint functions should be differentiable respect to the designvariables. This limitation does not permit these algorithms to work with discretedesign variables. In addition to this, another disadvantage concerns the depen-dency of the starting solution. This fact increases the risk of remaining trappednear a local minimum or maximum.
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1 OPTIMIZATION THEORY General description of an optimization problem
A last remark about this type of algorithms regards the number of objective func-tions that they are able to cope with. Their nature allows them to work witha single objective function only. Similar to the remarks done concerning theconstraint handling, there exist some conversion methods that transform a multiobjective optimization problem to a single objective one. One of the most dif-fused techniques attempts to formulate a single objective function F by assigninga weighting factor w to each objective and then by summing them all (eq. 1.6).At this point the aim becomes to minimize or maximize this unique function. Notethat the weighting factors can be selected arbitrarily depending on the importanceof the objective function.

F =
k∑

i=1

wifi(X) (1.6)
Stochastic algorithm

Deterministic algorithms are most often used if a clear relation between the char-acteristics of the possible solutions and their utility for a given problem exists.Instead, if this relation is too complicated or the dimensionality of the search spaceis very high, it becomes harder to solve the problem deterministically [34]. At thispoint, the use of stochastic or probabilistic algorithms that can cope with a mea-surement noise or that implicitly introduce a randomness in the search procedurecan be efficient. The reason of their efficiency lays in the fact that they make fewor no assumptions about the optimization problem or in other words they considerit as a ’black box’. This approach that is also called metaheuristic is adopted bymost of the stochastic algorithms. Monte Carlo algorithms which is one of themost fundamental stochastic optimization classes contain several methods withdifferent source of inspiration. To illustrate, evolutionary algorithms are based onthe organic evolution whereas simulated annealing is inspired from the coolingprocess analysed in metallurgy field. As these algorithms do not require any gra-dient information, their application area becomes wider. For instance, they canefficiently deal with multi objective problems or discrete design variables. On theother hand, this efficiency is generally paid by computational power. Moreover,the accuracy of the optimization results can only be improved by investing moretime. In this thesis work, genetic algorithms which make part of the evolutionaryalgorithms are basically used. Consequently, the following sections of this chapterfocus on the details regarding this class of optimization algorithms.
26



1 OPTIMIZATION THEORY Evolutionary algorithms
1.2 Evolutionary algorithms

Applicable reference: [34]
Evolutionary algorithms can be defined as population based metaheuristic opti-mization methods that use biology inspired methods in order to improve a set ofcandidate solutions in an iterative manner. The inspiration point of these algo-rithms is Darwin’s biological evolution principles such as natural selection andsurvival of the fittest. Evolutionary algorithms consider any optimization problemas a "black box" and make few assumptions concerning the underlying objectives.This fact enlarges its application area including diverse fields like engineering,economics, marketing physics, chemistry and politics.
Even though there exist different subgroups of evolutionary algorithms such asGenetic algorithms, Genetic and Evolutionary programming; the driving mecha-nism behind them is unique. The basic cycle that resumes the infrastructure ofthe evolution algorithms is given in fig. 1.3.

Figure 1.3: Basic cycle of evolutionary algorithms
A brief description of the main steps illustrated in fig. 1.3 can be made in thefollowing manner:

1. Initialization: Firstly, an initial population with a predefined number ofindividuals is created.
2. Evolution: For each individual, the values of all objective functions arecalculated.
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1 OPTIMIZATION THEORY Evolutionary algorithms
3. Fitness assignment: Through special techniques based on the objectivefunction values, a fitness value is assigned to each candidate solution.
4. Selection: By taking into account the assigned fitness values, a selectionprocess is applied in order to filter and choose the individuals that are goingto be put in the mating pool.
5. Reproduction: The selected individuals participate to the reproduction phasein order to create new individuals through genetic operations.
6. Termination: The loop continues until the termination criterion is met. Thiscriterion might related to the solution quality or time.

After a general view of the evolutionary algorithms, some of the notions like fitnessassignment, selection and reproduction can be examined in details because theseelements constitute the keystone of the evolutionary algorithms.
Fitness Assignment In multiobjective optimization problems, each candidate so-lution is characterized by a vector that contains the objective function valuesof the corresponding individual. However, many algorithms prefer to trans-form this vectorial entity to a scalar value that represents the fitness of thesolution. Note that this fitness value is equivalent to the quality of the so-lution within the population so it is a relative entity that depends on theenvironment. Most of the algorithms calculate this value based on two mainconcepts:

Pareto Ranking: In order to be able to make a classification based on thequality of the existing solutions, Pareto domination notion is often used. Thisnotion can be seen equivalent to a tradeoff information among conflictingobjectives [35].An element x1 dominates (is preferred to) an element x2 (x1 ` x2) if x1 isbetter than x2 in at least one objective function and not worse with respectto all other objectives. Based on the set F of objective functions f , it ispossible to write:
Pareto x1 ` x2 ⇔ ∀i : 0 < i ≤ n ⇒ wifi(x1) ≤ wifi(x2) ∧
Domination ∃j : 0 < j ≤ n : wjfj(x1) < wjfj(x2)
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1 OPTIMIZATION THEORY Evolutionary algorithms
where:

wi =

{
1 if fi should be minimized
−1 if fi should be maximized (1.7)

In light of this definition, there exists a set of solutions that are not dominatedby the other ones. These non dominated points form the Pareto front whichcan be a line or a surface in the presence of 2 and 3 objectives respectively.Note that these points form the external boundaries of the feasible domainas shown in fig. 1.4.

Figure 1.4: Concept of Pareto optimality
Diversity: The disadvantage of Pareto optimality concept is that it promotesthe individuals near to to crowded zones of the design space and underratesthose in sparsely explored regions. This is a critical point that concernsan exploratory algorithm because in this way the design space can not beefficiently explored. As a result of this, the risk of having a premature con-vergence increases. This concept of considering points that lay in differentzones is also called the diversity of the population. In order to preserve acertain diversity among the individuals, new criteria are taken into accountwhile calculating the fitness function. To illustrate, techniques such as shar-ing functions or niche count calculate the distance between the candidatesolutions. During the assignment of the fitness values related to the ones inthe crowded regions, a penalty function is taken into consideration.

Selection The selection operation corresponds to the act of choosing the indi-viduals that are going to be placed in the mating pool in order to give
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birth to next generations. In most of the algorithms, the fitness assignmentprocess is carried out before this step so that the assigned fitness value isconsidered among the selection criteria. Selection activity constitutes animportant characteristic of an evolutionary algorithm because it has a majorimpact on its overall performance. Some of the existing and widespreadselection schemes are:
Truncation selection is a basic and deterministic model that returns the best
k individuals of the overall population. These individuals are directly copiedin the mating pool until its size limit is reached. Instead the value of k canbe arbitrarily chosen like the half or third of the population.
Environmental selection is a negative selection method because instead ofdeciding which individuals should enter the mating pool, it determines theones that should die. The metaphor of death is equivalent to the concept ofreplacement or participation to the following generations.
Fitness Proportionate Selection scheme establishes a proportional rela-tionship between the probability of an individual to enter the mating pool
P (x1) and its fitness value v(x1). One of the most diffused example of suchan approach is the roulette wheel selection where the wheel area dedicatedfor a candidate solution is proportional to its fitness value compared to thesum of the all fitness values.

Figure 1.5: Roulette wheel selection scheme

P (x1) =
v(x1)

Σ∀x2∈Pop v(x2)
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1 OPTIMIZATION THEORY Evolutionary algorithms
The same logic can also be applied in the case of ranking selection wherethe probability of an individual to be selected is proportional to its positionin the sorted list of the all individuals of the population.
Tournament Selection is one of the most efficient and popular methods em-ployed in evolutionary algorithms. This scheme bases on the comparisonbetween predefined k solutions. The winning criterion between 2 individu-als is the superiority of their fitness values. Note that a high k increasesthe selection pressure and promotes the individuals with good fitness val-ues. Consequently, the chance of individuals with bad fitness assignment toproduce offspring decreases.
A last remark regarding the selection operations can be made by introducingthe concept of elitism. This concept ensures that the best individual of thecurrent population is directly propagated to the next generation withoutbeing submitted to any selection pressure. In this way, once the globaloptimum point is found, it would be preserved until the end of the simulations.Elitism concept can be combined by the insertion of an archive where thebest solutions are preserved.

Reproduction The term reproduction refers to the creation of a new solution can-didate based on the information gathered at step t but which is going tobe evaluated at step t+ 1. To do so, reproduction or search operations thatare inspired by the biological procreation mechanisms are utilized. Theseoperations can be divided in 4 different classes:
Creation is an operation which allows the reproduction of a new individualwithout any ancestors. The natural paragon for this operation might be theoccurrence of the first living cell.
Duplication is a similar process to cell division and it enables to obtain twoidentical individuals based on one parent.
Recombination operation can be compared to the sexual reproduction innature. In other words, it can be interpreted as the creation of a newindividual that possesses certain traits of both parents.
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1 OPTIMIZATION THEORY Evolutionary algorithms
Mutation operation which is exactly like its natural counterpart can be con-sidered equivalent to a small and random variation of an individual’s genetics.
The application examples of these search operations are going to be given inthe section regarding the genetic algorithms (chap. 1.2.1). Note that the newgenerations are created after the reproduction phase but the final configu-ration of the following generation depends on the nature of the algorithm.To illustrate, in the case of a generational algorithm, the new generationsare only constituted of the offspring of the current generation. Whereas ac-cording to a preservative scheme, the next generation is a combination ofthe offspring and parent individuals and their ratio can be a representativefeature of the given algorithm.

Fitness assignment and selection strategies are the most fundamental part of anevolutionary algorithm. In addition to them, another important point concerns theconstraint handling. There exist several approaches which uses different methodsin order to integrate the effect of the constraints into the progress of the solution[41]. A basic scheme can be the total rejection of the infeasible solutions. How-ever, the majority of these methods propose a penalty function that depends on thedegree of violation of the constraints. Then this value is combined with the fitnessvalue to promote feasible solutions. Note that the value of the penalty functiondepends on different factors and requires special techniques to be computed. Analternative way to the penalty based methods is the modification of the genetics ofan infeasible solution by taking into consideration a feasible one. This operationthat tends to push an infeasible solution towards the feasible domain is called
repair.
In addition to these main features, other properties that distinguish an algorithmfrom another can be gathered in a graph as illustrated in fig. 1.6. These charac-teristic parameters give also an indication about the success of that evolutionaryalgorithm. One of the most important factors that influence the quality of theresults are the tuning or basic parameters such as population size, number ofgenerations and reproduction rates. Moreover, the search space choice and thesearch operations can be decisive concerning the progress of the solution. Fi-nally, the genotype-phenotype mapping procedure can be an essential elementregarding the effectiveness of the algorithm. This notion is clarified in chap. 1.2.1.

32



1 OPTIMIZATION THEORY Evolutionary algorithms

Figure 1.6: Configuration parameters of an evolutionary algorithm
1.2.1 Genetic algorithms

Genetic algorithms which make part of the evolutionary optimization algorithmspossess clear advantages over other traditional algorithms in terms of robustness.Even though these advantages are paid with computational cost, continuously de-veloping computer technologies permit to deal with challenging design problems.The complexity of the multi disciplinary problems especially created a growinginterest into the use of genetic algorithms [36]. Moreover, academic researcheslike Ref[37] demonstrate that these type of algorithms has reached a mature statein terms of convergence velocity and reliability. However, the quality of the resultsalways depend on the available computational effort and the effectiveness of thealgorithm [38]. Before giving the details about genetic algorithms, it can be usefulto see the overall framework by analysing the flowchart given in Ref[40].
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Figure 1.7: Flowchart of a genetic algorithm
The main characteristic of the genetic algorithms is that the elements of the searchspace are represented through binary strings. This representation method has sim-ilarities with the biological encoding mechanisms. Consequently, the terminology
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used for these algorithms is borrowed from genetics. It is important to understandthese key concepts in order to be able to apprehend the basic mechanism of thealgorithm. As previously underlined, all the information regarding an individual ora candidate solution is encoded in binary mode. The whole linear sequence of theencoded information is called a genome which is composed of different genotypes.This definition can be compared to the chromosomes of any organism where thehereditary information is kept through DNA sequencing. Instead, the phenotypeis the observable characteristics of an individual that is encoded by a genotype.To illustrate, every human being has a special DNA combination which repre-sents its genotype. This encoded information determines all the physical featuressuch as eye color, face shape and blood type. Whereas in the case of a geneticalgorithm, the entities that should be encoded are the design variables. Everygenetic algorithm possesses a genotype-phenotype mapping procedure which isa fundamental routine during the analysis of a solution.

Figure 1.8: Transition between search and problem spaces
Moreover, an allele represents the value of a specific gene and its position iscalled locus. As previously highlighted in chap. 1.2, there exist different repro-duction methods to create new individuals. Recombination and mutation can beclassified among the most commonly used techniques for the creation of the nextgenerations. Recombination operation which is also called crossover is performedby exchanging genotypes between two string chromosomes. Different types ofcrossover are shown in fig. 1.9. Whereas a mutation that enables to preservepopulation diversity randomly modifies the allele of a gene from 0 to 1 or viceversa. Similar to the crossover operation, the number of genes that are subjectedto a mutation operation can be varying.
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(a) Single point crossover (b) Two point crossover (c) Multi point crossover
Figure 1.9: Crossover between two string chromosomes

(a) Single gene mutation (b) Multi gene mutation (c) Multi gene mutation
Figure 1.10: Mutation of string chromosomes

Even though by using a special optimization software, it is not necessary to be anexpert in programming and numeric methods, a minimum basic theory knowledgeis indispensable in order to better understand and interpret the tools that areutilized. Finally, a list regarding the benefits and the drawbacks of the geneticalgorithms can be made to give significant indications about their implementation.
• Advantages:

- As they do not put any restrictions on the problem space, they are efficienteven for highly nonlinear and non differentiable objective functions. Thisfact makes them rich in application across a large and growing number ofdisciplines.
- The fact that they work with a set of solutions instead of a single one makesthem an ideal candidate for handling multiobjective optimization problems.
- As there is no need to compute partial derivatives, they are able to workwith both continuous and discrete design spaces.
- As the driving force behind them is the exploration of the design space, thequality of the starting point does not affect the rest of the simulation.
- They can take full advantages of a massively parallel computer architecture.

36



1 OPTIMIZATION THEORY Presentation of Isight

- Due to their randomness, they are more robust and insensible to an noiseor disturbance on the objective function.
• Disadvantages:

- Problems with a large number of design variables require large populationsizes and many function evaluations in order to achieve a good solution.Thus the computational power is always an important requisition.
- There is no absolute assurance that a genetic algorithm will find a globaloptimum but it can also converge to a premature solution.
- The tuning of their basic parameters has a significant effect on the qualityof the final solution. However, there do not exist universal laws to set theseparameters that are problem dependent.

1.3 Presentation of Isight

This theoretical background previously given is going to constitute the base ofthe optimization process that is going to be followed. However, at this point,it is important to underline the fact that the main scope of this thesis work isto optimize a helicopter component by using already existing algorithms. Theperformed activities do not consist of developing new algorithms or optimizationmethodologies. As a result of this, this work can be accepted as an industrialapplication of an optimization process through the use of a specialized software.In order to achieve the main objective of this thesis work, several softwares spe-cialized in structural optimization might be used. To illustrate, Ref[29] proposes amethodology to improve the design of a helicopter empennage by using SOL 200which is the optimization tool of MSC.Nastran. Alternatively, Ref[30] shows anexample of topology optimization of an aircraft wing through the use of OptiStruct.
In this thesis work, the optimization tool that is utilized is created by Dassault
Systèmes Simulia Corp and it is called Isight. The purpose of this software can bedescribed as creating flexible simulation process flows to automate the explorationof design alternatives and identification of optimal performance parameters [21].In fact, the reason to choose this precise software is its ability and ease of processintegration and automation. These notions have a leading role in reducing theduration of the preliminary design phase as well as the relevant costs becausein this way the loop "design-analysis-new design" can be avoided. Moreover, an
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automated process is able to verify numerous new configurations by increasingthe probability to obtain one that is closer to an "optimal" design. Any desiredautomated process flow can be created by choosing and ordering the componentsproposed by the software. These components may be classified into 2 main groups[15]:
• Process components are components that are designed to contain a simu-lation process flow, which is executed some number of times depending onthe component’s own specific logic, essentially “driving” the execution of thatsimulation process flow. Some important process components are:

Task: This component is a simple process component that alwaysexecutes a subflow once, unlike other process components thatmay execute a subflow numerous times.
DOE: This component is a process component that allows youto use Design of Experiment (DOE) techniques to intelligentlysample the design space in order to improve the design.
Optimization: This component is a process component that pro-vides access to numerous optimization techniques to improve thedesign.
Loop: This component is a process component capable of repeat-edly executing subflows based on various logical conditions (for,for each, while, do until).

• Activity components are components designed to perform some end func-tionality, sometimes invoking and interacting with an external applicationthat is external to Isight. Some important activity components are:
Excel: This activity component is used for mapping parametersand executing macros using information from an Excel worksheet.
Calculator: This activity component allows to easily define cal-culations to compute values of parameters.
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Data Exchanger: This activity component permits to move databetween Isight parameters and text files easily and efficiently.
Script: This activity component serves to execute Java code ina model. It is used to perform calculations that are too complexfor the Calculator component, such as those involving loops orconditional statements.

Actually these selected components correspond to the ones that are used dur-ing this optimization process. Thus, their description is given in advance so thatthey are only represented through their icons for the rest of the thesis. In addi-tion to these listed elements, there are other numerous components for differentscopes. To illustrate, another important process component which is called Monte
Carlo allows the user to assess the reliability of the design against randomness.This component or other ones such as Six Sigma and Taguchi RD permits toobtain a robust design by adopting a stochastic approach. Whereas other activitycomponents permit the direct integration of Matlab or Abaqus in the subflow. Al-ternatively, Simcode or OS Command components serve to execute a command tothe operating system, typically to run an executable analysis code. The presenceof all these flexible tools facilitates the process integration of a multidisciplinaryproblem. An industrial instance is specified in chap. 2.3.
1.3.1 Optimization tools

During the structural optimization process, the necessary tools of Isight are em-ployed. Actually, the software offers to the user several optimization algorithmsthat belong to different major classes. These classes and some of the correspond-ing algorithms can be listed as follows [22]:
1. Gradient Techniques:

- Sequential Quadratic Programming- Large Scale Generalized Reduced Gradient- Modified Method of Feasible Directions
2. Direct Methods Techniques:

- Hooke-Jeeves Direct Search Method
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3. Exploratory Techniques:

- Adaptive Simulated Annealing
- Genetic Algorithms

As previously mentioned, the nature of the current problem favours the use of thegenetic algorithms and Isight possesses 4 different genetic algorithms that havedifferent mechanisms. As the user does not have access to the coding part, s/hecan not visualize or modify the algorithm but can only deal with the input param-eters regarding the selected algorithm. At this point, it would be very significantto highlight a critical notion. Similar to the other specialized softwares like theones that are used for finite element analysis, Isight facilitates the implementationof highly complex problems. Even though it is a great advantage for the user interms of time and effort, a concious use of these softwares is crucial for the overallcontrol and as well as for the reliability of the results. More specifically for thecurrent case, in order to follow an optimization process, someone should not bean expert in informatics or numerical analysis. However, s/he should be aware ofhow the selected optimization algorithm functions and how it interacts with theinput parameters. Thus, it would be essential to give a brief description of thepresent genetic algorithms.
• Neighbourhood Cultivation Genetic Algorithm (NCGA) [23], [28] is pub-lished after NSGA-II by importing its important mechanisms such as man-agement of an archive and assignment of a fitness function. In additionto these, this algorithm introduces a new concept in order to improve thesearching performance of a multiobjective genetic algorithm. This new no-tion consists of "neighbourhood cultivation" where the crossover process ismostly performed between individuals with closer objective values insteadof between a randomly chosen individual pair. Such an approach is adoptedbecause a series of numeric research demonstrated that crossover amongsimilar individuals produces better results than that of greatly differing indi-viduals. Another important characteristic of this approach is that it enhancesthe degree of exploitation (rapid convergence) instead of exploration. Theflow chart of NCGA can be summarized as follows:
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1. Initialization: Generate an initial population Q0 of Population sizeN. Set t=0. Calculate fitness values of initial individuals in Q0.Copy Q0 into archive P0 whose size is also N.2. Start new generation: set t=t+1.3. Generate new search population: Qt = Pt−1.4. Sorting: Individuals of Qt are sorted with along to the values offocused objective and the focused objective is changed at everygeneration.5. Grouping: Qt is divided into groups which consists of two individ-uals. These two individuals are chosen from the top to the down ofthe sorted individuals.6. Crossover and Mutation: In a group, crossover and mutation oper-ations are performed. From two parent individuals, two child indi-viduals are generated and the parent individuals are eliminated.7. Evaluation: All of the objectives of individuals are derived.8. Assembling: The all individuals are assembled into one group andthis becomes new Qt.9. Renewing archives: Assemble Qt and Pt−1 together. Then indi-viduals are chosen from 2N individuals through the environmentselection scheme.10. Termination: Check the terminal condition. If it is satisfied, thesimulation is terminated. If it is not satisfied, the simulation returnsto Step 2.

Note that in this algorithm, the new generation is a copy of the archivethat corresponds to the previous iteration. Whereas in NSGA-II, binarytournament selection scheme is applied. This selection pressure on the elitescan be a disadvantage by resulting in diversity loss and danger of beingtrapped in a local minimum. In fact, numerous test functions show that NCGAgives better results with respect to NSGA-II when the objective functionshave a multiple peak landscape. Lastly, it is possible to list population sizeand number of generations as the most significant tuning parameters of thecurrent algorithm.
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• Non-dominated Sorting Genetic Algorithm (NSGA-II) [23], [27] is an im-proved version of the NSGA due to the reduction of the computational com-plexity, introduction of the elitism concept and preservation of the diversity.Elitism is included in NSGA-II through the use of an Pareto archive Pt thatconsist of the best non dominated solutions until tth iteration. Following the
tth iteration, the Pareto archive is updated as Pt+1 by considering Pt andthe searching population Qt. Then finally, the searching population Qt+1 isacquired by taking into account Pt+1. This sequence is represented in fig.1.11. Note that the genetic variation operators are applied to the searchingpopulation Qt and its size is kept equal to the one corresponding to thePareto archive Pt.

Figure 1.11: Non-dominated Sorting Genetic Algorithm procedure
As fig. 1.11 shows, there exist 2 selection mechanisms that constitute thebackbone of the algorithm: Non-dominated and crowding distance sorting.These two concepts help to guide the selection towards a better and uni-formly spread-out Pareto-optimal front. Moreover, in order to cope withconstrained multi objective problems, a constrained-domination principle isapplied with the tournament selection scheme. This principle favours the nondominated feasible solutions with smaller overall constraint violation. Fi-nally, the most important tuning parameters of this algorithm can be listedas population size and number of generations.

• Archive-Based Micro Genetic Algorithm (AMGA) [24], [23] is an evolution-ary algorithm that relies on previously explained genetic variation operatorsfor creating new solutions. As the name indicates, the algorithm functionswith a very small population size and it maintains an external archive of
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good solutions obtained. This external archive that also provides informa-tion about the search history is updated at each iteration. The selectionbases on this archive (elite population) and the concepts of binary tourna-ment and Pareto domination. Such an approach attempts to minimize thenumber of function evaluations required to achieve the desired convergence.Consequently, the most important input parameters are constituted of theinitial population size, archive size, parent population size and number offunction evaluations. A pseudo-code that can resume the algorithm is asfollows:
1. Generate the initial population2. Evaluate the initial population3. Update the archive (using the initial population)4. Repeat the following steps...a) Create parent population from the archiveb) Create mating pool from the parent populationc) Create off-spring population from the mating poold) Evaluate the off-spring populatione) Update the archive (using the off-spring population)5. ... until termination is reached6. Report desired number of solutions from the archive

Note that the strategy to update the elite population relies on the domina-tion level and diversity of the solution. This approach allows to obtain alarge number of non dominated solutions at the end of the simulation. As afinal note, it is important to mention that AMGA borrows several conceptsfrom existing algorithms such as NSGA-II. However, a comparison betweenthe two algorithms demonstrated that AMGA has a superior performancerespect to NSGA-II for multi objective optimization problems and this fact isalso verified during this thesis work.
• Multi-Island Genetic Algorithm (MIGA) [23], [25], [26] divides the popula-tion into several sub-populations called "islands". All the traditional geneticoperations are separately performed on each island. Then some individuals
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are selected and migrated to different islands periodically. Such a mech-anism searches many designs and multiple locations of the design spacein order to avoid converging partial optimum. The total number of functionevaluations are based on sub-population size, number of islands and num-ber of generations. In addition to these parameters, the migration rate andinterval are present among the tuning parameters.

Figure 1.12: Representation of the Multi-Island Genetic Algorithm
MIGA assigns to each individual a fitness function that is a measure of thequality of the design point. This fitness function is calculated by combiningthe objective and penalty functions. In order to create the child genera-tions, tournament selection technique is adopted. The relative tournamentsize gives an indication about the randomness regarding the selection of thechild generations. In the case the maximum tournament size is equal to thesize of the sub-populations, the child generations will only consist of theduplicates of the best individuals. This elitist scheme guarantees that thebest genetic material is carried over to the child generation.

1.4 Overview of structural optimization

Structural optimization aims to obtain a set of "optimal" design solutions fromwhich a designer or a decision maker can derive maximum benefit by using theavailable resources [33]. These benefits may vary depending on the applicationfield. To illustrate, weight reduction is one of the most critical aspects in aero-nautical field whereas the main focus can be on strength or stiffness in a civilengineering example. Instead for a helicopter component, improving the dynamic
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1 OPTIMIZATION THEORY Overview of structural optimization
behaviour can be essential besides the weight minimization. Cost reduction ormanufacturing issues can also be considered as common points for any type ofstructural optimization problem.
Before proceeding with the optimization process regarding this specific case, itwould be also beneficial to understand the chronological order that the structuraloptimization followed together with the optimization algorithms. These two no-tions have always had a close interaction with each other [32].
Even though the first structural optimization activities date to the work of Maxwell(1896) and Mitchell (1904), the pioneer work in this field has been proposed bySchmit in 1960. This time period also corresponds to the development of gradientbased optimization algorithms such as Sequential Linear Programming, Sequen-tial Unconstrained Minimization techniques and Feasible Directions Methods. Inthese years, significant research activities are performed concerning trusses, shelland frame structures. Gallatly, Berke and Gibson called this era as the "period oftriumph and tragedy" because despite all these research activities, the numericalmethods and the computational resources were not sufficient enough to solve so-phisticated problems with large numbers of design variables.
The 1970’s offered a solution to the previous problem through the introductionof optimality criteria methods. Kuhn-Tucker optimality conditions improved theefficiency and the robustness of the optimization process. Instead the structuralengineering field started to emphasise on creating approximative models to reducethe number of design variables.
The 1980’s were the time interval that correspond to the birth of the commercialstructural optimization softwares. Besides the increasing computational power, arenewed interest in stochastic methods raised. These methods include GeneticSearch, Simulated Annealing and other techniques that attempt to mimic naturalor evolutionary processes.
From 1990’s until recent years, the researches consolidated the efficiency of the ge-netic algorithms and this fact also promoted the idea of integrating these methodsin the commercial softwares. These improvements allowed to deal with engineer-ing problems that have higher complexity levels. Regarding the structural field,the new trend is the topology optimization which is also explained during the fol-
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1 OPTIMIZATION THEORY Overview of structural optimization
lowing paragraph. Before discussing this new approach and the other structuraloptimization types, it would be interesting to report a statistic concerning the sizeof an optimization problem over time.

Figure 1.13: Growth in optimization problem size
According to the nature of a structural problem, the optimization activity can beclassified into 4 main groups [31]:

Topology optimization is employed during theconceptual design phase in order to obtain thefirst rough shape that respects the geometricspace limitations, boundary and load condi-tions. This new topology is obtained by re-distributing the material in the allowed designspace, which was initially homogeneous.
Shape optimization aims to improve the struc-tural performance of the object by changing itsboundaries. To illustrate, in the case that afinite element approach is adopted, the posi-tion of the nodes on the external boundary canbe changed in order to obtain a desired loaddistribution within the structure.
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1 OPTIMIZATION THEORY Overview of structural optimization
Sizing optimization is applied following topol-ogy and shape optimization processes. Thissizing procedure may concern the geometricalproperties of a cross section such as its dimen-sions, area or moment of inertia.

Internal parameter optimization is utilizedwhen the object in investigation has ananisotropic behaviour like in the case of com-posite structures. For such instances, the me-chanical properties highly depend on the ori-entation angles of the layers that constitutethe laminate. Consequently, this element canbe considered as a parameter that may allowto obtain some desired global structural be-haviour.
The flowchart in fig. 1.14 shows the process sequence that should be followedduring a structural optimization process [14].

Figure 1.14: Structural optimization flowchart
47



1 OPTIMIZATION THEORY Overview of structural optimization
Note that the first step always concerns the selection of the topology which givesthe best mass distribution of a structure under the given boundary and load con-ditions. After this step, the preliminary design is refined through a shape andsizing optimization until it satisfies the necessary requirements. After this step,the optimization process terminates and a detailed analysis is performed in orderto certificate the final design.
It is possible to see in the following chapters that all of these 4 structural op-timization strategies are utilized during this current optimization problem. Firstof all, a topology selection is made between a sandwich and a reinforced lami-nate model. Once the structural topology is determined, geometrical entities aremodified in order to improve the design. To illustrate, the thickness and the crosssectional properties related to specific components are changed. These changescan be considered as examples of shape and sizing optimization respectively. Inaddition to these, the use of composite materials introduced some applications re-garding internal parameter optimization. In this early stage, it would be useful toemphasize that topologically different design solutions are not obtained as resultof an conventional optimization process but they are gradually determined by the"decision maker".
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Chapter 2

Optimization problem

Once the theoretical research part is completed and the basic concepts concerningthe multi objective optimization by genetic algorithms are clarified, the theoryis applied to redesign a helicopter component. Before entering into details ofthe optimization problem, it is important to highlight the main objective of thisstudy. First of all, the design and the required analysis for the certificationof the SAR Plate Assembly are already completed and it is currently in theconstruction phase. Consequently, all the activities covered in this thesis donot have an intention to redesign an object to be constructed but proposes analternative design at academic level. In other words, the most significant aspectis not to optimize a component that is going to be manufactured but to follow anoptimization process. At this point, the content of this thesis can be considered asanother investigation into the benefit of optimization by Agusta Westland to informdecisions about future approaches. This innovative method would be introducedthrough a specialized software, Isight which is developed by Dassault Systèmes
Simulia Corp. Thus, this thesis also includes an evaluation about the possibleuse of this software for future applications.
2.1 Object of optimization

Applicable references: [7]
The helicopter component that constitutes the main focus of the optimization pro-cess is basically a rectangular plate which is typically used for “Search andRescue (SAR)” operations. The main function of the SAR Plate Assembly is tocarry the necessary auxiliary equipments such as oxygen bottles or any other itemrequired for the specific task.
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2 OPTIMIZATION PROBLEM Object of optimization
2.1.1 Structural description

The SAR Plate Assembly is placed vertically in the helicopter cabin in a mannerthat it is fixed to the floor and to the upper deck by its shorter edges via standardattachments. The precise dimension values regarding the SAR plate can be foundin app. D.

Figure 2.1: Position of the SAR Plate Assembly in the helicopter
Actually there exists a practical reason under the fact that SAR Plate is attachedin this way; indeed when necessary, it can be replaced by any seat that canbe installed on the side walls. This means that the dimensions of the plateare consciously determined in order to allow a possible change due to differentconfigurations. This approach is very commonly used for aeronautical structuresbecause it permits to exploit in a more efficient way the available space. In themeanwhile it also facilitates and accelerates the operations required to switchbetween interchangeable configurations. This flexibility can be seen equivalentto cost and time reduction.
The main structure of the SAR Plate is composed of a metallic sandwich whoseskins and honeycomb core are made of aluminium. A layout of a typical sandwichstructure is shown in fig. 2.2. The details about the dimensions of the principal
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2 OPTIMIZATION PROBLEM Object of optimization
elements of the SAR Plate Assembly and the properties of their correspondingmaterials are given in chap. 3.

Figure 2.2: Layers of a metallic sandwich
In addition to the metallic sandwich, there exist other subcomponents for varyingstructural reasons such as fixing, dynamic and static aspects:

• Upper interface fittings

Figure 2.3: Front and rear view of the upper interface fitting
According to the information given by the supplier, the allowable load limit ofthe upper interface is quite low with respect to the floor deck. Consequently,
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2 OPTIMIZATION PROBLEM Object of optimization
the upper interface fitting of the SAR Plate has a special mechanism that isexplicitly designed in order to avoid transferring vertical loads to the upperdeck rail.
As it appears in fig. 2.3, the SAR Plate is not rigidly connected to the upperdeck. In addition to the shock absorbers, the adoption of a vertical slidingmechanism prevents the load transfer along this direction. Actually, thereare two possible scenarios: the first concerns the operational load casesand the second one the crash load cases. These two main load conditionsare going to be examined in more details subsequently. However, for eachof these cases the load paths are distinct because of the sliding mechanism.During the operational load cases, the magnitude of the force is reduced bythe shock absorber and transferred to the upper deck. Instead in the crashcases, the forces are so high that the shock absorbers are supposed to beineffective. At this point, the plate which is rigidly connected to the upperinterface fitting tends to slide over it. This move prevents a catastrophicfailure and also serves to satisfy the certification requirements. These twoload paths can be easily understood by examining fig. 2.4.

Figure 2.4: Upper interface load paths
• Lower interface fittings and cable assy
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2 OPTIMIZATION PROBLEM Object of optimization
After analysing the upper interface fittings and their functioning mechanism,the lower interface fittings are considered. The lower interface fittings aresimilarly connected to the floor by the means of the shock absorbers.

Figure 2.5: Lower interface fittings
The SAR Plate contains 4 lower interface fittings and two cable assy thatconnect the fitting to the floor by a stud as illustrated in fig. 2.5. As in theprevious case, the choice of such attachment configuration is closely relatedto the load conditions. Note that there is a slight difference between thefittings that are placed externally with respect to the internal ones. Theexternal shock absorbers are simply supported by the floor rail whereas theinternal ones do not have a physical contact with the floor. In the caseof necessity, they only serve to redistribute the force in order to avoid theoverloading of the two external attachment points.

Figure 2.6: Lower interface load paths
Furthermore, in addition to the fittings there exists also a couple of cable
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2 OPTIMIZATION PROBLEM Object of optimization
assy as a precaution for a catastrophic failure due to crash. Previously, thesliding mechanism of the upper part was highlighted. Actually, the cableassy are additional elements that complete the crash load path. In case ofan upward force, the plate would tend to move vertically along the forcedirection and slide over the hole present in the fitting. At this moment, thecable assy would retain the plate and inhibit its movement.

• Shock absorbers Due to dynamic requirements, 6 shock absorbers are putbetween the interface fittings and the attachment points on the floor orupper deck rails. The reason for such a configuration is explained in detailsin chap. 2.1.5.
• Tracks and bottle retainers As mentioned before, the component under in-vestigation is designed to be used for "Search and Rescue" purposes.

Figure 2.7: AgustaWestland CH-149 Cormorant during a SAR training

Figure 2.8: Cabin of an helicopter fitted for SAR operations
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2 OPTIMIZATION PROBLEM Object of optimization
This kind of missions may require some special equipment such as rescuelitter, oxygen bottles and medical kits. In order to be able to carry thenecessary equipment, vertical tracks that have the same shape as the upperdeck and floor rails are fixed on the plate as shown in fig. 2.9.

Figure 2.9: Position of the tracks
The continuous use of standard elements facilitates also the attachment ofthe masses on the plate. According to the object that has to be hanged, arelevant attachment can be selected and the object can be fixed on the plate.

Figure 2.10: Cross section view of the SAR Plate inserts
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2 OPTIMIZATION PROBLEM Object of optimization
These metallic tracks are installed on the plate by the use of screws andinserts that penetrate along the honeycomb core and compress the upperand lower skins. A schema of the junction type between the plate and thetracks is given in fig. 2.10.
During the SAR missions, there might be the need to carry oxygen bottles.So the plate is designed in a manner that these bottles can be fixed on thelower part of the plate with the help of bottle retainers as shown in fig. 2.11.

Figure 2.11: Installation of the oxygen bottles
The bottle retainer tracks that are present on the centre line between themain tracks permit the installation of the bottles only on the lower part ofthe SAR Plate. Each oxygen bottle is fixed by a couple of bottle retainers;the one on the lower part is fixed whereas the upper one can move verticallyalong the rail line of the track. This degree of freedom provides the flexibilityto install all the bottles having different manufacturing tolerances regardingits height. The ability to move vertically is blocked by the help of the securitystraps. Once the finite element model is prepared, the tension loads on thesecurity straps are calculated and applied in order to verify the resistanceof the mechanism.
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2 OPTIMIZATION PROBLEM Object of optimization
• Lateral reinforcementsAs a last structural element, the lateral reinforcements that form a framearound SAR Plate can be analysed. These reinforcements have a "C" shapecross section and they are made of steel. The purpose of using such com-ponents involves two different aspects: stiffness and protection. The mainfunction of these reinforcements is introducing stiffness to the system thatmight be considered positive in terms of static and dynamic robustness. Inaddition to this, these laterally fixed reinforcements also help to protect andisolate the honeycomb core from external factors.

Figure 2.12: Position of lateral reinforcements and cross section of SAR Plate
2.1.2 Mass properties

As it is going to be explained in 2.2, the main purpose of the optimization processis to minimise the mass of the SAR Plate Assembly. This notion increases theimportance of the mass distribution within the plate. Once the function of eachitem is well understood, the user can decide whether it would be useful for thenew design or it can be removed. To illustrate, the additional elements like shockabsorbers and their subcomponents might be ignored in the new design. At thispoint, a detailed list that shows the mass distribution regarding the SAR PlateAssembly is given in tab. 2.1.
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2 OPTIMIZATION PROBLEM Object of optimization
Id Description Mass/Piece Quantity Total mass

[kg] [kg]N251G2060101 SAR PLATE ASSY/8655 Adhesive,Epoxy,Ty Il,Cl 0.00000 AR 0.00000/8703 Adhesive,Rbr,Ty I,Cl 2 0.00000 AR 0.00000A019B101A Shock Absorber 0.10600 6 0.63600A921A24A0950EB1 Security strap 0.02850 2 0.05700EN2139-05010 Washer 0.00043 16 0.00688EN2139-05016 Washer 0.00069 4 0.00276EN2367-07006 Cotter pin 0.00002 4 0.00008EN2549-100008F Bolt 0.01429 6 0.08574EN3037-050030RF Bolt 0.00404 4 0.01616EN3381-050010RF Bolt 0.00200 36 0.07200EN3381-050018RF Bolt 0.00250 6 0.01500EN3381-050028RF Bolt 0.00339 8 0.02712EN3381-050032RF Bolt 0.00374 4 0.01496EN3536-050 Self-locking nut, Esagon 0.00105 16 0.01680EN3759-060012R Screw 0.00502 6 0.03012LN29787-06008 Screw 0.00100 6 0.00600LN29787-06012 Screw 0.00200 6 0.01200MS171464 Pin 0.01600 2 0.03200MS171468 Pin 0.00057 2 0.00114MS171621 Pin 0.00300 2 0.00600MS24585C331 Spring 0.00100 2 0.00200MS24585C379 Spring 0.00100 2 0.00200MS24585C387 Spring 0.00100 2 0.00200MS35338-44 Washer lock 0.00108 6 0.00648A169AP05D1 Insert/cap 0.00200 16 0.03200A169AS05D12 Insert/Sleeve 0.00600 16 0.09600MS35338-47 Washer lock 0.00108 6 0.00648A193AP05D1 Insert/Sleeve 0.00200 42 0.08400A193AS05D12 Insert/Sleeve 0.00600 42 0.25200N251G2063201 Skin 1.06600 2 2.13200N251G2064201 Core 1.34000 1 1.34000N251G2087201 Upper/lower stiffener 0.07000 2 0.14000N251G2089201 Lateral stiffener 0.21200 2 0.42400N251G2065201 Long track 0.73100 2 1.46200
continues on the next page. . .
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2 OPTIMIZATION PROBLEM Object of optimization
Id Description Mass/Piece Quantity Total mass

[kg] [kg]N251G2066201 Upper track 0.07100 2 0.14200N251G2067201 Lower track 0.05700 2 0.11400N251G2068201 Spacer track 0.00500 2 0.01000N251G2069201 Spacer 0.00400 4 0.01600N251G2072201 Lower LH interface fitting 0.16900 1 0.16900N251G2074201 Lower RH interface fitting 0.16900 1 0.16900N251G2076201 Upper LH interface fitting 0.40300 1 0.40300N251G2078201 Upper RH Interface fitting 0.40300 1 0.40300N251G2080201 Stud 0.04300 2 0.08600N251G2081201 Retainer 0.02600 2 0.05200N251G2084101 Bottle retainer assy 0.25000 4 1.00000N251G2090201 Lateral long track 0.73100 2 1.46200N251G2091201 Lower Track Fitting 0.03600 2 0.07200N251G2092201 Track 0.05700 2 0.11400N251G2093101 Cable assy 0.24900 2 0.49800N251G2096201 Lower central LH 0.15800 1 0.15800N251G2097201 Lower central RH 0.15800 1 0.15800N251G2098201 Lower thin track fitting 0.03600 2 0.07200N251G2099201 Sliding pin 0.10400 2 0.20800N251G2100201 Handling pin 0.00300 2 0.00600N251G2101201 Fitting 0.08900 2 0.17800N251G2102201 Adapter 0.09400 2 0.18800N251G2103201 Special Nut 0.01500 2 0.03000N251G2104201 Upper/Lower front 0.00900 2 0.01800N251G2105201 Upper aft protection 0.00600 1 0.00600N251G2106201 Lateral front protection 0.02700 2 0.05400N251G2107201 Lateral aft protection 0.02300 2 0.04600N251G2108201 Lower aft protection 0.00200 2 0.00400N251G2109201 Doubler 0.01600 2 0.03200
Table 2.1: Masses corresponding to each component of the SAR Plate Assembly

Main SAR Plate elements Standard fixing elementsSpecial SAR elements Optional fixing elements
Table 2.2: Color legend for tab. 2.1
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2 OPTIMIZATION PROBLEM Object of optimization
Mass [kg]

Main SAR Plate elements: 7.216Standard fixing elements: 2.759Optional fixing elements: 1.854Special SAR elements : 1.057
Total 12.886

Table 2.3: Summary of the mass distribution within the SAR Plate Assembly
Note that the components are divided into several groups and the shock absorbersand their subcomponents are gathered together under the group of "Optional fix-
ing elements". The removal of these elements is going to be the starting point ofthe mass minimization process. Another group, "Special SAR elements", containsthe items related to the oxygen bottles. These items are not directly going toparticipate to the mass reduction process but their effect is going to be includedby considering a loading configuration with the oxygen bottles.
The mass target that is going to be a reference value during the optimizationprocess can be determined according to this classification. As the "Optional fixing
elements" will not make part of the new design, this mass difference can be spentfor other structural elements. Thus, the minimum mass of the new design can beobtained as a sum of "Main SAR Plate elements" and "Optional fixing elements".Note that this minimum mass threshold is equal to 9.07 kg. Furthermore, since
"Standard fixing elements" make part of both original and new design, their pres-ence is ignored during the optimization process. However, the overall plate massshould be calculated by adding their contribution to the mass value which is foundby the optimizer.
2.1.3 Different loading configurations

Once the major components that constitute SAR Plate are presented, another cru-cial point can be examined: possible loading configurations. After the installationof the plate, the user should follow specific rules during the loading operation.In other words, the masses or the items that should be carried by the plate cannot be randomly distributed. These regulations are determined by taking intoaccount the static and dynamic analysis performed to certificate the component.In an extreme case, the entire load can be disposed towards the upper part and
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2 OPTIMIZATION PROBLEM Object of optimization
this may cause the failure of the attachment between the plate and the upperdeck. This was an instance regarding the static aspect. However, the dynamicaspects can also be very important because the maximum load quantity that canbe supported by the plate is much higher than its own mass. This fact provesthat the modal behaviour of the plate is dominated by the introduced masses. Allthese analysis cases led the manufacturer to define some limits and guidelinesfor loading the SAR Plate. These guidelines that result in diverse configurationsmay be listed as follows:

1. SAR Plate is divided into six loading areas or boxes (fig. 2.13)
2. Maximum CoG distance out of plane is 150mm (fig. 2.13)
3. Vertical distance between two connection points on the track is equal to25.4mm (fig. 3.5)
4. CoG of the disposed masses should coincide with the defined CoG lines(fig. 2.14)
5. When the oxygen bottles are not installed:

a) Maximum allowed equipment mass is 55kgb) Maximum allowed mass on each upper (#5 & #6) box is 4kgc) Maximum allowed mass on each intermediate (#3 & #4) and lower(#1 & #2) box is 15kg
6. When the oxygen bottles are installed:

a) Maximum allowed equipment mass is 55kg (including the oxygenbottles)b) Average mass of each oxygen bottle is 6kgc) Oxygen bottles must be disposed on lower(#1 & #2) boxesd) Maximum allowed mass on each upper (#5 & #6) box is 4kge) Maximum allowed mass on each intermediate (#3 & #4) box is17.5kg
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2 OPTIMIZATION PROBLEM Object of optimization

Figure 2.13: Definition of the boxes and the loading principals

Figure 2.14: Definition of the CoG lines
Once these loading instructions are followed, there appear 4 main loading con-figurations that represent the expected worst case scenarios:• Up (101)• Middle (102)
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2 OPTIMIZATION PROBLEM Object of optimization
• Down (103)

• Bottle (104)

(a) Up (101) (b) Middle (102)

(c) Down (103) (d) Bottle (104)

Figure 2.15: Critical loading configurations
These configurations tend to concentrate the disposed masses towards a specificzone such as upper deck, floor and middle of the plate. In addition to these, thereis always the configuration that is equipped by the oxygen bottles. During thefollowing parts of the thesis, these 4 configurations are going to be considered

63



2 OPTIMIZATION PROBLEM Object of optimization
as a fix constraint and it is going to be assured that the new design satisfies thenecessary requirements for all of these 4 cases.
2.1.4 Load conditions

As previously mentioned during the explanation regarding the functioning mech-anism of the interface fittings, there exist several load conditions. These loadconditions can be divided into 3 groups:
• Normal flight conditions (tab. 2.4)
• Hard landing conditions (tab. 2.5)
• Crash conditions (tab. 2.6)

All the load conditions are described as acceleration vectors that have varyingmagnitudes and directions. The reference frame used to define these directionsis given in fig. 2.16. For each major load condition, there exist 6 subcases thatcomprehend loads along the 3 principal axis X , Y and Z with both positive andnegative directions.
Note that all these load conditions exist for any type of loading configuration andconsequently the total number of possible load scenarios that should be verifiedbecomes the combination of all these subcases.

Figure 2.16: Main reference frame
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2 OPTIMIZATION PROBLEM Object of optimization
X Y ZSideward LH - -1g -Sideward RH - +1g -Forward -1g - -Rearward +1g - -Downward - - -3.5gUpward - - +1g

Table 2.4: Normal flight conditions
X Y ZSideward LH - -3g -Sideward RH - +3g -Forward -6g - -Rearward +1.5g - -Downward - - -6gUpward - - +3g

Table 2.5: Hard landing conditions
X Y ZSideward LH - -16g -Sideward RH - +16g -Forward -20g - -Rearward +20g - -Downward - - -20gUpward - - +10g

Table 2.6: Crash conditions
2.1.5 Modal behaviour

Once the structural design elements are fixed, dynamic aspects of the object areanalysed in order to be sure to avoid undesired vibrations due to resonance peaks.For a helicopter component, one of the most significant aspects is to avoid thatthe natural frequencies that are related to the global mode shapes of the structuredo not coincide with the forcing frequencies introduced by the rotor rotation. Forthis specific case, the frequencies that should be avoided correspond to 4 and 8times the main rotor frequency, including a tolerance band of ±10%.
During the project design phase, the dynamic behaviour of the structure is anal-ysed through modal analysis performed by a finite element solver. However, it is
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2 OPTIMIZATION PROBLEM Object of optimization
observed that the natural frequency of the SAR Plate Assembly was not out of thepreviously mentioned avoid bands around 17.1Hz and 34.2Hz. In order to resolvethis problem, 6 shock absorbers are strategically placed in correspondence to thefixing points with the helicopter cabin. Consequently, 4 shock absorbers are putnear to the bottom and 2 near to the top as illustrated in fig. 2.17.

Figure 2.17: Position of the shock absorbers
The relevant shock absorbers are selected from the catalogue [8] based on theoperational range of the plate determined by the load conditions. Actually thenumber of the placed shock absorbers depends on the force distribution on eachof these suspension elements. By having this configuration, it is confirmed thatthe operational range of each damper is limited between 160-600N . This essen-tial information is used in order to determine the dimensions of the shock absorber:
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2 OPTIMIZATION PROBLEM Object of optimization
Dimensions [mm]

� A 60B 40
� C M10
� C2 25
C3 25
� T M6
� W 40P 6

Figure 2.18 & Table 2.7: Geometrical properties of the appropriate shock absorber
Once the type and quantity of the shock absorbers are chosen, the verificationconcerning the attenuation of the desired frequencies is done using the analyticalrelations. In the case that a shock absorber is subjected to a vertically forcedvibration that excites the structure by an alternating sinusoidal signal having afrequency of w and a magnitude of Fm, the elastic suspension system transmits tothe structure a force with the same frequency but a different magnitude F ′m. Con-sequently, the rate of transmission λ for a specific shock absorber, can be definedas the ratio between the magnitude of the excitation force and the transmittedforce.

Figure 2.19: Attenuation of the vibrations near resonance
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The fig. 2.19 demonstrates that it is more convenient to have a higher ratio of
w/w0 in order to obtain a better damping rate. Consequently, the natural fre-quency of the damper, w0 should be chosen as low as possible with respect tothe operational frequency range. Note that in the isolation zone where w/w0 isgreater than √2, the influence of ε0 is weak and in the meanwhile having a λ in-ferior to unity assures an attenuation of the transmitted force amplitude. Whereasin the amplification zone where w/w0 is inferior to √2, the amplitude of the signalis amplified and its maximum is reached at resonance. This maximum value canbe controlled by increasing the ε0 at disposition.
For a rigid suspension mechanism, λ is equal to unity, which is equivalent tomention that the excitation force is equally transmitted to the structure. Insteadfor an elastic suspension system made of elastomer, λ is calculated with respectto the eq. 2.1. According to this formula, the rate of transmission depends on
w0 that corresponds to the natural frequency of the shock absorber and ε0 to thecharacteristic damping rate. The value of ε0 might vary based on the materialof the shock absorber. To illustrate, for a shock absorber made of rubber, 4ε20is a negligible term and as a result of this the equation that expresses the theattenuation rate in percentage becomes:
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 (2.2)
In the specific case of the SAR Plate Assembly, the shock absorber adopted hasa natural frequency that changes between 2.5 and 7Hz and the rotor naturalfrequency that should be avoided are 17.1 and 34.2Hz. When these values areplaced in the eq. 2.2, the attenuation of the vibrations varies between 79% and99%. The problem regarding the dynamic analysis can be concluded consideringthe fact that using 6 suspension elements are enough to cope with the vibrationamplification due to the induced periodic rotor forces.
A last point that can be taken into account about the shock absorbers is their
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2 OPTIMIZATION PROBLEM Formulation
modelling during a finite element analysis. Actually for a given shock absorber,the producer company provides to the customer a data sheet that includes a force-displacement curve. This curve may be obtained also experimentally by measuringthe displacement of the rubber for predefined axial compression or shear forces.The behaviour of a damping element is quite complex to model. In this case,they are modelled by the means of GAP elements. This type of elements is ableto simulate the non linear behaviour of the damper, once the law of motion isintroduced through the force-displacement values.
2.2 Formulation

As previously mentioned, the SAR Plate Assembly has a quite simple geometryand this fact makes it a good candidate for the optimization process because asimplified finite element model that run in short time allows to mostly focus onthe optimization iterations and judge the abilities of the software in a short timein comparison with a complex model. As all other optimization problems require,the main aspects such as objectives, constraints and the variables should be de-termined. All these important properties regarding the optimization problem ofthe SAR Plate can be listed as in tab. 2.8:
Objectives: Minimize the mass of the SAR PlateFind an alternative design by removing the shock absorbersShift the operational frequency band outside of the avoid band
Constraints: Geometrical boundariesInterface load limitsStrength limits of the materialAbility to carry upto 55 kgPresence of the frequency bands to be avoidedVerification of the all load conditions for all configurations
Design variables: Topological changesGeometrical entitiesMaterials

Table 2.8: Definition of the optimization problem
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2 OPTIMIZATION PROBLEM Formulation
Once the outline of the optimization problem is determined, all of its componentscan be examined in details by considering each statement separately.
2.2.1 Objectives

• Minimization of mass: For any vertical take-off and landing aircraft, one ofthe most crucial design criteria is the weight to power ratio. More specifi-cally in the case of an helicopter, this ratio might be considered at hoveringcondition. In order to derive a first order estimate of the power required tohover, the induced velocity at the rotor should be determined. There existseveral aerodynamic theories that can be used to obtain this induced ve-locity value. The complexity of the formulation varies based on the desiredaccuracy of the model. One of simplest methods is the one dimensional ax-ial momentum theory which supposes to have a stream tube with a verticalaxis through the rotor centre [9]. According to this formulation, the inducedvelocity and then the ideal power required to hover can be calculated as ineq. 2.3 and eq. 2.4:
Vi =

√
T

2ρairAd

(2.3)
Pideal = TVi = T

√
T
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(2.4)
Note that at hovering conditions, the weight W is equal to the thrust Tproduced by the rotor. As a result of this, the term that represents thrust ineq. 2.3 and eq. 2.4 can be replaced by the weight. This equivalence leadsto an interesting relation between hover lift efficiency ( W

Pideal
) and the discloading ( T

Ad
). These two concepts might be used in order to classify aircraftwith different flight principals as illustrated in fig. 2.20.

W

Pideal

=
√

2ρair

√
Ad

T
(2.5)

70



2 OPTIMIZATION PROBLEM Formulation

Figure 2.20: Variation of weight to power ratio with disc loading
All this basic but fundamental background is given in order to highlight theinfluence of the weight for an helicopter design. The fig. 2.20 shows that aslight increase in weight causes an important rise of thrust if the power androtor area are kept constant. This additional power need is much more for anhelicopter because it is placed towards the left extreme of the graph respectto the other aircraft. This fact makes the mass reduction of any componentthat should be mounted on the helicopter very critical. Even a few mass re-duction of any element might be equivalent to the possibility of transportingmore payload or having a longer range with less fuel consumption. After allthe information given about some key concepts regarding helicopter design,the conclusion is that the main objective of this optimization problem con-cerning SAR Plate Assembly is to minimize its mass.

• Exclusion of the shock absorbers: As previously mentioned, the main ob-jective of this optimization activity is to find an alternative structural designsolution which weights less compared to the original design but which alsosatisfies the given constraints. The first step to reach this objective is theremoval of the 6 shock absorbers which fundamentally work as a filter. There
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2 OPTIMIZATION PROBLEM Formulation
are various reasons to validate this purpose: First of all, all these additionalsuspension elements introduce weight to the system even if they do not re-ally make part of the structure. Second reason is that they increase theoverall cost of production and force the designer to make a market surveyto find the accurate component that might really supply the specific need.In the meanwhile, introducing an extra element obligates the analysts toperform additional controls by taking into account any type of condition thatmay cause an inconvenience. Furthermore, these suspension mechanismsare so hard to model in an accurate manner and so the predictions aboutthe overall comportment of the system might not reflect the real one. Lastly,while modelling these parts in any finite element program, there can also bethe necessity to posses extra information respect to those that the suppliermay provide. In other words, some specific experiments can be required andthis can be seen as an increase in cost but also time.

• Shift of the operational frequency bands: Another critical point about struc-tural design for a helicopter component concerns the dynamic interactionswith the rotor rotation. Actually the detailed explanation about the modalbehaviour of the SAR Plate is reported in 2.1.5. This critical issue can behandled from two different perspectives. The presence of the avoid bands canbe introduced into the optimization problem as an objective and constraintat the same time or only as a constraint. The difference between these twoapproaches is that when it also makes part of the objective function, theoptimizer chooses the following design variables by measuring how far arethe current values from the frequency objective. Instead in the other case,the optimizer independently proceeds with a new iteration and considersthe frequency constraints as a simple check to decide whether the currentdesign is feasible or not. In this thesis, the first approach is adopted due tothe significance of the dynamic effects.
After this decision, the alternative scenarios are proposed and examinedin order to be able to orient the optimization problem towards the desireddirection. First of all, the complete frequency range is divided into 3 mainzones where the frequency of the input does not cause amplification problemsdue to resonance.
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2 OPTIMIZATION PROBLEM Formulation

Figure 2.21: Limits of the acceptable frequency zones
These zones are determined by excluding the rotor vibration modes presentat 17.1Hz and 34.2Hz with a tolerance band of ±10%. Consequently, 3 mainhypothesis can be made: All the global modes of the SAR Plate should beinferior to 15Hz or squeezed between 19Hz and 30Hz or superior to 38Hz.The first case is critical because such low natural frequencies may causerobustness problems at static analysis level. The second case can be ac-ceptable but even a little perturbation of the system may cause to interferewith the avoid bands. As a result of this, the third alternative is accepted bybeing conscious of the fact that higher natural frequencies can be reached byhigher inertia values. The elements that might introduce inertia can causea rise in weight so the optimization problem is going to be a compromisebetween two conflicting objectives: minimization of the weight and the max-imization of the frequency.
A last but important note is about the definition of the operational rangeof the SAR Plate. During the paragraph 2.1.3, diverse loading configura-tions are presented. This point of view regarding the frequency issue shouldbe valid for all the possible configurations: (up, down,middle, bottle). Thisstatement is equivalent to say that there exist an operational frequency rangebetween the unloaded plate and the worst case among (up, down,middle, bottle).Knowing that the natural frequency is proportional with √ k

m
, the configura-tion with the maximum payload would constitute the lower frequency boundand the unloaded plate the upper one. Consequently, any payload up to
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2 OPTIMIZATION PROBLEM Formulation
the maximum acceptable threshold would be between these limits. As itis going to be possible to observe in the following part of the thesis, thisconcept would be the most challenging part of the optimization process.

Based on the overall situation, it can be deduced that the optimization problemat hands has more than one objective and this fact prevents the use of traditionalgradient based or single objective methods. Consequently, during the optimizationprocess, the genetic algorithms that are adequate for multi objective problems willbe adopted.
2.2.2 Constraints

• Geometrical boundaries: One of the purely geometrical constraint statesthat the boundaries defined in the xz plane for the SAR Plate are fixed.Instead the limit along the y axis is determined by the form of the fuselagethat supports the SAR Plate Assembly and the availability of the internalspace depending on the given mission.
• Interface load limits: In the section 2.1.1, the details about the structureand functioning principles of the interface fittings are given. As previouslymentioned, the lower and upper attachment points have different allowableinterface load values. These values that constrained the designers to createan unusual fixing mechanism are illustrated in fig. 2.22(a) and fig. 2.22(b).

It is possible to observe that the allowable load value for the upper deckrail along z axis is quite low and this is the reason laying under the slidingmechanism of the upper interface. Note that after each iteration, the resultingforce values along each direction is read and compared to the allowable ones.

(a) Upper attachment points (section cut A/A in fig. D.2)
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(b) Lower attachment points (section cut B/B in fig. D.2)
Figure 2.22: Interface limit loads

• Strength limits of the material: In addition to the dynamic aspects, staticanalysis is done and the stress levels are checked to ensure that there isnot any value that goes beyond the allowable stress limits. In addition tothis, for composite solutions, the failure index of each ply is also verified andthe approach of "First Ply Failure" (app. B) is adopted. For the honeycombcore, the transverse shear stress is considered and compared with its upperlimits.
• Maximum payload limit: The SAR Plate should be able to carry equipmentupto 55kg by respecting the predefined loading indications. Note that anymass value between 0 and 55kg defines a possible loading configurationand at the same time the operational band of the plate.
• Frequency avoid bands: This aspect is covered while analysing the objec-tives of the optimization problem. Moreover, all the critical points concerningthe dynamical properties are discussed within that section.
• Verification: The importance of the presence of diverse loading configura-tions and load conditions is continuously highlighted. The last constraintof the optimization problem would be a repetition of this concept. However,it is very significant that the alternative design proposed by the optimizershould be valid for all possible cases that make part of the operational range.

All these constraints can not be directly implemented in the optimization softwareand so the user should find implicit paths that ensure the implementation of all
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of these factors.
2.2.3 Design variables

• Topological changes: A topological optimization helps to prepare the mainingredients to be tuned by a size optimization. In the case of the SAR Plate,two principal alternatives are going to be considered: the first one is asandwich structure (metallic and composite) similar to the original designand the second one is a composite laminate that is reinforced by stiffeners.All these alternatives are going to be divided into subcases and discussedseparately.

(a) Sandwich panel

(b) Reinforced composite laminate
Figure 2.23: Different topological solutions for the SAR Plate

Note that in this thesis work, a conventional topological optimization activ-ity which determines the best material distribution within the structure isnot performed. Instead, the passages between topologically different designsolutions are decided by the user.
• Geometrical entities: For most of the structural optimization cases, the ge-ometrical entities are the most significant design variables. In this case,
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2 OPTIMIZATION PROBLEM Implementation
even though the external borders are kept as a fixed constraint, the thirddimension along the thickness provides a degree of freedom to the optimizer.Thus, honeycomb or skins thicknesses can be considered as fundamentalelements that may change the response of the plate. For different types ofvariables, the acceptable range can be continuous or discrete. For instance,the thickness of an honeycomb core can be classified as continuous becauseeven though it is costly, it is possible to obtain the desired precise thicknessthrough a milling operation. Whereas the thickness values for a metallicskin are discrete because there exist predefined thicknesses that are listedin the catalogues.

• Materials: Another factor that is fundamental for a structural optimization isthe possibility to select different materials. Especially, the use of compositematerials is a very important tool because of the variability concerning itsthickness, type and orientation angles. A "smart" combination of these ele-ments permits the user to obtain a "tailored" component.
During the optimization process regarding topologically different solutions, thedesign variables are also going to be varied. While analysing each optimizationcase, all the possible variables will be listed and elaborated.
2.3 Implementation

Before analysing the optimization process, it would be useful to give some basicinformation about the use of the software. As previously mentioned, the opti-mization process is realized through the software Isight. First of all, in order toimplement an optimization problem, the main logic regarding the schematizationof the whole process should be determined. In other words, the user should decideabout the principal steps required to represent the conceptual flow of the physicalprocess. This concept of creating and ordering activities might also be called as
Sim-flow or Work flow. To illustrate, a complex multidisciplinary optimizationproblem from aerospace industry can be considered. The problem consists of theoptimization of the geometry of a hypersonic vehicle [10]. In an aerospace ap-plication, several disciplines that interacts with each other should be taken intoconsideration as shown in fig. 2.24
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Figure 2.24: Interaction of the various disciplines for an aerospace problem
All these disciplines can be considered as black boxes that have inputs and outputsso the critical point is to organize the work flow in an intelligent manner so thatthe input-output relationship between various boxes is respected. The proposedsolution is shown in fig. 2.25.

Figure 2.25: Schematization of the Work flow in Isight

This Sim-flow is equivalent to say that once the geometrical entities are de-termined by the optimizer, the finite element model is formed according to thethree-dimensional geometry. The mass and the volume of the vehicle that has thepredefined geometrical properties are calculated. Then by combining the compu-tational fluid mechanics data base and the mass of the system, the informationabout Mach and altitude corresponding to the desired trajectory is obtained. Thisinformation serves to calculate the pressure distribution and the aerothermal fluxesthrough the "CFD Time History" block. As a next step, the temperature distribu-tion on the desired surfaces is calculated by taking into account the aerothermal
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fluxes and the geometry. Lastly, a structural analysis is performed in order tosee the maximum displacement and the stress of the vehicle. In order to realizethis last step, a thermo-elastic approach is used by considering the temperatureand the pressure distribution that are calculated by the previous blocks. Thenthe optimizer changes the geometrical entities based on the given objectives andconstraints and the loop restarts. Note that in order to do all the described tasks,the necessary operations are done within each black box. The main purpose tointroduce such a complex problem is not to focus on how each block functions butrather on how to implement a process flow logic by respecting the interactionsbetween different blocks.
To summarize all the information given until this point about the implementation ofthe problem, the concept of work flow is highlighted as the starting point. Oncethe work flow is established and modelled in the software, the process can beconsidered automatized because the same loop is going to be run for a predefinednumber of iterations. The key element in order to decide about the order of the
work flow is to perfectly understand the process. In order words, it is critical todecide which black box is necessary in order to perform the desired analysis andthe input-output relationship between each box. After this step, these elements aregoing to be translated in a language that the software understands. For Isight, itwould be to choose the adequate component, place it on the Sim-flow and definethe Data flow.

Figure 2.26: Data flow scheme between components
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2 OPTIMIZATION PROBLEM Implementation
In Isight, each component or block possesses its own variables and these variablescan be defined by filling the necessary information about them. To illustrate, theuser should define for each variable its mode (input or output), its type (real,integer, string or boolean), its structure (scalar, array or aggregate), its name andits values. Note that even a file can be a variable. Once the variables of eachblock are defined, the relevant ones corresponding to different blocks are mappedamong them in a manner to satisfy the input-output relationship between theblocks.

Figure 2.27: Mapping of the variables that belong to different components
Even though this thesis does not have an objective such as to furnish instructionsabout how to use Isight, some introductory information about Sim-flow, variablesand Data flow is given. The reason for that is to inform the reader about thefundamentals of the software and to embody its interface. Note that there exist 2main interfaces: the first one is the Design Gateway where the model is preparedand the second is Runtime Gateway where the model runs and the results areaccessible.
2.3.1 Additional component for structural analysis

In the chap. 1, the main components of Isight are listed and their functions areclearly explained. In order to perform a structural analysis by adapting a finiteelement approach, a pre-processor is needed in order to implement the geometryand divide it into elements. In addition to this, a solver is required in order to
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obtain the response of the structure. In this thesis, Patran is chosen as the pre-processor and Nastran as solver. Actually, the pre-processor prepares .bdf filethat is given to the solver as input. After the execution of the solver, the resultscan be directly read from the .f06 file. In order to automate this process in Isight,a unique Simcode component or 3 separate components can be used:

• Data Exchanger 1: This component takes the .bdf file and changes it bywriting the value of a variable on the corresponding position.
• OS-Command: From the command line, this component executes Nastranby introducing the .bdf file as an input.
• Data Exchanger 2: This component takes the .f06 file, reads and attributesthe desired output information to a given variable.

Figure 2.28: Automation of the structural analysis loop
In this thesis work, instead of these two solutions, a special plug-in componentdeveloped by Exemplar srl is used. This additional component called Exe4Nastranaims to facilitate data exchange with Nastran technology within the workingframework offered by Isight. Moreover, this component is composed of 5 majorsections:

1. Configurations: In this section, a special input file is loaded by the com-ponent. This configuration file has a special format that permits to identifythe entries of the input and output files of Nastran. In other words, thespecifications that should be written in .bdf file or read from .f06 file. Eachrow corresponds to the definition of a Nastran card. To illustrate, in fig.2.29, when the Nastran input file is parsed and there exist a bar prop-erty (PBAR ), the component assigns the numbers corresponding to different
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columns of this line as area, area moments of inertia and torsional constantrespectively. The same logic applies also for the output file parsing.

Figure 2.29: Component GUI: Configurations
2. Options: At this point, the input file for Nastran is loaded as a root file andit is parsed by the component. In this way, the component identifies all thevariables that are defined in the previous configuration file.

Figure 2.30: Component GUI: Options
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3. Parameters: Once a variable is identified, it is listed as a parameter on theleft column as illustrated in fig. 2.31. Consequently, the user may select thedesired parameters by adding them as a variable of the component.

Figure 2.31: Component GUI: Parameters
4. Running: This section serves to set all the parameters for running Nastransuch as introduction of the input file, selection of the directory regarding theexecutable Nastran link and definition of the memory options.

Figure 2.32: Component GUI: Running
5. Results: In this last section, the .f06 file is parsed and the defined output
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variables are read. As in the case of the input variables, the user may selectthe desired outputs among the listed parameters.

Figure 2.33: Component GUI: Results
In addition to these sections, other specific features regarding some utilities aboutcomposite materials or output management can be included into the component bychoosing the relevant license. This component is especially presented in detailsbecause it is not a default component of Isight but most importantly it is the mostessential element of this structural optimization process. Furthermore, this newblock shows that the user is not obligated to use the default components presentin the software but a desired component can be created through application pro-
gramming interface. This component written in any programming language canbe published in the Isight library and used in the Sim-flow by combining withthe other default components without any problem.
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Chapter 3

Optimization process

Once the fundamental elements of the optimization problem regarding the SARPlate Assembly are defined, the optimization process is implemented through
Isight. This thesis work principally comprehends the construction of an adequatefinite element model of the plate and its integration into the Work flow regardingthe optimization process. After these two main steps that automates the process,simulations are run for a predefined number of iterations and then the results areexamined and interpreted.
The whole work of optimization can be divided into 4 main groups which representtopologically different structures. The steps described in the previous paragraphare followed by each of these groups. Actually the formation of the groups wasnot known a priori but they are gradually formed depending on the results of theprevious ones. These 4 groups that correspond to different configurations can besummarized as follows:

1. Metallic sandwich model
2. Composite sandwich model
3. Reinforced laminate model
4. Reinforced closed box model

A brief description of the listed configurations can be given as an introduction.The starting point so the first configuration is a metallic sandwich structure whichpossesses skins and the honeycomb made of metallic materials. Instead the secondconfiguration is composed of skins made of composite layers and a non metalliccore is selected for the honeycomb. The choice of composite materials is also valid
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
for the third configuration which has a unique skin. In the mean while, the honey-comb part is totally removed and replaced by stiffeners that serve to reinforce thestructure. Finally, the fourth and the last configuration is analysed. This lattersolution can be considered as an extension of the third configuration because thepresence of the unique skin and the stiffeners are preserved whereas a secondskin is attached at the extremity of the stiffeners. In order to better visualize,a sandwich structure can be conceived by substituting the honeycomb core bystiffeners. These major models are constructed by following the given order andeach one is examined in this chapter under separate sections. Furthermore, eachsection includes the details concerning the finite element modelling, optimizationprocess and the corresponding results.

3.1 Configuration 1: Metallic sandwich model

The starting point in order to select the structure regarding the first configurationhas been the original design of the SAR Plate Assembly. Consequently, a metallicsandwich model is adopted in order to initiate the optimization process.
3.1.1 Finite element model

In most of the cases, the FEM of a component is made based on its already exist-ing CAD model (.iges) prepared by a designer. The analyst decides the strategyof modelling in a manner to represent the component as accurate as possible.Actually, the certification of the SAR Plate Assembly is based on finite elementanalysis and other specific manual calculations. This FEM includes quite com-plicated elements in order to obtain a realistic representation. To illustrate, theshock absorbers are modelled by the use of non linear elements. The honeycomband the tracks are represented through solid and planar elements respectively.Furthermore, spring elements are inserted in order to model the stiffness of theupper interface zone. Even though these factors help to obtain a better approx-imation of the real model, they introduce additional difficulties for modelling. Inaddition to this, the complexity of the model increases the time required for thesolver. Supposing that the optimization process is constituted of a continuous run-ning of the Work flow, the necessary time for a unique run has significant effectson the total optimization time. As a result of this, the FEM that is going to beused during the process would be a compromise between the total optimization
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
time and the complexity regarding the modelling.
One of the most critical aspects of this FEM concerns the formulation of thehoneycomb core. Actually, there exist two different approaches for honeycombmodelling: the first one uses the three dimensional solid elements whereas thesecond one planar shell elements. As previously mentioned, during the finiteelement analysis of the original SAR Plate Assembly, the first approach is chosenby the analyst. Even though the solid elements give more accurate results, in thisthesis the second approach is adopted due to 2 main reasons:

• The nature of a sandwich panel: In general terms, the shear forces normal tothe plane are carried by the honeycomb core. Instead the bending momentor the in-plane forces on the sandwich structure act as membrane forcesin the facing skins. This fact highlights that the in-plane stiffness of thehoneycomb core is negligible compared to that of the facing skins.
• The need for reducing simulation time: The time required to solve a modelcomposed of solid elements are much higher respect to shell elements.

Figure 3.1: FEM with solid and shell elements
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
However this important choice is justified by constructing both models using shelland solid elements and comparing the results. In both of the cases, the facingskins are modelled with planar elements due to the existing proportion betweenthickness and its other dimensions. In order to avoid complexity at this prelim-inary design phase, the tracks are modelled by using beam elements and theircorresponding cross section is assigned to these elements. Another fundamentalelement which is the reinforcement in form of "C" around the plate is also includedin FEM. In the shell model, they are modelled through beam elements whereas inthe solid one through shell elements. Both of the models are illustrated in fig. 3.1.
As one of the most critical points of the optimization problem concerns the modalbehaviour of the plate, the natural frequencies and the mode shapes correspondingto the principal modes should be as close as possible for these 2 modellingapproaches. In order to make a comparison, the first two global modes are selected.

(a) Bending out of plane (b) Torsion
Figure 3.2: The first 2 natural frequencies of the empty plate

As the tab. 3.1 shows, the difference between the frequency values of the twomodels does not exceed 5%. Consequently, the choice of representing the SARPlate by the use of shell elements is justified. Once the final FEM is obtained,a further verification at static level is going to be made respect to the original
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SAR Plate model. In this manner, the FEM that is used during the optimizationprocess would be verified in both dynamic and static terms.

Mode description Mode Frequency [Hz] Difference (%)
Solid ShellBending out of plane 35.7 34.9 2.24Torsion 98.3 94.7 3.70

Table 3.1: Comparison of the vibration modes regarding the solid and shell models
After this significant modelling choice, the remaining details about the FEM canbe given. At the end, the whole plate is represented by a plane with the accuratedimensions and properties. In order to model the effect of the superposition of theskins and the honeycomb part, a property of PCOMP is assigned to the planarelements. In general terms, this PCOMP card is utilized to model layered com-posite materials by specifying the properties of each layer. Similarly, in this casethe sandwich structure can be idealized as a composite structure that has 3 mainlayers: upper skin, honeycomb core and lower skin respectively. The completeinput set can be listed as in tab. 3.2.

Layer no Description Thickness [mm] Material Angle

1 Upper skin 0.64 Al 2024 02 Honeycomb 19.05 Al 5056 03 Lower skin 0.64 Al 2024 0
Table 3.2: Definition of the PCOMP card for the metallic sandwich structure

An important note about the use of PCOMP in this thesis should be underlined:for each PCOMP property, there exists an offset value that stands for the distancefrom the reference plane to the bottom surface. This value is set to 0 instead of itsdefault value which corresponds to the half of the element thickness. The reasonfor such a choice is to ensure the continuity of the external surfaces.
Note that in order to define a PCOMP card, it is necessary to define a materialorientation angle respect to the local coordinate system. This fact serves to con-sider the differences regarding the mechanical properties of orthotropic materials.In this case, it is enough to assign an isotropic material to the skins (MAT1) be-
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
cause of the fact that their mechanical properties do not depend on the direction.However, this situation is not valid for the honeycomb core which is representedby an orthotropic material model valid for planar elements (MAT8).

Al 2024

Exx [MPa] 72395 ρ [kg/m3] 2768
Gxy [MPa] 27579 σtu [MPa] 441
υ 0.33 σty [MPa] 324
Table 3.3: Mechanical properties of the skin material

Figure 3.3: Local coordinate system of a honeycomb core
Al 5056

Exx [MPa] ≈ 0 Gxz [MPa] 985.95
Eyy [MPa] ≈ 0 Gyz [MPa] 351.63
υxy ≈ 0 ρ [kg/m3] 128.5
Gxy [MPa] ≈ 0 Cell size [mm] 3.2

Table 3.4: Mechanical properties of the metallic honeycomb material
Note that in order to define the directional properties of a honeycomb, an addi-tional local coordinate system should be created. This coordinate system has theribbon or "L" direction parallel to the z axis whereas "W" direction to x axis of theglobal reference system.
The tracks and the "C" reinforcement sections are modelled through beam elementsand their corresponding cross section properties are assigned by the use of a
PBAR card. Indeed, this choice facilitated the optimization process. The trackshave standard and constant forms whereas the dimensions of the reinforcement
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
elements can be considered as one of the design variables of the optimizationproblem. Consequently, the ability and the ease of changing them have a greatimportance. Obviously, this target of modifying the dimensions of a section iseasier for beam elements with respect to those that have shell formulation. Forthe beam case, it is enough to calculate the new section properties such as area,moment of inertia and torsional constant, then insert them into the PBAR card.Instead for the shell case; in order to be able to change the form of a section, theposition of the relevant nodes should be changed. This operation is surely muchmore onerous respect to the previous one. In addition to the geometrical entities,an isotropic material input is necessary in order to be able to define a PBARproperty. Material properties for the tracks and the "C" reinforcement elementsare listed in tab. 3.5 and tab. 3.6.

Al 7075

Exx [MPa] 71016 ρ [kg/m3] 2796
Gxy [MPa] 26890 σtu [MPa] 448
υ 0.33 σty [MPa] 345

Table 3.5: Mechanical properties of the track and interface fitting material
Steel AISI 4140 (Tempered and quenched)

Exx [MPa] 200000 ρ [kg/m3] 7833
Gxy [MPa] 75800 σtu [MPa] 1516
υ 0.32 σty [MPa] 1275

Table 3.6: Mechanical properties of the "C" reinforcement material
As fig. 2.12 shows, there exist zones at the extremity of the plate where the skin andthe flange of the reinforcement elements are overlapped. Moreover, the materialcorresponding to the skins is aluminium whereas the reinforcement parts are madeof steel. In order to be able to simulate this overlapping, an equivalent thicknessof the skin is calculated by considering the proportion between the elastic moduliof these two materials and this value is added to the original flange thickness.

ttot = tflange + tsteel
EAl

Esteel

(3.1)
Another important aspect concerns the modelling of the interface fittings. Duringthe finite element analysis of the original SAR Plate, these elements are modelledwith solid elements once their exact geometry is exported from any CAD software
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
(fig. 3.4). As the FEM that is going to be used during the optimization processshould be a simplified model, the idea of utilizing three dimensional elements isrejected. Alternatively, they are included in the model as an additional layer tothe sandwich structure. In other words, the interface fittings are projected on platesurface and the corresponding elements are gathered together in order to forma different group. A special PCOMP property that has 4 layers is created andassigned to the elements that constitute this group. The key point is to be ableto introduce in an accurate manner the mass and the inertia properties of thesestructural elements. To realize this, the real thickness of the interface fittingsare given as an input to the Nastran card and in this way the inertia propertiesare conserved with respect to its original values. Instead, the mass difference iscompensated by creating an isotropic dummy material that has the same prop-erties of Al 7075 except the density. The density value is separately calculatedin a manner to obtain the same interface fitting mass value that is listed in tab. 2.1.

Figure 3.4: Projection of the fittings on the plate
One of the significant particularities concerning the FEM is the introduction ofthe loads. In chap. 2.1.3, the guidelines for loading the plate and the existence of4 different extreme load configurations are explained in details. The new design
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
of the SAR Plate should satisfy the given constraints for all of these differentconfigurations (empty, up, down,middle, bottle). Moreover, a smart modellingtechnique is used in order to provide to the optimizer the flexibility to switchbetween different configurations. First of all, the positions of the masses aredetermined by considering the maximum CoG distance out of plane. Instead ofconstructing 5 separate models, a unique one is prepared and point elements areplaced in correspondence to the real position of the all possible masses. Thesepoint elements are connected to the plate respecting the given vertical distancebetween two connection points on the track. In order to simulate the physicalityof these connections, RBE3 elements are explicitly selected due to the fact thatthey distribute the given load on the independent nodes.

Figure 3.5: Load introduction to the plate in correspondence to the tracks
In this way, the desired load configuration can be obtained by assigning to thedesired point elements the corresponding mass by the use of CONM2 elements.Instead a null mass value is assigned to the remaining point elements. Obviously,assigning null mass value to all of the elements allows to obtain the empty plate

93



3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
configuration. As the RBE3 elements do not introduce any additional stiffnessto the system, connecting a point element with null mass to the plate throughthese elements create the effect that this connection does not really exist. In thisway, the optimizer can use a unique Nastran input file and change only the massvalues in order to obtain any of these 5 configurations.
The last modelling remarks would be about the load conditions and constraints.During the optimization process, the worst load conditions (crash) are considered.As listed in tab. 2.6, for the static case, 6 different subcases are created in orderto cover the loads conditions along all directions. Note that the loads are definedas accelerations and consequently they are simulated by the GRAV card.

(a) Upper interface zone (b) Lower interface zone
Figure 3.6: Modelling of the interface connections

The constraints or the boundary conditions are defined in a manner to reproducethe functioning mechanism of the original SAR Plate. Thus, all the translationaldegrees of freedom of the nodes that simulate the lower attachment points arefixed. Instead the vertical movement of the upper attachment points is kept freebut the translational degrees of freedom along the track surface are fixed. Thecorrect position of the attachment points are determined by taking into accountthe hole on the interface fittings. As the aim of the new design is to remove theshock absorbers, the lower connection points in correspondence to the lower thinfittings are neglected and the plate is constrained through 4 points. Furthermore,in order to model the effect of the stiffness regarding the interface fittings, theconstrained nodes are connected to the elements that correspond to the projectionof the real fittings by the use of RBE2 elements.
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Once all these elements are included in the FEM, the overall mass balance isdone in a manner to verify that each modelled component weights equal to itspredicted value listed in tab. 2.1. In the case of discrepancies, the density valuesare slightly changed in order to ensure the equality. As a last step, a verificationat static level is performed by comparing the interface loads at the constrainednodes. The reference point for such a comparison has been the original SARPlate model and in order to guarantee equivalent conditions, the non linear andthe spring elements that simulate the shock absorbers and the interface stiffnessrespectively are removed. A random configuration is considered and the interfaceloads are compared in order to be sure that the simplified model gives reliableresults also statically. Due to the presence of various modelling differences, acomplete overlapping is not expected but mostly the order of magnitude and thesign of the forces are verified.
Until this point, a detailed description of the FEM that is employed during theoptimization process regarding the metallic sandwich model is given. Note thatthe FEM corresponding to the following configurations are based on this modelso the new models are obtained by introducing the relevant modifications to thispresent model.
3.1.2 Optimization model

Once the preparation of the FEM of the plate is terminated, the optimizationmodel is constructed. First of all, the objectives, constraints and design variablesof the optimization problem are clarified. Note that the main objective of the wholeoptimization process is the minimization of the mass. In addition to this, a criterionabout the frequency issue is determined as a secondary objective. However, thereexist several formulation options concerning this frequency objective. As a resultof this, an intermediate analysis is done in order to choose the most convenientone.
Selection of the frequency objective

Modal behaviour of the plate is previously explained and in the chap. 2.2.1, it isdeduced that 2 alternative solutions exist in order to avoid the forcing frequencybands. Note that the third solution which would make use of the frequencyband between 0 and 15Hz is completely neglected due to the lack of robustness
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
during static analysis. Among the remaining two alternative solutions, the onewhich tries to squeeze the operational frequency band between 19Hz and 30Hzis implemented. Note that this operational frequency band of the plate has itslower limit when the plate is fully loaded and its upper limit when the plate isempty. After defining the objectives and the constraints, the design variables canbe listed. For this configuration, the existing variables depend on the geometricalentities such as the honeycomb and skins thicknesses. In the meanwhile materialproperties such as honeycomb core density are also taken into account. Moreover,these values would be changing departing from their values corresponding to theoriginal design of the SAR Plate Assembly.

• Case 1: Operational frequency band between 19 and 30 Hz

Objectives: Minimize MeMaximize f1lMinimize f1e
Constraints: f1loaded > 19Hz

f1empty < 30Hz

Design variables: Honeycomb thickness tab. 3.8Upper skin thickness tab. 3.7Lower skin thickness tab. 3.7Honeycomb density 30-150 kg/m3Web thickness of the "C" reinforcement 0.2-2 mmFlange thickness of the "C" reinforcement 0.2-2 mm
The design variables can be classified under two major groups: continuous anddiscrete. The first 4 variables belong to the second group whereas the propertiesof the "C" reinforcement elements can be considered continuous within the definedrange. However, the honeycomb thickness and its density are introduced intothe model as continuous variables even though their existence is discrete. Oneof the reasons to adopt such an approach is based on the possibility to changethe thickness of a honeycomb by a milling operation departing from an alreadyexisting core block. A similar logic is also valid for the honeycomb density becausea desired density value can be approximately obtained by changing the cell shapeor size. Instead, this flexibility can not be applied for the facing skins and theonly available values are the ones that are present in the market. In order to give
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
an idea about the existing metallic honeycomb and skin thickness, some valuesare imported from the catalogues [11],[12]:

Facing skin thickness [mm]
0.2 0.3 0.51 1.02 2.03 4.060.22 0.35 0.64 1.27 2.54 4.830.25 0.41 0.81 1.6 3.18

Table 3.7: Preferred thickness values for aluminium alloy skins
Honeycomb thickness [mm]
6.35 12.7 25.49.53 19.05 38.10

Table 3.8: Preferred thickness values for metallic honeycomb core
Once the critical concepts of the optimization problem are established, the Work
flow sequence in Isight is constructed as shown in fig. 3.7.

Figure 3.7: Sim flow scheme for comparing the frequency objectives
As previously underlined, this sequence is determined due to the input-outputrelationship between the blocks. In the Sim-flow present in fig. 3.7, the Opti-
mization block decides how to change the variables respecting the given initialconditions. Then the geometrical properties of the "C" reinforcement such as area,moment of inertia and torsional stiffness constant are calculated under the Excelblock. Once these values are combined with the other geometrical entities com-ing from the Optimization block, they are passed to the Exe4Nastran componentunder the loop. At this intermediate step, only modal analysis is performed inorder to save time. The iteration criteria of the loop covers all the possible load-ing configurations (up, down,middle, bottle) and the empty plate as previously
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
described. The Exe4Nastran component changes the .bdf file accordingly, runs
Nastran with SOL 103 command and reads the desired outputs from the .f06 file.The Calculator block calculates the lowest so the most critical natural frequencybetween the possible loading configurations.
The graph reported in fig. 3.8 shows that there exist a linear relationship between
f 1
e and f 1

l . This means that while trying to maximize f 1
l increases also f 1

e and thepresent design variables can not enable the operational frequency band to fitinto the desired interval. It is also visible that the new solutions gradually getconcentrated in an area which tries to minimize the distance defined respect tothe boundaries of the feasible zone. However, the current design space does notpermit feasible solutions.

Figure 3.8: Correlation between the frequency of the empty and loaded plate

The obtained results confirm that the objective that tends to fit the operationalfrequency band between 19 and 30 Hz is not applicable for this component.Consequently, shifting the entire frequency band beyond 38 Hz is going to be theunique frequency objective for the rest of the optimization process. As previouslymentioned, this new option is less sensitive to any kind of perturbation respectto the previous one. Thus, it also allows a better solution in terms of dynamicrobustness.
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
Main model

The frequency criteria is stabilized in a manner to move the lower bound of theoperational frequency band beyond 38Hz so that the any possible load combina-tion would not cause a problem. Then the main optimization problem regardingthe metallic sandwich model is set by adding the static analysis to the previouslyprepared model. Consequently, additional constraints related to the static anal-ysis are considered even though the objectives remained the same. The generaloptimization problem is formulated in the following manner:
• Case 2: Optimization of the metallic sandwich model

Objectives: Minimize MeMaximize f1l
Constraints: f1loaded > 38Hz

Rxdown
< 20000N Rxup < 5000N

Rydown
< 20000N Ryup < 10000N

Rzdown
< 15000N

Design variables: Honeycomb thickness tab. 3.8Upper skin thickness tab. 3.7Lower skin thickness tab. 3.7Honeycomb density [1:6] 30-150kg/m3Web thickness of the "C" reinforcement 0.2-2mmFlange thickness of the "C" reinforcement 0.2-2mm
There also exists a slight difference regarding the design variables with respect tothe previous case. This difference concerns the honeycomb density. The number ofthe design variables is incremented by considering the fact that the current onescan not create significant effects on the modal behaviour of the plate. In order todo this, the plate is divided into 6 boxes (fig. 2.13) where the honeycomb densityvaries for each zone but its thickness remains uniform. The scope of such a moveis to enlarge the boundaries of the design space in order to obtain more feasiblesolutions. In the meanwhile, this division would also be an indication about thelocal effects on the global modal behaviour.
Once all the necessary elements are defined, the optimization model in Isight isconstructed:
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model

Figure 3.9: Optimization Work flow scheme for the metallic sandwich model
As previously mentioned, the main model is obtained by developing the one usedin order to determine the frequency criterion. The improvements comprehendthe inclusion of a second loop for static analysis. The iteration criterion andthe formulation of the Exe4Nastran component for the new loop is the same asthe other one. The only difference is that the .bdf input file is configured fora static analysis so it includes SOL 101 instead of SOL 103. As the default
Exe4Nastran is not equipped to read constraint forces, a Data Exchanger block isinserted. This block reads the reaction forces on the constraints and then passesthem to the Calculator in order to obtain their maximum values. Note that allthe load conditions with different accelerations are covered at each iteration bydefining 6 different subcases in the input file. After this step, the loop closes andthe Optimization component changes the variables based on the evaluation of itsobjective and penalty functions. Note that the mass of the SAR Plate is calculatedunder the modal analysis loop.
3.1.3 Results

After the preparation of the Work flow, the parameters inside the optimizationblock should be defined. In chap. 1, the genetic algorithms present in Isight areclearly explained. For different applications, any of these 4 algorithms can be themost suitable one. As a single iteration lasts more or less a couple of minutes, allthe algorithms are tested in order to find the best one for this application. In orderto be able to compare different algorithms, approximately equivalent conditionsare created. This means that the total iteration number is kept equal for eachalgorithm. In addition to this, the population size and the number of generationare selected in a coherent way for each of them. Even though this is a verybasic and insufficient manner of comparing different algorithms, it gives an idea
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
about the quality of the results for this application. As this aspect is not amongthe purposes of this thesis work, relevant scientific articles such as [19] can beexamined for a more detailed analysis.

Figure 3.10: Comparison of the Pareto front of different algorithms
Algorithm Mass [kg] Frequency [Hz]

AMGA 16.90 38.6NCGA 17.60 38.8MIGA 17.04 38.2NSGA II 17.44 38.2
Table 3.9: Comparison of the best solutions of different algorithms

The fig. 3.10 demonstrates the AMGA and NSGA II permit to obtain a clearerPareto front with respect to the other ones. However, the best solution is obtainedfor AMGA according to tab. 3.9. In accordance with another thesis work thatbases on structural optimization using the genetic algorithms present in Isight[14], AMGA appears as the most suitable algorithm for such an application. Theefficiency of this algorithm is also verified by the optimization processes regardingthe other configurations. At this point, the solution proposed by AMGA can beanalysed in details. As it can be observed in fig. 3.11, the optimization processbegins with exploration of the design space and then concentrates more on thefeasible solutions in a manner to gradually form the Pareto front.
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model

Figure 3.11: Optimization of the metallic sandwich model
The best solution proposed by the optimizer has the following properties:

Design variable evaluationHoneycomb density1 31.98 kg/m3 Honeycomb thickness 37.98 mmHoneycomb density2 93.97 kg/m3 "C" Flange thickness 1.18 mmHoneycomb density3 39.39 kg/m3 "C" Web thickness 1.46 mmHoneycomb density4 52.81 kg/m3 Lower skin thickness 4.83 mmHoneycomb density5 31.98 kg/m3 Upper skin thickness 1.6 mmHoneycomb density6 45.90 kg/m3

Table 3.10: Best solution proposed for metallic sandwich model

Figure 3.12: Interactions between variables and objectives
As a last result, the design variables that have major impact on each objective arepresented. The fig. 3.12 shows that the honeycomb thickness has an importanteffect on the frequency and the optimizer tends to increase it until its upper limit.
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3 OPTIMIZATION PROCESS Configuration 1: Metallic sandwich model
A honeycomb core that has a very low density introduces an important inertia orstiffness to the system. Consequently, it is able to raise the frequency significantly.In addition to this, the lower facing skin also has an important contribution to thefrequency because as it is more distant from the centre of gravity of the system,its effects are more significant due to the presence of the transport moment. Theinteraction graph for the mass also gives results that are coherent to the predictedones. By considering its density and area, the facing skins have the major effecton the total plate mass.
Finally, the graph present in fig. 3.13 is plotted to demonstrate how the localmodifications of the honeycomb density influence the global frequency. It appearsthat different material distributions within the plate can only create slight differ-ences concerning the global frequency. Thus, it can be deduced once again thatthe mass of the honeycomb is not as effective as its thickness with regards toincreasing the first bending frequency. However, if the division criterion is takeninto account, modifications around the central zone have major effects with re-spect to the ones near to the plate ends. Indeed, this statement is also confirmedduring the optimization process related to the following configuration where localchanges are introduced in order to obtain the desired modal behaviour.

Figure 3.13: Interaction between honeycomb density and frequency
The most important result that is obtained after all these optimization steps isthat the mass values of the feasible solutions are much higher than the targetmass defined in 2.1.2. As a result of this, this configuration with a metallic sand-wich structure is discarded without performing further static analysis and a newoptimization process is initiated by considering another configuration.
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
3.2 Configuration 2: Composite sandwich model

The results obtained for the metallic sandwich model showed that the considereddesign variables are not able to change the modal behaviour of the plate in adrastic manner. The idea of using a sandwich structure is kept whereas thematerial choice is changed by switching from metal to composite. The mainreason of taking such a decision relies on the fact that composite materials permitto obtain "tailored" material behaviour by combining different factors. These factorsprincipally depend on the material properties such as lamina or ply type, thicknessand orientation angle. Consequently, the use of composite materials enables theuser to have more design variables to vary so more design flexibility.
3.2.1 Finite element model

The main structure of the FEM of the composite sandwich model has the sameformulation as the previous case. The difference is that the metallic honeycomb isreplaced by a core block made of nomex and the metallic facing skins by compositelaminates. Actually, the use of PCOMP property is still valid for this model butthe number of layers is going to be much higher respect to the previous one.

(a) Nomex honeycomb (b) Aluminium honeycomb
Figure 3.14: Metallic and non metallic core materials

Nomex Grade I Class II Type I Hexagonal Cell
Exx [MPa] ≈ 0 Gxz [MPa] 53.78
Eyy [MPa] ≈ 0 Gyz [MPa] 32.41
υxy ≈ 0 ρ [kg/m3] 64
Gxy [MPa] ≈ 0 Cell size [mm] 4.8

Table 3.11: Mechanical properties of the non metallic honeycomb material
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
Honeycomb thickness [mm]

3.18 6.35 12.7 19.05 38.104.0 9.53 15.0 25.4 50.84.78 10.0 15.88 31.75
Table 3.12: Preferred thickness values for non metallic honeycomb core

The use of composite skins offers to the user two different options regarding thechoice of lamina reinforcement type: unidirectional and fabric. A unidirectionallamina possesses continuous fibres that are aligned along a unique direction.Such a lamina type is typically used to sustain loads that are parallel to its fibregrain direction. However, it is too weak against transverse loads since the entireload should be carried by the matrix. Whereas a fabric or woven lamina containscontinuous fibres oriented on at least two axes. In this specific case, the fibresrun along two main directions i.e. 0◦ and 90◦. This fact removes the evidentdifference regarding the resistance along longitudinal and transverse directionsas in a unidirectional lamina. A compromise between the two can be found bysetting the ratio of the fibre quantity along the given directions. The values thatare used during the modelling phase are listed in tab. 3.13 and tab. 3.14.
Vicotex 6376 Fabric

Exx [MPa] 62350 Xt [MPa] 472
Eyy [MPa] 59150 Xc [MPa] 502
Gxy [MPa] 4140 Yt [MPa] 499
ρ [kg/m3] 1530 Yc [MPa] 440
νxy 0.04 S12 [MPa] 100
tFEM [mm] 0.310
Table 3.13: Mechanical properties of a fabric ply [4]

Vicotex 6376 Unidirectional

Exx [MPa] 132000 Xt [MPa] 1635
Eyy [MPa] 8350 Xc [MPa] 997
Gxy [MPa] 4100 Yt [MPa] 39
ρ [kg/m3] 1550 Yc [MPa] 145
νxy 0.31 S12 [MPa] 81
tFEM [mm] 0.135

Table 3.14: Mechanical properties of a unidirectional ply [4]
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
Note that the reported values are valid for H.T.W. (hot and wet) conditions andthe ultimate strength values are inserted in the FEM by using a division factorthat is equal to 1.15.
The remaining details of the model are similar to the previous case except oneaspect. The decision of switching to a composite structure influences the materialchoice related to the "C" reinforcement elements. These elements that are madeof steel should be converted to composite in order to avoid a possible thermal in-compatibility during the polymerization phase. This requirement creates also aninconvenience concerning the modelling. Until this point, the reinforcements aremodelled by beam elements which necessitate an isotropic material input. Instead,in order to be able to simulate the effect created by the superposition of differentplies, a PCOMP card with an orthotropic material input should be used. In orderto resolve this discrepancy, the mechanical properties of an equivalent laminateare calculated through the implementation of the analytical relations. The ideais to depart from the properties of a single lamina then integrate the effects ofthe additional layers and at the end to obtain the properties of the entire lami-nate. In other words, an equivalent section is created by passing from ply(local)to laminate(global) level. All the steps in order to achieve such an objective areexplained in details in app. A.1.

3.2.2 Optimization model

The final version of the optimization model regarding the composite sandwichmodel is obtained by following a gradual sequence. Considering the results ofthe each intermediate step allowed to justify the decisions taken in order to per-fection the model.
In chap. 3.2.1, the problem regarding the modelling of the reinforcement elementsis highlighted. At this point, in order to simplify the initial steps, the "C" rein-forcement part is not included in the FEM so that the effect of using a compositestructure as core and skin material can be more clearly observed.
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
Selection of the lamina type

First of all, the duality due to the composite material selection is considered. Aspreviously mentioned, there exist 2 main material choices for the facing skins:fabric and unidirectional. These two materials can also be used together in thecase of a hybrid composite structure but in this thesis, such a hybrid model isnot taken into consideration. Moreover, a unique lamina type is selected aftercomparing these two possibilities. In order to do this, a simple optimization modelis constructed as illustrated in fig. 3.15.

Figure 3.15: Optimization Work flow scheme for the skin material
At this level, only dynamic analysis is performed in order to verify the capabilitiesof the composite materials. In other words, a general sensitivity analysis is madein order to have a rough idea about how mass-frequency relationship is affectedfrom the new material choice. While constructing this basic model, a fundamentalblock that is going to be developed and used in the final model is created: Skin
lamination. By the use of a Script component, this block principally calculatesthe PCOMP properties such as material type, thickness and orientation angle ofa laminate. The programming language is chosen as dynamic java and a specialcode routine that enables to construct a symmetric laminate is written. So thedesign variables would be limited for a unique skin, then the other one is obtainedin a manner to ensure the global symmetry.
In order to proceed with the analysis, there exists an important question to beanswered about the total ply number. This is a significant variable that shouldbe determined because consequently, that much command line should be written
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
while defining the PCOMP property. Even though it is not the most efficientmanner, a temporary method is implemented in order to estimate the necessaryply number that permits to reach 38Hz. Each skin is supposed to have 6 layersand a new design variable that defines the number of ply per layer is created.Actually this variable can vary between 1 and n and it assigns to each layerdifferent number of plies under the Skin lamination component. In other words, itis an alternative way of defining a composite structure having in total 6n layersbut its corresponding PCOMP card is defined by only 6 command lines instead of6n. This approach is not neither realistic nor efficient for an optimization processbecause it keeps the same orientation angle for each block of n plies. However,in order to obtain a first estimation, it is a quite practical and fast method.
Once the significant aspects of the optimization model are described, the opti-mization problem can be defined as follows:

• Case 1: Unidirectional ply

Objectives: Minimize MeMaximize f1l
Constraints: f1loaded > 38Hz

Design variables: Ply angles [0 45 -45 90]Ply number per layer [1 2 3 4 5 6]

• Case 2: Fabric ply

Objectives: MeMaximize f1l
Constraints: f1loaded > 38Hz

Design variables: Ply angles [0 45]Ply number per layer [1 2 3]
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
This optimization run aims to compare the 2 types of lamina. As previouslymentioned, any composite structure has 3 main parameters to be determined:thickness, material and orientation angle. In fact, the 2 design variables serve todefine the orientation angle and the thickness whereas for each case the materialtype is considered constant. Note that the unidirectional plies can be positionedalong the 4 principal angles whereas the fabric plies can only be placed at 0◦ and
45◦ because of its nature 0◦ is equivalent to 90◦ and 45◦ to −45◦. Furthermore,the variable that determines the ply number per layer is chosen in order to be ableto span the interested mass zone. As the thickness of a fabric ply is approximatelydouble of a unidirectional one, the ply numbers are set by considering this ratioso that the mass intervals overlap. Note that the honeycomb thickness is keptconstant in order to be able to observe the effects of the material choice only.

Figure 3.16: Comparison between the unidirectional and fabric ply types
While comparing these ply types, same optimization algorithm (AMGA) with sameparameters are used. As fig. 3.16 shows unidirectional material is more conve-nient than the fabric because for the same mass value, higher frequency valuescan be reached by the use of unidirectional material. Moreover, the slope thatindicates the trend line of the points is higher for the unidirectional material withrespect to the fabric. This is equivalent to mention that unidirectional plies aremore efficient to rise the frequency for a same amount of mass increase. After thisjustification, the ply type is not going to be considered any more as a variable andthe unique ply type that is going to be used during the rest of the optimization
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
process is going to be unidirectional.
Even though the introduction of the "C" reinforcement elements would help toincrease the stiffness as well as the natural frequency of the plate, the previouslyobtained results demonstrate that the lower frequency bound constraint is satisfiedwith corresponding mass values higher than the expected. The tendency in theoptimization process of the metallic sandwich has been to increase the honeycombthickness until its maximum value. At this point, in order to have a prediction aboutthe future of the model, the maximum limit listed in tab. 3.12 is considered and thecorrelation between honeycomb thickness and frequency is once again verified.The fig. 3.17 shows that an increase of the honeycomb thickness introduces avertical shift of the point cloud so it allows to reach higher frequency values forthe same masses.

Figure 3.17: Comparison between the unidirectional and fabric ply types
Selection of the local reinforcement type

The results regarding the optimization process of the metallic sandwich modelshowed that better solutions can be obtained by changing the material densitydistribution along the plate. This idea is also implemented in the compositesandwich model but with a different logic. Instead of changing the honeycombdensity of different zones, local reinforcement areas are created. In other words, theskin thickness is not any more kept constant but predefined zones are reinforced
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
by the insertion of additional plies. Considering the nature of the plate, 2 mainareas are determined: the first one contains the zones near the extremities of theplate whereas the second one is concentrated on the central part (fig. 3.18).

Figure 3.18: Local reinforcement zones
In order to reinforce a desired zone, it is enough to place additional skin pieceswith the corresponding dimensions. Then they are going to be compacted withthe rest of the structure during the polymerization process. However, there existsa significant point about the SAR Plate: the external skin surfaces should beflat due to the attachment lines with the tracks. This constraint can be respectedby following a typical manufacturing process regarding the milling of the hon-eycomb. In order words, the thickness of the honeycomb corresponding to thelocal reinforcement zones should be reduced by considering the desired numberof reinforcement lamina. During this milling process, sudden thickness changesare not preferred so the reduction operation should be gradual. To illustrate,this reduction rate can be approximately accepted as 0.25inch/lamina. The fig.3.19 shows a possible reinforcement example regarding the central part and theextremities respectively.
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model

(a) Center (b) Extremity
Figure 3.19: Plate cross section with a local reinforcement at 20% (tHoneycomb): 50.8mm

The next step would be to construct another simple optimization loop (fig. 3.20)with the scope of deciding which zone is more convenient to be reinforced. Asshown in fig. 3.19, the limits of the extremity zones are temporarily fixed to 20%of the total plate height. In order to speed-up the simulations, a comparisonbetween the loading configurations is done and the configuration which gives thelowest frequency value is determined. Consequently, only the worst case (bottle)is considered during the simulations and in this way an important amount of timeis saved.

• Case 3: Reinforcement type

Objectives: Minimize MeMaximize f1l
Constraints: f1loaded > 38Hz

Design variables: Ply angles (skin layers) [0 45 -45 90]Ply number per layer (skin layers) [1 2 3 4 5]Ply angles (reinforcement layers) [0 45 -45 90]Ply number per layer (reinforcement layers) [1 2 3 4 5]
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model

Figure 3.20: Optimization Work flow scheme for the reinforcement type
The Optimization block decides the ply number used for the base skin and theamount of the additional reinforcement layers to be inserted. The same simulationloop is run for 2 different .bdf inputs that enable to obtain different local rein-forcement types. The mass-frequency relation is plotted for each of the 2 casesand the curves related to the non dominated design points are compared in orderto decide the most efficient local reinforcement type.

Figure 3.21: Comparison between different types of reinforcement
The fig. 3.21 shows that the local reinforcement concentrated on the central partpermits to reach higher frequency levels for the same mass value. As the mainscope is to suppress the bending out of plane, adding material or inertia to thecentral part of the plate helps to diminish the maximum displacement out of plane.However, before deciding the final local reinforcement type, a further analysisis done by also considering the limits of the zones along the vertical direction.Different .bdf files are prepared in order to represent different reinforcement levelsfor both reinforcement types. Furthermore, the base values for the design variables

113
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are taken from the previous optimization process. The comparison is done afterautomating the system by the use of a Task activity as illustrated in fig. 3.22.

Figure 3.22: Sim-flow for comparing different levels of reinforcement
The inserted loops serve to create each subcase that represents different levels ofreinforcement in terms of total plate height percentage. As illustrated in fig. 3.23,the correlation between the reinforcement level and the frequency does not givea precise indication about which reinforcement type is more convenient. How-ever, when the mass-frequency relationship is plotted, the efficiency of the localreinforcement concentrated on the central part is confirmed.

Figure 3.23: Effect of different reinforcement types on the frequency
Main model

After these two intermediate steps, the main optimization model regarding thecomposite sandwich can be constructed. Based on the results obtained at eachstep, some design variables such as the local reinforcement and ply material
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types are converted to constant inputs. Reducing the number of design variablesis equivalent to squeeze the design space boundaries so at the mean while todecrease the total iteration number and the entire simulation time.
Before presenting the formulation of the optimization problem, it would be usefulto clarify a few concepts about lamination. As previously mentioned, the total plynumber necessary to satisfy the frequency lower bound constraint is estimatedby using a practical method that enables to assign numerous plies to each layer.However, this method should be developed and modified in a manner that each
PCOMP command line is associated to a single ply. By considering the obtainedresults and the interested mass zone, the maximum ply number is fixed to 20 foreach facing skin. Moreover, it is highlighted that the honeycomb reduction opera-tion tends to avoid sharp corners so it follows a slope of 0.25inch/lamina whichgives an indication about the maximum allowable reinforcement ply number. Thisgradual profile reduction is not modelled in the FEM and the transitions betweenthe adjacent zones follow a profile of a step function. Consequently, this transitionlength should be as restrained as possible in order to reduce the error commit-ted due to the modelling. However, this fact contradicts the tendency to insertadditional reinforcement layers. As a result of this, a compromise between thetwo approaches is found by setting a maximum transition length. In this way, theoptimizer would indirectly determine the reinforcement ply number once it decidesthe reduction rate. This parameter is defined between 0 and 1. In other words,if the reduction rate is 1 then the whole transition length is employed in orderto insert the maximum allowable reinforcement ply number. On the contrary, ifthis value is set to 0, then no reinforcement plies are inserted so the skin andthe honeycomb thicknesses remain uniform. This mechanism would provide tothe optimizer the freedom of deciding whether to utilize additional reinforcementlayers or not. In the case of using extra lamina, it would also have the possibilityto decide its quantity.
In chap. 3.2.2, the type of the local reinforcement is selected so in the definitivemodel, only the central part is reinforced. However, there is not a criterion toset the levels of the reinforcement zones in percentage of the total height. As aresult of this, it would remain as a design variable for the optimization problem. Inorder to implement this idea, several .bdf files that possess different reinforcementlevels are prepared and the design variable is defined as a string. Furthermore,the allowable values of this variable consist of the path list of the relevant .bdf files.
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The main optimization problem is implemented as follows:

Figure 3.24: Optimization Sim-flow scheme for the composite sandwich model
The first block of the Sim-flow serves to create the arrays that contain the PCOMPproperties of the laminates corresponding to the central part and the extremitiesby respecting the specified lamination instructions. However, there exists an in-consistency concerning the input-output relationship between the blocks. The
Exe4Nastran component bases on the given template file so for this block, thedimension of the PCOMP properties should be kept constant. However, as thenumber of plies regarding both the skin and the reinforcement part are not knowna priori, the dimension of that array changes at each iteration. This inconvenienceis solved by creating a template file where the PCOMP related to the skin andlocal reinforcement area have the maximum allowable ply entries. In the case thatthe optimizer decides to insert less plies; material, thickness and the orientationangle arrays are gradually filled up to the given ply number and then a dummythickness value that is approximately 0 is assigned to the remaining plies. In thisway, such a lamina block does not contribute to the overall response as if itsexistence was ignored.
Even though the modelling of the "C" reinforcement elements was neglected duringthe previous simulations, they are inserted to the final model through the use ofbeam elements. The material properties of the laminate are calculated by thesecond block where the formulas regarding the classical lamination theory areimplemented. Instead the geometrical properties are obtained through the Excelapplication. Note that the section in form of "C" should have a uniform thickness
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that is equal to the global thickness of the laminate. This value which is equivalentto the total ply number of the "C" reinforcement elements is considered as one ofthe design variables of the problem. Similar to the skins and local reinforcementlaminates, the "C" section is composed of a symmetric composite and as a resultof this, the design variables are only related to the half of the laminate.

Figure 3.25: Definition of the local coordinate system for composite material
Another new component is the Fitting position block that introduces a slight modi-fication regarding the attachment points in order to obtain a more accurate model.Note that to create a PCOMP property, a local coordinate system should beproperly defined. The x axis indicates the longitudinal direction. In the mean-while, it is the reference axis for defining an orientation angle different than 0◦.Consequently, the y axis stands for the transverse direction and the z axis for thelamination direction. In this specific example, as fig. 3.25 shows, the orientationof the local z axis is selected parallel to the global y axis. This fact ensures thatthe distance between the point loads and the external surface of the plate alwaysremains constant and independent of the plate thickness. However, it influencesthe relative position of the fittings respect to the modelling plane. As the tab.3.12 indicates, a non metallic honeycomb might have higher thickness values withrespect to a metallic core. Consequently, for higher honeycomb thicknesses, theposition of the attachment point on the fittings should be translated more towards
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
the rear side. This translation operation can be done by changing the y coordinateof the constrained nodes.
Actually, this translation operation does not significantly change the natural fre-quencies of the global modes but has static effects in terms of constraint forces.This difference might be pejorative in the case of a load along x direction becauseit would increase the moment arm between the constraints and the point of ap-plication of the loads. In order to compensate this difference, a data exchangercomponent is used for changing the GRID line of the relevant nodes once the totalplate thickness is calculated under the Skin lamination block.
Lastly, in order to complete the main model, the block for the static analysis isinserted. As in the case of the frequency, a unique loading configuration andload condition are chosen in order to proceed with the simulations. The selectionbases on the worst load combinations: loading configuration middle combinedwith a load of 20g along -x direction. In this way, instead of performing 24 staticanalysis subcases, a single one is performed. This is a strategically importantmove because with the introduction of the composite materials, the number ofthe design variables significantly increased with respect to the metallic sandwichcase. Consequently, a higher quantity of iteration would be required in order tobe able to span the whole design space. The saved time for a single run can beemployed to increase the total iteration number.
After all these explanations, the final formulation of the optimization problemregarding the composite sandwich model can be set:

• Case 4: Optimization of the composite sandwich model

Objectives: Minimize MeMaximize f1l
Constraints: f1loaded > 38Hz

Rxdown
< 20000N Rxup < 5000N

Rydown
< 20000N Ryup < 10000N

Rzdown
< 15000N

MSHoneycomb > 0
FI < 1
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model

Design variables: Honeycomb thickness tab. 3.12Ply angles (skin layers) [0 45 -45 90]Ply number (skin layers) [1:1:20]Ply angles (reinforcement layers) [0 45 -45 90]Ply number ("C" reinforcement layers) [2:2:14]Ply angles ("C" reinforcement layers) [0 45 -45 90]Reduction rate [0 0.25 0.5 0.75 1]Flange width 8-16 mmLimit of local reinforcement [10% 33%]
Note that during the formulation of the optimization problem, in addition to thefrequency and the interface load limit constraints, other new criteria are addedin order to obtain a more complete static analysis. First of all, the maximumtransverse shear load on the honeycomb is extracted and the shear stress iscalculated by taking into account the thickness of the core block. This lattervalue is compared with the shear allowable of the nomex material and the safetymargin is obtained. In addition to the honeycomb, the failure indexes of the
PCOMP elements are controlled to ensure to avoid a catastrophic ply failure.Different failure theories exist for the composite materials and they are presentedin app. B with details. As the flow chart in fig. B.2 indicates, the most accuratefailure criteria for the analysis of unidirectional plies are the Hashin and Maximum
stress criteria. The Hashin theory is not among the approaches used by Nastranto calculate the failure index and so the Maximum stress criteria is adopted duringthe static analysis. This failure theory assumes the uncoupling between the fibreand matrix failures.
3.2.3 Results

Once the preparation of the main model is terminated, the simulations are run inorder to optimize the current model. Based on the results that are obtained forthe metallic sandwich, the NCGA is not considered among the used optimizationalgorithms. One of the main differences between these two cases is that thecomposite sandwich model has much more design variables respect to the metallicone. This fact requires to increment the total iteration number in order to obtain awell defined Pareto front. To illustrate, the total iteration number for the previousconfiguration was around 1000 and for the new one this number goes upto 1500.This number is not known a priori but it depends on the total available time to
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model
be dedicated to the simulations. As the number of subcases are decreased withrespect to the previous case, this time is spent to do more iterations. Moreover, thepopulation size is incremented in order to be able to span all the design space.The Pareto fronts obtained for this configuration is illustrated in fig. 3.26.

Figure 3.26: Comparison of the Pareto front of different algorithms

Algorithm Mass [kg] Frequency [Hz]

AMGA 9.03 38.1MIGA 9.06 38.4NSGA II 9.50 38.4
Table 3.15: Comparison of the best solutions of different algorithms

The results presented in fig. 3.26 and tab. 3.15 confirm that the algorithm whichled to the best solution is once again AMGA. Moreover, the profile of the Paretofront for this algorithm is much more regular with respect to the other ones. As aresult of this, AMGA would be the unique algorithm that will be employed duringthe optimization processes regarding the next configurations. When the progressof the optimization process is examined, a long design space exploration can benoted. However, as fig. 3.27 demonstrates the Pareto front is gradually obtainedonce the new solutions dominate the previous ones. The values that correspondto the best solution that is proposed by AMGA is listed in tab. 3.16.
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model

Figure 3.27: Optimization of the composite sandwich model
Design variable evaluationHoneycomb thickness 50.66 mmPly angles (skin layers) [0 0 -45 0 0 0 0 0 45 0]Ply number (skin layers) 10Ply angles (reinforcement layers) [0 0 45 0]Ply number ("C" reinforcement layers) 4Ply angles ("C" reinforcement layers) [0 0]Reduction rate 0.25Flange width 11.38 mmLimit of local reinforcement 33%

Table 3.16: Best solution proposed for composite sandwich model
Even though it is not recommended due to risks of delamination, the optimizertends to increment the number of consecutive plies that are positioned with anorientation angle equal to 0◦. However, this tendency is coherent with the factthat the plate should be reinforced longitudinally in order to suppress the globalmode corresponding to a bending out of plane. Similar to the previous case, thethickness of the honeycomb core reaches its maximum value in order to be ableto increase the frequency with a minimum weight contribution. Furthermore thereduction rate is fixed to a value which is different from 0. This shows that theidea of introducing of local reinforcements has a positive impact on the objectivefunctions. Finally, a comment on the limits of the local reinforcements can bemade and it is possible to say that also the optimizer decided to divide the plateby using the same proportions selected for the "box" concept.
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3 OPTIMIZATION PROCESS Configuration 2: Composite sandwich model

Figure 3.28: Interactions between variables and objectives
As a last step, a classification regarding the effects of the design variables onthe objectives can be made. This relationship that is determined by a regressionanalysis of the data sets can be obtained by using Design of experiment processblock. As fig. 3.28 indicates, the major contribution to the frequency objectivecomes from the honeycomb thickness. The ply numbers of the skin and the lo-cal reinforcements also have significant effects. The next set of factors which isconstituted of the ply angles related to the facing skins influences the frequencybetween 2 and 4 %. However, the physical meaning of the correlation betweenvarious orientation angles and the frequency can not be so intuitively interpreted.
The final conclusions about this configuration concerns the feasible solution thatis found by AMGA and that has the minimum mass value. This obtained valueis slightly inferior compared to the mass target that is fixed in 2.1.2. This meansthat with this configuration and the listed design variables, the SAR Plate canbe redesigned in a manner that the shock absorbers can be removed. As theoperational frequency band does not correspond to one of the forcing frequency,the use of the shock absorbers that mainly works as a frequency filter is notnecessary. Note that in order to reduce the total simulation time, the worst loadcases are selected and the remaining ones are not taken into consideration. Inorder to be able to validate this new solution, all the remaining subcases shouldbe implemented to ensure that they all satisfy the specified constraints.
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3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model
3.3 Configuration 3: Reinforced laminate model

The composite sandwich model proposed an alternative solution to the originalSAR Plate design by removing the shock absorbers for the same mass value.However, another possible configuration is taken into consideration with the scopeof reaching lower mass values. The main idea behind this configuration is toconstruct a "tailored" structure. The use of a honeycomb core is one of the mostwidespread solutions used in the aerospace industry in order to gain inertia byintroducing lowest weight possible. In the case of the SAR Plate Assembly,the dimensions of the honeycomb core correspond to the total plate area. Thismeans that there might exist zones that are filled with core material even thoughit is not necessary. So the critical zones can be identified and reinforced in amanner to obtain the desired modal behaviour. In order to achieve this objective,a configuration that has a unique facing skin which is reinforced by the stiffenerson its rear side is going to be regarded.
3.3.1 Finite element model

The first step before constructing the FEM has been to decide where to place thelocal reinforcement zones and the corresponding stiffeners. As the main objectiveis to suppress the mode shape regarding the bending out of plane, the naturalchoice has been to insert stiffeners along the plate height. There also exists an-other aspect to be considered regarding the connections between the tracks andthe plate. For the sandwich structure, appropriate inserts through the entire corethickness were used. Until this point, this subject has not been considered becauseof the fact that by using a honeycomb thickness that is higher than the originalSAR Plate, the bearing problems were neglected. However, in this case, thisissue becomes critical as the tracks are attached to a unique skin instead of thesum of 2 skins and the core. Consequently, the vertical straps in correspondenceto the main tracks are reinforced. In this manner, the resistance of these zonesare intentionally increased against the present load introduction to the plate. Inaddition this, 3 horizontal straps that follow the box boundaries are inserted inorder to suppress the torsional mode shape. The complete reinforcement zone isillustrated in fig. 3.29.
After this decision, the reinforced zones are isolated from the rest of the structureand a new PCOMP property is assigned to these elements in addition to thebasic skin properties. The stiffeners are placed on the reinforcement zones. The

123



3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model

Figure 3.29: Local reinforcement zones
selection regarding the cross section of the stiffeners is based on the ease ofconstruction and the ability to increase the inertia. Under the light of theserequirements, the most convenient section has a "C" form. Obviously, the optimizerwould tend to maximize the stiffener height in order to increase the inertia andsatisfy the frequency constraint. Consequently, the maximum allowable stiffenerheight is determined in order to make a sensitivity analysis about the designspace of the new configuration.

(a) Upper interface (b) Lower interface
Figure 3.30: Maximum allowable beam height
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3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model
As fig. 3.30 shows, even though the original SAR Plate Assembly has a honeycombaround 20mm, the actual space that occupies along y direction is much higher.This increase is due to the fact that it is mandatory to fix the fittings on the rearside of the plate in order to leave space for the shock absorbers. However, as thisnew design does not include any shock absorbers, this space can be used in thefavour of the structure. Including the fact that the skin and reinforcement layersintroduce additional thickness, the maximum stiffener height is fixed to 70mm inorder to be conservative.
The formulation of the fittings is kept equal to the previous cases and the positionof the interface attachment points are considered fixed because the fitting is goingto be fixed on the rear side of the skin and so the translation would be due tothe skin thickness. As this value is negligible with respect to the honeycombthickness, this translation operation is ignored.

(a) Front view (b) Rear view
Figure 3.31: FEM of the reinforced laminate

Note that the stiffeners are modelled through the use of beam elements with arelevant offset that enables to make the lower flange of the stiffener and the skin
125



3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model
coplanar. Apart from these notions, the details related to the rest of the modellingsuch as material choice, constraints, fittings and introduction of the masses arethe same as the previous configuration. The final FEM is shown in fig. 3.31.
3.3.2 Optimization model

As in the metallic and composite sandwich cases, an intermediate optimizationmodel is constructed in order to drive the future steps. This intermediate stepaims to identify the tendency of the design variables in order to satisfy the givenconstraints. The results of such an analysis would give clues that might serve toimprove the structural choices.
Apart from the design variables associated to the skin and the reinforcement lay-ers, additional variables such as the height, width and thickness of the stiffenersare introduced. Like in the previous case, in order to have a material compatibility,the stiffeners should be made in composite material. As a result of this, the plynumber and the orientation angles of the laminate would be among the designvariables of the optimization problem. Furthermore, another unknown concerningthe stiffeners was its cross section shape. Among all the cross section shapes,the most appropriate ones for this current case were "C" and "I". Their efficiencydepends on the fact that they can further increase the inertia of the plate by posi-tioning flanges that are more distant from the CoG of the entire system. Betweenthese two possibilities the "C" form is more convenient for two main reasons: thefirst one is the ease of manufacturing. Instead the second one is related to the for-mulation of the optimization problem. As there already exist the "C" reinforcementsthat are present around the plate, the same form and dimensions are preservedso that the number of design variables would not increase further.
As this configuration is topologically different with respect to the previous cases,this optimization step can be considered as a survey that would permit to un-derstand the capabilities of the new design. In other words, by fixing the beamheight to its maximum allowable limit, the mass-frequency relationship is anal-ysed and the required minimum mass value that satisfies the frequency constraintis found. At this point, as illustrated in fig. 3.32, the optimization model consistsof modal analysis only. After these critical decisions, the optimization problemcan be formulated as follows:
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3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model

Figure 3.32: Optimization of the reinforced laminate model

• Optimization of the reinforced composite model

Objectives: Minimize MeMaximize f1l
Constraints: f1loaded > 38Hz

Design variables: Stiffener flange width 5-70 mmPly angles (skin layers) [0 45 -45 90]Ply number (skin layers) [2:2:20]Ply angles (reinforcement layers) [0 45 -45 90]Ply number (reinforcement layers) [2:2:20]Ply angles ("C" stiffener layers) [0 45 -45 90]Ply number ("C" stiffener layers) [2:2:10]

Note that unlike in the previous cases, the design variables for defining ply num-bers are defined as even numbers only. The reason for such a convention dependson the need to construct a symmetric laminate. This condition was previouslyguaranteed by the presence of both an upper and lower skin. Instead this time,there is a unique skin whose variables are defined with respect to the plies thatare present above or under the midplane. The properties of the remaining halfare determined through a mirror operation executed by the Skin lamination com-ponent.
3.3.3 Results

As the optimization model only includes the modal analysis, the duration of asingle iteration is significantly reduced. Moreover, based on the quality of results
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3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model
that are previously obtained, AMGA is used as a unique algorithm. For thisconfiguration, the total number of iterations is set to 1500. The distribution ofthe solutions on the design space is illustrated in fig. 3.33. Note that for thissolution, the height of the stiffener web is kept constant and fixed to its maximumallowable value that is 70mm.

Figure 3.33: Optimization of the reinforced laminate model
Algorithm Mass [kg] Frequency [Hz]

AMGA 9.38 38.1
Design variable evaluationStiffener flange width 60.85 mmPly angles (skin layers) [0 90 -45 -45 45 -45 90 45 -45 -45]Ply number (skin layers) 20Ply angles (reinforcement layers) [-45 45 0]Ply number (reinforcement layers) 6Ply angles ("C" reinforcement layers) [0 0 -45 0 0 0]Ply number ("C" reinforcement layers) 12

Table 3.17: Best solution proposed for reinforced laminate model
As the fig. 3.33 shows the Pareto front which is constituted of the non dominatedsolutions and represented in blue has a clear profile. Instead the black pointscorrespond to the solutions that are dominated by the ones that form the Paretofront and lastly the red points correspond to the solutions that violate at least oneof the given constraints. Similar to the previous cases, the optimization process
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3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model
which initiates with a random population firstly explores the design space andthen evolves towards better solutions.
The best solution that is found at the end of the optimization process has a massvalue that is higher than the one that corresponds to the composite sandwichmodel. Consequently, the previous option is more adequate for the given objectives.However, as previously mentioned, the main scope of this configuration is toidentify the most critical variables that affect the frequency. So the correlationgraphics shown in fig. 3.34 give an indication about the next steps to be followed.

Figure 3.34: Interactions between variables and objectives
The fig. 3.34 highlights the importance of the stiffener flange width because it in-fluences the mass and the frequency in a significant way. Actually, an increasingstiffener flange width helps to reach higher natural frequency values. By consid-ering this fact, the optimizer tends to use higher flange width values in order tosatisfy the frequency constraint. This situation can also be verified through the
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3 OPTIMIZATION PROCESS Configuration 3: Reinforced laminate model
history graph illustrated in fig. 3.35.

Figure 3.35: Variation of flange width during the process
It appears that the optimizer continuously changes the stiffener flange width valueat the exploration phase in order to understand its effect on the objective functions.Then it tries to use values near to its upper bound in order to find feasiblesolutions. The system needs to increase the flange width in order to gain inertia.As a conclusion, this tendency would be the starting point of the next configuration.
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
3.4 Configuration 4: Reinforced closed box model

The results obtained for the 3rd configuration gave important indications about themodal behaviour of the plate and they led to further improve the model. Underthe light of these indications, the 4th and final configuration is constructed. Themain modification that is introduced to this model consists of a supplementary skinplate which is attached to the ends of the stiffeners. This intentional step dependson the correlations that are obtained for the previous cases. First of all, the firstconfiguration showed that the thickness of the lower skin has an important effecton the frequency (fig. 3.12(a)) and this effect is much more significant respectto the one of the upper skin as illustrated in fig. 3.36(a). In addition this, theresults related to the 3rd configuration showed that the optimizer tends to increasethe flange width in order to reach higher frequencies (fig. 3.36(b)). These twoclues indicate that the ideal configuration should be close to a sandwich structure.This situation highlights the efficiency of a honeycomb core that can significantlyincrease the natural frequency by introducing elements which have low k
m

ratio.However, in this configuration the honeycomb core would be replaced by thestiffener webs.

(a) Configuration 1 (b) Configuration 3
Figure 3.36: Correlation between geometrical entities and frequency

3.4.1 Finite element model

As previously mentioned, the 3rd configuration has been a transition model inorder to obtain the final one. So the FEM of the latter model is constructedby adding an additional surface that represents another skin. This surface isequivalently meshed as the other one. These 2 skins which are connected to
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
each other through stiffeners form a structure similar to a "closed box". As fig.3.37 shows, the lower and the upper skins should be produced with their verticalextensions and connected to each other on the lateral side. The approach ofhaving reinforcement layers near to the track lines are also adopted in this model.However, these layers are only utilized near to the upper skin in order to increasethe thicknesses regarding the zones where there is a load introduction to the plate.

Figure 3.37: Cross section of the final configuration
The main difference that is introduced with respect to the previous model concernsthe modelling of the stiffeners that were formerly modelled by beam elements.The reason for such a element type choice depends on the ease of performingany geometrical modification. However, this modelling way is not realistic forthe current case due to the presence of the lower skin. A beam element whichis perfect to model a stiffener introduces a mass and inertia to a line. In thiscase, the skins are connected to each other so this effect can not be realisticallysimulated by the use of such elements. Instead of mono-dimensional elements,shell elements should be used while modelling at least the web of the stiffeners.Whereas the flanges can be modelled by adopting two different approaches:1. Use of shell elements: When such a way is followed, the properties ofthe stiffener plies should be added to the PCOMP of the relevant zones.Even though this might be a more realistic representation of the structure,it can be disadvantageous in terms of the optimization problem. First of all,according to this logic, the flange width should be discrete and the stepsbetween adjacent values would be equal to the width of a shell element.Consequently, in order to increase the allowable values for a defined range,
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
the current mesh should be refined. This would increase the total elementnumber as well as the time required to solve the model. Furthermore, itwould also be very onerous to implement it in a parametric manner duringthe optimization process.

2. Use of rod elements: The alternative way which is quite practical consists ofusing mono-dimensional elements. This approach is much more convenientwith respect to the other one due to the ease of modifying and implementing
PROD property. This modelling choice is physically acceptable accordingto the fact that the flanges carry axial loads. Moreover, by this manner, theflange width can vary in a continuous manner without any restrictions.

After discussing the benefits and drawbacks of each modelling way, the definitivechoice has been the use of rod elements. However, two equivalent models areconstructed and compared with each other. The reference point has been the shellmodel which is more accurate. By finding close solutions in both dynamic andstatic terms, the use of rod elements to model the flanges of the stiffeners has beenjustified. The fig. 3.38 shows the FEM corresponding to the last configuration.

Figure 3.38: FEM of the last configuration without visualizing the upper skin
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
The main aim to construct such a model is to change the natural frequency ofthe entire system. This purpose is reached due to the fact that the new structuredoes not behave as an entire plate but as a collection of connected segments thatare divided by the stiffeners. However, this kind of structure creates a partic-ular situation which differs from the previous cases. When a modal analysis isperformed, local modes with low frequencies come out in addition to the globalvibration modes as illustrated in fig. 3.39.

(a) f2
l = 13.9Hz (b) f5

l = 21.2Hz

Figure 3.39: Examples of local modes
This operative problem is quite widespread for aeronautical structures where highconcentrated masses are attached to thin structures like in the case of an engineattached to a wing through the pylon. The contribution of these local or panelmodes to the overall dynamics is almost negligible and they can be avoided bythe implementation of a modal condensation technique [17]. However, in order tobe able to get such a conclusion, a verification of the current model is performedthrough SOL111. This solver serves to obtain the modal frequency response of thesystem based on the acceleration values of the defined nodes under dynamic loads.For this case the principal global modes are bending out of plane and torsion.Consequently, 2 subcases with dummy loads are created in order to obtain thesetypes of deformation. Moreover, the response of the system is measured withrespect to the points that would have a maximum displacement under the givenload.
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(a) Bending (b) Torsion
Figure 3.40: Frequency response of the system under dynamic loads

The response of the system is measured for a dynamic load interval between 0and 80 Hz in order to consider the first 10 modes. The graphics in fig. 3.40 showthat the contribution to the global bending and torsion modes are dominated bythe 6th and the 8th mode respectively (fig. 3.41). This shows that the first 5 localmodes that span a frequency range between 0 and 21 Hz do not participate tothe overall response so they can be omitted during the optimization process. Notethat these panel modes are inactive unless they are not intentionally excited.

(a) f6
l = 25.0Hz (b) f8

l = 47.9Hz

Figure 3.41: Examples of global modes
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
3.4.2 Optimization model

Once the definitive FEM is obtained, the Work flow of the optimization sequenceis implemented. First of all, the main elements of the optimization problem suchas objectives, constraints and the design variables are determined. Compared tothe previous configuration, this current one has more design variables due to theinclusion of an additional facing skin. These variables depend on the geometricalproperties of the stiffeners and the lamination characteristics of the compositesections. The overall optimization problem formulation can be summarized asfollows:
• Optimization of the reinforced closed box model

Objectives: Minimize MeMaximize f6l
Constraints: f1loaded > 38Hz

Rxdown
< 20000N Rxup < 5000N

Rydown
< 20000N Ryup < 10000N

Rzdown
< 15000N

MSCrippling > 0

Design variables: Stiffener web height [20:5:70] mmStiffener flange width 10-50 mmPly angles (lower skin layers) [0 45 -45 90]Ply number (lower skin layers) [2:2:10]Ply angles (upper skin layers) [0 45 -45 90]Ply number (upper skin layers) [2:2:10]Ply angles (reinforcement layers) [0 45 -45 90]Ply number (reinforcement layers) [2:2:10]Ply angles ("C" stiffener layers) [0 45 -45 90]Ply number ("C" stiffener layers) [2:2:20]
In addition to the constraints regarding the interface loads, a new check con-cerning the crippling analysis of the stiffeners is inserted. The absence of thereinforcement layers near to the lower skin makes this zone more critical withrespect to the area in proximity to the upper skin. Consequently, in case of acompressive load condition, only this area is considered for the crippling analysis.Furthermore, the interval limits of the design variables are fixed after a rough cal-culation in a manner to remain in the desired mass range. Note that even though
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
the stiffener web height is a continuous variable, it is considered as discrete inorder to be able to better analyse its effects.
After this step, this Sim-flow that represents the event sequence of the optimizationprocess is constructed in Isight as illustrated in fig. 3.42. As this last configurationis the final one, a complete analysis is performed in dynamic and static terms.

Figure 3.42: Optimization of the reinforced close box model
This represented sequence logic starts with the determination of the laminationcharacteristics of each laminate ie. stiffener web, reinforcement layers, upper andlower facing skins. Even though this Skin lamination block is present almost inall previous optimization processes, its content is different and depends on thespecific conditions determined for the given configuration. For the current model,upper skin and lower skin are considered to be independent from each other butindividually symmetric. In this way, optimizer would have the freedom of disposingand orienting the plies where it is necessary. Once the material, thickness andorientation angles for each laminate are determined, they are directly mappedto their corresponding arrays present in Exe4Nastran block. The second blockcalculates the material properties of the equivalent section regarding the stiffenerflanges. In addition to this, their area, inertia and torsional constant are obtainedthen connected to the PROD variables. Furthermore, a new Data Exchanger ap-plication is employed in order to modify the GRID command. As the stiffener webis modelled with shell elements, the position of the nodes corresponding to theseelements should be changed in order to modify the stiffener height. Firstly, inthe FEM, the nodes along y axis are renumbered in a systematic manner. Thenthe total height value is passed as an input to this component which graduallychanges the y coordinate of the node blocks that correspond to different height
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levels present in the .bdf file. The Exe4Nastran components are configured similarto the previous cases except two different points. First one is that the block thatstands for modal analysis reads the 6th natural frequency instead of the first onedue to the previously explained reasons. The second point regards a new outputrequest following the static analysis. This output corresponds to the maximumcompression load on the CROD elements. This value is then passed to the Excelblock where the formulas required for crippling analysis (app. A.2) are imple-mented. Note that in this block, the values of the tables present in fig. A.5 arediscretely tabulated and then interpolated. As a result of this, at each iteration,the ultimate allowable crippling strength of the defined stiffener is calculated. Af-terwards, the corresponding margin of safety is found by considering the maximumcompression load on the critical elements. After this step, the cycle restarts withnew design variable values.
As this optimization process comprehends both modal and static analysis, the re-quired time for a single iteration is going to be higher with respect to the previouscase. However, in order to save an important amount of time, an idea that waspreviously implemented for the second configuration is adopted. This approachconsists of considering the pejorative combination of the overall load conditionsand the loading configurations.
A last remark should be made concerning the static analysis. Unlike the secondconfiguration, the maximum failure index of the QUAD elements are not includedin the optimization problem as a constraint. The reason for that is the modellingof the stiffener flanges through mono dimensional elements. However, in reality,these elements are connected to the facing skins and reinforcement layers. Con-sequently, the stress distribution obtained in this manner can not be consideredrepresentative and so the constraint regarding the maximum failure index is tem-porarily ignored. Once the optimization process is terminated, the accurate FEMis constructed by taking into account the design variables corresponding to thebest solution. Then the maximum failure index is controlled in order to verify thevalidity of the solution offered by the optimizer.
3.4.3 Results

The optimization strategy followed for the final configuration slightly differs fromthe previous cases. This change depends also on the experience that is gained
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until this point. Also during this optimization process, the only algorithm that isemployed is AMGA. The difference is that in previous cases, the starting populationof the algorithm was random. This is equivalent to say that the solutions of theinitial population were randomly chosen. Due to this fact, each simulation with thesame parameters always gives different solutions. For a fixed generation number,it can be better or worse depending on the fitness of the solutions regarding theinitial population. In order to reduce this randomness, a simulation with 1500iterations is run and the corresponding Pareto front is obtained. Then these nondominated feasible solutions are then given as an input to the following simulation.At this point, the starting population of the new simulation would be constitutedon random solutions that are combined with fit ones. Note that the ratio betweenrandom and fit points of the starting population can be regulated in a desiredmanner. In this way, the exploration phase would be reduced as well as thenumber of generation that is required to reach the best solution. This can be seenby the quantity of the red points in fig. 3.43 with respect to the black ones.

Figure 3.43: Optimization of the reinforced close box model
Algorithm Mass [kg] Frequency [Hz]

AMGA 8.43 38.2
Table 3.18: Mass and frequency values of the best solution

Note that the mass corresponding to best solution that is found for this configu-ration is lower than the target value. So it can be considered as an alternative
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to the original design. As previously predicted, the height of the stiffener web isfixed to its maximum value in order to increase the inertia. The remaining designvariables regarding the best solution are listed in tab. 3.19.

Design variable evaluationStiffener web height 70 mmStiffener flange width 18.16 mmPly angles (lower skin layers) [45 0 -45 0 0]Ply number (lower skin layers) 10Ply angles (upper skin layers) [90 90 45 -45]Ply number (upper skin layers) 8Ply angles (reinforcement layers) 10Ply number (reinforcement layers) [0 0 90 0 0]Ply angles ("C" stiffener layers) [0 45 0 -45]Ply number ("C" stiffener layers) 8
Table 3.19: Best solution proposed for reinforced laminate model

Figure 3.44: Interactions between variables and objectives
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
The classification of the most important parameters are shown in the graphspresent in fig. 3.44. The most important parameters are similar to the previ-ous cases except that for the current case, the frequency can be raised in a moreefficient manner by increasing the thickness of the upper facing skin rather thanthe one of the lower skin. Instead the orientation angles of the plies always havelower effects with respect to the main geometric entities such ply thickness, flangewidth and web height.
As previously mentioned, the maximum failure index of all plies is not includedamong the constraints because of the fact that the current modelling that is prac-tical for the optimization process does not accurately reflect the physicality of thestress distribution. At this point, the design variables are fixed by the optimizerand the corresponding detailed model is constructed. In this model, the flangesof the stiffeners are modelled through the use of shell elements. Once the FEMis constructed, static analysis is performed by including all load conditions. Thenthe failure index distribution is visualized in order to ensure that there is no valuesuperior to 1.

Figure 3.45: Verification of the maximum failure index
First of all, the most critical load case is determined and the maximum failure
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
index is visualized. This critical condition corresponds to middle with 20g along-x direction. As fig. 3.45(a) shows, the maximum failure index is superior to 1which is equivalent to have a ply failure. However, it can be explicitly seen thatthese zones with highest failure indexes are the areas where a RBE3 element isconnected. The load introduction to the plate is realized through these elementsand numerical singularities are present in the correspondence to these connectionpoints. Moreover, all these connection nodes also belong to the beam elementsthat represent the tracks. Consequently, the load distribution is not realistic sothe failure indexes are visualized once again after removing the elements aroundthe RBE3 connection nodes. In this way, it is verified that the maximum failureindex of the remaining plate is inferior to 1 as demonstrated in fig. 3.45(b).
This encountered problem is also examined before beginning the optimization pro-cess. Actually a rough calculation is done in order to ensure to avoid bearingproblems. Bearing stress can be defined as the stress resulting from the pressingof two surfaces and it is compressive in nature [18]. In order to perform suchanalysis, first of all the maximum shear load on the track inserts are read fromthe report [7]. Then the ultimate bearing strength of Vicotex 6376 unidirectionalmaterial is fixed to 556MPa [3]. The fastener used in order to connect the tracksto the upper facing skin has a diameter of 5mm. By combining all these infor-mation and by supposing that the margin of safety for bearing should be superiorto 0, the minimum facing skin thickness that does not create bearing problems iscalculated. This value is approximately equal to 3mm which corresponds to 23plies. As fig. 3.37 shows, the straps in correspondence to the tracks are composedof the plies related to upper skin, reinforcement layers and stiffener flange. Forthe best solution, the sum of these 3 elements is equal to 26 plies which meansthat it is superior to the minimum required thickness value. This lower boundconcerning the bearing stress is not included in the optimization problem as aconstraint due to the fact that it is just a local effect.
Once the final model is verified by a static analysis, it can be considered as thedefinitive solution. However, an additional analysis can be done in order to havean idea about the convergence of the solution. One of the tools that can be utilizedis the evolution of the Pareto front. The Pareto points can be grouped based ontheir generation number and then plotted. If the points corresponding to the lastgenerations are close to each other, this means that the solution is not evolving ina significant manner. Consequently, this generation number can be considered as
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3 OPTIMIZATION PROCESS Configuration 4: Reinforced closed box model
a convergence threshold for the given starting population. This situation can beverified through the graph present in fig. 3.46. Note that the quantity of Paretopoints increases with number of generation and they gradually overlap with thesolutions related to the previous generations.

Figure 3.46: Evolution of the Pareto front
As a conclusion, a last simulation is done by changing the objective functions. Aspreviously examined, the optimizer tends to increase the height of the stiffenerweb in order to gain inertia. However, this means that even though it weightsless, it occupies more space inside the helicopter. This situation is not convenienteither. Consequently, by keeping all the parameters equal to the last configuration,minimization of the stiffener web height is added as a 3rd objective.

Figure 3.47: Pareto front for the new optimization problem
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3 OPTIMIZATION PROCESS Overall results
The fig. 3.47 highlights 2 important facts. The first one is that the optimizationprocess and the corresponding results drastically vary with the problem formu-lation. This means that the first step regarding the formulation part is essentialand it should be determined in a precise manner. The second conclusion is morespecifically related to this current case and it concerns the effect of the stiffenerweb height. This effect demonstrates that different height values translate thePareto front. Consequently, by using higher web heights, the mass can be re-duced further. However, the volume that the plate occupies would automaticallyincrease. Consequently, the maximum allowable volume should be precisely de-termined and the analysis should be done accordingly. Then finally a compromisebetween mass and volume should be found.

3.5 Overall results

After the entire optimization process applied for different configurations, some im-portant conclusions are drawn. These final remarks can be analysed under twodifferent groups. The first group consists of the numerical solutions that are ob-tained at the end of this specific optimization process regarding the SAR PlateAssembly. Instead the second group contains general key points about an opti-mization process.
During the entire optimization work, a work sequence is followed in order tominimize the mass of the SAR Plate Assembly by respecting the given frequencyconstraints. During this whole process, any considerations regarding the manu-facturing and the financial part are neglected. This is because of the fact thatthe main scope of this thesis work is to do an optimization activity with a specificsoftware and in the meanwhile to make a evaluation about the capabilities of thissoftware and its possible future applications. However, while defining the vari-ables or implementing the content of the components, a special attention is paid inorder to obtain a realistic design application. The overall results that are obtainedfor each configuration is listed in tab. 3.20. It can be seen that the optimizationprocess has been a gradual sequence and the last configuration has been themain focus. As the results in tab. 3.20 show the total mass of the component isapproximately reduced by 7%. Note that among all the genetic algorithms presentin the software, AMGA has been the most suitable one for this application.
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3 OPTIMIZATION PROCESS Overall results
Configuration Algorithm Number of Total Mass Frequency Mass

No iteration time [h] [kg] [Hz] difference %

1 AMGA 1000 25.2 16.9 38.6 86.32 AMGA 1500 18.3 9.03 38.1 -0.43 AMGA 1500 4.5 9.38 38.1 3.44 AMGA 2500 45.5 8.43 38.2 -7.1
Table 3.20: Summary of the overall optimization process

Apart from the numerical results, the important point is the ability to integrateand automate the entire process of a structural analysis. As a result of this, a sig-nificant amount of time can be saved by omitting the repetitive manual operationsthat a user should do. This saved time can be spent to improve the structuraldetails and to analyse numerous alternatives before deciding the specifications ofthe definitive model.
Instead the second group of conclusions can be considered as a summary of theexperience that is gained during the optimization process with this specific soft-ware. Even though this software facilitates so much the use of genetic algorithms,the quality of the results highly depends on the inserted parameters. The correctsetting of these parameters is therefore very important to reach the real optimumwith minimum effort [19]. In order to obtain better solutions, the user should befamiliar with the concepts of population size, number of generation, crossover andmutation rate. Unfortunately, there do not exist universal rules to determine theseparameters and their values are unique for each problem. The first step in anoptimization problem through genetic algorithms can be the determination of thetime that should be dedicated to the simulations. By taking into account the timerequired for a single iteration, the maximum allowable iteration number can befixed. As the total iteration time is equal to the product of the population size andnumber of generations, these two parameters can be set according to the nature ofthe problem. To illustrate, if there exist numerous design variables, the populationsize should be high in order to be able to span the whole design space. In thecase that the results are already acceptable but a local improvement is necessary,the number of generation should be increased. In order to be able to exploit in anefficient manner from the genetic algorithms, the population size and the numberof generations should be high enough to span the design space and to let thesolution evolve. As a result of this, genetic algorithms are adequate for problemswhose single iteration lasts few times. To illustrate, in the case of the SAR Plate
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3 OPTIMIZATION PROCESS Overall results
Assembly, a single iteration approximately lasts a couple of minutes. Another cluecan be given concerning the cross over and mutation rate. In the case that theobjective function is not smooth, a high cross over rate might help to avoid a localminimum. Instead a high mutation rate rends the search of the new solutions morerandom and therefore results in slow convergence [20].
Furthermore, in order to reduce the total simulation time, a specific populationcan be given as an input instead of starting with a random population. This initialpopulation can be the Pareto front that is obtained from the previous simulationor it can be a design matrix prepared by a Design of Experiment process in asystematic manner. These two alternatives, especially the first one, can reduce theexploration process so the total time required to reach a good solution. Anotherefficient alternative can be to make a survey regarding the input-output sensitiv-ity. Once the design variables that have major effects on the output are identified,the rest of the design variables can be fixed. Consequently, a new optimizationsimulation that would less number of variables can be run only by consideringthe most effective ones.
Lastly, another possibility to reach a better solution can be to adopt a differentapproach to the problem. According to this approach, the main focus of a geneticalgorithm can be considered as exploring the design space. Then the best solutionthat is proposed by the genetic algorithm can be used as a starting point of a dif-ferent type of algorithm that is more adequate for performing local improvements.For instance, if the design space is continuous, a gradient based method suchas Sequential Quadratic Programming can be utilized; if it is discrete, SimulatedAnnealing Method can be efficient.
All these tips are highlighted among the results because they made an importantpart of the notions that influenced the work progress. Moreover, these instructionscan also be beneficial for applications that are out of the structural engineeringfield.
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Chapter 4

Conclusions

This thesis is devoted to present an application regarding the automation andoptimization of a structural design process related to a helicopter component. Thefirst aspect concerning the process integration and automation enables to signif-icantly increase the efficiency of the entire process in terms of time and cost [48].
Isight can be considered as a powerful but at the meanwhile a user-friendly toolwhich permits to facilitate this move. Moreover, in addition to this aspect, thedesign solutions can be systematically improved by using its optimization tools.
In this specific example concerning the SAR Plate Assembly, a structural designprocess based on finite element analysis is automated. First of all, a simplifiedfinite element model that represents the component is created and verified. Thedecisions during this initial modelling phase are taken in manner to facilitateits implementation during the optimization phase. In this latter stage, geneticalgorithms that make part of evolutionary computing techniques are chosen dueto their suitability for this kind of problem statement. The optimization processdeparted from the already existing design of the component and then continuedin a systematic manner by taking into account the results obtained at each step.Topologically different solutions are tested and attempted to be perfected throughsizing and internal parameter optimization. At the end, the main objective isachieved by reducing the mass of the entire system by 7%. It is also verified thatthis new design solution that does not posses any shock absorbers satisfies thefrequency constraints.
The implementation of such an automated optimization process allows to test nu-merous configurations and to obtain a design solution that is closer to the ’optimal’one in a reasonable time period. Note that the ’optimal’ solution does not always

147



4 CONCLUSIONS
correspond to the one that is predicted using engineering intuition and experience.In this sense, a optimizer can be more efficient by choosing the right direction tofollow and by excluding the unnecessary alternatives. Consequently, in additionto decreasing the cost and time which are essential for a company, an automatedoptimization sequence reduces also the effort due to repetitive operations. Thisfact lets the analyst to focus on his human role as a planner and decision maker[31].
To conclude, this thesis work can be considered as the core of a more completestructural design process. Departing from this work, further improvements canbe made by adding other two fundamental elements. The first one regards theintegration of a parametric CAD approach in the Work flow. This step would permita wider range of application including the models that have even more complexgeometries. It is evident that constructing a parametric CAD model requires moretime and effort during the initial design phase. However, as the graph in fig. 4.1shows, its cost diminishes with time. The reason for such a variation is that theflexibility of a parametric design approach avoids the usual ’design-analysis-newdesign’ loop between the designer and the analyst. As a result of this, such achoice can be more convenient with respect to a conventional design approach[46].

Figure 4.1: Design expenditures in an aircraft design project
After the inclusion of this new step, a more complete Work flow can be obtainedas illustrated in fig. 4.2. Note that the input file for the finite element solver canbe created through an additional software specialized in mesh morphing ([14]) orthrough the component of Isight that is reserved for finite element modelling ([45]).
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Figure 4.2: Integration and automation of a structural design process
The second element that would permit to obtain a better design allows increasingthe robustness of the entire system. The implementation of a stochastic analysislike Monte Carlo simulations can lead to a more robust design that assesses theimpact of known uncertainties that may depend on manufacturing, design phase,approximations and so on [47]. Once this kind of mentality is adopted for thisspecific field, more sophisticated multidisciplinary problems can be treated bycombining the interaction between different fields.
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Appendix A

Laminate analysis

A.1 Equivalent laminate properties

Applicable references: [4, 5]
In order to define a generic laminate, there exist several parameters such as thethickness, material and the orientation angles that correspond to each lamina.Based on this information at local level, it is possible to obtain the global prop-erties of the laminate. As it is mentioned in the chap. 3.2.1, the objective is tocalculate an equivalent elastic modulus (Exx, Eyy), shear modulus (Gxy) and Pois-son’s ratio (νxy , νyx) along the principal planar directions departing from the dataat lamina level. Note that the physical and mechanical properties of a laminavary along its principal directions that are illustrated in fig. A.1:

Figure A.1: Metallic material grain direction
• Longitudinal (L): Parallel to the direction of main grain flow
• Long Transverse (LT): Perpendicular to the longitudinal grain direction
• Short Transverse (ST): Shortest dimension of the component
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A LAMINATE ANALYSIS
The dimension along the short transverse direction is much smaller respect tothe other remaining two directions. As a result of this, it can be assumed that alamina is in state of plane stress which is equivalent to say that:

σ33 = τ13 = τ23 = 0

The next step should be to calculate the stiffness matrix for each lamina as demon-strated in the eq. A.1:
[C] =

C11 C12 0

C12 C22 0

0 0 C66

 (A.1)
Where: 

C11 =
E11

1− ν12ν21

C12 =
ν12E12

1− ν12ν21

C22 =
E22

1− ν12ν21
C66 = G12

Once the lamina stiffness matrix is obtained, its participation to the global stiff-ness matrix can be calculated with respect to the global laminate axis through atransformation operator that considers the orientation of the each lamina.

(a) Local or lamina reference system (b) Global or laminate reference system
Figure A.2: Stress and strain components at lamina and laminate level
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A LAMINATE ANALYSIS
As the fig. A.2 shows, the subscripts xx and yy are valid for the global coordinatesystem whereas the terms with the subscripts 11 and 22 are represented withrespect to the local reference system that is attached to each lamina. Furthermore,the transformation operator depends on the rotation angle ϑ which is definedbetween the longitudinal ply direction and the x axis of the global frame.

[Q] =

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

 (A.2)

Where the components of the matrix Q can be found by including the orientationangle ϑ of a lamina with respect to the global coordinate system:


Q11 = C11 cos4 ϑ+ 2(C12 + 2C66) sin2 ϑ cos2 ϑ+ C11 sin4 ϑ

Q22 = C11 sin4 ϑ+ 2(C12 + 2C66) sin2 ϑ cos2 ϑ+ C11 cos4 ϑ

Q12 = (C11 + C22 − 4C66) sin2 ϑ cos2 ϑ+ C12(sin
4 ϑ+ cos4 ϑ)

Q66 = (C11 + C22 − 2C12 − 2C66) sin2 ϑ cos2 ϑ+ C66(sin
4 ϑ+ cos4 ϑ)

Q16 = (C11 − C12 − 2C66) sinϑ cos3 ϑ+ (C12 − C22 + 2C66) sin3 ϑ cosϑ

Q26 = (C11 − C12 − 2C66) sin3 ϑ cosϑ+ (C12 − C22 + 2C66) sinϑ cos3 ϑ

The inclusion of the effect due to the thickness of a lamina permits to obtain theconstitutive equations that correlate the forces/moments per unit length (as shownin fig. A.3) to the strains/curvatures of a laminated anisotropic plate.

Figure A.3: Directions of the forces and moments acting on the laminate
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A LAMINATE ANALYSIS


Nx

Ny

Nxy

Mx

My

Mxy


=



A11 A12 A13 B11 B12 B13

A21 A22 A23 B21 B22 B23

A31 A32 A33 B31 B32 B33

B11 B12 B13 D11 D12 D13

B21 B22 B23 D21 D22 D23

B31 B32 B33 D31 D32 D33





ε0x
ε0y
γ0xy
χx

χy

χxy



[
{N}
{M}

]
=

[
[A]

[B]

[B]

[D]

] [
{ε0}
{χ}

] (A.3)
Where:



Aij =
∑n

k=1(Qij)k(hk − hk−1)

Bij =
∑n

k=1(Qij)k

(
h2k − h2k−1

2

)

Dij =
∑n

k=1(Qij)k

(
h3k − h3k−1

3

)

The matrices A, B and D all have a dimension of 3× 3 because of the hypothesisof state of plane stress. The matrix A represents the membrane stiffness and thematrix D the flexural stiffness of the laminate. Instead the matrix B introduces astructural coupling between midplane curvatures and membrane forces, and simi-larly between membrane strains and moments [6]. In some special laminates suchas a symmetric one, the matrix B becomes null. Instead, in the case of a sym-metric equilibrate case, in addition to the matrix B, the components A13 and A23are also null. Lastly, an antisymmetric equilibrate laminate (balanced) is said tobe orthotropic with respect to the bending moments because its components A13,
A23, D13 and D23 are zero.
Note that all the three matrices depend on both initial and final position of eachlamina along the short transverse direction measured with respect to the midplane.The schema used for the application of this logic is shown in the fig. A.4.
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A LAMINATE ANALYSIS

Figure A.4: Schematization of the laminate sections
According to the eq. A.4, the elastic constants of the laminate can be foundonce the global stiffness matrix that is composed of the matrices A, B and D iscalculated.

Exx =
A11A22 − A2

12

A22t
νxy =

A12

A22

Eyy =
A11A22 − A2

12

A11t
νyx =

A12

A11

Gxy =
A66

t

(A.4)

A.2 Crippling of composite sections

Applicable references: [13, 2]
An analytical formula that serves to calculate the crippling strength of the compos-ite sections does not exist and consequently this Fcc value can only be calculatedthrough semi-empirical methods. In the absence of experimental data, the eq.A.5 which is valid for metallic sections is utilized in order to estimate Fcc. Thisequation appears to give successful results also in the case of composite sectionswith uniform thickness:

Fcc =

n∑
i=0

Fccibiti

n∑
i=0

biti

(A.5)
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A LAMINATE ANALYSIS
The ultimate allowable crippling strength Fcc can be calculated using the mate-rial allowable compression strength Fcu and other mechanical properties of thelaminate. These properties belong to the equivalent material properties of theglobal laminate calculated as shown in chap. A.1.

Figure A.5: Crippling strength for composite sections
The term b

t

Ē

Exx

√
Fcu√
ExxEyy

is firstly evaluated in order to calculate the input
value for the x axis and Fcc is calculated for each flange or web based on thegraph present in fig. A.5. Then, the Fcc of the entire section can be obtainedby using the given relation in eq. A.5. Note that finally the margin of safety forcrippling can be calculated as shown in eq. A.6.

MSult =
Fcc

σc
− 1 (A.6)
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Appendix B

Material Failure Theories for
Composite Structures

Applicable references: [1, 2]
The complexity of the stress distribution throughout the fibre and the matrix re-gions of a composite laminate renders inefficient the use of precise analysis meth-ods. Accordingly, two fundamental approaches have been developed in order toperform a strength analysis regarding a composite structure.

• Ply or lamina level: For a given load condition, the average values of thestress and strain components within each ply are calculated based on theclassical Lamination Theory. Then these values are compared with eitherthe lamina allowable or any other limit value depending on the adoptedfailure criteria. This model is also called “First Ply Failure” because thefailure of any lamina is accepted equivalent to the complete failure of thelaminate.
• Laminate level: Similarly, the average values of the stress and strain com-ponents within each ply are obtained using the lamination theory. However,they are compared with the laminate allowables that must be derived fromexperiments.

Between these two methods, the First Ply Failure is most commonly used eventhough it is a conservative model. Note that after the failure of the first lamina,
157



B MATERIAL FAILURE THEORIES FOR COMPOSITE STRUCTURES
the residual strength of the remaining plies can be calculated. However, this ap-proach is preferably not used during the composite design phase due to the factthat it might possibly result in unreliable or non conservative estimation of thelaminate strength.
The most common failure theories concerning the composite structures may begrouped in two main categories:

Failure Mode Based Empirical

Maximum Stress HillMaximum Strain Tsai-WuHashin Hoffman
Table B.1: Classification of the composite failure theories

Failure mode based theories treat each identifiable physical laminate failure modesuch as tensile failure along fibre direction or the matrix dominated transversefailure. Instead the empirical methods attempt to combine the effects of severaldifferent failure mechanisms and create a unique function that depends on thepolynomial combination of the main ply stresses or strains.
B.1 Maximum Stress and Maximum Strain Criteria

The Maximum Stress Criteria states that the failure occurs when any stress valuealong a material axis exceeds the allowable material strength along that direc-tion. The Maximum Strain Criteria is equivalent to the Maximum Stress Criteriaexcept that fact that the stress values are replaced by the corresponding strains.Generally, Maximum Stress Criteria is more frequently used due to the facilityand accuracy of the stress data coming from experiments.
In addition to its simplicity, it is advantageous to use this method because therequired data such as material strength values along principal laminate directionscan be easily obtained from standard tests. Furthermore this approach neglectsthe interaction between different stress states. Consequently, a good correlationexists with the experimental data when the stress state is mainly dominated by auni-axial loading.
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B MATERIAL FAILURE THEORIES FOR COMPOSITE STRUCTURES
The failure index based on the Maximum Stress Criteria can be calculated in thefollowing manner:

� Longitudinal direction:

σ1
Xt

if σ1 is tension
σ1
Xc

if σ1 is compression

� Transverse direction:

σ2
Yt

if σ2 is tension
σ2
Yc

if σ2 is compression
� Shear: τ12

S12

The most critical failure index is given by the following relation: FIcrit =

max(

[
σ1
X
,
σ2
Y
,
τ12
S12

]
). Accordingly, the margin of safety I at ultimate load canbe calculated as shown in eq. B.4.

MSult =
1

FIcrit
− 1 (B.1)

B.2 Hashin Failure Criteria

Hashin failure criteria is a realistic method to estimate the strength of tapes un-der combined stresses because it is based on experimental data. According tothe tests performed on tape or unidirectional material, the tensile strength in thefibre direction depends on σ1 and τ12 whereas the compressive strength is onlyand primarily affected by σ1. A tensile stress σ2 along the transverse directionleads to a failure followed by a sudden crack that is parallel to the fibre direction.Instead, in the compressive case, the crack occurs on some plane parallel to thefibre direction but not necessarily perpendicular to σ2. Moreover, in both cases
σ1 has no effects on the failure.

IA reliable design has a positive margin of safety and consequently its failure index is inferior to unity.
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B MATERIAL FAILURE THEORIES FOR COMPOSITE STRUCTURES

Figure B.1: Scheme for the stress vector directions
Consequently, Hashin approach identifies four failure criteria that can be handledseparately and that are valid for different failure modes regarding the fibre or thematrix.

� Fibre modes:


Tensile: FIft =

(
σ1
Xt

)2

+

(
τ12
S12

)2

Compressive: FIfc =

(
σ1
Xc

)

� Matrix modes:


Tensile: FImt =

(
σ2
Yt

)2

+

(
τ12
S12

)2

Compressive: FImc =

(
σ2
Yc

)2

+

(
τ12
S12

)2

The margins of safety corresponding to the fibre and the matrix are independentlycalculated for both tensile and compressive loading cases as demonstrated by eq.B.2 and eq. B.3. The critical margin of safety for the composite structure would bethe lowest among the four subcases and this subcase would indicate the globalfailure mode of the entire structure.
- Fiber mode (tensile): MSftult =

1√
FIft

− 1

- Fiber mode (compressive): MSfcult =
1

FIfc
− 1

(B.2)
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- Matrix mode (tensile): MSmtult =
1√
FImt

− 1

- Matrix mode (compressive): MSmcult
∼=

1√
FImc

− 1

(B.3)

B.3 Hill, Tsai-Wu and Hoffman Failure Criteria

Unlike the Maximum Stress or Strain theory; Hill, Tsai-Wu and Hoffman failurecriteria consider the interaction of plane stresses. Even though they are mostlycovered by all major finite element codes, they might have some disadvantagessuch as instability, inaccuracy for laminates that are composed of tapes and underestimation of the actual laminate strength. The instability concept appears whena negative failure index is calculated for certain plane stress combinations. Inorder to avoid such inconvenience, Tsai-Wu criteria includes a stability term, F12that must be evaluated experimentally. However, the difficulty to obtain such pa-rameter reduces the practical use of this theory and renders easier the applicationof Hill and Hoffman failure criteria.
The failure index for these interactive failure criteria can be obtained as follows:
� Hill: Lamina with equal strengths in tension and compression
FI =

σ2
1

X2
−σ1σ2
X2

+
σ2
2

Y 2
+
τ 212
S12

where X and Y are X =
Xt +Xc

2
, Y =

Yt + Yc
2

� Hoffman: Lamina with unequal strengths in tension and compression
FI =

(
1

Xt

− 1

Xc

)
σ1 +

(
1

Yt
− 1

Yc

)
σ2 +

σ2
1

XtXc

+
σ2
2

YtYc
+
τ 212
S2
12

− σ1σ2
XtXc

� Tsai-Wu: Lamina with unequal strengths in tension and compression
FI =

(
1

Xt

− 1

Xc

)
σ1 +

(
1

Yt
− 1

Yc

)
σ2 +

σ2
1

XtXc

+
σ2
2

YtYc
+
τ 212
S2
12

+ 2F12σ1σ2

The margin of safety at ultimate loads for any of these interactive failure criteriacan be assumed equal to:
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MSult
∼=

1√
FI
− 1 (B.4)

B.4 Analysis of un-notched composite laminates

The experience and the test results accumulated by Agusta Westland and also bythe majority of the Aerospace companies demonstrate that the Tsai-Wu Criteriamay significantly under estimate the strength of the component. Apart from thisfact, each failure criteria might be more or less efficient depending on the laminatetype (fabric versus unidirectional material) and also on the loading conditions(uni-axial versus biaxial). As a result of this, in order to be able to perform anefficient strength analysis on a composite structure, there might be the necessityof choosing the most accurate criteria for the case in investigation. A methodologyregarding this problem is proposed by a flowchart presented in fig. B.2.
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Appendix C

Installation mechanism of SAR Plate
Assembly

SAR Plate Assembly possesses a simple structural geometry but the constraintsregarding the loading conditions forced the designers to plan special mechanismsaround the attachment zones. These details obligate the user to follow precisesteps during the installation process of the plate on the helicopter. First of all, thelower attachment points should be fixed and then the upper ones. The installationsequence can be listed as follows:
1. Sar Plate should be positioned on the floor rail
2. Lower track fittings and lower thin track fittings (fig. 2.5) should be posi-tioned on their correct positions
3. Upper interface fittings should be connected to the upper deck by followingthe steps shown in fig. C.1 - fig. C.7 and in this way it would be possibleto complete the installation procedure.

Figure C.1: The sliding pinis moved towards down alongits guide.
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C INSTALLATION MECHANISM OF SAR PLATE ASSEMBLY

Figure C.2: The retainer isaligned with its correspond-ing position on the upperdeck rail.

Figure C.3: The stud andthe special nut are moved up-wards to push the retainerand keep it vertically blocked.

Figure C.4: The fitting is ro-tated 90 ◦ around the studaxis in a manner to be con-centric with the sliding pin.
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Figure C.5: With the helpof a spring, the retainer ispushed into its blockage po-sition in the track rail.

Figure C.6: In the mean-while, the special nut is alsoscrewed.

Figure C.7: The sliding pinis brought to its upper limitposition by leaving the slid-ing pin return to its initialpoint. After this step installa-tion procedure is terminated.
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Appendix D

Technical drawings

Figure D.1: Isometric view of the SAR Plate
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D TECHNICAL DRAWINGS

Figure D.2: Front and lateral view of the SAR Plate [mm]
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Figure D.3: Front view of the Sar Plate and cross section views of the shock absorbers
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Figure D.4: Rear view of the Sar Plate and cross section view of the upper interface fitting

Figure D.5: Cross section view of the bottle retainers
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