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Abstract

Semiconductor non-volatile memories have gained in the last decade
an explosive success, thanks to the ever increasing market demand for
portable consumer products requiring permanent data storage, such
as digital cameras, MP3 players, removable cards, USB sticks, mobile
phones, and, lately, solid state drives (SSD). The Flash technology, al-
lowing high-density, small volume, and low-power devices, demonstrated
the possibility to fulfill the requirements for these new applications to be
developed. In particular, the NAND and the NOR Flash architectures
represent today the winning solution for data and code storage, respec-
tively. Floating-Gate (FG) Flash memories have been able so far to
satisfy the market requirements, especially for the portable equipments,
and to become the mainstream nonvolatile memory (NVM) technology.
The increase of the integration density and the concurrent reduction of
the producing cost are the basis of the growth of the storage semicon-
ductor industry, as they allow not only to offer better memories at lower
price, but also to open new market possibilities. Projecting into the next
decade, though, there are several problems that must be faced to fur-
ther scale the FG concept. Different approaches have been proposed to
overcome these limitations, and one of the most promising seems to be
the charge trap (CT) concept, such as SONOS and TANOS memories.

In Chapter 1 the working principle of the Flash memories is pre-
sented, explaining the reasons why this technology is facing ever in-
creasing problems in the scaling process; then the possible alternatives
are presented, dividing them in two big categories: (a) the evolutionary
technologies, that slightly change the cell structure but maintain the
same basic working principle and (b) new storing concepts, that com-
pletely change the approach to store informations. Among these the
CT solution will be elaborated, explaining how it can solve some of the
problems of the Flash cells, and also presenting the different possibil-
ities, such as planar SONOS and TANOS, or 3D architectures, briefly
discussing advantages and drawbacks of the different approaches.

Chapter 2 will focus on the modeling of planar CT memories: first a
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simple analytical model for the program operation of these devices will
be presented, allowing to explain some of the fundamental differences
between the FG and the CT memories. Afterwards a more accurate
numerical model will be introduced, in order to address some of the pe-
culiarities that cannot be described by the analytical one: the model is
able to reproduce program and erase transients, and is tested against
experimental data on SONOS devices. In order to understand the dif-
ferences between the SONOS and TANOS memories, the impact of the
introduction alumina layer in TANOS devices will be discussed, starting
from experimental evidences and integrating the extracted properties
in the model, allowing to reproduce experimental program, erase and
retention transients on such devices.

In Chapter 3 a study of the Incremental Step Pulse Programming
(ISPP) is presented, with experiments on large area SONOS and TANOS
capacitors, and using a 3D model on deca-nanometer devices. The anal-
ysis made on large area SONOS capacitors allows to better understand
the physical differences between these devices and the FG Flash, mainly
highlighting and explaining the decrease in the trapping efficiency, and
then extending the characterization to TANOS devices, pointing out the
role of the alumina layer. Finally, an analysis on ultra-scaled devices will
be presented, revealing a further decrease of the programming efficiency,
that is caused by the fringing field.

Chapter 4 will be dedicated to the modeling of cylindrical CT mem-
ories: a physics-based analytical model will be presented, obtaining the
electrostatic solution and studying the curvature effect impact on the
tunneling current and on the transient dynamics. The model will then
be tuned against experimental data, and a parametric analysis of the
gate-all-around CT cells will be presented.

At the end, in Chapter 5 lateral charge migration in the nitride layer
will be studied: in 3D structures the nitride is not cut at the borders of
each cell, and this can lead to worse retention transient. First, experi-
mental data on planar SONOS cells will be presented, explaining how
the results can be interpreted in terms of lateral diffusion of the charge
out of the active area of the cell. Then a 2D model to simulate reten-
tion transients is developed and tested against the experimental data,
highlighting the need of this diffusion process to reproduce retention
transients obtained on cells with the nitride layer continuing beyond the
active area. The model is then extended to cylindrical geometries, and
an analysis of 3D structures is carried on, allowing to understand the
impact of the lateral charge migration on these devices. In conclusion,
disturbs to neighboring cells and impact of the lateral migrated charge
on the string resistance are also evaluated in detail.
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Il mercato delle memorie non volatili a semiconduttore ha avuto una
crescita esponenziale nell’ultimo decennio, grazie alla crescente doman-
da di prodotti portatili che necessitino di memorizzazione permanente
di dati, come per esempio fotocamere digitali, lettori MP3, schede di
memoria, chiavette USB, telefoni cellulari e, ultimamente, dischi fissi a
stato solido. La tecnologia Flash che permette di ottenere dispositivi
ad alta densità, di piccole dimensioni e basso consumo, ha dimostra-
to la possibilità di rispondere alle esigenze di queste applicazioni e di
permetterne lo sviluppo. In particolare le architetture NAND e NOR
Flash rappresentano oggi la soluzione vincente per la memorizzazione di
dati e codice rispettivamente. Le memorie Flash a Floating-Gate sono
state in grado finora di soddisfare le richieste del mercato, specialmen-
te per i dispositivi portatili, diventando cos̀ı la principale tecnologia di
memorizzazione non volatile. L’aumento della densità di integrazione e
la contemporanea riduzione dei costi di produzione sono alla base della
crescita del mercato delle memorie a stato solido, perché permettono
non solo di offrire dispositivi di memoria migliori a prezzi più bassi, ma
anche di aprire nuove possibili applicazioni. Proiettando però questa
tendenza nel prossimo decennio, ci sono diverse limitazioni che devo-
no essere affrontate per scalare ulteriormente la cella a Floating-Gate.
Diverse tecnologie alternative sono state proposte per superare queste
limitazioni, e una delle più promettenti sembra essere la tecnologia a
trappole discrete usata, per esempio, nelle memorie SONOS e TANOS.

Nel Capitolo 1 il principio di funzionamento delle memorie Flash è
presentato, spiegando le ragioni per cui questa tecnologia sta affrontan-
do problemi crescenti nel processo di scaling; quindi sono presentate le
possibili tecnologie alternative, dividendole in due grosse categorie: (a)
tecnologie evolutive, che modificano leggermente la struttura della cel-
la, ma mantengono lo stesso principio di funzionamento, e (b) nuove
tecnologie di memorizzazione, che cambiano completamente l’approccio
alla memorizzazione delle informazioni. Delle diverse tecnologie, sarà
analizzata la soluzione rappresentata dalle memorie a trappole discrete,
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illustrando i motivi per cui può risolvere alcuni dei problemi delle celle
Flash e presentando le diverse alternative che cadono in questa categoria,
come per esempio celle SONOS e TANOS planari e le architetture 3D,
discutendo brevemente vantaggi e svantaggi delle diverse alternative.

Il Capitolo 2 si concentra invece sulla modellistica delle memorie
planari a trappole discrete: inizialmente viene presentato un sempli-
ce modello analitico per la programmazione, che permette di spiegare
alcune delle differenze fondamentali fra le memorie a Floating-Gate e
quelle a trappole discrete. Quindi è sviluppato un più accurato modello
numerico, in modo da poter comprendere alcune delle peculiarità non
spiegabili con il modello analitico: il modello numerico è in grado di
riprodurre transitori di programmazione e cancellazione, ed è testato su
dati sperimentali di dispositivi SONOS. Per comprendere le differenze
fra memorie SONOS e TANOS, viene poi studiato l’impatto dell’intro-
duzione dello strato di allumina nei dispositivi TANOS, partendo da
evidenze sperimentali e integrando le proprietà cos̀ı estratte nel mo-
dello e permettendo quindi di riprodurre transitori di programmazione,
cancellazione e ritenzione sperimentali su questo tipo di dispositivi.

Nel Capitolo 3, è presentato uno studio della programmazione ISPP
(Incremental Step Pulse Programming – programmazione a impulsi cre-
scenti), tramite caratterizzazione sperimentale di condensatori di gran-
de area SONOS e TANOS e, con l’ausilio di un simulatore 3D, tramite
simulazioni di dispositivi deca-nanometrici. L’analisi effettuata su di-
spositivi SONOS di grande area, permette di comprendere meglio le
differenze fisiche fra questi dispositivi e le celle Flash a Floating-Gate,
mettendo in evidenza e spiegando il calo nell’efficienza di intrappola-
mento, ed estendendo quindi la caratterizzazione a dispositivi TANOS,
mostrando il ruolo dell’allumina in questo tipo di programmazione. In-
fine sarà presentata un’analisi su dispositivi ultra scalati, che mostra un
ulteriore calo dell’efficienza di programmazione dovuto all’aumento del
campo elettrico ai bordi della cella.

Il Capitolo 4 sarà dedicato alla modellizzazione di dispositivi a trap-
pole discrete cilindrici: sarà presentato un modelo analitico, ottenendo
cos̀ı una soluzione elettrostatica e studiando l’impatto della curvatura
sulla corrente di tunneling e sulle dinamiche dei transitori di programma-
zione e cancellazione. Il modello è poi confrontato con dati sperimentali,
permettendo infine un’analisi parametrica delle celle gate-all-around.

Infine, nel capitolo 5 verrà studiata la migrazione laterale di carica
nel nitruro: nei dispositivi 3D lo strato di nitruro non è tagliato ai bor-
di di ogni cella e questo può provocare un peggioramento dei transitori
di ritenzione. Inizialmente saranno presentati dati sperimentali su celle
SONOS planari, spiegando come i risultati ottenuti possano essere in-
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terpretati in termini di diffusione laterale di carica al di fuori dell’area
attiva della cella. Quindi sarà sviluppato un modello 2D per simulare i
transitori di ritenzione e sarà utilizzato per riprodurre i dati sperimen-
tali, mettendo in evidenza la necessità di considerare questo processo
per seguire l’andamento dei dati sperimentali ottenuti su celle in cui il
nitruro continua al di fuori dell’area attiva. Il modello verrà infine esteso
a geometrie cilindriche, e verrà presentata un’analisi delle strutture 3D,
permettendo di comprendere l’impatto della migrazione laterale di cari-
ca su questi dispositivi. Infine saranno valutati nel dettaglio i disturbi
sulle celle adiacenti e l’impatto della migrazione laterale di carica sulla
resistenza di stringa.



viii Riassunto



Contents

1 Introduction to non-volatile memory technologies 1

1.1 Non Volatile Memory: An Introduction . . . . . . . . . . 1

1.2 Flash Technology . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Beyond Floating-Gate Flash . . . . . . . . . . . . . . . . . 7

1.3.1 Evolutionary scenario . . . . . . . . . . . . . . . . 8

1.3.2 Non charge-based technologies . . . . . . . . . . . 10

1.4 Charge trap memories . . . . . . . . . . . . . . . . . . . . 12

1.4.1 SONOS cells . . . . . . . . . . . . . . . . . . . . . 12

1.4.2 TANOS cells . . . . . . . . . . . . . . . . . . . . . 14

1.4.3 3D structures . . . . . . . . . . . . . . . . . . . . . 15

1.5 Motivation of the work . . . . . . . . . . . . . . . . . . . . 16

2 Modeling of planar charge-trap memories 19

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 SONOS modeling . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 First order analytical model for programming . . . 21

2.2.2 Physics based numerical model . . . . . . . . . . . 27

2.3 Impact of alumina introduction in TANOS cells . . . . . . 35

2.3.1 Experimental evidences . . . . . . . . . . . . . . . 35

2.3.2 Impact on TANOS reliability . . . . . . . . . . . . 38

2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Incremental Step Pulse Programming behavior 41

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2 ISPP analysis on large area capacitors . . . . . . . . . . . 42

3.2.1 Investigation of the trapping efficiency . . . . . . . 44

3.2.2 Investigation of TANOS devices . . . . . . . . . . . 48

3.3 ISPP analysis on ultra-scaled devices . . . . . . . . . . . . 49

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 52



x CONTENTS

4 Modeling of cylindrical CT memory 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Physics-based analytical model . . . . . . . . . . . . . . . 54

4.2.1 Electrostatic solution . . . . . . . . . . . . . . . . . 54
4.2.2 Tunneling current calculation . . . . . . . . . . . . 59
4.2.3 Transient dynamics . . . . . . . . . . . . . . . . . . 63
4.2.4 Substrate effects . . . . . . . . . . . . . . . . . . . 67

4.3 Modeling results . . . . . . . . . . . . . . . . . . . . . . . 67
4.3.1 Comparison with experimental data . . . . . . . . 67
4.3.2 Parametric analysis of GAA-CT cells . . . . . . . . 68

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5 Lateral charge migration in charge trap devices 73
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Experimental results on planar devices . . . . . . . . . . . 74
5.3 Modeling and simulation of planar devices . . . . . . . . . 78
5.4 Analysis of 3D SONOS arrays . . . . . . . . . . . . . . . . 83
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Summary of results 91

Bibliography 93

List of publications 107



Chapter 1

Introduction to non-volatile

memory technologies

In this chapter various solid state non-volatile mem-
ory technologies will be presented. Flash technology
is the one dominating the market nowadays, but it is
facing always increasing problems with the scaling of
the dimensions of the cell: for this reason alternatives
must be considered, such as charge-trap devices, that
slightly change the memory stack in order to overcome
some of the problems of the Foating Gate Flash tech-
nology.

1.1 Non Volatile Memory: An Introduction

The growing demand of portable devices, such as smartphones, tablets,
handheld game consoles, and e-book readers, brings with it an always
increasing demand of non-volatile storage capability with small dimen-
sions, low power consumption, and high reliability: Flash memories can
answer to all these demands with increasing capacity and decreasing
cost per unit capacity as the scaling continues. The scaling of the Flash
memories has continued for about 25 years leading to a market that, ac-
cording to iSuppli, exceeded $26 billions in 2010. This enormous success
was essentially driven by Moore’s Law, that lead to dramatic reductions
in the feature size for memory over the past few decades. In Fig. 1.1 is
shown the timeline for the technology node used for the Flash memory,
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Figure 1.1: Flash memory scaling timeline; the scaling trend is also shown compar-
ing the historical one, that predicts the feature size to halve every 4 years, with the
one of the last 5 years, during which the technology node halved every 2 years and a
half.

starting from the 1.5 µm cell built in the mid 80’s, to the first cell under
20 nm in 2011. From the figure it is evident that in the past few years
the scaling trend is accelerating: a fitting of the historical scaling trend
gives that the feature size has been halved about every 4 years, while
the fitting of the last 5 years only leads to a technology node halved in
only 2 years and a half. This continuous reduction in feature size lead to
higher density of integration and ultimately to a large reduction of the
memory price, that enabled creation of new markets, driving an ever in-
creasing demand for more memory bits that, in turn, largely repaid the
efforts devoted for the manufacturing of memory chips with increased
performance and functionality, in a sort of virtuous circle. Thus, despite
their higher cost per bit with respect to magnetic hard disk drives, semi-
conductor memories resulted the winning solution in all the consumer
products requiring light weight, low size, low power consumption and
high reliability. The advances in the lithography technology were the
essential driving force of this scaling trend, but the reduction of the unit
cost also benefited from innovative self-aligned technologies, from the
introduction of the NAND architecture that minimized the cell area for
a given technology node, from the introduction of the multi-level cell
technology that allowed storing more than one bit per cell, and from
the increased wafer size, from 150 mm in 1987, to 300 mm in recent
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Figure 1.2: Schematic view of a Flash memory cell: the charge is stored in the
floating gate (FG) by applying the proper voltage to the control gate (CG); tunnel
oxide and interpoly dielectric (IPD) are also shown.

years [1]. However, ensuring that storage capacities continue to increase
and that cost per bit continues to fall will require something more than
the scaling of feature size for next technology nodes. Further scaling
of traditional Flash cell is in fact mined by fundamental physical and
technological constraints. In response to this challenge, several emerging
memory architectures have been proposed in the last decade as possible
alternatives to Flash memory. Such technologies may be classified into
two big categories, i.e., (a) evolutionary memories, that essentially rely
on the continuation of the existing ones, and (b) completely new storing
concepts, no more charge-based. In the following sections, the tradi-
tional Flash memory cell, its working principle, and the main scaling
limitations will be briefly described, then discussing both the evolution-
ary scenario, with a particular attention to the charge-trap memories,
and the non charge-based solutions.

1.2 Flash Technology

The Flash technology, first proposed in 1979 [2], has become the domi-
nating technology in the field of solid state non-volatile memories. It is
based on the use of the Floating Gate (FG) transistor, a principle scheme
of which is reported in Fig. 1.2. The FG cell is not different from a MOS
transistor, except for the presence of a conductive layer inside the gate
oxide of the transistor itself; this layer is completely surrounded by the
oxide, hence the definition of floating gate. By injecting charge in the
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Figure 1.3: Schematic representation of (a) NOR and (b) NAND storage matrices.

FG the threshold voltage of the cell can be increased, and by removing
it, the previous state can be restored: the threshold voltage of the cell
can be thus used to store a bit of information. There are two types of
Flash architectures, NOR or NAND, schematically depicted in Fig. 1.3.
Both are organized in two-dimensional matrix, but in NOR type each
cell is connected to its word line, bit line and source line (see Fig. 1.3(a)),
whereas in NAND one, cells are connected in a series to form a string
and for each string there is only one bit line and one source line, as
shown in Fig. 1.3(b). Because NAND architecture uses less contacts per
cell, it can be packed more densely, allowing a minimum cell area of
4F 2 as compared to 10F 2 of the NOR counterpart.

The programming mechanism consists of a controlled shift of the
threshold voltage of the cell: this operation can exploit Channel Hot
Electrons injection (CHE) or Fowler-Nordheim tunneling (FN) mecha-
nism [3]. The former approach needs a relatively high drain to source
current and is used in NOR Flash, where each cell has its drain contact
connected to the bitline. FN programming is instead employed in NAND
Flash, where the drain contact is not available, and provides slower single
bit operation; however, the much smaller value of the tunneling current
allows for parallel programming of several cells in the same array and
largely enhances the overall write throughput. As a consequence, NOR
memory are mainly used for code storage: applications such as embedded
logic that require fast access to data that is modified only occasionally.
In contrast, NAND memory is a high density, block-based architecture
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used for data storage: applications where the random access speed is
not a constraint, but where the high data density and the low cost per
bit are more important, such as for mass storage applications. The erase
operation is achieved in both architectures by FN tunneling and is done
by polarizing the substrate of the device: as the substrate is common to
all the cells in a block, the whole block is erased at once. The reading
mechanism consists in applying a positive bias to the control gate (CG)
and subsequently reading of the resulting current that can be high or
low as a function of VT , hence function of the stored charge in the FG.

The Flash success should also be attributed to the fact that the
realization process is completely compatible with the CMOS one, only
using standard materials and lithography: in fact both the FG and the
CG are made of polysilicon, the tunnel oxide is standard silicon oxide,
while the Interpoly Dielectric (IPD) is constituted of an ONO stack,
i.e., a tri-layers stack with two outer parts made of silicon oxide and an
inner one of silicon nitride. The Flash technology has been profitably
scaled for almost 30 years, following the CMOS evolution: with the cell
dimensions getting smaller and the cells getting closer to each other,
there are some problems afflicting the scaled Flash memories [4, 5].

The presence of trap states in tunnel oxide or in the IPD layer con-
tribute to some of the major issues in Flash memories: high-field stress
induced by FN tunneling during program and erase (P/E) results in a
degradation of the dielectrics and so a generation of traps. Those traps
limit the cycling endurance of the Flash memory, for they cause signif-
icant VT shift after about 105 P/E cycles [6, 7]. Also the presence of
traps in the tunnel oxide may also contribute a trap-assisted-tunneling
(TAT) leakage path, thus causing an increased charge-loss from the FG
by stress-induced leakage current (SILC) [8, 9]: as the the FG is made
of a conductive material, the presence of a leaking path in the tunnel
oxide can lead, in principle, to the complete discharge of the FG itself,
and so the loss of the stored information. Again, oxide traps may also
contribute to VT shifts induced by charge detrapping from the dielectric
layers: electrons trapped during the P/E pulse, are released afterwards,
resulting in a thermally-activated charge loss [10]; although the threshold
shift is lower in this case with respect to the SILC one, it affects most of
the array cells, thus it needs to be carefully predicted for VT window de-
sign, especially in multilevel cell (MLC). This kind of capture/emission
processes can also lead to random telegraph noise (RTN) [11,12]; in this
case the drain current ID fluctuates between two values, as a result of
alternated capture/emission of electrons at an oxide trap close to the
substrate Fermi level (see Fig. 1.4) a high value (low VT , empty trap
state) and a low value (high VT , filled trap state). This leads to an
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Figure 1.4: RTN two-level fluctuation of the drain current in a Flash memory cell.
The low current level corresponds to a filled-trap (high-VT ) state, whereas the high
current level is associated with an empty-trap (low-VT ) state (from [11]).

indetermination on the level achieved after the P/E operation, because
the VT randomly fluctuates between two or more levels, in case there is
more than one trap giving RTN.

With the dimensions of the cell getting progressively smaller, the
RTN impact grows, even more than what could be expected by the
simple trapping of a charge at the interface between the silicon channel
and the tunnel oxide [12,13] : this is due to the fact that the conduction
in the channel is not uniform, but happens through preferred paths.
These percolation paths are due to the presence of discrete dopant ions
and to the local field enhancements that confine the current at the edges
of the cell. Fig. 1.5 shows a TCAD simulation of the current density in
a 18 nm cell [14]: the presence of two dopant ions near the surface is
highlighted, and the current flows mostly on the left edge of the cell.
If there was a RTN trap just over this edge, the current flow would be
greatly reduced, and the VT shift would increase more than expected by
simple 1D calculation.

In addition to RTN, there are other sources of VT spread that should
be considered. As the cell scales down, the number of electrons stored in
the FG decreases at fixed ∆VT [15]. Given the stochastic nature of the
quantum-mechanical tunneling effect, used for injecting charge in the
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Figure 1.5: TCAD simulation of the current density map in a 18 nm cell in presence
of random dopant and edge field enhancement (from [14]).

FG, the actual number of electron injected during a P/E operation may
vary considerably, thus affecting the precision of MLC operations [16].
Accurate modeling of spread due to few-electron effects requires Monte
Carlo and analytical techniques: advanced programming algorithms can
help in reducing the spread, but the problem worsen if MLC are consid-
ered, because the VT difference between two levels decreases with increas-
ing the number of levels to be distinguished in the memory. A further
source of VT instability comes from electrostatic coupling between FGs
of adjacent cells, which increases for decreasing distance between cells in
the array. With high enough electrostatic coupling, the VT of a cell not
only depends on the charge stored in its floating gate, but also depends
on the charge stored in the adjacent cells’ FGs: as these cannot be pre-
dicted, there is an increase in the spread of a VT distribution [17, 18].
These effects require careful array level electrostatic 3D modeling, which
can provide valuable tools for developing P/E algorithms to minimize
cell-cell interferences and improve VT distributions.

1.3 Beyond Floating-Gate Flash

During the years, many possible solutions have been proposed to the
problems exposed in the previous section, and they can be divided into
two groups: evolutionary scenario or non charge-based technologies. The
former case counts on small changes in the realization of the FG cell,
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Figure 1.6: Band diagram during erase for the ultrathin FG concept. The FG is
made of two layers, n-type polysilicon towards the tunnel oxide and p-type metal
toward the IPD (from [19]).

always keeping the information stored in the VT value of a MOS-like
transistor, while the latter is formed by technologies that completely
change the way to store the information putting it, for example, in the
resistive state of a cell.

1.3.1 Evolutionary scenario

In the evolutionary scenario, the information is still stored in the VT

value of a MOS-like transistor and, ultimately, in the quantity of charge
stored in the gate oxide of the cell. Various solutions have been proposed,
changing the way the FG cell is realized, and trying to solve one or more
of the problems exposed.

The first possibility is to use an ultra-thin floating gate, in order to
minimize the electrostatic coupling between adjacent cells [19]. More-
over the FG is made of n-type polysilicon towards the tunnel oxide, to
maintain high erase efficiency, and of a p-type metal towards the IPD,
as shown in Fig. 1.6 thus reducing the leakage current through the IPD
for a given coupling ratio and providing a larger memory window. The
use of a p-type metal gate also allows to avoid the low-κ layer that forms
when a high-κ dielectric is deposited on top of polysilicon, allowing also
to change the IPD material in order to increase the coupling ratio, i.e.
how well the FG potential is controlled by the voltage applied to the
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Figure 1.7: Schematic view of a charge trap memory cell: the charge is stored in
the trapping layer by applying the proper voltage to the control gate (CG); tunnel
and blocking oxides are also shown.

control gate. The main issue of this technology is the feasibility of in-
tegrating a thin metal FG in the process flow to realize the gate stack.
Simulation show that this solution may allow the 15 nm technology to
be realized [5].

Another possibility is to work on the scaling of the physical thickness
of the IPD itself; if the FG can be realized with mono-crystalline silicon,
the SiO2 layer grown on top of it can be as thin as 7 nm, just like
the tunnel oxide [20]. In this way, even at very small cell dimensions,
the architecture can still be realized with the wrapped CG architecture,
because there is still space for the two IPD layers on side of the FGs
and for the CG between two adjacent cells; this allows to increase the
coupling ratio and have higher electron count. Simulations show that
this concept could be used to realize the 10 nm technology node [5]. Main
issues are the integrity of this oxide on an etched sidewall as well as at
the corners of the FG and the cost efficiency of using silicon regrowth
techniques in a memory process flow.

A further alternative is to use the charge-trap (CT) memories. From
the schematic view shown in Fig. 1.7 it can be seen that the polysilicon
FG is replaced by a trapping layer, that is a thin layer of a dielec-
tric material, such as silicon nitride (Si3N4), with a high density of
trapping sites, in which the charge can be permanently stored. This
solution allows to solve, at least in principle, the SILC problem, be-
cause the presence of an eventual conductive path in the tunnel oxide
only discharges the charge stored in traps above it, and not all the
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Figure 1.8: Schematic of a PCM cell. The active chalcogenide material is contacted
by the heater, which heats it through electrical pulses. The cell is in the low resistive
state (set state) when the chalcogenide is all crystalline (left), while the high resistive
state (reset) is characterized by the presence of an amorphous active volume (right).

charge in the FG, as it is in standard Flash devices. Also the interfer-
ence is greatly reduced, because the trapping layer is as thin as a few
nm, compared to the around 80 nm of the polysilicon FG [21], thus
reducing the electrostatic coupling between adjacent cells. CT technolo-
gies, such as Silicon-Oxide-Nitride-Oxide-Silicon (SONOS) and TaN-
Alumina-Nitride-Oxide-Silicon (TANOS) memories, will be discussed in
more depth in section 1.4.

1.3.2 Non charge-based technologies

A part from the possible evolutions exposed in the previous section, there
are also other technologies that are based on different physical phenom-
ena to store the information. Among new proposed storage concepts
it is possible to include the magneto-resistive memory (MRAM) [22],
ferro-electric memory (FeRAM) [23], phase-change memory (PCM) [24]
and resistive-switching memory (RRAM) [25,26]. All this concepts base
their working principle on a change of the resistance in the active ma-
terial, with the exception of the FeRAM, where data are stored in the
polarization of a ferro-electric material and the memory element is ba-
sically a capacitor. Out of these concepts, the most advanced and most
promising is the PCM, that is based on the ability of chalcogenide mate-
rial to reversibly switch between a crystalline low resistive state and an
amorphous high resistive one by simply heating the material with the
passage of an electric current, as shown in Fig 1.8. The active chalco-
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Figure 1.9: Sketch of the operations in a RRAM cell. The active material is normally
in a high resistive state (left). By the application of electric pulses, a conductive path
can be formed, bringing the cell in the low resistive state (right).

genide material is contacted by a thin metallic plug, the heater, in order
to allow the change of phase, from crystalline to amorphous and vice
versa, by electric pulses. The information is stored in the resistive state
of the cell and can be simply read by applying a fixed voltage to the
cell and reading the current flowing through the active material. PCMs
are faster than Flash memories, as the P/E and reading operations only
require 10÷ 100 ns, vs the 0.1÷ 1 ms of the Flash memories. Also PCM
are more resistant to degradation, and can be cycled at least 2 orders
of magnitude more than the FG counterpart, relaxing thus the need of
a wear leveling algorithm in the controller of the memory. Despite all
these advantages, the PCM technology is not as widespread as the Flash
one, because it is more expensive, for it requires material that are not
used in the standard CMOS process flow and it is more power-hungry,
as it need a high current pulse for the switching in order to heat the
chalcogenide material up to 600◦C and allow the switch between the
two phases. For these reasons PCMs are not as widespread as the Flash
memories, and are generally seen as a replacement for the NOR mem-
ories, that require less density of integration, need to be fast and are
frequently read but only seldom written. Anyway the scaling of the cell
also reduces the volume of the material used and the amount of power
needed for the switching, while the mass production can further reduce
the production cost: these effects can relieve the actual drawbacks of
PCMs with respect to Flash.

Another promising technology is the RRAM: this kind of memory
is based on the ability of some dielectric materials to switch between a
high resistive state and a low resistive one thanks to the creation of a
conductive path that, depending on the dielectric material, the contacts
material and the electrical pulses used for the programming of the cell,
can be due to defects in the oxide, or to metal migration, etc. (Fig. 1.9).
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The conductive path can be afterwards dissolved by the application of
a proper electric pulse, making the process reversible, and allowing to
take advantage of it to store a bit. Like the PCM cells, the P/E and
reading operations are very fast, and also need less power to make the
cell switch, but they degrade faster than PCM cells and so the endurance
is still quite low. RRAMs are still in the research phase and are forecast
to replace the NAND Flash technology below the 10 nm node.

1.4 Charge trap memories

In the evolutionary scenario, one of the best alternatives to the FG Flash
memories is to use the Charge Trap (CT) concept. In this technology
the polysilicon FG in Flash memories, is replaced by a trapping material,
that is an insulator with a high density of defects that can act as traps
in which store the charge injected during the programming phase. The
main advantage is that the presence of a conductive path in the tunnel
oxide, that in FG case is the cause of SILC, can only discharge the
traps right above it, because the electrons cannot move freely, but are
held in the traps. Another advantage in substituting the FG with a
trapping material, is that the layer thickness decreases of about one
order of magnitude, from ∼ 80 nm [21] to ∼ 6 nm [27], also reducing the
interference due to electrostatic coupling between adjacent cells. The
two main CT technologies are the SONOS and TANOS cells, and one
of the interesting advantages of the CT cells is that they can be used to
exploit the third dimension and realize 3D structures.

1.4.1 SONOS cells

One of the first CT concept proposed is the Silicon-Oxide-Nitride-Oxide-
Silicon (SONOS) cell [28], in which the trapping layer is made of silicon-
nitride (Si3N4), the blocking oxide is of silicon dioxide, and the control
gate is a polysilicon one. The use of a trapping layer in which the
charge is stored in traps and, once captured, is basically fixed in that
position, requires that the programming operation is as uniform as pos-
sible, in order to obtain a threshold that is uniform on all the channel:
for this reason SONOS memories are usually programmed using the
Fowler-Nordheim (FN) tunneling. Analogously, also the erase should be
homogeneous above the channel, in order to avoid charge accumulation
after cycling the cell: also for the erase phase, FN tunneling is normally
used.

One of the problems of the SONOS cells is the injection of electrons
from the gate through the blocking oxide during the erase operation: as
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Figure 1.10: Erase transients on SONOS devices with tunnel oxide thickness of 2.0
(solid lines) and 2.5 nm (dashed lines) at different voltages. Nitride layer thickness
is 6 nm with 8 nm blocking oxide, and the cell were programmed to VT = 6 V prior
the erasing operation. It is evident the saturation of the erase curves, especially for
the cell with the thicker tunnel oxide and at higher erasing voltages (data from [29]).

the blocking oxide is made of the same material as the tunnel oxide, also
the electric field will be similar. During the erase there will be an out-
ward electron flux from the nitride to the substrate and an inward flux
from the gate to the nitride: when the two fluxes balance each other,
the threshold voltage saturates, as shown, for example, in Fig. 1.10 by
the dashed blue lines [29]. This effect limits the lower threshold volt-
age achievable during erase to a level that depends on the tunnel oxide
thickness and the gate voltage used for the erase operation. To solve the
erase saturation problem, one solution is to enhance the hole injection
from the substrate: as the hole injection is more difficult due to the
higher valence band offset between the substrate and the tunnel oxide,
the tunneling barrier must be very thin, in order to enhance considerably
the hole current (2 nm or lower [29]). In this way the erase saturation
happens at lower VT values, even if still present (as shown in Fig. 1.10
by the solid lines). The problem in making the tunnel oxide so thin is
in the retention phase: both the programmed and the erased states lose
charge faster and, after 10 years, the residual threshold window is only
hundreds of millivolts [30]. In literature it is possible to find examples of
SONOS memories able to guarantee, after 10 years retention at 85◦C, a
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Figure 1.11: Comparison between erase transients in a SANOS cell (a), with polysil-
icon gate, and a TANOS one (b), with TaN gate. Both cell have the same gate stack
with alumina used as a blocking oxide: it is visible as the transient saturation happens
at lower voltages for the cells using a metal gate (from [33]).

residual threshold window, although quite small [31,32]: these memories
can be used in System-on-Chip (SoC) products as embedded memories;
thanks to the complete compatibility with the CMOS process, and to
the lack of additional masks, as it happens with FG Flash, the SONOS
memories are a viable solution for low cost embedded systems.

In order to improve the erase transient without affecting too much
the retention, TANOS memories were introduced: by using a higk-κ
material as a blocking oxide, the injection of electron from the gate can
be greatly reduced.

1.4.2 TANOS cells

By simply changing the blocking oxide material and using a metal gate,
the erase saturation problem can be solved. This is obtained in the TaN-
Alumina-Nitride-Oxide-Silicon (TANOS) cell [33]. In Fig. 1.11 [33] are
shown the experimental erase transients obtained using these devices:
it is evident how this solution can help in solving the erase saturation
present in SONOS cells.

Using a high-κ dielectric as the blocking oxide, like the aluminum
oxide or alumina (Al2O3) which has a dielectric constant ε ≈ 9÷10 [34–
36], the same electrostatic coupling between the gate and the nitride
can be obtained with a thicker layer, leading to a lower electric field in
the blocking oxide, and thus a lower tunneling flux during erase. There
are technological problems in using a polysilicon gate over the alumina
layer due to fermi level pinning at the interface [37]. For this reason
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(a) (b)

Figure 1.12: Principle scheme of a vertial cylindrical memory: (a) Birds-eye view,
(b) equivalent circuit of the array.

a high barrier between the Fermi level in the gate and the conduction
band of alumina can only be obtained using a metal gate made of a
material with a high work function, such as Tantalum-nitride (TaN)
that is a metal that can be easily integrated in the CMOS process and
has φWF ≈ 4.7 eV [34,36].

1.4.3 3D structures

Three-dimensional memories are gathering increasing attention as future
ultra-high density memory technologies to keep a trend of increasing bit
density and reducing bit cost [38]. The simplest approach is to build
the cell on a thin polysilicon substrate, and stack more than one level:
this solution increases the density with the number of levels, but does
not offer any advantage over traditional planar SONOS cells in terms of
P/E and retention operations [39, 40].

Another approach is to build a SONOS cell with a cylindrical sub-
strate: the structure can be built by drilling a hole in a alternated
polysilicon-oxide stack (the conductive layers will be used for the gates
of the cells), and then deposit the ONO stack on the side of the hole
and fill the remaining gap with a polysilicon channel [41–43], obtaining
a final structure similar to the one shown in Fig. 1.12

These kind of gate-all-around charge-trap (GAA-CT) cell with ver-
tical channel are considered one of the most promising structures for
future NAND Flash technologies, showing improved program/erase and
retention performance with respect to planar devices [44]. This is due to
the curvature effect that relaxes the erase saturation problem: the elec-
tric field in the blocking oxide is lower than the one in the tunnel oxide,
allowing to increase the out flux from nitride traps toward the substrate
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Figure 1.13: Comparison between a cylindrical GAA-CT cell and a planar one with
the same gate stack during erase at VG = −12 V and with neutral nitride: (a) energy
band profile and (b) electric field.

and reducing the back-tunneling flux coming from the gate. In Fig. 1.13
are reported the energy band diagram and the electric field for a GAA-
CT cell with ONO thickness of 4.5/6.0/7.0 nm and an equivalent planar
one, under erase conditions with neutral nitride and VG = −12 V: in
the planar cell the electric field in the blocking oxide and the one in
the tunnel oxide are the same, thus leading to comparable fluxes and to
erase saturation. Instead in the GAA case the electric field decreases
with increasing radius, so the electric field is higher near the substrate
than near the gate, leading to less important charge injection through
the blocking oxide.

1.5 Motivation of the work

With the increasing problems arising for FG Flash memories as scaling
proceeds, it is important to study the achievable performance of the
presented alternative solutions. The most promising solution seems to
be represented by the CT memories, as they are based on an evolution
of the actual mainstream technology. It is important to understand the
achievable performance and the limitations of this technology, in order to
understand if it can replace the FG Flash and, in case, at which technol-
ogy node. In order to do that it is important to understand the physics
at the basis of the fundamental operations, i.e., program, erase and re-
tention transients. In order to do that various modeling approaches can
be adopted, ranging from 1D analytical models, that are useful to under-
stand the main dependences of the transients on the basic parameters
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of the structure, to full 3D models that can also help in understanding
the geometric effects in ultra-scaled cells and optimize, for example, the
doping profile in order to avoid problems arising from the fringing field.
Also different compositions of the gate stack must be evaluated: the
TANOS technology, that seemed able to solve the SONOS problem with
erase saturation, cannot be considered a complete solution, as is still
has problems due to non-idealities of the alumina layer [36,45–47]; also
nitride engineering, varying the silicon content, gives an erase/retention
trade off [48]. BE-SONOS cells and all the modifications on the concept
may be interesting, but the trapping in the thin nitride layer should
be carefully modeled in order to fully understand the possibilities and
the improvement that this technology can give with respect to the stan-
dard charge trap memories and how it can help in solving the trade off.
Moreover, with the FG Flash scaling projected down to the 10 nm node,
other structures are gaining interest, namely 3D concepts, such as the
ones using a vertical cylindrical substrate, that can improve the per-
formance thanks to the curvature effect of the device, that can help in
improving program and erase despite using relatively thick tunnel and
blocking oxides, needed to achieve the retention requirements.

The aim of the present thesis is to analyze some of the previous points
and create models able to catch the physics of the various operations,
to reproduce experimental data, and predict possible optimizations of
the different parameters of the cell. Both planar and cylindrical devices
will be analyzed, focusing mainly on the critical points to the realization
of the memory cells and trying to give a physical explanation to some
aspects in which these memories behave in a different way with respect
to standard FG Flash memories.

In particular, chapter 2 will focus on the modeling of planar CT
memories: first a simple analytical model for the program operation of
these devices will be presented, allowing to explain some of the funda-
mental differences between the FG and the CT memories. This model
is also used to perform a parametric analysis and understand the main
dependences of the programming transient on different parameters. Af-
terwards a more accurate numerical model will be introduced, in order to
address some of the peculiarities that cannot be described by the analyti-
cal one: the model is able to reproduce program and erase transients, and
is tested against experimental data on SONOS devices. Later, in order
to understand the differences between the SONOS and TANOS mem-
ories, the impact of the introduction alumina layer in TANOS devices
will be discussed, starting from experimental evidences and integrating
the extracted properties in the previous model, allowing to reproduce
experimental program, erase and retention transients on such devices.
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Afterwards, in Chapter 3, a study of Incremental Step Pulse Pro-
gramming (ISPP), that is the most used programming scheme in FG
Flash devices, will be presented. This algorithm has some intrinsic ad-
vantages in FG Flash, but these are reduced in CT memories. The
study is made with a characterization of ISPP on large area SONOS
and TANOS capacitors, and using a 3D model on deca-nanometer de-
vices. The analysis made on large area SONOS capacitors allows to
better understand the physical differences between these devices and
the FG Flash, mainly highlighting and explaining the decrease in the
trapping efficiency without considering geometric effects, and then ex-
tending the characterization to TANOS devices, pointing out the role
of the alumina layer. Finally, an analysis on ultra-scaled devices will be
presented, revealing a further decrease of the programming efficiency,
that is caused by the fringing field.

Chapter 4 will be dedicated to the modeling of cylindrical CT mem-
ories. A physics-based analytical model will be presented, obtaining
the electrostatic solution and studying the curvature effect impact on
the tunneling current and on the transient dynamics. The model will
then be tuned against experimental data on both cylindrical SONOS
and TAHOS devices, and finally a parametric analysis of the gate-all-
around CT cells will be presented, allowing to point out the achievable
performance for the structure depending on the cell parameters.

At the end, in Chapter 5 lateral charge migration in the nitride layer
will be studied: in 3D structures the nitride is not cut at the borders of
each cell, and this can lead to worse retention transient. In order to study
the effect, planar SONOS cells with nitride layer not patterned above
the active area are characterized. The obtained experimental data will
be presented, explaining how the results can be interpreted in terms of
lateral diffusion of the charge out of the active area of the cell. Starting
from these results, a 2D model able to simulate retention transients
is developed and tested against the experimental data, highlighting the
need of a diffusion process to reproduce retention transients on measured
cells. The model is then extended to cylindrical geometries, and an
analysis of 3D structures is carried on, allowing to understand the impact
of the lateral charge migration on these devices. In conclusion, a first
order analysis of the scaling limitations, due to retention constraints,
will be presented.



Chapter 2

Modeling of planar

charge-trap memories

In this chapter the modeling of program, erase and
retention operations in charge trap memories will be
presented, giving an insight of the physics that rules
these basic operations. First a basic 1D analytical
model will be introduced to investigate the fundamen-
tal differences with the FG cells. Then the model is
extended into a numerical one, able to simulate pro-
gram and erase (P/E) transients in CT cells, and is
tested against data obtained on SONOS devices. Fi-
nally the alumina non-idealities will be studied and the
model will be further extended to reproduce P/E and
retention transients on TANOS devices.

2.1 Introduction

Charge trap memories are considered a viable solution for the contin-
uation of the scaling trend of the Flash memories, as they solve some
of the problems arising with the scaling of the traditional FG tran-
sistor. Replacing the polysilicon floating-gate with a nitride layer for
charge storage allows in fact a significant improvement in cell immunity
to stress-induced leakage current (SILC) and cell-to-cell parasitic inter-
ference, enhancing the scaling perspectives of the technology from the
reliability standpoint. The SONOS gate stack has been one of the first
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architectures implementing the CT memory concept, but showed poor
performances due to the compromise between data retention (requiring
a relatively thick bottom oxide to avoid the trapped charge to escape
from the nitride) and program/erase (P/E) window (requiring a thin
tunnel oxide to avoid erase saturation) [49].

The TaN/Al2O3/Nitride/Oxide/Silicon (TANOS) structure has been
proposed to solve this compromise, featuring a bottom oxide thickness
larger than 4 nm for long data retention and disturb immunity and high-
κ top dielectric with high work-function metal gate for reduced erase
saturation [50]; nevertheless the alumina layer cannot be considered an
ideal dielectric, for it has a non negligible density of defects [36, 45, 46],
that must be taken into account to correctly reproduce the program,
erase and retention transients in TANOS memories.

A modeling of planar large area devices can help in understanding
the physical principles behind the basic operations of program, erase
and retention, and explain some of the differences with the FG cells. In
the recent years several 1D modeling approaches have been developed
to describe large area planar charge traps devices [34, 51–56]: most of
them treat the trapping/detrapping process in the silicon nitride using
the Shockely-Read-Hall (SRH) recombination process [57], usually with
the approximation made by Arnett when considering it in insulators at
high field [58].

2.2 SONOS modeling

Fig. 2.1 shows the band diagram along a SONOS memory device during
programming at a high gate voltage VG: starting from simple physical
equations, a first order analytical model for the programming phase
can be derived, allowing the understanding of some basic properties of
VT transients in nitride memories. A more refined numerical model
is then presented to achieve a good quantitative agreement between
experimental and modeling results. The model implements an accurate
description of the trapping/detrapping processes in the nitride layer,
including the detailed description of electron and hole transport in the
layer. Also the finite number of traps available for charge storage, their
energetic and spatial distribution, and the nonzero energy relaxation
length of injected carriers [34,59] are taken into account. With all these
features, the model is able to explain the reduced gate control over
VT transients with respect to floating-gate cells during programming,
which affects the achievable programming performances, and can also
reproduce the erase and retention phases.
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Figure 2.1: Schematics for the band profile in the SONOS structure during a pro-
gram operation, highlighting the electron fluxes taking place in the device.

2.2.1 First order analytical model for programming

Starting from the band diagram shown in Fig. 2.1, a simple first order
analytical model for the programming phase can be derived. Assuming
that there is a charge Q trapped in the nitride with centroid at a distance
tx from the blocking oxide interface, this gives rise to a threshold-voltage
shift ∆VT

∆VT = −Q
(

tbo
εbo

+
tx
εsin

)

= − Q

Cpp
. (2.1)

In the previous equation, εsin and εbo are the nitride and the blocking
oxide dielectric constants respectively, tbo is the blocking oxide thickness

and Cpp =
(

tbo

εbo
+ tx

εsin

)−1
is the capacitance from the trapping point to

the gate. The tunneling current entering the silicon nitride layer is
strictly related to the electric field F in the bottom oxide, which can be
straightforwardly calculated as

F =
VG −∆VT

EOT
, (2.2)

where it was assumed, for the sake of simplicity, that the flat band
voltage of the device is VFB ≈ 0 V, and where EOT is the equivalent
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oxide thickness of the gate stack, given by

EOT = εox

(

ttun

εtun
+
tsin
εsin

+
tbo
εbo

)

, (2.3)

where ttun and tsin are the tunnel oxide and silicon nitride layer thick-
nesses and where εtun and εox are the the tunnel oxide and the SiO2

dielectric constants. For the sake of generality, different dielectric con-
stants are considered for the tunnel and blocking oxides and for nitride
(respectively εtun, εbo and εsin), though final results for the SONOS de-
vices will consider εtun = εbo = εox. The density of electron-filled traps
in the nitride n′t = −Q/q (units: cm−2) increases as a consequence of
the capture of a part of the FN electron flow coming from the substrate,
according to the relation [58]

dn′t
dt

=
J

q
σ
(

N ′t − n′t
)

− n′t 〈e〉 , (2.4)

where J is the current density of the charge entering the nitride layer
(units: A/cm2), σ is the capture cross section of the nitride traps (units:
cm2), N ′t is the total trap density (units: cm−2), and 〈e〉 is the electron
detrapping rate (units: s−1), e.g., by thermal or tunneling emission.
Note that the product σ×N ′t should be lower than one for the previous
equation to keep its validity: in fact that term represents the fraction
of the injected flux that is trapped per unit of time, when the traps
are empty, i.e., when n′t = 0. Taking the time derivative of (2.1) and
combining it with (2.4), the following equation for the time evolution of
∆VT can be obtained:

∆VT

dt
=
Jσ (N ′t − n′t)− qn′t 〈e〉

Cpp
= Jσ

(

N ′t
Cpp

− ∆VT

q

)

−∆VT 〈e〉 , (2.5)

where Cpp is considered as a time-independent constant, i.e. any vari-
ation of the charge centroid in the nitride with time is neglected. In
order to solve (2.5), the following FN formula for the tunneling current
through the bottom oxide can be used:

J = AF 2e−B/F (2.6)

where A and B depend on the physical parameters of the potential
barrier [60, 61]. By means of (2.2) and (2.6), (2.5) can be expressed as
a function of the electric field F

dF

dt
= −AF 2e−B/F

[

σN ′t
CppEOT

− σ

q

(

VG

EOT
− F

)]

+

(

VG

EOT
− F

)

〈e〉 .
(2.7)
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Figure 2.2: Programming ∆VT transients calculated by (2.10) for different VG val-
ues. Results for VG = 16 V are also shown for ∆VT0 = 1 and 2 V.

Large number of trapping sites and no detrapping

Neglecting electron detrapping (i.e., putting 〈e〉 = 0) and assuming that
N ′t ≫ n′t, only the first term in the square brackets on the RHS of (2.7)
can be considered, obtaining

dF

dt
= −AF 2e−B/F σN ′t

CppEOT
, (2.8)

which can be straightforwardly integrated, with the initial condition
F (t = 0) = Fi, to obtain the time evolution of the electric field F during
programming

F =
B

ln
(

σN ′tAB
CppEOT t+ eB/Fi

) . (2.9)

If no charge is initially stored in the nitride, Fi = VG/EOT . Using
(2.2), (2.9) gives the ∆VT evolution with time

∆VT = VG −
EOT ·B

ln
(

σN ′tAB
CppEOT t+ eB/Fi

) . (2.10)

Fig. 2.2 shows the calculated ∆VT transients obtained at VG equal to
14, 16, and 18 V, assuming the device parameters reported in Table 2.1.
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Parameter Value

ttun 4.0 nm

tsin 6.0 nm

tbo 6.0 nm

εtun 3.9

εsin 7.5

εbo 3.9

A 10−5 A/V2

B 2.4 · 108 V/cm

N ′t 3 · 1013 cm−2

σ 10−15 cm2

Table 2.1: List of the parameters used to calculate the ∆VT programming transients
shown in Fig. 2.2.

For a time t that is sufficiently long to lose the ∆VT dependence on the
different initial electric field Fi, the curves are only vertically shifted by
the difference in their programming VG. This means that, for a fixed time
t, the Gate Sensitivity Factor GSF = ∂∆VT /∂VG for the transients is
equal to one, as normally obtained on floating-gate memory cells. Note
that this result does not derive from the trapping of all the electrons
injected into the nitride layer, because it was assumed that σ ×N ′t < 1
(i.e. the fraction of the incoming flux that is trapped per unit time), but
from the hypothesis that the trapped charge density is negligible with
respect to the number of traps, so the trapped flux remains constant
through time. From (2.2), in fact, when the programming voltage is
increased from VG1 to VG2, the same electric field F is obtained when
the difference between the threshold-voltage shift obtained in the two
cases (called ∆VT1 and ∆VT2 respectively), is equal to: ∆VT2−∆VT1 =
VG2 − VG1. When this condition is reached, the same tunneling flux
enters the nitride layer and the same ∆VT evolution takes place in both
cases, as no limitations in the trapping dynamics come from the charge
that has already been stored, owing to the assumptions made. As a
result, the ∆VT transients are only vertically shifted by VG2 − VG1.

Fig. 2.2 also shows that, for a fixed programming voltage VG, the
∆VT transients display a converging behavior when different initial ∆VT

values are assumed (e.g., ∆VT,i = ∆VT (t = 0) = 1 and 2 V in the figure
for VG = 16 V), as usually obtained in floating-gate memory devices.
Moreover, (2.10) states that the shape of these transients is affected
only by a change in EOT or B. In fact, any change in σ, Cpp, A, or
N ′t determines only a horizontal shift of the curves in the logarithmic
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Figure 2.3: Programming ∆VT transients calculated by (2.10) for different values
of the tunneling parameters A and B.

time axis, as shown in Fig. 2.3 when changing A from 10−5 to 10−4

A/V2 for a fixed B. Instead, the figure shows that decreasing B from
2.4 × 108 to 108 V/cm increases the slope of the transient: this is due
to the less field dependent tunneling current characteristics that result
from the reduction of B, allowing a smaller decrease of the programming
current for a given charge stored in the nitride layer. Finally, note that
the change in shape of the ∆VT curve does not modify the GSF of the
transients, which is still equal to one.

Effect of the finite trap density

When the hypothesis of N ′t ≫ n′t is removed, still in the case of no charge
detrapping, (2.7) becomes

dF

dt
= −AF 2e−B/F

[

σN ′t
CppEOT

− σ

q

(

VG

EOT
− F

)]

(2.11)

Fig. 2.4(a) shows the ∆VT transients calculated by the numerical
integration of (2.11) for different N ′t values, maintaining the σ × N ′t
product constant, in order to maintain the same trapping at the be-
ginning of the transient. The reduction of N ′t from 1014 to 1013 cm−2

determines a lowering of the transients as the achieved ∆VT gets higher;
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Figure 2.4: Numerical integration of (2.11) for different N ′t values: (a) ∆VT and
(b) GSF transients.

this comes from the smaller number of empty traps available [62]. The
corresponding GSF is shown in Fig. 2.4(b): it is evident that the max-
imum value for the lower N ′t case is reached for ∼ 100 µs and is slightly
lower than 0.7. For N ′t = 3 × 1013, the GSF rapidly drops to zero be-
low 1 ms, as the programming time is not long enough to make all the
transients lose their dependence on the initial Fi for all the curves, and
a ∆VT ≈ 0 V is maintained at VG = 14 V; for longer times the curve
converges to about 0.95. Finally, the case with the higher trap density ,
i.e. with N ′t = 1014, can be approximated with the case of infinite traps,
presented in the previous section: a convergent behavior of the GSF
curve toward one for increasing programming times is obtained; also in
this case, for times lower than about 1 ms the GSF drops to zero.

Effect of non-zero detrapping

Fig. 2.5(a) shows the ∆VT transients calculated by (2.7) when a constant
electron detrapping rate 〈e〉 = 1 s−1 is assumed, with N ′t = 1014 cm−2.
Electron detrapping makes the transients saturate at a maximum ∆VT

level which is not determined by the filling of all the available traps but
by an equal rate of trapping and detrapping processes. As a consequence,
the saturation level depends on the programming voltage, while the time
at which saturation occurs is barely affected by VG. The effect of electron
detrapping on the GSF is shown in Fig. 2.5(b): for short programming
times, the curves for 〈e〉 6= 0 coincide with those for 〈e〉 = 0, while
they slightly drop to a lower value, determined by the separation of the
maximum ∆VT levels for the different VG, when saturation occurs.
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Figure 2.5: Numerical integration of (2.7) for different detrapping coefficients: (a)
∆VT and (b) GSF transients.

2.2.2 Physics based numerical model

The analysis of the program operation presented in the previous section
allowed a first-order evaluation of the dependence of the programming
∆VT transients on the main physical and device parameters of SONOS
memories. A reduced gate control on the threshold-voltage shift achieved
at a fixed programming time was shown to appear as a result of the fi-
nite number of traps in the nitride layer. This reduced gate control was
quantified by means of the GSF , representing a fundamental parame-
ter for the determination of the achievable programming performances
of the SONOS technology. A value of this parameter lower than one
represents a drawback of nitride with respect to floating-gate storage,
critically limiting the possibility to scale the programming voltages. This
analytical model is then useful for a first order evaluation, but cannot
be used as a main tool to predict the real transient in CT memories, as
the trapping/detrapping dynamics are approximated, considering all the
traps in the middle of the nitride and a fixed emission coefficient. In or-
der to overcome these problems a more accurate numerical model, that
self-consistently solves the Poisson, continuity and trapping equations
in the nitride layer using a drift-diffusion formalism, has been realized.

Numerical model

The equations implemented for modeling the VT transients in charge
trapping devices are a modification of the Arnett’s system [58], where
the contribution of holes in presence of amphoteric traps was added [63].
This results in a highly coupled system:
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∂2ψ(x, t)

∂x2
=

q

εsin
[nc(x, t)− pv(x, t) + nt(x, t)− pt(x, t)]

∂nc(x, t)

∂t
=

1

q

∂Jn(x, t)

∂x
−Rn

∂pv(x, t)

∂t
= −1

q

∂Jp(x, t)

∂x
−Rp

∂nt(x, t)

∂t
=
Jn(x, t)

q
σn [Nt − nt(x, t)− pt(x, t)] +

− en(x, t)nt(x, t)−
Jp(x, t)

q
σrnnt(x, t)

∂pt(x, t)

∂t
=
Jp(x, t)

q
σp [Nt − pt(x, t)− nt(x, t)] +

− ep(x, t)pt(x, t)−
Jn(x, t)

q
σrppt(x, t)

(2.12a)

(2.12b)

(2.12c)

(2.12d)

(2.12e)

In the previous system, Nt, nt and pt are the volume densities of
traps and of trapped electrons and holes in the nitride, nc and pv are
the free electron and hole volume densities in the nitride conduction
and valence bands, en and ep are the total electron and hole emission
rates from the traps as resulting from the different physical mechanisms
described later. In order to account for the different trapping rates
of amphoteric traps in their neutral, positively- and negatively-charged
state, four different trapping cross-sections have been used: σn and σp

are the electron and hole capture cross-sections for neutral traps, while
σrn and σrp are their counterparts in the case of recombination of a
negative- or positive-charged traps, respectively. Finally, Rn and Rp

(units: cm−3s−1) describe the net electron and hole recombination rates
due to carrier trapping/detrapping in presence of the electron and hole
currents Jn and Jp that replace the classical SRH terms in a general
semiconductor:



















Rn =
∂nt(x, t)

∂t
+
Jn(x, t)

q
σrppt(x, t) +

Jp(x, t)

q
σrnnt(x, t)

Rp =
∂pt(x, t)

∂t
+
Jp(x, t)

q
σrnnt(x, t) +

Jn(x, t)

q
σrppt(x, t)

(2.13a)

(2.13b)

The system (2.12) includes the Poisson equation in the nitride, with
electrostatic contributions of both free and trapped charges, and the
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continuity equations for electrons and holes in the conduction and va-
lence bands. The last two equations of (2.12) describe electron and hole
trapping and detrapping in presence of amphoteric traps. Note that, due
to the amphoteric assumption, the trap density Nt is unique for both
carriers (i.e. both carriers interact with the same physical center). In
addition to these equations, the hole and electron currents are calculated
with the standard drift-diffusion formalism:















Jn(x, t) = qnc(x, t)µnF (x, t) + qDn
∂nc(x, t)

∂x

Jp(x, t) = qpv(x, t)µpF (x, t)− qDp
∂pv(x, t)

∂x

(2.14a)

(2.14b)

where µn and µp are the electron and hole mobilities and Dn and Dp

are the diffusion coefficients calculated by means of the Einstein relation
(D/µ = kBT/q), being kB the Boltzmann constant and T the absolute
temperature. Due to the high electric fields a modified Einstein rela-
tion should be used for the mobility-diffusion ratio (e.g. Arora relation
[64] and references therein). However, due to the negligible impact of
diffusion process at high fields, this correction can be neglected.

The carrier emissivity phenomena must be carefully modelled due to
different ways how a carrier can be emitted from a trap and the unknown
relative weight of the different phenomena. The emission coefficient en
can be written in the following way (and similarly for ep):

en = νthPth + νtbPtb, (2.15)

where Pth is the thermal emission probability, Ptb is the trap-to-band
tunneling probability (calculated by means of the Wentzel-Kramers-
Brillouin (WKB) equation [65]) and νth and νtb are the correspond-
ing attempt-to-escape frequencies. The thermal emission coefficient has
been calculated according to [66]:

Pth = e−(ET−βpf

√
F )/kBT , (2.16)

where ET is the trap energy position with respect to the nitride con-
duction band and βpf is a constant value dependent on the material
properties (for the silicon nitride, βpf ≈ 3.8 · 10−4

√
Vcm). As final de-

tails over the numerical model, the traps in the nitride have a gaussian
energy distribution [67] with average trap depth ET = 1.5 eV and stan-
dard deviation σE = 0.2 eV, and the injected electron flux has a finite
relaxation rate λ = 3.1 eV/nm [34], so that only electrons on the edge
of the conduction band can be trapped.
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In order to solve numerically system (2.12) and determine the VT

transient of the memory device under program, erase or retention con-
ditions, the free and trapped electron and hole concentrations must be
calculated as a function of x and t. To this aim, equations have been
discretized in the spatial and in the time domains using the standard
central-difference scheme for the Poisson equation and the Scharfetter-
Gummel approximation for the current density equations [68].

In order to test the performance of the model presented in this sec-
tion, it has been tested with a test case coming from published data.
The parameters used for the fitting are the ones of the traps: the trap
density Nt, the four capture cross sections σ and the emission escape
frequencies ν, as they depend on the process used to deposit the silicon
nitride layer.

Numerical treatment

In order to numerically solve system (2.12) and determine the VT tran-
sient of the memory device under program, erase or retention condi-
tions, the free and trapped electron and hole concentrations must be
calculated as a function of x and t. To this aim, equations have been
discretized in the spatial (index i, space step hi) and in the time (index
k, time step τk) domains using the standard central-difference scheme
for the Poisson equation and the Scharfetter-Gummel approximation
for the current density equations [68]. Space discretization allows the
use of a non-uniform mesh to refine, for example, the current injection
boundaries during program and erase simulations. Referring to electrons
(holes are treated in a similar way), the following system results, where
B(y) = y/(ey−1) is the Bernoulli function and Bp = B(µ/D(ψi+1−ψi))
and Bn = B(µ/D(ψi − ψi+1)):
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The trapping dynamics is hidden in the term Rk
i allowing the use

of tridiagonal solver for both the Poisson and continuity equations.
The time solutions stability is obtained using implicit numerical meth-
ods: backward-Euler scheme for the continuity equations and two-step
backward-differential-formula for the trapping equations.
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Fig. 2.6 shows the adopted Gummel-map. The initial guess is used
to solve the Poisson and continuity equations, then solving the coupled
electron/hole trapping equations until convergence. The convergence
of the full system including Poisson, continuity and trapping equations
is then checked: in the case convergence is not reached, the calculated
functions are used as the new guess for the solution of the Poisson and
continuity equations. The residuals of the main cycle for each equation
are shown in Fig. 2.7: Poisson equation rapidly converges, while trap-
ping equations require a higher number of iterations, though eventually
converging even for strongly-coupled systems.

Program/Erase performance

In order to simulate the programming transient, appropriate boundary
conditions should be given for solving the system (2.12). The origin of
the x axis is set at the nitride/blocking oxide interface, so that the tunnel
oxide/nitride interface is at x = tsin; the electron tunneling currents J tun

e

flowing from the substrate to the nitride, due to the finite relaxation rate,
forces a boundary condition at x = xr, rather than x = tsin, where xr

is the coordinate at which the incoming flux relaxes on the bottom of
the conduction band. The boundary conditions for the programming
transient are:
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Jn(xr, t) = J tun
e + qnc(xr, t)µnF (xr, t) + qDn

∂nc(xr, t)

∂x
Jp(tsin, t) = 0

Jn(0, t) = qnc(0, t)µnF (0, t)TCbo
e

Jp(0, t) = 0

nc(x, 0) = pv(x, 0) = 0

nt(x, 0) = pt(x, 0) = 0,

where TCbo
e is the tunneling transmission coefficient of conduction-

band electrons through the top dielectric, calculated with the WKB
approximation. The boundary condition applied to the hole current
is strictly valid when a metal gate is used, but represents also a good
approximation for SONOS-type devices, having a rather large top oxide
thickness (e.g. 5−8 nm) and therefore negligible hole injection from the
gate to the nitride.

For the erase transient, the bottom interface is characterised by both
hole injection from the substrate (J tun

h ) and electron emission from traps
directly to the substrate or to the conduction band; electron injection
(Jbo

e ) and possible hole emission must be accounted for the gate interface.
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Figure 2.6: Modified Gummel map used: the inital guess is used to solve Poisson,
electron and hole continuity equation; after that, the coupled trapping equations are
brought to convergence and the full systems convergence is checked.
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The relaxation position for electrons injected from the gate is at x = xr,
while zero-length thermalization was assumed for holes. The boundary
conditions become:
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Jn(xr, t) = Jbo
e + qnc(xr, t)µnF (xr, t) + qDn

∂nc(xl, t)

∂x

Jp(0, t) = qpv(0, t)µpF (0, t)TCbo
h

Jn(tsin, t) = qnc(tsin, t)µnF (tsin, t)TC
tun
e

Jp(tsin, t) = J tun
h + qpv(tsin, t)µpF (tsin, t) + qDp

∂pv(tsin, t)

∂x
nc(x, 0) = pv(x, 0) = 0

nt(x, 0) = n0(x, 0)

pt(x, 0) = p0(x, 0).

Here, TCbo
h and TCtun

e are the tunneling transmission coefficients
through the top and bottom dielectrics for valence band holes and con-
duction band electrons, respectively. Moreover, n0(x, 0) and p0(x, 0)
represent the trapped electron and hole concentrations in the nitride at
the beginning of the erase as obtained at the end of programming.

Fig. 2.8 shows the comparison between our numerical results for P/E
transients and the experimental data extracted from [69], referring to a
SONOS device with a 3/5/4.5 nm ONO stack. The trap spatial profile
is assumed to pile-up toward the top oxide as proposed in [69] for the
silicon-rich nitride. Calculated results were obtained with a bulk trap
density Nt = 4 × 1019 cm−3. Other parameters are σn = 10−15 cm2,
σrn = 5 × 10−15 cm−2 and σp = σrp = 10−19 cm−2. The obtained
values, quite high for electron trapping and small for hole trapping,
are consistent with the range obtained for coulombic centers resulting
in donor traps [70, 71]. Note that the simulator is able to reproduce
the saturating behavior during program (due to the balance between
trapping and emission of electrons in the traps) and in erase, due to
the leakage current through the top oxide: this is a typical behavior of
the SONOS known as erase saturation. Fig. 2.9(a) shows the free and
trapped electron concentration in the nitride of program at a fixed time
t = 1 ms. The free electron concentration slightly decreases for deeper
positions in the nitride due to the capture mechanism, while the trapped
electron profile is correlated with the U-shape spatial distribution of the
trap density which comes from the fact that, at the interfaces with the
tunnel and the blocking oxides, the change in material gives rise to a
higher defect density and, in turn, to higher trap density. We have
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Figure 2.9: Simulated concentration of carriers in the nitride traps (left axis) and
in the nitride band (right axis) of a SONOS device (3/5/4.5 nm of ONO stack) after
1 ms: (a) electrons during program at VG = +10 V and (b) holes during erase at
VG = −10 V.
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assumed that the defects are not only at the interface, but extend also
in the bulk nitride with a tail, from which the U shape [34, 51]. At the
interface with the blocking oxide, there is also a larger trapping rate,
due to the larger free electron concentration in this region determined
by the output barrier [72]. The higher trap density together with the
large free electron concentration in the region, gives rise to the peak
in the trapped charge distribution near the blocking oxide interface. A
similar result for holes is shown in Fig. 2.9(b) for the erase condition.
The slight decrease of the hole concentration in the valence band is due
to the low values of the trapping and recombination cross-section σh

and σrp. The effect of the barrier for hole tunneling toward the gate,
creating an accumulation layer, is also evident. The VT variation during
erase is caused by hole trapping and by electron loss from the nitride
conduction band and traps to the substrate.

2.3 Impact of alumina introduction in TANOS

cells

TANOS memories are considered a viable solution to overcome the
erase–data retention compromise of SONOS stack [33]. One of the key
concepts is the use of a high-k dielectric (usually Al2O3) on top of the
nitride trapping layer, to both increase the coupling efficiency between
the trapping layer and the metal gate and reduce the electron injection
from the gate during erase. Notwithstanding the clear benefits in terms
of program/erase (P/E) speed and threshold voltage window brought
by the introduction of the alumina layer, it has usually been considered
as an ideal dielectric, neglecting trapping properties and all the other
reliability constraints, as most of the research activity has been focused
on the nitride layer. In particular, the alumina trapping properties have
been studied in only a few works [36, 45–47].

2.3.1 Experimental evidences

Alumina has been characterized on large-area capacitors with TaN metal
gate and Al2O3 directly grown by ALD on a 1 nm chemical SiO2 layer
on a p-type substrate. An n-type ring provides the minority carriers
for inversion. A 1100◦C inert anneal was used for alumina crystalliza-
tion. Fig. 2.10 shows the VFB evolution during constant-voltage stress,
applying to all samples the same initial electric field FAl2O3

= 4.6 and
4.9 MV/cm for positive and negative stress, respectively. A large shift
in VFB (more than 1 V) can be observed in Fig. 2.10 for the 15 nm
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Figure 2.10: VFB transients for different TAOS capacitors during positive and
negative VG stress at the same field and T = 25◦C.

stack, as reported also in [46], while the VFB shift decreases when re-
ducing tAl2O3

until no visible variation appears in the 5 nm case up to
100 s stress time. This reveals an increase of the bulk trap density as
the Al2O3 thickness increases beyond 5 nm. The behavior of the 15 nm
sample is further investigated in Fig. 2.11(a), showing the room tem-
perature VFB variation (∆VFB) during positive and negative stress of
100 s at different gate voltages, starting from the same VFB ≈ −0.1 V.
Note that different behaviors can be observed for the two polarities: for
positive stress, a saturation level is neatly reached only at the high-
est electric field, whereas for lower values a saturation is not reached
within the observation time of 100 s. In the case of negative stress,
instead, the ∆VFB curves seem to converge toward the same level, inde-
pendently of the electric field strength. A different behavior for program
and erase can also be seen in Fig. 2.11(b), where the ∆VFB transients
are shown as a function of temperature. A negligible variation with tem-
perature can be seen for positive VG, where only the saturation value
changes slightly, while results for the negative stress polarity feature
a much stronger temperature dependence. Figs. 2.10 and 2.11 make
clear that both positive and negative charges can be stored in the Al2O3

layer. While negative charges are usually interpreted as electrons be-
ing trapped into acceptor-like traps, positive charges could arise from
both hole injection from the substrate and trapping into acceptor-like
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Figure 2.11: ∆VFB transients on a TAOS capacitor with tAl2O3
= 15 nm: (a)

stresses at different VG at T = 25◦C and (b) stresses at different temperatures.

traps or from electron detrapping from donor-like trap sites. To dis-
criminate between these phenomena, the model previously introduced
has been used, slightly modified in order to simulate the new structure.
Numerical simulations confirmed that hole injection plays a negligible
role during erase due to the high injection barrier and long injection dis-
tance, and can thus be neglected. To reproduce both program and erase
transients, acceptor-like and donor-like traps must be considered in the
alumina, having densities NTA and NTD respectively. From the tran-
sients fitting NTA = 1.5×1019 and 5×1018 cm−3 have been obtained for
the 15 and 10 nm samples respectively, with a negligible density in the
5 nm case [47]. The donor-like traps were assumed to be interface traps
located in correspondence of the alumina/SiO2 interface, with density
NTD = 6 and 4 × 1012 cm−2 for the 15 and 10 nm respectively. Trap
energy was extracted to be ET = 1.8 eV below the alumina conduction
band and the electron capture cross-section is σ = 1.5× 10−14 cm2.

Simulation results are shown in Figs. 2.10 and 2.11 (solid lines), fea-
turing a good agreement with data. In particular, the program and
erase variations with temperature shown in Fig. 2.11(b) are correctly
accounted for. The difference in the behavior is due to the strong de-
pendence on temperature of the electron emission from traps, as opposed
to a program transient which is ruled by electron capture. The latter
is not dependent on temperature except for the final part of the tran-
sient, where a balance between capture and emission is reached. This
explains the slightly-different program saturation levels found with in-
creasing temperature as well as the stronger dependence of erase, and
provides further support to the existence of donor-like traps, as opposed
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Figure 2.12: Effect of alumina trapping on (a) programming transients and (b)
erasing transients for TANOS devices. Simulation results with and without alumina
trapping are reported.

to hole injection and capture.

2.3.2 Impact on TANOS reliability

To directly evaluate the impact of the previous effects on TANOS device
performances, we have characterized TANOS cells with 4.5 nm bottom
oxide, 6 nm nitride, and different Al2O3 layer thicknesses (tAl2O3

). To
account for the trapping phenomena in alumina, the numerical model
for CT simulations presented in Sect. 2.2.2 was extended to include the
trapping/detrapping dynamics for this layer, too. Fig. 2.12(a) shows a
comparison between experimental data and simulations for the program-
ming transients of samples with tAl2O3

= 15 nm. Simulation results are
shown with and without alumina trapping. Note that trapping in the
Al2O3 allows to explain the non-saturating behavior of the programming
transients, which is typically observed in TANOS stacks (as opposed to
SONOS devices): when alumina trapping is included, VT continues to
increase for large programming times, while simulations predict a sat-
uration when accounting only for the trapping in the nitride layer, in
particular when high VG is applied. The previously-extracted param-
eters were used for the alumina, with the exception of the donor-like
traps, which have been here neglected as a consequence of the differ-
ent interface (alumina on nitride rather than over oxide). For the ni-
tride, the following parameters were used: NT = 6 × 1019 cm−3 and
σn = 5.5× 10−15 cm2. Fig. 2.12(b) reveals that Al2O3 trapping should
also be invoked in the erase operation, in particular for explaining the
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Figure 2.13: Retention transients for TANOS devices at (a) different temperatures
and (b) 60◦C at higher program level. Simulation results with or without alumina
trapping are also included.

position of the saturation level: given the trapping characteristics shown
in Fig. 2.10, this effect is stronger for thicker Al2O3 layers.

Finally the impact of the alumina trapping properties on retention
were investigated. Fig. 2.13(a) shows that the impact of alumina trap-
ping on data retention are quite small, at least for small programmed lev-
els: this is in accordance with the fact that the trapping in alumina be-
comes important only for high programmed levels (cf. Fig. 2.12(a)). The
effect becomes important for large initial ∆VT , as shown in Fig. 2.13(b),
with more charge trapped in the blocking oxide; misleading results can
be obtained for data retention if Al2O3 trapping is neglected: deep traps
in the alumina lead to a slower charge-loss transient, in better agreement
with experimental data, which cannot be reproduced by the model if alu-
mina is considered an ideal dielectric and all the VT shift is ascribed only
to charge trapped in the nitride.

2.4 Conclusions

This chapter dealt with the modeling of program, erase and retentions
operations in charge trap memories. A first order analytical model al-
lowed to investigate the fundamental results obtained for this kind of
cells and to explain the main differences with the FG. The model was
then extended to a more complete numerical one that was tested against
data obtained on SONOS devices. Then, in order to explain some pe-
culiarities of TANOS devices, trapping in the alumina layer was in-
vestigated on specific samples and the results were integrated into the
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numerical model, allowing to reproduce experimental data on TANOS
devices, not explainable by only using trapping in the nitride layer. The
developed model can be used to simulate large area devices, and pre-
dict the intrinsic performance and, potentially, limitations of charge trap
devices.



Chapter 3

Incremental Step Pulse

Programming behavior

A detailed investigation of the Incremental Step Pulse
Programming (ISPP) dynamics of charge-trap mem-
ory capacitors is presented. Differently from the
floating-gate case, results on nitride-based memories
show that the flat-band increase per step does not
equal the step amplitude of the gate staircase, decreas-
ing, moreover, as programming proceeds. As a conse-
quence, the electric field and tunneling current through
the bottom oxide are shown to largely increase. Then,
using a 3D simulator, ultra scaled devices are also an-
alyzed, revealing a further decrease of the programming
efficiency.

3.1 Introduction

The incremental step pulse programming (ISPP) algorithm represents a
mandatory programming scheme for multi-level deca-nanometer NAND
Flash memories, allowing to obtain very narrow threshold voltage (VT )
distributions [16, 73]. With this algorithm, accurate placement of cell
VT by Fowler-Nordheim tunneling is achieved by applying short pulses
of equal duration τs and increasing amplitude to the gate, keeping the
channel grounded. In the case of floating-gate devices, a constant in-
crease Vs of the pulse amplitude gives the possibility to reach a station-
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ary condition where the VT variation per step (∆VT,s) equals Vs [73,74],
which can be exploited to tighten the VT distribution by means of verify
operations after each programming pulse [16, 75]. Different results are,
instead, reported for nitride-based memories, displaying a VT variation
per step that is usually lower than Vs [76, 77]. A comprehensive un-
derstanding of this behavior and of its impact on device performance
represents a mandatory issue for the development of multi-level SONOS
and TANOS memories.

3.2 ISPP analysis on large area capacitors

In order to understand the main differences between the CT cells and
the FG ones, a detailed analysis of the ISPP dynamics of charge-trap
memory capacitors is carried out, investigating the tunnel oxide electric
field (Ftun) and the tunneling current (Jtun) evolution during program-
ming. Fig. 3.1(a) shows the VFB transient as a function of the gate bias
VG during ISPP with Vs = 500 mV and τs = 10 µs, for a SONOS capac-
itor featuring p-type substrate and poly-gate, n+-ring, thickness of the
bottom oxide tbot = 4 nm, of the stoichiometric nitride tN = 6 nm and
of the top oxide ttop = 5 nm. When VG rises above 12 V, a significant
increase of VFB starts taking place as a consequence of electron storage
in the nitride, with ∆VFB,s remaining nearly equal to the 80% of Vs up
to VG = 17 V. However, for higher VG a strong reduction of ∆VFB,s

appears, resulting in a clear sub-linear VFB growth.
In order to study in more detail the programming dynamics, Ftun

and the average trapped current density (Jtrap) were calculated during
each programming step of the ISPP staircase from the VFB transient
according to:

Ftun =
VG − φi − (VFB − VFB,0)

EOT
(3.1)

Jtrap =
Cpp ·∆VFB,s

τs
(3.2)

where φi ≃ 1.3 V takes into account the voltage drop on the substrate
and on the gate during programming (assumed constant for simplic-
ity), VFB,0 is the neutral device flat-band voltage and EOT = ttun +
tsinεox/εsin + tbo is the equivalent oxide thickness of the gate stack (εox

and εsin are the oxide and nitride dielectric constants, respectively).
Cpp represents the capacitance (per unit area) from the position of the
stored-charge centroid in the nitride (assumed in the middle of the ni-
tride) to the gate. Results are reported in Fig. 3.1(b) and in Fig. 3.2,
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where Jtrap is directly shown as a function of Ftun. Three program-
ming phases clearly appear during the ISPP transient, as highlighted
in Fig. 3.2. In phase 1, corresponding to the VG increase from 10 to
12 V in Fig. 3.1, Ftun and Jtrap rapidly increase, allowing Jtrap to be-
come nearly equal to Jtrap = Cpp∆Vs/τs = 32 mA/cm2, representing
the stationary trapping current allowing the condition ∆VFB,s = Vs to
hold during ISPP. When this condition is reached, Ftun from (3.1) re-
mains nearly constant and a nearly stationary working point for ISPP
is reached in the Ftun–Jtrap diagram (phase 2, VG from 12 to 17 V),
similarly to what is usually reported for floating-gate devices [16, 74].
However, as programming proceeds Jtrap starts decreasing (phase 3, VG

higher than 17 V), resulting into a growth of Ftun due to the VG in-
crease from one step to the next. Note that the electric field increase
given by the VG growth in this phase is not enough to increase Jtrap

to maintain a stationary condition during ISPP. An additional strong
difference between the ISPP dynamics of FG and SONOS devices can
be derived from the comparison of the Jtrap characteristics in Fig. 3.2
with the calculated [78] Jtun through the bottom oxide (solid line). In
all the ISPP phases of Fig. 3.2, Jtrap is always lower than Jtun, reveal-
ing a trapping efficiency ηtrap = Jtrap/Jtun lower than 1, as commonly
reported for charge-trap devices [79].

3.2.1 Investigation of the trapping efficiency

The decrease of Jtrap and the consequent increase of Ftun during phase
3 of Fig. 3.2 represents an important feature of the ISPP dynamics of
charge-trap memories. In fact, besides being a drawback for the pro-
gramming speed and efficiency, the increase of Ftun and of the tunneling
current Jtun flowing through the bottom oxide is a potential drawback
also for device reliability. In order to understand the physical reasons
behind this effect, we investigated ηtrap for different τs on the previously
considered SONOS capacitors. Fig. 3.3(a) shows the experimentally ex-
tracted Jtrap vs. Ftun characteristics for τs ranging from 10 µs to 10 ms.

The overlap of the growing part of the curves (phase 1) associated to
different τs confirms the carefulness of our analysis, revealing that Jtrap

depends in this phase only on Ftun and so on Jtun. The curves reach,
then, a different Jtrap during phase 2 as a result of the different τs and,
finally, decrease during phase 3 displaying, at the same Ftun, a different
distance from the Jtun curve. This reveals that during phase 3, ηtrap

is not driven by Ftun, as instead observed during phase 1. To better
understand the previous results, Fig. 3.3(b) shows ηtrap extracted from
Fig. 3.3(a) as a function of the calculated charge stored in the silicon
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Figure 3.3: Evaluation of the ISPP transient dependence on τs for SONOS devices:
(a) experimentally extracted Jtrap as a function of Ftun (computed with (3.2) and
(3.1), respectively), and (b) trapping efficiency as a function of the charge stored in
the nitride.

nitride layer QT = −(VFB − VFB,0) · Cpp.
At the beginning of the programming transient (|QT | < 2 µC/cm2),

ηtrap remains nearly constant and equal to 10%, in agreement with typ-
ical trapping efficiencies reported for nitride memories [79]. This cor-
responds to phase 1 and 2 of the ISPP transients, where Jtrap is ruled
only by Ftun and Jtun. However, when |QT | increases above 2 µC/cm2,
a rapid reduction of ηtrap on the logarithmic axis clearly appears, corre-
sponding to phase 3 of the ISPP dynamics of Figs. 3.2 and 3.3(a). The
good matching of the ηtrap results for different τs even in this regime
reveals that the Jtrap reduction is driven by the amount of charge stored
in the nitride and, in turn, by the number of free electron traps available
for trapping in the silicon nitride layer.

To further check the previous results, Fig. 3.4 shows the Jtrap vs.
Ftun characteristics (a) and ηtrap vs. QT (b) for SONOS capacitors with
different ttop and the same tbot and tsin of the previous devices. Results
confirm that during phase 1 and 2, a constant efficiency is obtained,
whose value is independent from the stack composition. During this
phases, therefore, Jtrap depends only on Ftun and Jtun, as highlighted
by the overlap of the Jtrap curves associated to different ttop. Moreover,
Fig. 3.4(b) shows that the ηtrap curves overlap also in the highQT regime
(phase 3 of the ISPP transients), revealing that the efficiency drop does
not change when modifying the top oxide layer. This confirms that the
decrease of Jtrap in this regime is mainly a result of the finite number
of traps in the nitride and not, for instance, of a significant electron
emission from the filled traps when large fields in the top oxide layer are
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Figure 3.4: Jtrap vs. Ftun characteristics for SONOS capacitors of different ttop (a)
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Figure 3.5: Same as in Fig. 3.4, but on the same SONOS stack having ttop = 7 nm
and at different temperatures T .
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reached.

This is further confirmed by the results of Fig. 3.5, referring to
ISPP transients at different temperatures T on SONOS capacitors with
ttop = 7 nm. In this case, the Jtrap curves do not perfectly overlap in
their rising regime, revealing a larger electron storage as T is increased.
Note, however, that this is due to the increase of Jtun at higher T , as
shown in Fig. 3.5(a), and that the resulting ηtrap is almost constant with
T (see Fig. 3.5(b)) , confirming that the trapping dynamics are ruled
by a temperature-independent capture cross-section [54]. As a conse-
quence, the VFB transients during ISPP are a little bit faster at higher
temperatures, as shown in Fig. 3.6. Finally, note that similar results are
found for ηtrap in Fig. 3.5(b) even in the high QT regime, confirming
that electron emission from the traps is not responsible for the Jtrap

reduction during phase 3 of the ISPP transient.

The assumption that the charge centroid is in the middle of the ni-
tride layer does not impair the results. In fact Fig. 3.7 shows the results
displayed in Fig. 3.3(b) by changing this assumption: Fig. 3.7(a) shows
the results if the charge centroid is at the interface with the tunnel oxide,
while Fig. 3.7(b) shows the results if the charge centroid is at the inter-
face with the blocking oxide. It is evident that the curves corresponding
to different programming times still in good agreement, just slightly
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Figure 3.7: Same as in Fig. 3.3(b), but changing the charge centroid position: at
the nitride/tunnel oxide interface (a), and at the nitride/blocking oxide interface (b).

shifted vertically and saturating at different trapped charge levels.

3.2.2 Investigation of TANOS devices

ISPP dynamics on TANOS capacitors have been investigated at last, in
order to highlight any possible impact of alumina non-idealities (mainly,
trapping and leakage) on the programming transients. The character-
ized devices have tunnel oxide thickness ttun = 4.5 nm, nitride thickness
tsin = 6 nm and top alumina thickness ranging from 10 to 15 nm. The
analysis has been carried on using the ηtrap results obtained from SONOS
capacitors to describe the nitride trapping dynamics in the TANOS de-
vices, solving the following equation [54] for the subsequent steps of the
ISPP algorithm:

dVFB

dt
=
Jtun

Cpp
ηtrap (3.3)

where ηtrap is adjusted at the beginning of each step to follow the de-
pendence on QT , and in turn VFB, obtained from Fig. 3.3(b). Calculated
results are shown in Fig. 3.8, where they are compared with experimen-
tal results. A good agreement between data and calculations appears
for ttop = 10 and 12.5 nm in the initial part of the transient, with differ-
ences appearing only when very large VFB shifts nearly equal to 6 V are
reached, where electron emission through the alumina may become sig-
nificant. This reveals that thin alumina layers behave as ideal dielectrics
on a large part of the ISPP transient, which is still ruled by the electron
trapping dynamics in the nitride. However, when a thick alumina of
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Figure 3.8: Experimental VFB transients during ISPP on TANOS capacitors with
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efficiency of SONOS capacitors are also shown.

15 nm is used, differences between calculations and experimental results
appear since the beginning of the ISPP transient, revealing that alumina
trapping is not negligible and impacts the ISPP dynamics. This is in
agreement with what was shown in Fig. 2.12(a), where a sample with
ttop = 15 nm was measured and compared with the simulations obtained
by only considering the trapping in the nitride layer or by also including
the trapping in the alumina layer: it is visible that for times longer than
1 ms the two simulations depart from each other.

3.3 ISPP analysis on ultra-scaled devices

The programming efficiency of charge-trap memories has been shown
to largely decrease when device dimensions are reduced to the deca-
nanometer scale [76, 77, 80–82]. Referring to the incremental step pulse
programming (ISPP) algorithm [73, 83], in fact, significant differences
have been shown to appear in the ratio between the threshold-voltage
increase per step (∆VT,s) and the step amplitude (Vs) for large area
capacitors and nanoscale cells. While the ratio is only slightly below 1
for the former, at least far from the saturation of the available traps in
the storage layer [84], quite lower values in the 0.5–0.65 range are typi-
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Figure 3.9: Simulated ISPP transient for a 20 nm cell with ONO thicknesses
4/4.5/5 nm: (a) ∆VT transient and (b) trapped charge density as a function of
the VT shift.

cally reported for the latter [76, 80, 81]. The decrease of the ISPP slope
for small area cells has been clearly correlated not only to cell dimen-
sions but also to cell geometry [77]: the low programming efficiency of
nanoscale charge-trap cells mainly results from the low impact of locally
stored electrons on VT due to fringing fields at the cell edges [85].

In deca-nanometer devices the statistical effects, due to the discrete
nature of traps in the storage layer and of the electron flow charging
it [16,74,85–89], and due to atomistic doping, creating percolation paths
in the substrate [90–96]. Nevertheless, understanding the average be-
havior is still important, and can be done with a continuous 3D model,
including only the localized nature of charge storage but neglecting the
discreteness of traps, dopants and electron flow. The simulations were
obtained by a numerical tool extending to 3D geometries the model for
charge-trap memory programming that has been presented in chapter 2,
implementing electron trapping as [58, 97]

dnt (x, y, z)

dt
=
J (x, y, z)

q
σ [Nt − nt (x, y, z)] (3.4)

where nt(x, y, z) is the trapped electron density in the silicon nitride.
The emissivity has been supposed negligible, as was obtained for large
area SONOS capacitors in the previous section.

In Fig. 3.9(a) are shown the simulated ISPP transients for a 20 nm
3D cell with ONO thicknesses 4/4.5/5 nm; the transient was simulated
for a gate voltage increase per step Vs = 500 mV with time step τs =
10 µs: after the first steps, the ∆VT transient becomes linear, but the
programming efficiency is quite low, ∆VT,s/Vs ≃ 0.5. In Fig. 3.9(b)



3.3 ISPP analysis on ultra-scaled devices 51

is shown the average trapped charge density in the storage layer as
a function of the ∆VT during the programming transient: an almost
linear curve is obtained and the average capacitance per unit area can
be calculated. The slope of the linear fitting is indeed proportional to
the 3D capacitance:

C3D
pp = q

dnt

dVT
tsin. (3.5)

A capacitance per unit area of 1.19 µF/cm2 is obtained. This value
should be compared with the 1D expected capacitance per unit area:

C1D
pp =

εox

tbo + tsinεox/2εsin
, (3.6)

in which case a value of 0.56 µF/cm2 is obtained. The difference is the
result of the fringing fields in the 3D electrostatics, increasing the gate
coupling both with the nitride stored charge and the channel [87]. The
non uniform filling of the traps in the nitride, as the electric field is
higher at the STI cell corners, gives a deviation from the linear behavior
for large densities of stored charge, and reflects a change in the impact
of the stored charge on VT as the programming proceeds.

The low ∆VT,s/Vs is mainly the result of the low impact exerted by
stored electrons on VT and, in turn, of the large effective C3D

pp . Note that
assuming for the electrons an electrostatic control as in the 1D case, the
resulting ISPP slope would be increased by the ratio C3D

pp /C
1D
pp ≃ 2.12,

i.e. it would be even a little bit larger than 1. This means that the non-
uniform tunneling profile over the active area not only do not degrade the
electron injection process, but enhance indeed the process with respect
to the 1D case.

Fig. 3.10(a) shows a scaling analysis of the ISPP ∆VT transient,
obtained using the continuous 3D model for cell programming and as-
suming a modification of the cell area keeping the same gate stack of
the previous: cells of 30 nm and 40 nm length are simulated and com-
pared to the 20 nm cell previously analyzed. A reduction of the ISPP
efficiency with cell scaling clearly appears, in terms both of slope and
of horizontal delay of the curves. This is due to a decreasing impact of
electrons stored in the nitride on VT as cell dimensions are reduced, for
the increasing of the fringing effects. Fig. 3.10(b) shows, in fact, that
the average nt curves display a faster electron injection and storage in
the nitride as scaling proceeds, due to a larger field enhancement at the
corners of the cell area. This is also confirmed from the 3D capacitance
per unit area extraction: with a procedure similar to the one used for
the 20 nm cell, for the 30 nm cell, C3D

pp = 0.84 µF/cm2, while for the
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Figure 3.10: Simulated ISPP transient for different cells size: (a) ∆VT and (b)
trapped charge density.

40 nm case it is 0.73 µF/cm2. As expected, the fringing effect is higher
for smaller cells, leading also to higher capacitance.

3.4 Conclusions

A detailed investigation of the Incremental Step Pulse Programming
(ISPP) dynamics of charge-trap memory capacitors was presented, inves-
tigating the tunnel oxide electric field (Ftun) and the tunneling current
(Jtun) evolution during programming. Differently from the floating-gate
case, results on nitride-based memories show that, after the stationary
working point of the ISPP algorithm is almost reached on the Jtrap-Ftun

diagram, the VFB increase per step does not equal the step amplitude
of the gate staircase, decreasing, moreover, as programming proceeds.
The reduction of Jtrap determines an increase of Ftun and Jtun, poten-
tially compromising device reliability. Results from ISPP experiments
with different τs, at different temperatures and on samples with different
stack compositions show that this is due to a drop of ηtrap as more and
more charge is stored in the nitride layer, as a result of the reduction
of the number of free traps available in the nitride. Afterwards, using a
3D simulator, ultra scaled devices were also analyzed with simulations,
revealing a further decrease of the programming efficiency, caused by the
increasing impact of the fringing field. For this reason ISPP algorithm,
used in nitride based memories, does not have the same behavior as it
has in FG Flash. Moreover, a careful cell engineering should be done in
ultra-scaled nodes, as the VT increase per step worsen with decreasing
dimensions and, in turn, increasing impact of the fringing field.



Chapter 4

Modeling of cylindrical CT

memory

This chapter deals with modeling of cylindrical charge
trap devices: a detailed analytical investigation of
the transient dynamics of gate-all-around charge-trap
memories is presented. To this aim, the Poisson equa-
tion is solved in cylindrical coordinates and a modi-
fication of the well-known Fowler-Nordheim formula
is proposed for tunneling through cylindrical dielectric
layers. Analytical results are then validated by experi-
mental data on devices with different gate stack com-
positions, considering a quite extended range of gate
biases and times. Finally, the model is used for a para-
metric analysis of the gate-all-around cell, highlighting
the effect of device curvature on both program/erase
and retention.

4.1 Introduction

Three-dimensional architectures appear today as viable solutions for the
integration of non-volatile memory cells in Tera-bit arrays [39–43, 98].
In particular, the gate-all-around charge-trap (GAA-CT) cell with ver-
tical channel is considered one of the most promising structures for fu-
ture NAND Flash technologies, showing improved program/erase and
retention performance with respect to planar devices [99–102]. More-
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over, thanks to the reduction of corner and fringing field effects dur-
ing both program/erase and read, GAA-CT cells allow more uniform
trapped charge distributions in the storage layer and provide, in turn,
steeper incremental step pulse programming (ISPP) transients than pla-
nar cells [76,77]. GAA-CT performance have been investigated by many
1-D numerical models, exploiting the cylindrical symmetry of the de-
vice [103,104]. However, despite implementing physics comprehensively,
all the proposed numerical models lack computational efficiency, mainly
due to the computational load needed to correctly evaluate the tunnel-
ing current to/from the storage layer in presence of non-constant electric
fields in cylindrical dielectrics.

In this chapter, an accurate physics-based analytical model for both
the program/erase and retention dynamics of GAA-CT memory cells is
presented. The model is developed by solving the Poisson equation in
cylindrical coordinates and modifying the well-known Fowler-Nordheim
formula to deal with tunneling through cylindrical dielectrics. Analytical
results are validated against experimental data for different gate stack
compositions. Then, a detailed analysis of the GAA-CT cell performance
is presented, investigating the program/erase and retention transients as
a function of the parameters of the cylindrical structure and highlighting
the effect of device curvature.

4.2 Physics-based analytical model

Fig. 4.1 shows the template MONOS device used, without any lack of
generality, to develop the analytical model for the transient dynamics of
GAA-CT cells. Throughout this section, the following parameters are
used, unless otherwise specified: substrate radius R0 = 3 nm, tunnel
oxide thickness ttun = Rtun − R0 = 4.5 nm, nitride thickness tsin =
Rsin −Rtun = 6 nm, blocking oxide thickness tbo = Rbo −Rsin = 7 nm.
Aluminum was assumed for the gate. For the sake of generality, different
dielectric constants will be considered for the tunnel and blocking oxides
and for nitride (respectively εtun, εbo and εsin), though final results will
consider εtun = εbo = εox (the SiO2 dielectric constant). Axial symmetry
is assumed, and the model is developed only as a function of the radial
coordinate r.

4.2.1 Electrostatic solution

The electrostatics of the GAA cell can be straightforwardly calculated
by solving the Poisson equation in cylindrical coordinates:
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Figure 4.1: Schematic cross-section of the template GAA-CT MONOS cell: R0,
Rtun, Rsin and Rbo are the radii corresponding to the interfaces between the materials
in the stack, as highlighted in the figure.

∂2V (r)

∂r2
+

1

r

∂V (r)

∂r
= − qnt

εsin
[H (r −Rtun)−H (r −Rsin)] (4.1)

where q is the electron charge, V (r) is the electrostatic potential
along the radial coordinate and nt is the volumetric trapped electron
density in the nitride (assumed constant, units: [cm−3]). The Heavyside
functions H in (4.1) are used to include electron trapping only in the
nitride volume and not in the cell oxides layers. Initially neglecting any
potential drop in the silicon substrate, whose impact will be addressed in
Section 4.2.4, (4.1) can be analytically integrated to obtain V (r) along
the tunnel oxide, the nitride and the blocking oxide (namely, Vtun(r),
Vsin(r) and Vbo(r), respectively), when a gate bias VG is applied:


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Vtun(r) = C1 ln
r

R0

Vsin(r) = C1 ln
Rtun

R0
+ C2 ln

r

Rtun
+
qnt

4εn

(

r2 −R2
tun

)

Vbo(r) = VG − C3 ln
Rbo

r

(4.2)

where the explicit expression for the constants Ci (i = 1–3) is:
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Figure 4.2: Comparison between the templare GAA MONOS cell and the planar
CT cell having the same thickness of the gate dielectrics in terms of energy-band
profile (a) and electric field (b), for VG = 12 V and neutral nitride.
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From (4.2), the electric field in the tunnel oxide (Ftun(r)), blocking
oxide (Fbo(r)) and nitride (Fn(r)) region results:






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Ftun(r) = −C1
1
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1

r
− qnt

2εn
r

Fbo(r) = −C3
1

r

(4.3)

Fig. 4.2 shows the comparison between the electrostatics of the tem-
plate GAA MONOS cell (solid) and of the planar CT cell having the
same thickness of the gate dielectrics (dashed) in the case of VG = 12 V
and neutral nitride (i.e., nt = 0). The energy band profile of Fig. 4.2(a),
clearly shows a reduction of the thickness of the energy barrier prevent-
ing electron tunneling from the substrate to the nitride. As highlighted
in (4.3) and differently from the planar case, in fact, the electric field is
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Figure 4.3: Maximum electric field at the substrate/tunnel oxide interface of the
template GAA cell when modifying ttun (with fixed tsin and tbo). A gate voltage VG

allowing a constant electric field VG/EOT = 10 MV/cm in the tunnel oxide of the
planar device is assumed.

not constant in the dielectrics of the GAA device, with a maximum value
Fi appearing at the substrate/tunnel oxide interface (see Fig. 4.2(b)).
The maximum value is about three times larger with R0 = 3 nm than
the electric field in the tunnel oxide of the planar device, resulting in the
possibility for a strong improvement of the programming dynamics [44],
as will be discussed in Section 4.2.3. In addition to that, the electric field
in the top oxide is lower in the GAA than in the planar case, resulting
in the possibility for a lower electron leakage from the nitride to the gate
during programming.

The maximum electric field Fi of the template GAA cell is reported
in Fig. 4.3 as a function of ttun (with fixed tsin and tbo), assuming a con-
stant electric field in the tunnel oxide of the planar case VG/EOT =
10 MV/cm, where EOT = εox (ttun/εtun + tsin/εsin + tbo/εbo) is the
equivalent oxide thickness of the planar dielectric stack (εox is the oxide
dielectric constant). An increase of Fi with ttun clearly appears, rep-
resenting a main feature of the cylindrical system. Moreover, the field
increase is enhanced as the substrate radius is reduced, therefore allow-
ing the possibility for large improvements in both the programming and
the retention dynamics.

From (4.3), the threshold voltage shift ∆VT resulting from electron
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storage in the nitride volume can be easily calculated as the increase of
VG required to maintain the same Fi present in the cell when nt = 0.
From a straightforward analysis of (4.3) and of the coefficient C1, the
threshold voltage shift can be written as:

∆VT = − qnt

2εsin

[

R2
tun ln

Rsin

Rtun
− 1

2

(

R2
sin −R2

tun

)

(

1 +
2εsin
εbo

ln
Rbo

Rsin

)]

This equation directly gives ∆VT in the case of uniformly distributed
electrons in the nitride volume and allows the extraction of the capaci-
tance per unit length in the wire direction (CNG, units: [F/cm]) between
the centroid of stored electrons and the gate:

CNG = − Q

∆VT
=
qntπ

(

R2
sin −R2

tun

)

∆VT
(4.4)

where Q = −q
∫ Rsin

Rtun
2πrntdr is the stored charge per unit length in

the nitride (units: [C/cm]). Fig. 4.4 shows that a rather negligible
error is committed (less than 2.5% in the considered tsin range), in the
evaluation of CNG if this is calculated assuming the trapped electron
centroid in the middle of the nitride layer.

Finally, Fig. 4.5 shows a comparison between the GAA and the pla-
nar cell electrostatics during erase for VG = −12 V and ∆VT = 3 V.



4.2 Physics-based analytical model 59

0 5 10 15 20
Position [nm]

-8

-6
-4

-2

0

2

4

6

8

10

12

14

16

18

20

B
a

n
d

s
 E

n
e

rg
y
 [

e
V

]

GAA
Planar

(a)

0 5 10 15 20
Position [nm]

0

5

10

15

20

25

30

35

E
le

c
tr

ic
 F

ie
ld

 [
M

V
/c

m
]

(b)

Figure 4.5: Same as in Fig. 4.2, but for VG = −12 V and ∆VT = 3 V.

Similarly to the case of positive VG, in the case of the GAA cell the
electric field reaches a maximum at the substrate/tunnel oxide inter-
face, which is quite larger than the electric field present in the planar
device. This enhances the hole tunneling current from the substrate to
the nitride during erase, as will be discussed in Section 4.2.3. In addi-
tion, the quite lower electric field at the gate/blocking oxide interface
should prevent electron injection from the gate, therefore relieving the
erase saturation issues [44, 49].

4.2.2 Tunneling current calculation

When quantization effects are accounted for in a cylindrical geometry,
the energy eigenvalues are given by [105]:

El,i =
h̄2λ2

l,i

2m∗R2
0

(4.5)

where λl,i is the i -th zero of the l -th order Bessel function. The electron
concentration per unit length on each level, nl,i, is given by

nl,i =

√

8m∗DkBT

πh̄2 F−1/2

(

EF − El,i

kBT

)

, (4.6)

where F−1/2 is the Fermi-Dirac integral of order −1/2 and m∗D is an
“effective” density-of-states mass in the axial direction. Its value was
computed requiring that the quantum charge concentration approaches
the classical value for large quantization radii: m∗ = ml was chosen
(the longitudinal mass of silicon), obtaining m∗D = 36m2

t /ml (mt is the
silicon transverse mass). The choice of m∗ affects the results by less



60 Modeling of cylindrical CT memory

than an order of magnitude, which can be considered quite good for the
analysis. The tunneling current density (per unit length) can now be
calculated as

J ′tun = q
∑ nl,i

τl,i
Tl,i (4.7)

where Tl,i is the tunneling probability and τl,i the inverse of the attempt
to escape frequency. The tunneling probability is computed with the
transfer matrix method, following the work of [106], while for τl,i the
radial round-trip time was taken, adopting the same approach as in a
planar geometry (which is somewhat justified by the similarity between
the cylindrical and planar tunneling times reported in [107]).

Such a numerical approach may become unsuitable when fast eval-
uation of the device performance is needed; for this reason, a simpli-
fied WKB approximation mimicking a planar behavior has been pro-
posed [103]. Another approach is instead to analytically express J ′tun

via a Fowler-Nordheim (FN) equation [60,61], like in the planar case:

J ′tun = A′F 2
eqexp

[

− B

Feq

]

(4.8)

where A′ and B are constants including the physical parameters of the
potential barrier, and Feq is an effective electric field. It is worth noting,
first of all, that for R0 ≥ 3 nm the tunnel oxide tunneling transparency
can be calculated under the WKB approximation as [103]:

Tcyl(Er) =
R0

Rtun
exp

[

−2
√

2mox

h̄

∫ r1

0

√

Ec(r)− Erdr

]

(4.9)

where Er is the electron energy in the radial direction, Ec(r) is the
conduction-band energy profile and mox is the electron tunneling mass
in the oxide. The integral in (4.9) is performed from the substrate
surface to the radius r1 where Ec becomes equal to Er. Assuming
Er = Ec(R0) = 0, the tunneling transparency calculated by (4.9) for
the hyperbolic Ec(r) profile of the GAA cell, computed by (4.2), can be
equaled to that of a planar structure by defining an equivalent electric
field (Feq) so that:

∫ r2

0

√

EFN (r)dr =

∫ r1

0

√

Ec(r)dr (4.10)

where EFN (r) is the conduction band profile in the case of constant
electric field in the tunnel oxide, as schematically shown in Fig. 4.6, and
r2 is the radius at which EFN (r) becomes equal to 0. From (4.10), Feq
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Figure 4.6: Schematics for the conduction band profile in the GAA cell (continuous
line) and linear band profile (dashed line) giving the same tunneling transparency for
electron energy level in the radial direction Er = Ec(R0) = 0.

can be straightforwardly evaluated as:

Feq =
2
√

Φ3
B

3q
∫ r1

0

√

Ec(r)dr
(4.11)

where ΦB = 3.1 eV is the electron tunneling barrier height (only tun-
neling from the bottom of the band is assumed for simplicity).

Fig. 4.7 shows Feq as a function of Fi for the template GAA MONOS
cell when changing ttun (a) or R0 (b). A good linear relation of unit
slope between the two fields clearly appears for sufficiently high Fi, with
negligible dependence on ttun. Note, moreover, that the displacement of
the Feq curves from the straight line at very low Fi in Fig. 4.7(a) is due
to the change of the tunneling regime from Fowler-Nordheim to direct
tunneling. This change takes place at smaller Fi for thicker ttun and is
not addressed in this analysis, as the resulting tunneling currents are
too low to meet the programming specifications of non-volatile devices.
Fig. 4.7(b) shows, in addition, that the straight line describing the Feq

vs. Fi relation shifts towards higher Fi values when R0 is increased. As
a result, Feq can be calculated as

Feq = Fi −
V0

R0
(4.12)
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Figure 4.7: Relationship between the Feq computed with (4.11) and Fi for different
ttun (a) and R0 (b).

where V0 = 1.2 V is directly obtained from fitting the R0 dependence of
Fig. 4.7(b).

Fig. 4.8 shows a comparison between results obtained via (4.7) and
via (4.8). To achieve a better fit, however, the FN equation was not ap-
plied to J ′tun, but rather to the areal current density at the oxide/nitride
boundary:

Jtun =
J ′tun

2πRtun
= AF 2

eq exp

(

− B

Feq

)

(4.13)

Note that a very good fit is achieved in the investigated range of
ttun = 3 to 6 nm and R0 ranging from 3 to 10 nm (beyond this value
the structure can be treated as almost planar). Moreover, the parame-
ters values A ≈ 10−7 A V−2, B ≈ 215 MV/cm are basically the same
that are extracted from planar structures. This is a consequence of the
adoption of the effective field (4.11), which captures the main effect of
the curvature on the tunneling barrier. The previous analysis was then
extended to hole tunneling under negative VG, yielding the following
fitting parameters for (4.12) and (4.13): V0 = 1.5 V, B ≈ 275 MV/cm
and A about a factor of two smaller than the electron value. However,
it is worth pointing out that the values of A depends on the adopted
approximation and parameters values, and should not be regarded as
definitive.
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Figure 4.8: Comparison between (4.7) (symbols) and (4.13) (line) for different R0

ranging from 3 to 10 nm and tbot = 3 and 6 nm.

4.2.3 Transient dynamics

Once analytical solutions for the electrostatic and tunneling problems
are found, the program transients of the GAA-CT cell can be calculated
with the following equation [54]:

dnt

dt
=
Jtun

q

(

Rtun

Rtun + tsin/2

)

σ (Nt − nt)− ent, (4.14)

where Nt is the trap density in the nitride (units: [cm−3]), σ is the
electron trapping cross-section (units: [cm2]), and e is the Poole-Frenkel
emissivity (units: [s−1]) from filled nitride traps:

en = ν0 exp

[

−ET − β
√

Fsin

kT

]

(4.15)

Here, ν0 is the attempt-to-escape frequency from nitride filled traps
[units: s−1], ET is the trap depth from the nitride conduction band,
Fsin is the average electric field in the nitride and β is the Poole-Frenkel
coefficient [66,108]. Note that (4.14) assumes that all the empty nitride
traps see the same tunneling current, i.e. it neglects both distributed
trapping along the nitride thickness and electron transport in the nitride
conduction band, which were shown to barely impact the program oper-
ation of planar cells [54]. As a consequence, traps are concentrated in the
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Figure 4.9: Calculated program (a) and erase (b) transients at VG = ±12 V, for
different R0, on the template GAA-CT MONOS cell considered in Section 4.2, as-
suming Nt = 6× 1019 cm−3, σ = 5× 10−13 cm2, σr = 5× 10−13 cm2, ET = 1.5 eV,
ν0 = 5× 108 s−1.

middle of the nitride, and conservation of Jtun leads to a correcting fac-
tor Rtun/(Rtun + tsin/2) in (4.14). Fig. 4.9(a) shows the calculated pro-
gramming transient on the template GAA MONOS cell at VG = 12 V,
assuming Nt = 6 × 1019 cm−3, σ = 5 × 10−13 cm2, ν0 = 5 × 108 s−1.
The programming dynamics are faster for smaller R0, thanks to a larger
Fi (hence Jtun), as shown by (4.12) and Fig. 4.3. This effect overrides
the decrease of ∆VT that is predicted by (4.4) for smaller R0 and fixed
thickness of the dielectrics.

In order to describe the erase operation of GAA-CT cells, (4.14) was
modified according to:

dnt

dt
= −Jp

q

(

Rbot

Rbot + tn/2

)

σrnt − ennt, (4.16)

where σr is the electron/hole recombination cross-section (units: [cm2]).
Note that (4.14) and (4.16) do not have an analytical solution. However,
they can be directly solved discretizing the time variable, and updating
the electric field (and in turn Jtun, e and Jtun,p) at each time step.

Fig. 4.9(b) shows the calculated erase transients at VG = −12 V for
different R0 when assuming ET = 1.5 eV and σr = 5× 10−13 cm2. Also
in this case, faster ∆VT dynamics appear when reducing R0, thanks to
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the larger Feq. The roles of holes and electrons on the erase transients
are highlighted in Fig. 4.10, where the trap emptying rate given by
hole recombination (Jtun,pσrnt/q) and electron emission (ent) at the
beginning of the erase transient (∆VT = 6 V, VG = −12 V) are shown
as a function of R0. Considering typical values of ET = 1.2÷1.8 eV [44,
54,104], electron emission appears as the dominant erase mechanism for
large R0, while hole injection gains importance for small radii, due to
the increase of Feq and Jtun,p. The value of R0 marking the transition
between the two mechanisms decreases as lower ET are considered, due
to the larger emission rate given by (4.15).

Finally, note that (4.16) can be also used to investigate the reten-
tion transients on the GAA-CT devices, at least at high temperature,
where the Poole-Frenkel emission is the dominant mechanism. Typical
results at T = 85◦C are shown in Fig. 4.11, where the ∆VT loss from the
programmed state appears strongly dependent on ET and more weakly
on R0. This is due to the dominant role played by electron emission
from the nitride over hole injection from the substrate [104], as evident
in Fig. 4.12, where the trap emptying rate given by hole recombination
(Jtun,pσrnt/q) and electron emission (ent) at the beginning of the reten-
tion transient (∆VT = 6 V, VG = 0 V) are shown as a function of R0 for
the template GAA-CT MONOS cell.
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4.2.4 Substrate effects

A detailed analysis of the electrostatic of GAA MOSFETs [109, 110]
showed that the surface potential saturates at around 0.6 V for increasing
VG, with rather negligible dependence on R0. As a consequence, a first-
order account of both the potential drop in the substrate and the built-in
potential deriving from the work-function difference between the metal
gate and the silicon can be obtained by adding a correcting factor to
the gate bias VG. Such a term should be constant for programming
and long-term retention, while a dependence on VG should be included
for cell erase. In fact, the potential profile in the substrate strongly
depends on the hole supply mechanism during the short erase pulses,
which is related to the carrier generation process. This may depend
on physical cell details such as source/drain junction doping, and its
accurate inclusion is not straightforward even in advanced models [104].
As a result, the approach of [44] was followed and a linear increase of
the surface potential with VG was adopted for the erase transients.

4.3 Modeling results

The model will now be compared with experimental data on GAA-
SONOS cells taken from literature, to assess its validity. A parametric
analysis of the program, erase and retention performance of GAA-CT
memory devices will be presented afterwards, focusing on the depen-
dence on R0.

4.3.1 Comparison with experimental data

Fig. 4.13 shows a comparison of the modeling results with experimental
data for the program/erase transients of a GAA SONOS cell with R0 =
3 nm and oxide/nitride/oxide layers of 6/5/8 nm [44]. A reasonably
good agreement appears, using the following parameters: Nt = 5.3 ×
1019 cm−3, σ = 2 × 10−12 cm2, σr = 10−12 cm2, ν0 = 5 × 108 s−1,
ET = 1.5 eV. Note that the mismatch between data and modeling results
during programming at VG = 18 V can be attributed to a reduction of
the trapping efficiency at large bias, as previously reported in [54], which
is not included in the current model. Moreover, at the shortest times
experimentally investigated in the figure, the possibility for spurious
delays to compromise the pulse shape reaching device gate should be
accounted for.

Recently, the employment of high-k dielectrics in conjunction with
a metal gate has been shown feasible for the GAA technology [102].
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Fig. 4.14 shows that a good agreement between modeling and experimen-
tal data is also achieved for a GAA TAHOS (TaN/Al2O3/HfO2/SiO2/Si)
cell having R0 = 12 nm and a A/H/O gate stack of 10/7/5 nm (data
taken from [102], see this paper for more details on the device struc-
ture). Parameter values used for modeling are Nt = 5 × 1019 cm−3,
σ = 5× 10−13 cm2, σr = 5× 10−13 cm2, ν0 = 5× 108 s−1, ET = 1.5 eV,
εbo = 10, εHf = 18, where εHf is the HfO2 relative dielectric constant.
Note that alumina was considered as an ideal dielectric, neglecting any
possibility of charge trapping in this layer. In Chapter 2 it was shown
that alumina trapping may play a role for long pulse durations, when
large ∆VT are reached [36, 45, 111, 112]. This can slightly impact the
evaluation of Nt, without changing the overall conclusions. These re-
sults confirm that the simple model can reproduce the main features of
the program/erase dynamics on different GAA-CT cells and can be used
as an easy-to-implement tool for device optimization.

4.3.2 Parametric analysis of GAA-CT cells

The impact of R0 and ttun on ∆VT after a 1 ms program or erase pulse
on the template GAA-CT cell, keeping tsin = 6 nm and tbo = 7 nm and
retaining the same parameters used in Section 4.2.3, which are similar
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to those extracted from the experimental data and in good agreement
with [54, 104]. Fig. 4.15 shows the iso-∆VT curves in the ttun − R0

plot, revealing that a reduction of these parameters accelerates the pro-
gram/erase dynamics, with a stronger sensitivity to ttun. For a careful
cell design, however, these results should be coupled with those shown
in Fig. 4.16, displaying the iso-∆VT curves after 106 s of data retention
at 85◦C from a 6 V programmed state. A non-negligible increase of the
retention loss appears when R0 is reduced below 5 nm for the whole
explored range of ttun, making clear that a trade-off must be consid-
ered. This is due to the fact that, at low R0 values, there is a strong
increase on the capacitance, requiring thus more trapped charge for a
given ∆VT , but this also leads to an increased emission during the re-
tention transient. The considerations here presented are based only on
the charge emission from the nitride to the substrate or the gate: a
more detailed analysis of the retention transient will be presented in the
following Chapter.

4.4 Conclusions

This chapter dealt with modeling of cylindrical charge trap devices: a
detailed analytical investigation of the transient dynamics of gate-all-
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around charge-trap memories was presented. After solving the Poisson
equation in cylindrical coordinates, a modification of the well-known
Fowler-Nordheim formula was proposed for tunneling through cylindri-
cal dielectric layers, in order to obtain a simple formula that can be used
to simulate program, erase and retention transients. The model was then
validated and tuned against experimental data on devices with different
gate stack compositions, considering a quite extended range of gate bi-
ases and times. Afterwards a parametric analysis of the gate-all-around
cell was performed, highlighting the effect of device curvature on both
program/erase and retention. The model represents a computationally
efficient tool for the electrical investigation of the GAA-CT memory
technology.
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Chapter 5

Lateral charge migration in

charge trap devices

This chapter investigates the impact of lateral charge
migration on the retention performance of charge-trap
memories whose storage layer is not patterned self-
aligned with the channel area of each cell. Exper-
imental results on planar SONOS devices, revealing
an important contribution of lateral charge migration
at 150◦C, are used to calibrate a numerical model ac-
counting for both the vertical and the lateral charge
loss from the silicon nitride. Modeling results aims at
estimating the trade-off between the minimum chan-
nel length and the maximum temperature required for
3D SONOS cells to fulfill the retention specifications.
Disturbs to neighboring cells and impact of the lateral
migrated charge on the string resistance are also eval-
uated in detail.

5.1 Introduction

In chapter 4, a simple analytical model for the basic operation on ver-
tical Gate-All-Around Charge-Trap (GAA-CT) cells [38, 42, 43, 98] has
been presented. That model is a 1D model that only considers the radial
direction (from the substrate to the gate), and takes advantage of the
cylindric symmetry. However, a constraint for the 3D vertical arrays, not
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present in planar devices, is that the charge-trap layer cannot be easily
interrupted between different planes in a BiCS-like (Bit Cost Scalable)
approach [42, 113]. This creates additional leakage pathways for the
charge, migrating out of the cell active area toward other devices shar-
ing the same string, as schematically illustrated in Fig. 5.1(a). Lateral
charge leakage represents an extra source of retention loss and disturbs
for cells in 3D vertical arrays, which should be carefully considered for
the reliability assessment of the technology.

In this chapter an in-depth investigation of the lateral charge mi-
gration in SONOS memories is presented. Starting from experimental
results on planar test-vehicle, clearly revealing the lateral charge mi-
gration during retention at 150◦C, a new numerical model accounting
for both the vertical and the lateral charge loss from the silicon nitride
is presented, allowing a detailed analysis of the retention transients of
both planar and 3D SONOS arrays. This analysis aims at estimating
the trade-off between the minimum channel length and the maximum
temperature required for 3D SONOS cells to fulfill the retention specifi-
cations. Disturbs to neighboring cells and impact of the lateral migrated
charge on the cell’s string resistance are also evaluated in detail.

5.2 Experimental results on planar devices

In order to investigate the impact of lateral charge migration on data
retention, measurements were carried out on planar SONOS devices,
consisting in single memory cells where the gate stack is not etched self-
aligned with the device active area along the cell width (W ), in the x
direction, as schematically depicted in Fig. 5.1(a). Therefore, also the
silicon nitride storage layer extends beyond the STI edges, being asym-
metrically cut after 230 nm on the left side and after more than 10 µm on
the right side. The gate stack is instead self aligned to the cell active area
along the length (L), in the z direction. Despite being planar, this test-
vehicle allows a lateral pathway for electrons stored above the channel
region after Fowler-Nordheim (FN) programming, enabling the possi-
bility to investigate lateral charge migration along the nitride [114]. To
this aim, long term retention transients from the programmed state were
measured and compared on cells with different shape factors, namely
with W and L of either 1 µm or 10 µm. The use of large area cells
allows to minimize short-channel effects and fringing fields typical of a
3D electrostatics [85].

Retention was also measured on a second type of device (Fig. 5.1(b)),
consisting in a large area (10−3 cm2) planar capacitor surrounded by a
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Figure 5.1: Schematic representation of the used planar test structures: (a) cells
(shown in top-down and cross section view) with different W and L and overrunning
gate stack over the STI and (b) large area capacitor (top-down view) with surrounding
n+-doped diffusion and gate stack etched aligned with the active area.

n+-doped ring diffusion. In this vehicle the gate stack, and hence the
charge trapping layer is completely etched aligned to the device active
area, preventing any possible lateral pathway for charge loss, thus rep-
resenting a reference structure for evaluating the vertical charge loss
through the tunnel and blocking oxides. Moreover, the large area of
these capacitors makes border effects negligible. All the samples have
the same ONO gate stack, consisting of 4 nm thermal SiO2 as tunnel
oxide, 6 nm LP-CVD Si3N4 as charge-trap layer and 6 nm HTO as
blocking oxide. The gate is p+-doped polysilicon. In cells the threshold
voltage (VT ) is obtained from the ID-VG curve extracting it at a fixed
drain current, while in capacitors the flat-band voltage (VFB) is ob-
tained from the C-V characteristic extracting it at a fixed capacitance.

Fig. 5.2 shows the retention transients measured at room tempera-
ture (RT) on both cells and capacitors: given the adopted programming
mechanism (FN tunneling) and the large area of all devices, a nearly
uniform trapped electron profile over the active area is expected. Still
very low VT losses can be detected after ∼ 8 weeks in all devices, re-
vealing a small impact of both the vertical and the lateral (for cells)
charge loss at low temperature. In order to enhance the vertical loss
and validate the assumption of equal vertical loss for cells and capaci-
tors, retention transient at RT was field-accelerated by means of a low
negative bias of −6 V applied to the gate terminal [115]. Fig. 5.3 shows
that very similar transients were obtained for both the capacitor and
the 10 µm cell, confirming that the vertical charge loss through the tun-
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Figure 5.4: Retention transients measured in all the test devices at a temperature
of 150◦C.

nel oxide is the same for these devices, as expected given the same gate
stack composition. As no lateral charge migration takes place in the ca-
pacitors, this result allows the quantitative investigation of the vertical
charge loss for both cells and capacitors directly from the VT transients
on the latter devices. Fig. 5.4 shows that the retention transients of all
the samples are strongly temperature accelerated, with larger VT losses
obtained at 150 ◦C with respect to those shown in Fig. 5.2. This is due
to the increase of the Poole-Frenkel emission of trapped electrons from
the traps to the nitride conduction band when temperature is increased,
representing the bottleneck for both the lateral and the vertical charge
loss from the silicon nitride at high temperatures. Note, in fact, that
direct tunneling of charge from the silicon nitride traps to the substrate
is small because of relatively thick oxide barriers and is almost temper-
ature independent. Therefore, this component is overwhelmed by the
thermal activation of electrons in the silicon nitride conduction band
at high temperatures [116]. The larger VT -loss of cells with respect to
capacitors is attributed to the additional contribution of lateral charge
migration in the former devices. This is further confirmed by the depen-
dence of the VT -loss on cell geometry: a higher loss is clearly evident for
cells with smaller W , while L dependence is negligible. Indeed, the in-
crease of W reduces the impact on VT of the charge trapped near the STI
corners: assuming the same lateral charge loss from this region, a lower
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VT loss during data retention is expected As a final evidence of the pres-
ence of lateral charge migration along the cell nitride, a second retention
experiment was performed on the same cells of Fig. 5.4. After the first
high temperature retention transient, all cells were reprogrammed to the
initial level and a second bake test was carried out at 150 ◦C: Fig. 5.5
compares the two retention transients, showing a VT loss for the second
one about 50% lower w.r.t. the first one. In case of pure vertical charge
loss, this cannot be justified, hence being a consequence of the lateral
charge migration during the first retention experiment, yielding some
electrons to diffuse and to be stored in the silicon nitride layer outside
the active area. This charge affects the second retention experiment,
slowing down the lateral migration of charge from the active area.

5.3 Modeling and simulation of planar devices

Based on the previous experimental observations, a simulation tool that
computes both the vertical and the lateral charge loss from the silicon
nitride of the devices was developed. Synopsys Sentaurus Device is used
to solve the Poisson equation in a 2D SONOS structure, in the x-y
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plane shown in Fig. 5.1, and the new tool accesses the electric field and
potential values of the solved mesh through the simulator’s Physical
Model Interface (PMI). In the tool, the trapped charge was assumed to
be stored in the silicon nitride as a result of a previous (not simulated)
program operation and its evolution during retention is computed taking
into account carrier emission and recapture, according to the equation:

dnt

dt
= ncvthσ(NT − nt)− nten (5.1)

where, nt represents the trapped charge density, NT the total trap den-
sity, nc the concentration of carriers in the conduction band, vth the
thermal velocity, σ the neutral trap capture cross section and en the
emission coefficient. The latter is computed considering the loss by
trap-to-band tunneling toward the gate or the substrate [116] and the
Poole-Frenkel emission to the silicon nitride conduction band [116]:

en = νPF exp



−q
ET −

√

qF
πǫ

KT



 + νT (Tsub + Tgate − 2TsubTgate) (5.2)

with F the modulus of the electric field, ET the trap energy, K the
Boltzmann constant, T the absolute temperature, ǫ the SiN optical
permittivity, Tsub the transmission probability from the traps toward
the substrate, and Tgate the one toward the gate; νPF and νT are the
emission frequencies for Poole-Frenkel emission and tunneling emission,
respectively. A gaussian energy profile is used for traps in the silicon
nitride, with the same parameters extracted in [67] for the same type of
stoichiometric silicon nitride.

Between capturing events, carriers in the nitride band can be ver-
tically emitted by tunneling through the tunnel or the blocking oxide.
Moreover, carriers can migrate laterally along the nitride by a charge
concentration driven diffusion mechanism, as already discussed in previ-
ous works in which electrostatic force microscopy (EFM) analyses were
carried out [117,118]:

∂n

∂t
= −Dn

∂2n

∂x2
(5.3)

To achieve better numerical stability, lateral diffusion is applied both to
trapped and emitted carrier, by implementing a temperature dependent
diffusion coefficient [117]:

Dn = Dn0e
−q

EA
KT (5.4)

where the activation energy EA = ET for the trapped carriers, while
EA = 0 for charge in the silicon nitride conduction band. Eq. 5.3 is
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Figure 5.6: Validation of the proportionality of measured ID-VG curves (circles)
with simulated Qinv-VG curves (solid lines) in the neutral and in the programmed
state.

solved in the x direction only, by adopting Neumann boundary condi-
tions for the charge, i.e., by forcing zero flux at the border of the nitride
(230 nm on the left side and 10 µm on the right). The diffusivity Dn0

is instead directly extracted through fitting of measured data.

The simulated structure is bi-dimensional, considering only the ver-
tical direction, along the y axis, and the lateral direction, along the x
axis (measurements in Fig. 5.2 and 5.4 showed negligible dependence of
retention on L). To compare experimental and modeling results, Qinv-
VG curves have been computed, by integrating the inversion charge cal-
culated by Sentaurus Device in the active area of the device. Indeed,
given the low drain voltage of the measurements (100 mV), Qinv-VG are
expected to be proportional to ID-VG representing the measured data
from which device VT is extracted. Fig. 5.6 shows good proportionality
of simulated Qinv-VG and measured ID-VG when the cell is in the neutral
state, while a strong deformation of the simulated Qinv-VG (Fig. 5.6, red
curve) is observed at the programmed state by using a constant trapped
charge profile along x and resulting in a clear hump close to the device
VT . A similar hump is also observed in the measured ID-VG curves in
the programmed state, but of a much smaller magnitude. Simulations of
the electric field allowed to identify the origin of such hump: at the STI
edges of the device the electric field is enhanced by corner effects, hence
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the channel in that region is created at lower VG, ultimately resulting
in a structure with two side transistors with lower VT in parallel with
the main one [77]. At the same time the enhanced electric field is also
present during program operation, resulting in a higher trapped charge
concentration above the side transistors. The electric field with a pro-
gram gate bias of 14 V, the same used in the experiments, was simulated
and implemented an initial charge profile including two charge peaks at
the side of the device, extending along x in agreement with the simulated
electric field enhancement. These peaks increase the VT of the two side
transistors, yielding a much better agreement with the measured ID-VG

curves (Fig. 5.6, blue curve). In both measurement and simulation a
large enough ID was taken, so that the VT takes into account both the
main and the side transistors.

Fig. 5.7 shows the fitting of the experimental results for capacitors
(circles) and 1 µm cells (squares), as obtained from the developed model
at RT and 150 ◦C. As capacitors do not suffer from lateral charge mi-
gration, they were used to tune the model parameters related to the
vertical loss, i.e., trap-to-band tunneling at RT and Poole-Frenkel emis-
sion at 150 ◦C. Good fitting was obtained with parameters similar to
those already used for the study performed in [116] on TANOS devices.
Table 5.1 lists the numerical values for the different parameters used to
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NT 6× 1019 cm−3 νPF 2× 108 Hz

νT 1× 108 Hz ET 1.65 eV

σ 1× 10−14 cm2 Dn0 4.4× 103 cm2s−1

Table 5.1: Parameters used in the model
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fit all the measurements. Modeling results for the cells were obtained by
maintaining the same parameters for the vertical loss of the capacitors
and by tuning Dn0, that regulates the lateral charge redistribution. It is
interesting to notice that cell fitting at RT (black curve in Fig. 5.7) can
be obtained without the contribution of the lateral charge migration,
which is predicted to be negligible at RT by the developed model. At
150 ◦C, instead, the lateral charge migration component is much more
important and, if neglected, the simulation would result in the green
dashed curve of Fig. 5.7, which is clearly not in agreement with the
experiments.

Fig. 5.8 shows the lateral evolution of the trapped charge profile
during the retention transients at 150 ◦C on the 1 µm cells, either con-
sidering or not the contribution of the lateral charge migration. As
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Figure 5.9: Schematic representation of the simulated 3D cylindrical structure; L
is the cells length, while S is spacing between the gates.

explained above, the two small charge peaks at the corner of the STI
in the initial distributions result from the enhanced electric field at the
edge of the active area. When lateral diffusion of charge is neglected
(Fig. 5.8(a)), the charge profile is preserved along x, being just scaled
in amplitude. Lateral charge diffusion (Fig. 5.8(b)), instead, severely af-
fects the trapped charge profile up to the center of the device and results
in an almost complete charging of the left corner of the silicon nitride
(which is only 230 nm wide) and in the spread of the charge up to 1 µm
from the right STI corner (where the nitride is longer than 10 µm, not
shown).

5.4 Analysis of 3D SONOS arrays

The model developed in the previous section was extended for investi-
gating lateral charge migration in 3D SONOS devices. A portion of a
vertical memory string is implemented in Sentaurus Device, with the
cross-section schematically illustrated in Fig. 5.9. The cylindrical ge-
ometry is simulated by computing the solution of the Poisson equation
in cylindrical coordinates, through rotation of the structure around the
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symmetry axis passing through the center of the channel. The outcome
is a portion of a BiCS-like structure [113], consisting of three adjacent
cells. Different channel lengths were considered, from L = 100 nm to
L = 25 nm, while maintaining a gate spacing S = 50 nm. The gate stack
consists of 4 nm tunnel oxide, 5 nm trapping layer and 5 nm blocking
oxide. The diameter of the inner undoped polysilicon substrate is 40 nm
and the gate is heavily p+-doped polysilicon. Such a device would have
an equivalent feature size FEQ ≃ 17 nm [41, 113] assuming 16 cells in
a string and single level cell operation. As the lateral charge loss in
such a structure is oriented along the x axis, Source and Drain junctions
were implemented at the end of the polysilicon substrate with two select
transistor partially overlapped with them. ID-VG curves are simulated
applying 500 mV at the drain, and the VT is extracted at a fixed ID
value. Unlike the planar case, in the vertical structure the substrate is
continuous and the gate is cut: for this reason the tunneling probability
during program is constant in the central region of the cell but decreases
near its corners. To take this effect into account, a lower initial charge
was used in the simulations at the cell corners, matching the field profile
during programming.

Fig. 5.10 reports simulation results for data retention assuming L =
100 nm when the central cell is programmed to 3 V and the side cells are
in the neutral (uncharged) state. The simulation has been performed at
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four different temperatures: room temperature (RT), 55, 85 and 150 ◦C,
where the last temperature represents the typical specification for auto-
motive applications, and 55 or 85 ◦C are instead typical for consumer
applications. It is immediately clear from Fig. 5.10 that the presence
of lateral charge migration compromises the functionality of 3D SONOS
at 150 ◦C, leading to an excessive charge loss from the programmed cell
and also to an important disturb for adjacent unprogrammed cells. Re-
sults at 85 ◦C reveal a much smaller loss for the central cell, which may
be still considered acceptable as VT lowers by 40% of its initial value
in 10 years. With the proposed spacing (50 nm), the impact on the
neighboring cells is almost negligible, indicating that laterally migrated
charge cannot reach the side cells. Simulations at even lower temper-
atures show that a charge loss below 10% affects the central cell, and
obviously no relevant impact on the side cells is observed.

Fig. 5.11 shows the simulation results obtained still with L = 100 nm,
but with all three cells programmed to 3 V. Dashed curves represent the
retention transient for the side cells, while solid lines are for the cen-
tral cell. The loss is almost identical in all cases, being slightly higher
only at 85 ◦C for the side cells. The reason can be found in Fig. 5.12,
where the charge profile evolution with retention time along the x di-
rection is compared between the case of side cells neutral (Fig. 5.12(a))
and the case of side cells programmed (Fig. 5.12(b)): in the latter, each



86 Lateral charge migration in charge trap devices

0

1

2

3

4

-200 -100 0 100 200
x [nm]

0

1

2

3

C
h
a
rg

e
 d

e
n
s
it
y
 [
x
1
0

1
9
 c

m
-3

]

Central
   cell

S
p
a
c
e
r

S
p
a
c
e
r

(a)

(b)

S
p
a
c
e
r

S
p
a
c
e
rSide

 cell

T
im

e
T
im

e

Side
 cell
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spacing is completely filled by the charge coming from the surrounding
programmed cells, resulting in an overall slowdown of the lateral diffu-
sion for longer retention times. This is true mainly for the central cell
that has a programmed cell on both sides, while the side ones can still
discharge more toward the string edge. Therefore, the most critical case
for retention is a programmed cell surrounded by two neutral ones.

Fig. 5.13 reports retention simulations on the programmed central
cell at 55 ◦C assuming neutral side cells and for channel length ranging
from 100 to 25 nm, keeping the cell spacing fixed at 50 nm. Smaller L are
beneficial for scaling, allowing to stack more layers for the same string
height, which is limited by the etching capability of the used technology.
The performed test confirms that even for L = 25 nm the charge loss
is quite limited and less than 700 mV VT loss is observed. Therefore,
55 ◦C appears to be the optimal maximum operational temperature to
provide good scaling of 3D SONOS devices.

As shown in Fig. 5.12, operations at 85 ◦C results in severe lateral
migration, with subsequent charging of the silicon nitride in the spacing
between the gates. This charge cannot be easily removed during erase
operations, because of the reduced gate control in the spacers, hence it
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is prone to remain trapped and to keep on accumulating with time. The
effect of this charge is detrimental for channel resistivity, as it masks
the fringing field created by side gate during read operation, required to
invert the portion of the substrate in correspondence of the spacers.

The impact of this charge on the simulated ID-VG curves for the
devices of Fig. 5.12 was also investigated. Five lateral charge profiles
(labeled 1 to 5), summarized in Fig. 5.14, were analyzed, representing
the initial programmed state (1), the state after 3 years retention (2)
and 10 years retention (3) assuming neutral side cells; the case of 3 years
(4) and 10 years retention (5) in the case of programmed side cells were
also included. The inset of Fig. 5.15, shows that the analyzed cases cor-
responds (in order) to increasing total charge trapped in the cell spacing.
Fig. 5.15 reports the corresponding linear ID-VG curves (translated in
order to have the same VT ), showing a clear degradation of the series
resistance of the channel with increasing charge in the spacing between
the gates. The degradation is small in subthreshold regime (not shown),
which was used to extract the VT shifts, with the only exception of
case (5), where the charge difference between spacing and active areas is
small and the ID-VG distortion is very pronounced. It is therefore clear
that the charge stored between cells has a major impact on the total
resistance of the string, and can even hamper proper extraction of the
VT of the cells in the string.
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5.5 Conclusions

This chapter investigated the impact of lateral charge migration on the
retention transients of charge-trap memories. Experimental results on
planar test structures revealed a major impact of lateral charge loss
when the silicon nitride layer is not cut at the active area edges. These
results were used to calibrate a new simulation tool including the vertical
charge loss toward the gate and the substrate and the lateral diffusion
of charge along the nitride. Simulation results were then used to predict
the impact of lateral charge migration on 3D SONOS devices, finding a
minimum L of 100 nm required for cells to assure sufficiently long data
retention at 85 ◦C, whereas at 55 ◦C, L can be scaled at least down to
25 nm without impacting too much the retention. 85 ◦C are anyway
critical as they may result into large charge stored in the nitride in the
spacing between the cells after long retention times, increasing the string
resistance and eventually hampering the proper detection of the device
VT .
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Summary of results

The present work contribute to get a deeper insight on the performance
and limitations of charge-trap (CT) devices for non-volatile memory
technologies: the experimental characterization and the modeling efforts
were focused on understanding the peculiarities, the challenges and the
opportunities offered by CT technologies, on both planar and 3D cylin-
drical structures. Different models were developed, with different com-
plexity and also aiming to understand, reproduce and predict different
aspects of the cells, from large area planar devices, to deca-nanometer
cells, to cylindrical structures.

A simple first order 1D analytical model was first developed that,
despite the various approximation made, allowed to understand the fun-
damental parameters ruling the programming transient of SONOS cells.
The approximations made not only limit the precision of the simula-
tor itself, but also limit its application to only the Fowler-Nordheim
regime of the programming phase; in order to overcome these limita-
tions, a more complete numerical model was developed, to include more
in detail the various physical processes affecting the program, erase and
retention transients of the SONOS devices. The introduction of the alu-
mina layer in the TANOS devices to avoid the erase saturation problem
of the SONOS, also brings with it the non-idealities of this layer: it was
shown that thick alumina layers are not trap-free, and this impacts the
program, erase and retention transients, that cannot be fully described
by only changing the dielectric constant of the blocking oxide layer, and
considering it as a ideal insulator, like it is done for the SONOS cells. A
careful experimental characterization allowed to understand the impact
of this layer, and to include it in the model previously developed.

The Incremental Step Pulse Programming (ISPP) was then analyzed
on CT devices: this programming scheme is the most widely used in FG
Flash together with a verify operation after each programming step, for
it allows to obtain tight VT distributions, mandatory in case of Multi-
Level Cells (MLC). The ISPP was studied on SONOS devices, in order
to explain the widely reported non-ideal programming efficiency, with
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respect to the FG devices. An analysis on large area SONOS devices,
allowed to understand that the decrease in the programming efficiency
comes from the progressive filling of the traps in the nitride layer: this
leads to an increase of the electric field in the tunnel oxide, and also of the
injected current as the programming proceeds that can lead to reliability
problems, not present in FG devices, in which the electric field and the
tunneling current remains constant throughout the transient. Using the
results obtained on the SONOS devices, the analysis was then extended
to TANOS cells, attributing the differences between the simulations and
the experimental results to the non-idealities of the alumina layer. In
literature it is often reported that the programming efficiency in scaled
CT devices can be as low as 0.5 ÷ 0.6 V/V, and only part of it can
be explained with the results previously obtained: to better understand
the programming efficiency on deca-nanometer devices, a 3D model was
used and allowed to attribute the further reduction in the efficiency to
the fringing field effect that happens in very small devices.

The CT technology is one of the most promising technologies, also
because it can be easily extended to vertical cylindrical architectures,
allowing to develop a 3D structure that, taking advantage of the curva-
ture effect, allows a further increase in the storage density. A cylindrical
model was developed in order to understand and analyze the program,
erase and retention transients: also in this case the model was tuned
with experimental data, and a parametric analysis has been carried on,
in order to predict the substrate diameter and the ONO thickness that
can fulfill the requirements for program erase and retention of a non-
volatile memory.

One of the characteristics of vertical cylindrical technologies is to
have a continuous nitride: the trapping layer is not cut at the cell’s edges,
but extends also in the spacer between the word planes. This creates a
path for the charge to diffuse, and worsens the retention transient. In
order to understand the impact of the lateral charge migration, a study
on planar devices with nitride layer uncut was performed by measuring
cells with different form factors and by comparing the results obtained on
large area capacitors, in which the nitride is cut at the edges of the active
area. The results showed an important contribution of the lateral charge
diffusion at high temperature; this was modeled with a 2D simulator,
that included the possibility for the charge to diffuse in the region above
the STI. The model was then extended to cylindrical structures to study
the impact of lateral charge migration in this architecture: a study of
the operating temperature limitation due to retention constraints was
presented, also analyzing the impact of the migrating charge on the
neighboring cells VT and on the string resistance.
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