
POLITECNICO DI MILANO 
DEPARTMENT OF PHYSICS 

DOCTORAL PROGRAMME IN PHYSICS 

 
 

DEVELOPMENT AND APPLICATIONS OF A TIME 

DOMAIN NEAR INFRARED SPECTROSCOPY 

INSTRUMENT BASED ON WAVELENGTH SPACE 

MULTIPLEXING 

 

Doctoral dissertation of:  

Rebecca Re 

 

 

Supervisor: 
Prof. Alessandro Torricelli 
Tutor: 
Prof. Rinaldo Cubeddu 
The Chair of the Doctoral Programme: 
Prof. Franco Ciccacci 

 

 

2009 - 2011 
XXIV Cycle 



 



Ai miei genitori
To my parents





Ringraziamenti

Ho iniziato il mio dottorato tre anni fa con grande entusiasmo avendo capito
durante il precedente periodo di tesi, svolto presso il Dipartimento di Fisica
del Politecnico di Milano, che la ricerca era ciò che amavo lavorativamente
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risposto con forte veemenza “s̀ı”ho capito che stavo lottando, per quello che
volevo. Grazie a tutti per essere stati il mio gruppo di lavoro.
E come dimenticare la Lucia Zucchelli, Matteo Caffini e Luca Fieramonti
ovvero quelli del soppalco. Come dimenticare i momenti passati assieme a
cercare di risolvere esercizi e qualunque genere di problema davanti ad una
bella scatola di biscotti! Un grazie doveroso va anche a Andrea Farina, mio
primo compagno di ufficio, che ho ampiamente stressato nei primi mesi di dot-
torato. Grazie ancora a Paola Taroni, Andrea Bassi, Antonio Pifferi, Cosimo
D’Andrea, Daniela Comelli e Luca Valentini per i piacevoli pranzi accom-
pagnati da discussioni “fisiche”. Grazie ai tecnici informatici, elettronici e
meccanici: Giuseppe, Amedeo, Maurizio, Riccardo, Carlo, Mauro, Antonio e
Luciano, ormai in pensione, per avermi aiutata a creare l’ossimetrino.
Thank you to Clifford C. Dacso, director of the“Abramson Center For The
Future of Health” of Houston. Thank you for welcoming me in your group.
Grazie al Prof. Luca Pollonini per avermi accolta a braccia aperte a Hous-
ton, sia da un punto di vista lavorativo sia da un punto di vista umano.
Grazie infinite Luca, e grazie anche a tua moglie Marga, per avermi aiutata
ad affrontare la vita texana e grazie infinite per la bicicletta, unico modo
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Preface

During the 3 years PhD course, I focused on the development of an inno-
vative time-resolved near infrared spectroscopy instrument, based on a new
modality to inject light into the tissue called wavelength space multiplex-
ing, on its characterization and in vivo applications. I also contributed to
the development of a CW-NIRS prototype, which to our knowledge is the
first example of wireless NIRS instrument for the real time monitoring of the
tissue’s hemodynamic parameters.

Noninvasive monitoring of blood and tissue oxygenation is a research field
where functional near-infrared spectroscopy (fNIRS) can be applied. This
technique is employed both to experimentally and clinically investigate cere-
bral oxygenation and hemodynamic response to a wide range of stimuli in
the human brain and to study muscle oxidative metabolism in healthy and
pathological subjects. The interest in the neuroscience field is to understand
the links between the cortical activation and the hemodynamic changes in
the different cortices. Brain activity is, in fact, indicated not only by an elec-
trical activation but also by a vascular response to the neuronal activity that
is associated with an increasing of blood oxygenation and volume. Physiolog-
ical changes are widely studied also in other body compartment such as the
muscular system. When muscular fibers are employed for a task, typically
an increase of the deoxy-hemoglobin and a decrease of the oxy-hemoglobin
is observed. The oxygen saturation reflects the dynamic balance between
oxygen supply and demand by the muscle and can be considered a measure
of the energy consumption for muscle force production. These information
can be used during rehabilitation or training processes.

fNIRS is an optical technique that allows to non-invasively monitor the
hemodynamic changes in human tissues exploiting the information carried by
light that has traveled through the tissue itself. The hemodynamic changes
are well represented by the variations of blood volume and of the oxygen
saturation that can be evaluated knowing the content of the oxy- and deoxy-
hemoglobin. In 1977 Jobsis discovered that, in the near-infrared spectral
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region (700-1000 nm), biological tissues can be considered as transparent
and their oxygenation status can be monitored by the measurement of the
medium’s absorption coefficient, exploiting the differences in the absorption
spectrum of the different chromophores, such as oxy- and deoxy-hemoglobin.
Accordingly, simple attenuation measurements should be enough to deter-
mine the oxy- and deoxy-hemoglobin content. Biological tissues are however
diffusive media, i.e. light is not only absorbed, but also undergoes many
scattering events before exiting from the tissue. This phenomenon is called
Photon Migration. For this reason, simple attenuation measurements at two
wavelengths are not enough to extrapolate information about both the ab-
solute values of the oxy- and deoxy-hemoglobin, while only the relative vari-
ation can be known with this approach. The NIRS modality, which is based
on absorption measurement, is called continuous wave (CW). With a single
CW measurement is not possible to determine simultaneously the absorption
and the scattering coefficient’s values. In order to obtain absolute values with
this approach is necessary to perform measurements at different interfiber dis-
tances or with more than two wavelengths. In the first case, measurements
are performed at least at two different intefiber distances. The smallest one
(less than 1 cm) will investigate only the superficial layer of the tissue, the
longest one (3-4 cm) will probe both the superficial and the deeper layers.
This is due to the typical “banana” shape of light volume in the tissue under
the two optodes. Light is narrow near the source optode, more broadened
between the injection and detection one. In the second case, is necessary to
exploit the information coming from a third wavelength, for example the one
around the water absorption’s peak, to extrapolate a value for the scattering
coefficient at that wavelength. Employing tabulated data is then possible
to extract the entire scattering spectrum and compute the absorption co-
efficient’s values at the oxy- and deoxy-hemoglobin wavelengths. Whit this
method is however not possible to discriminate between superficial and depth
signal. CW technique offers the possibility to have low cost, compact and
wireless instruments but has still low depth sensitivity. In this thesis, an
innovative instrument based on CW-NIRS will be presented. To our knowl-
edge is the first example of portable and wireless NIRS instrument for the
real time monitoring of the hemodynamic parameters. With the time-domain
(TD) approach is possible to discriminate between absorption and scattering
coefficient. The substantial advantage of the TD modality is the possibility
to improve the depth sensitivity employing photons’ temporal information
encoded in the detected signal. Photons traveling few hundreds of picosec-
onds inside the medium, have a little probability to reach the deeper region
of the tissue, while photons that spend more time within the tissue have a
higher probability to reach deeper layers. Depth sensitivity improvement is
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a fundamental goal for near infrared spectroscopy because of the anatomical
configuration of the tissue under examination, which is typically organize as
a layered structure. The only disadvantage of the TD technique is the high
cost of some components and the impossibility, with the actual technology,
to build compact instruments, if the number of channels required is high.
Typically time-domain instruments use a Time Multiplexing (TM) approach
to inject light of two different wavelengths into the tissue. Laser pulses are
delayed and injected in the same optical fiber, and both the wavelengths
are acquired in the same temporal window. With this modality problems
of cross-talk between pulses might hamper the overall performances of the
system. To avoid the cross-talk between the wavelengths and to increase the
signal-to-noise ratio, we have introduced, for the first time, a new approach
to inject and collect light into the tissue: the wavelength Space Multiplexing
(SM). The two wavelengths are injected alternatively in the two optical fibers
by means of an optical 2X2 switch. In this way, we acquire in each detection
line and in each temporal window only one wavelength at a time, exploiting
the full temporal and dynamic range of the acquisition board.

In chapter 1 of this thesis an overview of the NIRS technique will be
presented. At first the optical properties of human tissues and how to ex-
trapolate the hemodynamic parameters will be shown. Then an explanation
of the different NIRS approach, i.e. continuous wave, frequency and time
domain is described. In the second part of the chapter, the radiative trans-
port theory will be introduced and the diffusion equation presented. Then
the solutions of the diffusion equation for the continuous wave and time do-
main approach will be extrapolated for a homogeneous medium. Finally we
will show how the model has to be changed if we consider a heterogeneous
medium and how we fit our time-domain data in order to obtain the optical
parameters.

In chapter 2, 3 and 4 my contributes to TD and CW NIRS will be pre-
sented.

In chapter 2 the TD instrument based on wavelength SM, I developed
during my PhD, will be described. The initial version of the instrument had
two injection and two detection channels. It was characterized and tested
during preliminary in vivo measurements. The final version of the instrument
has 16X4 channels and is suitable for monitoring the hemodynamic changes in
human tissues and to perform brain imaging as well. All the different upgrade
stages of the instrument, the system characterization and improvements, and
the future perspective will be presented in this chapter.

In chapter 3 three different in vivo applications, performed with the in-
strument described in chapter 2, will be presented. The applications are:
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• TD-fNIRS vs. Laser Doppler Flowmetry (LDF): simultaneous acquisi-
tions to provide an experimental evidence to the “Time-Gated (TG) ”
method we used to analyze data.

TG method allows to separate from the whole signal the contribution
coming from the deeper and the upper layer of a tissue, spreading the
temporal information encoded in our signal. It was developed at our
department and these measurements give an experimental evidence of
it. From the TD-fNIRS signal is possible to extrapolate both the contri-
butions, from the LDF the one coming from the upper layer, being the
Doppler signal related to the surface flowmotion due to the peripheral
autoregulation. During a Valsalva maneuver, i.e. a forced exhalation
with a closed glottis, specific changes occur, which cause variations in
the superficial perfusion. We took measurements on the prefrontal cor-
tex of eight healthy volunteers and we found good correlations between
the LDF signal and the TD-fNIRS signal coming from the upper layers,
demonstrating the goodness of our semi-empirical method.

• TD-fNIRS vs. Electroencephalography (EEG): simultaneous acquisi-
tions to test the feasibility of co-registration, on brain cortex, of these
two techniques during a divided attention task.

One of the goals of the modern diagnostics is to combine different tech-
niques. This study aimed at the monitoring of both the hemodynamic
and electrical activity on the prefrontal cortex, during a divided at-
tention task. Divided attention is the skill to distribute the limited
mental resources to different sources of information at the same time.
Sixteen healthy volunteers were undergone to auditory and visual stim-
uli. Results suggest that there is a hemodynamic activation modulated
by the task in the prefrontal cortex and that there is a temporal cas-
cade among activations with different origin: electrical, systemic and
hemodynamic.

• TD-fNIRS and Electrical muscle stimulation (EMS): hemodynamic re-
sponse of muscle and brain during electrical stimulation at different
current thresholds.

During this study we monitored, on nine healthy volunteers, the muscle
behavior during electrical stimulation, in order to understand muscles
hemodynamic changes when the stimulation current is varied through
different thresholds. The electrical stimulation affects at first muscle
but can also indirectly activate peripheral and association cortices. For
this reason we monitored also the hemodynamics activations of the
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brain. Preliminary results are available on muscle but further investi-
gations are still in progress.

In chapter 4 a report of my activity, during a six months period at the
“Abramson Center for Future of Health” (Houston, TX), will be presented.
Here I contributed to the development of a CW-NIRS wireless prototype. In
addition to the NIRS probe, we used a cardiovascular sensing system that
includes an electrocardiogram (EKG) and a photoplethysmograph (PPG)
sensor. At first, the instrument in all its parts will be presented. After that
an in vivo application during muscle incremental exercise will be presented.
The final goal of the measurement campaign is to find new physiological
indexes and correlations between them, to better identify and quantify the
phenomenon of the muscular fatigue. These indexes can be applied in the
cardiac rehabilitation, in the muscular training and in the evaluation of mus-
cle performances during spaceflight.
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CHAPTER 1

Functional Near Infrared Spectroscopy

(fNIRS): Principles and Theory

The idea to monitor the oxygenation of biological tissues with light was
feasible after 1977, when Jobsis demonstrated that was possible to inves-
tigate the biological tissues with near infrared light (600-900 nm). In this
spectral region photons can propagate through the tissue carrying out in-
formation about its optical properties [1]. To estimate the variation of the
typical oxygenation index, i.e. saturation (SO2) and blood volume (tHb), it
is enough to estimate the changes in the absorption coefficient (µa) of the
tissues under investigation, as explained in paragraph 1.1, but to estimate
the exact content of those parameters and to have information also about
the blood content of the oxy- and deoxy-hemoglobin (O2Hb and HHb), an
evaluation of the scattering coefficient (µs) is necessary. The technique that
allows to extrapolate these optical parameters is called Near Infrared Spec-
troscopy (NIRS) or functional NIRS (fNIRS), which allows the monitoring
of the hemodynamic changes during particular tasks. The different imple-
mentation modalities of this technique will be presented in paragraph 1.2.
Paragraph 1.3 will be dedicated to the explanation of the theoretical models
of the Photon Migration theory. In paragraph 1.4, how to extrapolate the
absolute values of the optical parameters with Time Domain (TD) and Con-
tinuous Wave (CW) approaches will be clarified. Finally, in paragraph 1.5
will be explained how to take into account the heterogeneity of the biological
tissues during data analysis both in Cw and TD-NIRS modalities.
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Chapter1

1.1 Tissue’s optical properties

The biological tissues are a really complex matter, because they are made
of different layers with an heterogeneous compositions. Many chromophores
are then present (O2Hb, HHb, lipid, water, collagen, ...). When light travels
in the tissues is selectively absorbed by one chromophore depending on the
wavelength [2, 3]. However biological tissues are diffusive media, and light
is not only absorbed but also scattered from the particles inside the tissues.
For this reason is important to better understand the phenomenon of the
absorption and the scattering of the light and how to extrapolate information
about the chromophore of interest as explained in the following sections.

1.1.1 Absorption

Absorption is the phenomenon related with the absorption bands of
molecules. When an electron within a molecule is raised by photon ab-
sorption to an excited state, the relaxation to the ground state can occur
following a non-radiative decay process with the emission of heat and/or a
radiative process with the emission of a photon at a different wavelength
(luminescent effect). When the electron relaxes to the ground state with the
emission of a photon, we have the fluorescence or phosphorescence. These
photons are re-emitted at a longer wavelength and can continue their mi-
gration through the medium. For our descriptions we will neglect all these
effect, but we will consider the absorbed photons as lost for propagation, i.e.
the absorption causes a decrease in the energy of the injected beam.

In turbid media, absorption comes from the interaction of light with
molecules both of the background medium and of the dispersed particles.
If we assume that the medium is constituted of identical absorbers we can
define the absorption coefficient as:

µa = τσa [cm−1], (1.1)

where τ is the density of absorbers per unit of volume [cm−3] and σa is the
absorption cross-section defined as:

σa =
Pabs
I0

[cm2], (1.2)

where I0 is the intensity of the incident radiation, while Pabs is the power of
the radiation which was absorbed during the interaction. The reciprocal of
µa is the absorption mean free path (la) and represent the average distance
that a photon covers before being absorbed. The particles inside the medium
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responsible of the absorption are called chromophores ; is possible to expressed
the µa in function of them as follow:

µa(λ) = ε (λ) · c, (1.3)

where ε (λ) is the molar extinction coefficient [M−1cm2] at wavelength λ,
which gives a measure of the absorbing power of the species, while c is the
molar concentration of the absorption species [M cm−3].

Typical values of the absorption coefficient reported at the near-infrared
wavelength range for biological tissue are about ≤0.04 mm−1 [4, 5].

1.1.2 Scattering

Light scattering originates from the interaction of photons with struc-
tural heterogeneities inside material bodies at the wavelength scale. The
interaction between a photon and a molecule results in a photon moving in
a different direction and a molecule that may maintain, increase or decrease
its energy. If the energy of the scattered photon is the same as the incident
one, the scattering is called elastic, as the scattering Rayleigh; if the energy
is higher or lower is called inelastic, as the scattering Raman. Light scat-
tering can be also influenced by the movement of the scattering particles,
e.g. Doppler effect [6]. For our aim the scattering type we have to take in
consideration is the elastic one.

Elastic light scattering originates from the heterogeneity of the refractive
index inside the medium [7]. For media in which propagation is dominated
by multiple scattering, as the biological tissues, the effect of the background
is usually negligible, so we can consider only the effect of the particles. The
scattering coefficient can be then expressed as:

µs = ρσs [cm−1], (1.4)

where ρ is the density of the scatterers per unit of volume [cm−3] and σs is
the scattering cross-section defined as:

σs =
Psca
I0

[cm2], (1.5)

where I0 is the intensity of the incident radiation, while Psca is the power of
the radiation which was spatially redirected. In this equation we assumed
that the scattering cross-section is independent of the relative orientation of
the incident light and scatterer, that is equivalent to consider the scattering
particles as spherical objects. As we did with the absorption, we can also
introduce the reciprocal of µs: the scattering mean free path (ls), which
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represents the average distance that a photon cover between two scattering
events.

To describe scattering events, is necessary to introduce also the scattering

phase function: p
(
ŝ, ŝ′

)
, also called scattering function. It describes the

probability that a photon travelling in direction ŝ is scattered within the unit

solid angle around the direction ŝ′ . In the case of unpolarized radiation and
considering isotropic scatterers (spherical particles or randomly oriented non-
spherical particles), the scattering function only depends on the scattering

angle ϑ, i.e. the angle between directions ŝ and ŝ′ , and is possible to write:

p
(
ŝ, ŝ′

)
= p (ϑ). The following normalization for the scattering function is

thus assumed:∫
4π

p
(
ŝ, ŝ′

)
dΩ

′
= 2π

π∫
0

p (ϑ) sin (ϑ) dϑ = 1. (1.6)

When propagation is dominated by multiple scattering, a single number can
be sufficient to characterize the scattering function. This number is the
anisotropy factor g, defined as the average cosine of the scattering angle:

g = 〈cosϑ〉 = 2π

π∫
0

p (ϑ) cos (ϑ) sin (ϑ) dϑ. (1.7)

The anisotropy factor can assume values between -1 and 0 (back scattering),
0 (isotropic diffusion) and between 0 and 1 (forward scattering). To take into
account the asymmetry of the scattering phenomenon is common to define
the reduced scattering or transport coefficient of the medium as follow:

µ
′

s = µs (1− g) . (1.8)

For Rayleigh scattering, small particles size in comparison with the wave-
length of the incident light, g=0, i.e. the scattering is isotropic. In the
biological tissues, typically, the dimensions of the scattering particles are
comparable with the wavelength of the incident light (Mie scattering), and
the propagation is dominated by multiple scattering events. In this case is
not possible to neglect g and the reduced scattering coefficient becomes the
most important parameter to describe the scattering. The reciprocal of µ

′
s

is the transport mean free path (l−1) that is the mean distance travelled by
a photon along the initial direction of propagation before it has effectively
“forgotten” its original direction of motion. Measurements of the optical
properties of biological tissue show a significant intersubject variability and
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a dependence on the spectral range considered. Typical values of µ
′
s reported

at near-infrared wavelengths range are: ∼0.5-1 mm−1 for muscles [4, 5], ∼0.3-
2 mm−1 for the forehead [8, 9] and ∼0.8-4 mm−1 for brain (gray and white
matter) [10, 11].

1.1.3 Hemodynamic parameters

From the knowledge of the absorption coefficient is possible to extrapolate
the concentration of the different chromophores inside the tissue. In fact, if
we consider the biological tissues as composed of n chromophores, equation
1.3 becomes:

µa (λ) =
n∑
i=1

εi (λ) · ci. (1.9)

The problem change into finding the solution for the following linear system:

µ̄a (λ) = ε̄ (λ) · c̄, (1.10)

where: µ̄a(λ) is the vector of the absorption coefficient at different wave-
lengths, ε̄(λ) is the matrix of the extinction coefficients for the n chro-
mophores and c̄ is the vector of the chromophores concentrations. To solve
this system is necessary to performed n measurements of the absorption co-
efficient, each at a different wavelength λ.

1.2 Functional Near Infrared Spectroscopy

Functional near-infrared spectroscopy (fNIRS) is the technique that al-
lows the extrapolation of the typical hemodynamic parameters from the op-
tical properties of a biological tissue [12]. The hemodynamic parameters,
such as O2Hb, HHb, SO2 and tHHb are considered the basic parameters in
the monitoring of brain and muscles activation [13]. The interest in the neu-
roscience field is to understand the links between the cortical activation and
the hemodynamic changes in the different cortices. The brain activity is in
fact indicated, not only from an electrical activity, but also from a vascular
response to the neuronal activity that imply an increasing of the blood oxy-
genation and volume [14, 15]. The physiological changing are important also
in other body compartment, such as in the muscular system. When muscular
fibers are employed for a task, typically is possible to observe an increase (de-
crease) of the HHb (O2Hb) [16, 17]. Is then necessary to develop systems for
the real-time and in-vivo monitoring of the hemodynamic changes of tissues.
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In these kinds of applications, we are interested in finding the concentra-
tion of only two chromophores: O2Hb and HHb. The previous n order system
(equation 1.10 in paragraph 1.1.3) becomes a system with two equation and
two unknowns. Solving it respect to the concentration we have:

cO2Hb = µa(λ1)εHHb(λ2)−µa(λ2)εHHb(λ1)
εO2Hb(λ1)εHHb(λ2)−εO2Hb(λ2)εHHb(λ1)

cHHb =
µa(λ2)εO2Hb(λ1)−µa(λ1)εO2Hb(λ2)

εO2Hb(λ1)εHHb(λ2)−εO2Hb(λ2)εHHb(λ1)

. (1.11)

From the graph in figure 1.1, we observe that is possible to exploit the dif-
ferences between O2Hb and HHb absorption spectra, and performed only
two measurements at two different wavelengths around the isosbestic point.
Then is possible to calculate the tHb and SO2 as follow:

tHb = cO2Hb + cHHb, (1.12)

SO2 =
cO2Hb

tHb
. (1.13)

The extrapolation of the hemodynamic parameters can be accomplished with
the employment of different NIRS approaches [13], as shown in the following
paragraphs.
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Figure 1.1: Absorption spectra for O2Hb and HHb in the near infrared
region
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1.2.1 Continuous wave measurement (CW)

In the continuous wave NIRS (CW-NIRS), light with a constant intensity
is injected into the tissue. According to the Lambert-Beer equation [18], light
travelling in a non diffusive medium (transparent) of thickness d undergoes
a loss of intensity equal to:

IOUT = IIN exp (−µad) , (1.14)

where IIN and IOUT are respectively the intensity of light injected and de-
tected from the tissue, with a reflectance or transmittance geometry. From
the Lambert-Beer equation we can obtain the attenuation that light under-
goes in a transparent medium:

A = − ln

[
IOUT
IIN

]
= µad. (1.15)

Biological tissues are diffusive media, so that in the attenuation is necessary
to take into account the scattering. The expression for the attenuation in
thin samples becomes:

A = − ln

[
IOUT
IIN

]
= (µa + µ

′

s)d, (1.16)

where we can define µtot = µa +µ
′
s. If we perform a single CW measurement

we will be able to determine only the value of the µtot, estimating the atten-
uation of the light, but without disentangle the contributions of absorption
and scattering. To overcome this problem, it is possible to use a modified
Lambert-Beer equation where some correction factors are added [19, 20]:

A (t, λ) = − ln

[
IOUT
IIN

]
= ε (λ) · c (t) ·DPF (λ) +G (λ) , (1.17)

where: ε (λ) and c (t) are respectively the extinction coefficient and the con-
centration of the chromophore, DPF (λ) = d · B (λ) is the differential path-
length factor, which take into account the increase in pathlength between
source and detector for scattered light. G (λ) is a parameter related with the
photons loss because of the scattering. Without a perfect knowledge of the
parameter G(λ) is not possible to estimate A and the absolute concentrations
of the cromophores. Considering t0 the time when the experiment started
and ti any time during the experiment, we can express the relative variations
of the attenuation as:

∂A (λ) = A (ti, λ)− A (t0, λ) . (1.18)
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From the previous equation we can write:

∂A (λ) = ∂c · ε (λ) ·DPF (λ), (1.19)

obtaining finally [15]:

∂c =
∂A (λ)

ε (λ) ·DPF (λ)
. (1.20)

The modifies Lambert-Beer equation is based on three assumptions:

1. High scattering without consistent changes during the measurements.
This assumption allows to consider DPF (λ) constant at a certain wave-
length and to disregard the loss of light intensity due to scattering (G)
as long as changes in attenuation are assessed. This assumption is plau-
sible because changes on blood flow are mostly due to the absorption
coefficient rather than to the scattering one.

2. The biological medium is homogeneous.
This assumption is clearly wrong due to the anatomical nature of the
tissues typically under examination, such as brain and muscles, which
have a layered structure. For this reason the attenuation measurements
have a low depth sensitivity.

3. The change in the volume sampled is homogeneous within the sampling
volume.
This assumption is strongly related with the previous one and introduce
an additional source of error.

The CW measurements offer a good signal to noise-ratio and a low cost in-
strumentation that can be miniaturized to the extent of a wireless instrument.
For this reason several commercial versions are available. Unfortunately CW
methods have a series of disadvantages such as the intensity dependence on
the coupling surface (the signal is affected by the skin and hairs colour),
the possibility to extrapolate only the relative values of the hemodynamic
parameters, with measurements at one wavelength [21], the impossibility in
discriminating between the surface and deeper contributions, the sensitivity
to the motion artefact and the presence of many approximation in the theo-
retical model. Some methods to extrapolate absolute values of the hemody-
namic parameters were proposed, as the possibility to perform measurements
at different interfiber distances [22] or by means of additional wavelengths
(see chapter 4).
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1.2.2 Frequency domain measurement (FD)

Frequency Domain NIRS (FD-NIRS), also called phase modulation spec-
troscopy (PSM), makes use of intensity modulated laser light (typically at
radio frequencies: from 50 MHz to 1 GHz). The re-emitted wave is de-
modulated to obtain amplitude and phase as a function of the modulation
frequency [23]. The tissue acts like a low-pass filter: the amplitude is a de-
creasing function of the frequency and the phase typically increases. The
amplitude attenuation is due to the absorption and to the scattering, while
the phase changes to the scattering, which modify the photons’ optical path-
lengths. The analytical expressions for amplitude and phase can be obtained
by a Fourier transform of the time resolved theoretical expression. The es-
timation of the optical properties can thus be performed using the photon
migration theory. To obtain complete information about µa and µ

′
s, a scan-

ning through all frequencies from 50 MHz to 1 GHz were required. Most of
the instruments are single frequency and use a multi-distance geometry, with
a method similar to the one applied for the CW measurements, with all the
advantages and disadvantages related to it. One of the most important im-
provement compared to CW-NIRS is the possibility to extrapolate absolute
values of the optical parameters [24, 25, 26].

1.2.3 Time domain measurement (TD)

In the time domain (TD) or time resolved (TR) modality, pulses of light
(hundreds of picoseconds) are injected into the medium, and after travelling
inside it, are recollected (with a reflectance or transmittance geometry) in
order to study the Temporal Point Spread Function (TPSF). In this way is
possible to study the impulse response of the tissue. The recollected pulses
are broadened (because of the different paths among scattered photons), at-
tenuated (because of the absorption of some photons) and delayed (due to
the finite time that photons need to travel from the source to the detector)
[27]. From these modification is possible to extrapolate the absolute value
of the µa and µ

′
s, after fitting the experimental TPSF with a proper theo-

retical model that describe the propagation of photons in a highly diffusive
medium [28]. In addition TD modality has the advantage that is possible
to extrapolate from the photon’s arrival time, important depth information
and discriminate in this way between signal coming from the surface and the
deeper part of the tissue. To have information about the time of arrival of
the photons, particular detection techniques and detectors with a resolution
of picoseconds are necessary. For an overview of the different solutions, see
ref. [29].
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1.3 Photon Migration in turbid media: the radiative trans-
port theory

If we have to consider the propagation of the light in biological tissues,
and we want to create a model for it, we have to take into account that they
are diffusive media. Diffusive media are turbid media that can be described
as a background medium in which particles with different refractive index
are suspended. In this condition light propagation occurs in the diffusive
regime. It means that the propagation id dominated by multiple scattering
so that photons undergo many scattering events before being detected, and is
not possible to know exactly where they will be found. For this reason light
propagation inside the tissue is commonly addressed with the term Photon
Migration. Scattering interaction deflects photons along new directions of
propagation. Of course light inside the tissue is affected by the absorption
as well, which causes the disappearance of photons. Light interaction is
a very complex phenomenon, but we can obtain solutions of the photon
migration equations. In the following paragraphs, as light-matter interaction
phenomena, we will consider only the absorption and scattering.

As shown in the paragraph before, to estimate the concentration of the
hemodynamic parameters of interest we have to extrapolate the optical prop-
erties of the medium, i.e. the absorption and the scattering coefficient.
Ishimaru noticed that there are two different theories to explain multiple-
scattering problems [30]. The first is the analytical theory or multiple scat-
tering theory, which it’s based on the Maxwell’s equations and it’s really
complex to solve. The other one is the radiative transport theory which is
the most widely used approach to study photon migration through highly
scattering media and it will be presented in next paragraphs.

1.3.1 The radiative transport equation (RTE)

The radiative transport equation (RTE) is an integro-differential equa-
tion that represents the balance of energy (conservation of energy) for light
propagation through a volume element dV of an absorbing and scattering
medium [30, 31]. The RTE can be obtained by balancing the different mech-
anisms by which the radiance at a given wavelength, I (~r, ŝ, t), can increase
or decrease inside dV . As shown in figure 1.2, the radiance is the average
power that at position ~r and time t flows through the unit area oriented in
the direction of the unit vector ŝ, due to photons moving within the unit
solid angle around ŝ. From the radiance is possible to define the power dP
that at time t flows within the solid angle dΩ through the elementary area
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Figure 1.2: Relationship between dP and the radiance I.

dΣ, oriented along the direction n̂ as follow:

dP = I (~r, ŝ, t) |n̂ · ŝ| dΣdΩ. (1.21)

In the most general case of time-dependent sources, the RTE can be the
expressed as:

1

cm

∂I (~r, ŝ, t)

∂t
= −∇ · [ŝI (~r, ŝ, t)]− µaI (~r, ŝ, t)− µsI (~r, ŝ, t)

+ µs

∫
4π

p
(
ŝ, ŝ′

)
I
(
~r, ŝ′ , t

)
dΩ

′
+ ε (~r, ŝ, t) , (1.22)

where cm is the light speed inside the medium, ε (~r, ŝ, t) is the source term
that is the power emitted at time t per unit volume and unit solid angle

along ŝ, and dΩ
′

is the elementary solid angle in the direction ŝ′ . The term
on the left of equation 1.22 represents the total temporal change of energy
that is propagating along ŝ within dV , dΩ and dt. On the right, the terms
are described respectively as follow:

1. net flux of energy that is propagating along ŝ, trough the volume dV ,
within dΩ and dt;

2. fraction of energy lost for an absorption event;

3. fraction of energy lost for a scattering event;

4. energy coming from any direction ŝ′ that is scattered in direction ŝ,
within dΩ and dt;

5. energy generated along ŝ in dΩ and dt by sources inside dV .

In figure 1.3 a graphical explanation of all the terms of the RTE.
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Figure 1.3: Scheme of the terms of the RTE

1.3.2 Diffusion Equation (DE)

The RTE is an integro-differential equation and the retrieval of solutions
is an extremely expensive computational process, in terms of time and re-
sources. Its solutions are usually based on numerical methods. No general
analytical (closed-form) solutions are available and simpler models are usu-
ally employed. When propagation is dominated by multiple scattering, the
most widely used model is based on the diffusion approximation that, in the
case of time-dependent sources, consists of two simplifying assumptions [32]:

1. the radiance is considered isotropic and can be approximated by the
first two terms of a series expansion in spherical harmonics:

I (~r, ŝ, t) =
1

4π
Φ (~r, t) +

3

4π
~J (~r, t) · ŝ, (1.23)

where Φ (~r, t) is the fluence rate and it’s obtained integrating the ra-

diance over the entire solid angle while ~J (~r, t) is the flux vector which
represents the amount and the direction of the net flux of power.

2. time variation of the diffusive flux vector ~J (~r, t) over a time range
∆t = 1

/(
vµ

′
s

)
is negligible with respect to the vector itself and can be

expressed as [33]:

1

cmµ
′
s

∣∣∣∣∣∂ ~J (~r, t)

∂t

∣∣∣∣∣� ∣∣∣ ~J (~r, t)
∣∣∣ . (1.24)

These two conditions are well fulfilled when photons have undergone many
scattering events, since scattering tends to randomize the direction of light
propagation. Conversely, absorption obstructs the diffusive regime, because
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selectively extinguishes photons with long pathlengths. Therefore, the dif-
fusive regime of light propagation can be established when scattering effects
are predominant in absorption. Under these conditions it’s possible to obtain
from an integration of the RTE over all directions and expressing the flux
vector as a function of the fluence rate, the following equation [18]:

~J (~r, t) = −D

∇Φ (~r, t)− 3

∫
4π

ε (~r, ŝ, t) ŝdΩ

 , (1.25)

where D is the diffusion coefficient defined as:

D =
1

3 (µa + µ′
s)
. (1.26)

Under the diffusion approximation (µ
′
s�µa), D can be simplified to D =

1
/(

3µ
′
s

)
. Equation 1.25 is called Fick’s Law. If the medium has no sources or

the sources are isotropic it becomes: ~J (~r, t) = −D [∇Φ (~r, t)]. The physical
meaning of the Fick’s law is that photons tend to migrate toward those
regions of the medium where the photon density is smaller. Substituting it
in equation 1.22, we obtain:

1

cm

∂Φ (~r, t)

∂t
= D∇2Φ (~r, t)− µaΦ (~r, t) + 4πε (~r, t) (1.27)

which represents the DE for a homogeneous medium and an isotropic source.
The DE is a partial-differential equation, and any general solution will

contain unknown constants that need to be determined by using proper
boundary conditions originated from the physics of the problem investigated.
In the following paragraph, some solutions for interesting geometries will be
presented.

1.3.3 Time Domain DE solution

The solution of the DE was calculated for different sample geometries.
In our application we are interested in medium that can be considered as
semi-infinite. In order to find that solution it’s necessary to use the so called
method of images (or mirror images) [34]. To apply it we need to employ
the Extrapolated Boundary Condition (EBC) [35], assuming that the fluence
is equal to zero not on the physical boundary of the diffusive medium, but
on extrapolated surfaces at distance ze = 2AD from the physical boundary
(where A is a term that take into account the refractive index mismatch on
the media interfaces). The method of images allows to find solutions for
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the fluence inside the medium as a superposition of solutions for the infinite
medium. If we consider the source as isotropic, i.e. a spatial and temporal
Dirac delta source: q(~r, t) = δ3(~r − r̂s)δ (t) at r̂s = (0, 0, zs), we can find
the following expression for the reflectance and transmittance of a slab of
thickness s [36]:

R (ρ, t) = −
exp

(
− ρ2

4Dcmt
− µacmt

)
2(4πDcm)3/2t5/2

×
m=+∞∑
m=−∞

[
z3m exp

(
− z23m

4Dcmt

)
− z4m exp

(
− z24m

4Dcmt

)]
,

(1.28)

T (ρ, t) = −
exp

(
− ρ2

4Dcmt
− µacmt

)
2(4πDcm)3/2t5/2

×
m=+∞∑
m=−∞

[
z1m exp

(
− z21m

4Dcmt

)
− z2m exp

(
− z22m

4Dcmt

)]
,

(1.29)

where:
z1m = (1− 2m) s− 4mze − zs
z2m = (1− 2m) s− (4m− 2)ze + zs
z3m = −2ms− 4mze − zs
z4m = −2ms− (4m− 2)ze + zs

(1.30)

with m = 0,±1,±2, · · · and ρ =
√
x2 + y2 (interfiber distance).

Reflectance and transmittance curves represent the power crossing the surface
per unit area and at a certain interfiber distance. They can also represent
the probability that a photon, entering in the medium at the origin of the
coordinate system, exits after a time t and at a distance ρ from the incident
point, per unit time and area. Equations 1.28 and 1.29 are infinite series and
should be truncated for practical applications. When the distances between
the boundary of the sources increases, i.e. if m increases, the contribution of
the sources is significant only if ρ or t or both are big.

From equation 1.28 and 1.29 is possible to extrapolate the reflectance
curve for a semi-infinite medium, considering s = +∞. In this case: z3m =
−zs and z4m = 2ze + zs. Only the term for m = 0 survive and we obtain the
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reflectance equation for a homogeneous semi-infinite medium (TRR):

R (ρ, t) = −
exp

(
− ρ2

4Dcmt
− µacmt

)
2(4πDcm)3/2t5/2[

z0 exp

(
− z20

4Dcmt

)
− zp exp

(
−

z2p
4Dcmt

)]
, (1.31)

where: z0 = 1
/
µ

′
s and zp = z0 + 2ze. In the same way it is possible to calcu-

late the expression for the transmittance. Typically, we employ reflectance
measurements because head, arms and legs are not thin enough to allow
transmittance measurements. From equation 1.31 is then possible to extrap-
olate the absolute values of µa and µ

′
s as will be explained in paragraph

1.4.1.

1.3.4 Continuous Wave DE solution

Once the time-resolved reflectance has been evaluated, the CW one can
easily be obtained by integrating the time-resolved equation. The time inte-
gral we obtain is [37, 38]:

RCW (ρ, λ) =
5− rd

6πd3 (1− rd)
1

µ′
s (λ)

[
1 + ρ

√
3µa (λ)µ′

s (λ)
]
×

× exp
[
−ρ
√

3µa (λ)µ′
s (λ)

]
, (1.32)

where ρ is the distance between the source and the detector and rd =
−1.44n−2 + 0.71n−1 + 0.668 + 0.064n with reflection indexes of n = 1.33
for the experiments on a water-based phantom and n = 1.4 for the in vivo
measurements, and where we have introduced the dependence from the wave-
length.

1.4 Extrapolation of the optical properties: absolute val-
ues

In this section, how to extrapolate the absolute values of the absorption
and scattering coefficient, for both the time-domain and continuous wave
approach, will be shown .

1.4.1 TD-NIRS: FIT procedure

Equation 1.31, represents the TD reflectance curve for a homogeneous
semi-infinite medium, obtained with the theoretical model. Once we col-
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lected the experimental reflectance curves, we have to compare them with
the theoretical one, in order to obtain accurate estimation of the optical pa-
rameters extrapolated during the measurements. The way to compare them
is a least square FIT procedure, where different couples of µa and µ

′
s are

iteratively tested in order to minimize the following parameter:

χ2 =
n∑
i=1

(Rteo,i −Rexp,i)
2

σ2
, (1.33)

where σ2 is the variance, Rteo and Rexp are respectively the theoretical and
experimental expression of the reflectance curve. The interpolation interval
(fitting range) includes all the points > 90% (> 1%) of the peak value for
what concern the initial part (final part) of the curve, as shown in figure 1.4.
The points relative to the photons that arrive for first at the detectors are
to neglect because in that region the radiative transport theory cannot work
properly, being a non-random model. Photons on the tail of the reflectance
curve are neglected because in that region the values are so low that is not
possible to discriminate them from the noise.

The experimental curve doesn’t contain information only about the medium
but also about the instrument. It’s then necessary to subtract the instru-
ment’s contribution from the Rexp to allow a better estimation of the optical
parameters. It is possible to estimate the contribution of the instrument,
i.e. instrument response function (IRF), performing a measurement with the
injection and the detection fibers one in front of the other. The IRF won’t
be a δ-dirac, but will have a shape that is typical of each instrument. The
IRF can be deconvolved with the experimental data. Since the deconvolu-

Figure 1.4: Example of FIT process. IRF: blue points. TR data: red
points. Convoluted theoretical model: green line.
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tion algorithm is more complex than the convolution one, usually the IRF
is convolved with the theoretical reflectance curve. The function obtained is
the one employed in the least square method [39]. After the determination
of the absorption and reduce scattering coefficients is possible to determine
the concentration of oxy- and deoxy-hemoglobin, employing equations 1.11.

1.4.2 CW-NIRS

Absolute Values

In equation 1.32, it is evident that µa(λ) can be quantitatively calculated
if the µ

′
s(λ) spectrum is known. A possible way to calculate it and then

extrapolate absolute values of the hemodynamic parameters from CW mea-
surements is the one proposed by Rovati et. al. [38]. They suggest, as firstly
shown by Wray et al. [40] and Matcher et al. [41], to exploit the absorption
of water, taking into account the assumption that the water concentration in
human tissues is known with the uncertainty of a few percent [42]. In par-
ticular, the spectrum can be obtained combining measurements close to 975
nm, i.e. water absorption peak, with data reported in literature. To clarify
this method an example concerning the forearm human muscle is presented.
The typical water and hemoglobin absorption coefficients in this region are:

εO2Hb(975 nm) c(O2Hb) ∼= 6.768× 10−3 mm−1

εHHb(975 nm) c(HHb) ∼= 0.79195× 10−3 mm−1

εH2O(975 nm) c(H2O) ∼= 36.19× 10−3 mm−1
, (1.34)

where concentration of water has been assumed to be 78% of the volume,
c(HHb) ∼= 20 µM and c(O2Hb) ∼= 60 µM . From equation 1.34 it’s clear
that the water absorption at this wavelength is predominant. It’s possible
to assume that the total absorption in the forearm muscle at 975 nm is
due to the water, introducing an error of about the 17%. Therefore, after
measuring RCW (ρ, 975nm) we can substitute in equation 1.32: µa(975 nm) ∼=
εH2O(975 nm) c(H2O) and, using an iterative numerical method, it’s possible
to determine the µ

′
s at this wavelength. In this way we have extrapolated

just a point (at λ=975 nm) of the entire scattering spectrum.

To reconstruct the scattering spectrum it’s possible to take into consid-
eration data reported by Matcher et al. [43, 44]. They showed that the
scattering spectrum decreases with the increasing of the wavelength (from
the Mie theory µ

′
s ∝ λ−b ); using the slopes (dµ

′
s/dλ), reported by them, it’s

possible to calculate the reduced scattering spectrum of water for the tissue
under examination and then inverting equation 1.32, it’s possible to calculate
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the absorption coefficient spectrum. Similar considerations can be applied
to other human tissues, e.g. brain, quadriceps.

To determine the concentration of the oxy- and deoxy-hemoglobin we can
use equations 1.10 in paragraph 1.1.3. At least three wavelengths are needed,
since three cromophores are involved. The resulting equation system is the
following one:µa(λ1)µa(λ2)

µa(λ3)

 ∼=
εO2Hb(λ1) εHHb(λ1) εH2O(λ1)
εO2Hb(λ2) εHHb(λ2) εH2O(λ2)
εO2Hb(λ3) εHHb(λ3) εH2O(λ3)

×
c(O2Hb)
c(HHb)
c(H2O)

 ,
where λ1 has to be around 700 nm (oxy-hemoglobin), λ2 around 830 nm
(deoxy-hemoglobin) and λ3 around 975 nm (water). The solution of this
system is achieved by minimizing the least-squares errors. According to the
equation 1.12 and 1.13 reported in paragraph 1.2, it’s possible to calculate
the oxygen saturation (SO2) and the total hemoglobin concentration (tHb).

Calibration

As already described in paragraph 1.4.1 when we perform a measurement,
the experimental reflectance curve, we obtain, carries information not only
about the medium under investigation but has also a contribution coming
from the instrument. In order to take into consideration this contribution a
calibration is necessary. As suggested by Rovati et al. [38] the experimental
reflectance curve (Rexp(ρ, λ)) obtained on a phantom of known optical prop-
erties, and the theoretical reflectance curve RCW (ρ, λ), obtained evaluating
equation 1.32 at the panthom’s µa and µ

′
s, differs by a fix percentage. Is

then necessary to rescale the curve, fitting the experimental data with the
RCW (ρ, λ) multiplied by a constant factor K. It’s possible to evaluate K as
the parameter of the fitting procedure that minimize the reduced χ2. The
calibration constant K is determined on a phantom thus, according to the
equation 1.32, must be scaled by a factor η, defined as:

η =
5− rd,invivo

1− rd,phantom
, (1.35)

to obtain the corresponding constant for in vivo measurements.

1.5 Heterogeneous media

In the previous paragraphs we treated the biological tissues as homogeneous
media. In reality they have a strongly heterogeneous anatomical nature which
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can be described as a multilayer structure: scalp, skull and gray and white
matter for the head; skin, lipid and muscular fibers for the arms and the legs.
Considering the tissues as a multilayer media is an improvement to the model
but is not yet enough to obtain a correct description of light propagation
because it’s often difficult to know exactly which layers compose the tissues
and we don’t have the necessary knowledge of their optical properties [8]. Is
then important the improvement of the depth sensitivity in order to be able
to discriminate between upper and deeper layers, being the hemodynamic
changes localized mostly in the deeper ones. In the following two paragraphs
we present a method to improve the depth sensitivity respectively in the TD
and in the CW approach.

1.5.1 Time Domain approach

For each wavelength λ a reference TD-NIRS curve R0(t, λ) is derived,
employing an homogeneous model, by averaging the tracks recorded during
the initial baseline period of each experiment. Fitting of R0(t, λ) yields the
reference absorption value µa0(λ). Then, at each recording time T during
the whole experiment (T=baseline + task + recovery period), changes in the
absorption coefficient are derived as:

∆µa(λ;T ) = − 1

cm · t
ln

[
R(t;λ;T )

R0(t;λ)

]
, (1.36)

where cm is the speed of light in the medium, t is the arrival time of photons,
and R(t;λ;T ) is the time domain fNIRS curve at the recording time T [45].
To enhance the contribution from deeper layers and to remove possible dis-
turbances caused by superficial layers, we can correct, in the way explained
in the following, the previous expression. In literature, it is well known that
depth information in TD-NIRS is encoded in the time-of-flight of photons
[37, 46]. The early photons are the ones that remain less time inside the
tissue and probe, keeping fixed the interfiber distance, the superficial layers,
while late photons, the ones that remains more time inside the tissue, have
a higher probability to visit deeper layers. Some approaches, where tissues
under investigation are modeled as a two-layered semi-infinite medium, with
a µ

′
s equal in both layers, were proposed [47, 48]. After the injection of a

light pulse and the introduction of an inhomogeneity both in the upper and
in the deeper layer, we can write:

I (t) = I0 (t) exp
[
−∆µUPa LUP (t)−∆µINCa LINC(t)

]
, (1.37)

where I0 (t) is the time resolved reflectance for the unperturbed medium,
∆µUPa and ∆µINCa are the changes of the µa in the upper layer and in the
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inclusion, and LUP (t) and LINC(t) are respectively the mean-dependent path-
lengths (MPL) in the upper layer and in the inclusion [48].

Contini et al. [49] proposed a novel approach, based on the contrast
for the early and late part of the TRR function. In the small perturbation
regime, equation 1.37 can be written as:

I(t) = I0(t) + δIUP (t) + δIINC(t), (1.38)

where δIUP (t) and δIINC(t) are the variation of I0(t), caused respectively by
the upper layer and the inclusion inhomogeneity. In this approximation:{

δIUP (t) = I0(t)− I0(t) exp
(
−∆µUPa LUP (t)

)
δIINC(t) = I0(t)− I0(t) exp

(
−∆µINCa LINC(t)

)
.

(1.39)

Now is possible to introduce the contrast function C(t) defined as:

C(t) =
I(t)− I0(t)

I0(t)
. (1.40)

Combining equation 1.38, 1.39 and 1.40, we can consider the contrast func-
tion as the sum of the contrast caused by the upper inhomogeneity (CUP (t))
and the contrast caused by the inclusion (CINC(t)):

C(t) =
δIUP (t)

I0(t)
+
δIINC(t)

I0(t)
= CUP (t) + CINC(t). (1.41)

From simulations based on perturbation approach to diffusion theory [47, 50],
we can assume that the contrast for a superficial perturbation is the same at
both time-gates:

CUP (τL) = CUP (τE), (1.42)

while for a deep perturbation the contrast at the early time is negligible:

CINC(τE) = 0. (1.43)

Combining equation 1.41, 1.42 and 1.43 we obtain:{
δIUP (τL) = δIUP (τE)

I0(τE)
I0(τL)

δIINC(τE) = 0
(1.44)

Combining equation 1.38, 1.39 and 1.44, we obtain the final expression for
the ∆µa for the upper and deeper layers: δµUPa = − 1

LUP (τE)
ln
(
I(τE)
I0(τE)

)
δµINCa = − 1

LINC(τL)
ln
(

1 + I(τL)
I0(τL)

− I(τE)
I0(τE)

) (1.45)
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Finally, the absorption coefficient is then derived from corrected late gate
intensities as:

µa(λ;T ) = µa0(λ) + ∆µa(T ;λ) (1.46)

This method allows to improve the depth sensitivity of the time-resolved
NIRS measurements. In paragraph 3.1, an experimental evidence of the
capability of this method to separate the contributions coming from the upper
and deeper layers of the head, will be reported.

1.5.2 Continuos Wave approach

With the CW approach, how to take into account that biological tis-
sues are heterogeneous media is still an open issue. In this paragraph, a
method to solve this problem during measurements on muscle, where the su-
perficial layer is typical made off subcutaneous adipose tissue, is presented.
Niwayana et al. [51] showed that, during measurements on muscle, the oxy-
gen consumption decreases with the increase of the fat layer thickness. With
Monte Carlo simulations they obtained also the mean optical pathlengths
in the muscle, which is equivalent to the sensitivity of the measurements.
Also this parameter decreases with the increase of the fat layer thickness. A
correction curve, which shows the relationship between the thickness of the
fat layer and the measurement sensibility for the muscle, can be determined
by fitting the curves to the results of Monte Carlo simulations. The relation-
ships between normalized measurement sensitivity Smuscle, normalized at 0
mm of the fat thickness, and fat layer thickness h is expressed as:

Smuscle = exp

[
−
(
h

A

)2
]
, (1.47)

where A is a constant, which depends on the interfiber distance. The fat
thickness has to be previously measured by ultrasonography or by means
of a skin fold caliper. Once we have calculated the concentration of the
hemodynamic parameters, is necessary to divide them by the Smuscle factor
in order to remove the contribution of the fat layer.
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CHAPTER 2

A compact Time-Resolved system for NIR

spectroscopy based on wavelength space

multiplexing

In section 2.1 the development of our system, based on a new modality
to inject light into the tissue: the wavelength space multiplexing (SM), is
presented. In particular we will describe the SM approach in paragraph 2.1.1,
and the system setup in paragraph 2.1.2. The instrument characterization on
tissue phantoms and preliminary in vivo measurements during a standard cuff
occlusion and a motor cortex response are respectively described in paragraph
2.2.1 and 2.2.2. Finally, in paragraph 2.3, a comparison between the SM
and the wavelength time multiplexing (TM) approaches is presented. After
the development of this instrument we worked on the improvement of some
instrument features and on the increasing of the channels number maintaining
an SM configuration, as explained in section 2.4.

2.1 SYSTEM SETUP

2.1.1 The wavelength space multiplexing approach

Typically, systems based on time-resolved NIRS use a TM approach to
inject light at two different wavelengths into the tissue. As shown in Fig.
2.1(a), the optical pulses at different wavelengths are delayed, one with re-
spect to the other, by means of an optical fiber delayer line and mixed by
means of an optical coupler [1] or a fiber optical splitter [2, 3, 4], which halves
the intensity of the pulses. In this way, it is possible to time-multiplex the
wavelengths which are both acquired in the same temporal window. The
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Figure 2.1: Comparison between the two different injection ap-
proaches and how the acquired curves appear in a temporal window.
(a) TM, (b) SM.

information carried by the curves is acquired simultaneously in time, but
problems of cross-talk between pulses might hamper the overall performances
of the system. Cross-talk could be due to the superposition of the photon
distributions time-of-flight (DTOFs). Nonlinearity in the time-to-amplitude
converter might also reduce the available time-interval in the time correlated
single photon counting (TCSPC) apparatus. In case of large source detector
distance and/or low absorption coefficient, the DTOFs are rather broad and
this could result in a partial overlapping of the DTOFs themselves. Another
source of cross-talk mights arise from significant changes in the counts at
one wavelength, in particular when the count rate is high and when in the
system a routing electronics is used to manage signals coming from different
detectors. In these cases, it is necessary to keep the count rate low with an
overall reduction of the performances.

To avoid wavelength cross-talk and to increase signal-to-noise ratio, we
have introduced a new approach to inject and collect light into the tissue
based on wavelength SM (Fig. 2.1 (b)). The two wavelengths are injected
alternatively into the two channels by means of an optical 2X2 switch. In
this way, we acquire in each detection line and in each temporal window
only one DTOF at one wavelength at a time. Using this new approach is
possible to exploit the full temporal and dynamic range of the acquisition
TCSPC boards. Due to the fact that the wavelengths are not simultaneously
measured at the same point, the switching rate must be sufficiently high to
follow the hemodynamic changes in the tissue under examination (e.g. for
the brain 5 Hz sampling rate can be enough).
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2.1.2 System description

In Fig. 2.2, a complete scheme of the instrument setup is reported.
As light sources, a couple of pulsed diode lasers, working in gain switching
modality, operating at 690 and 829 nm with 80 MHz repetition rate (PDL,
Picoquant GmbH, Germany) is used. After the laser heads, light is injected
into multimode graded index fibers (50/125 µm by means of a custom-made
coupler. It combines a couple of neutral density attenuators (NT43-770,
Edmund Optics GmbH, Germany), with a total variable attenuation in the
range of 0-80 dB, and a standard fiber optics coupler. Variable attenua-
tors are needed during measurements on biological tissues to equalize the
signal of the two wavelengths or during the acquisition of the instrument
response function (IRF) to avoid damages of the detectors. The attenuators
are automatically controlled by stepper motors (440-436, RS Components,
Italy). After the attenuation stage, light passes through an optical 2X2
switch (LEONI Fiber Optics GmbH, Germany, maximum switching rate: 5

Figure 2.2: Overview of the entire system. ND: neutral density
attenuator; S: injection fiber; B: collection bundle; PMT: photomulti-
plier tube; A: amplifier; TCSPC: time correlated single photon count-
ing board; µchip: micro-controller unit; and Sync: synchronization
signal.
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ms), which allows the wavelength SM.
Photons re-emitted by the sample are collected by two custom-made

glass fiber optic bundles (Loptek Glasfasertechnick GmbH, Germany) with
3 mm diameter and 0.49 numerical aperture. After the bundles, the signal
is equalized by variable neutral density attenuators (like in the acquisition
section). Then, the signal is coupled to the active area of a photomultiplier
tube (PMT) (PMC-100, Becker&Hickl, Germany) by means of a proper op-
tical lens system. This is composed of two aspherical lenses with a focal
lengths of 18.75 and 25 mm, respectively (NT-47-729/730, Edmund Optics
Gmbh, Germany), arranged inside a C-mount tube. This configuration al-
lows to reach a coupling efficiency of 96%, keeping the dimensions of the
entire optical system around 52 mm (from bundle to the active area of the
PMT). The PMTs are cooled by an internal Peltier system driven by exter-
nal home-made circuits. After the PMTs, the electrical signals are amplified
(HAFC-26, Becker&Hickl, Germany).

The acquisition of time-resolved reflectance curves is accomplished by two
parallel and identical boards (SPC130, Becker&Hickl, Germany) for TCSPC
[5]. They are placed in a PCI-box (PCI-Cardbox 2F, IBP Instruments Gmbh,
Germany) interfaced with a laptop and have a useful count rate of 4 MHz
each. The maximum count rate and the commutation time of the optical
switch (5 ms) impose a minimum in the acquisition time of about 10 ms to
have a reliable (about 2 · 104 counts per curve) measurement.

All the system is controlled by a home-made software, written in C-
language in the LabWindows/CVI environment (National Instruments, Au-
stin, TX), interfaced to a micro-controller unit (dsPIC30F2010, Microchip
Technology, Inc., Chandler, AZ). The micro-controller unit receives, through
a serial communication, the setting parameters from the laptop and provides
a trigger signal to synchronize the optical switch and the data acquisition of
the TCSPC boards. The system is also provided by suitable probes (made
of Velcro stripes and custom-made plastic holders) for positioning of the
injection fibers and of the collection bundles on the tissue.

In Fig. 2.3, a typical instrument response function (IRF, black points)
and a DTOF curve (open symbols) at 690 nm are shown. The full width
at half maximum (FWHM) of the IRF is approximately 570 ps. Similar
characteristics were observed for the other wavelength.
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Figure 2.3: Example of the instrument response function (black
points) and of a time-resolved reflectance curve (open symbols) at
690 nm.

2.2 SYSTEM CHARACTERIZATION

2.2.1 Medphot protocol

A standard characterization protocol was employed to evaluate the sy-
stem’s performances in terms of measurement results and to make it com-
parable with other photon migration instruments. The applied protocol,
developed within the framework of the European thematic Network Med-
phot [6], schedules to measure a set of 32 solid phantoms based on epoxy
resin with TiO2 powder as the scatterer and black toner as the absorber.
Each phantom has a label composed of a letter (A-D) and a number (1-8)
representing, respectively the nominal reduced scattering (5-20 cm−1, 5 cm−1

step) and the nominal absorption (0-0.49 cm−1, 0.07 cm−1 step) coefficients
at 660 nm. A simultaneous estimate of reduced scattering coefficient and
absorption coefficient for each source-detector couple was achieved by best
fitting of DTOFs with a standard model of diffusion theory, as described in
paragraph 1.4.1.
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Linearity of µa and µ
′

s

Reflectance measurements on all the phantoms and for all the injection
and detection lines were performed with an interfiber distance of 2 cm. Time-
resolved reflectance curves with about 1.5×106 counts (acquisition time: 1 s
for each wavelength) were acquired. The results, shown in Figs. 2.4 and 2.5,
refer to only one injection-detection line at, respectively, the two different
wavelengths of 690 and 829 nm. The points represent the average over 10
repeated measurements on each phantom, the bars on the respective standard
deviations.

In Figs. 2.4 (a) and 2.4 (d), the measured absorption (reduced scattering)
versus the conventional true absorption (reduced scattering) coefficients are
respectively plotted. The solid line in Fig. 2.4 (a) represents the best fit of the
first four points obtained averaging over the different phantoms. The solid
line in Fig. 2.4 (d) was obtained with the same principle but fitting on the last
three points. We chose these fitting points since the diffusion theory works
properly in the range of low absorption and high reduced scattering values.
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Figure 2.4: Linearity for the absorption and reduced scattering coef-
ficients at 690 nm. The black bars represent the standard deviation
among 10 different acquisitions.
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The experimental points, for both the coefficients, are well aligned along this
line and not much dispersed around it, suggesting a good linearity of the
instrument. In Figs. 2.4 (b) and 2.4 (c), the measured absorption (reduced
scattering) versus the true reduced scattering (absorption) coefficients are
respectively plotted. The solid lines represent the best fit of the second,
third, and fourth point for the same reasons explained before [in Fig. 2.4 (c),
it is not considered the first point]. Where the solid lines are not horizontal,
there is a coupling between the optical parameters. It happens for high value
of the two coefficients, as expected from the validity of the diffusion model
[7]. This behavior does not cause us problems; in fact, typical values for
the two optical coefficients of the biological media are about µa=0.14 cm−1

and µ
′
s=10 cm−1 (phantom B3), and in this range we observe no coupling

between the optical coefficients and good linearity.
Similar results were found for data at 829 nm, as shown in Fig. 2.5. As

expected from the absorption and scattering spectra of the phantoms, the
points are shifted toward lower absolute values, even if they preserve the
characteristics of linearity showed for the data at 690 nm.

0 . 0 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0 0 . 2 5 0 . 3 0 0 . 3 5 0 . 4 0 0 . 4 5 0 . 5 0
0 . 0 0

0 . 0 5

0 . 1 0

0 . 1 5

0 . 2 0

0 . 2 5

0 . 3 0

0 . 3 5

0 . 4 0

0 . 4 5

0 . 5 0

0 . 5 5

0 5 1 0 1 5 2 0 2 5
0 . 0 0

0 . 0 5

0 . 1 0

0 . 1 5

0 . 2 0

0 . 2 5

0 . 3 0

0 . 3 5

0 . 4 0

0 . 4 5

0 . 5 0

0 . 5 5

0 . 0 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0 0 . 2 5 0 . 3 0 0 . 3 5 0 . 4 0 0 . 4 5 0 . 5 0
0

5

1 0

1 5

2 0

2 5

0 5 1 0 1 5 2 0 2 5
0

5

1 0

1 5

2 0

2 5

( a ) D
 C
 B
 A

 m
ea

s.
 a

b
so

rp
ti

on
 (

cm
-1

)

( b )

( c )

 D
 C
 B
 A

m
ea

s.
 s

ca
tt

er
in

g 
(c

m
-1
)

c o n v .  t r u e  a b s o r p t i o n  ( c m
- 1
)

( d )

 8
 7
 6
 5
 4
 3
 2
 1

 8
 7
 6
 5
 4
 3
 2
 1

c o n v .  t r u e  s c a t t e r i n g  ( c m
- 1
)

Figure 2.5: Linearity for the absorption and reduced scattering coef-
ficients at 829 nm. The black bars represent the standard deviation.
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Noise

Noise test allows to estimate the required number of counts of the DTOF
curve in order to have limited variability of the measurement results due
to random effects. In Fig. 2.6, the coefficient of variation (CV) for the
absorption and reduced scattering coefficient at 690 nm [Fig. 2.6 (a)] and
829 nm [Fig. 2.6 (b)] is shown. We need more than 5 × 105 (7 × 105)
counts for the scattering at 690 nm (absorption at 690 and 829 nm, scattering
at 829 nm) to have a CV lower than 1%. This is a typical CV value to
perform measurements with acceptable precision. Normally, during an in
vivo experiment, a collection time of about 200 ms is sufficient to acquire
a curve of about 5 × 105 photons. The solid line is a linear fit of the CV
as function of photons counts N, which has a trend very close to the one
indicated by the photon noise statistics [8]. Indeed, we found a power law
dependence: CV÷Nn, where coefficient n=-0.54 (n=-0.54) for absorption at
690 nm (829 nm) and n=-0.57 (n=-0.49) for reduced scattering at 690 nm
(829 nm). We note that the last points, relative to the largest counts, refer
to a small number of curves to represent a realistic statistics.
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Figure 2.6: CV for the absorption and reduced scattering coefficients.
The solid lines are the linear fit of CV. (a) CV at 690 nm. (b) CV at
829 nm.
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Stability

The measurements were performed in a reflectance geometry, on phantom
B3, with an interfiber distance of 2 cm and an acquisition time of 2 s (1
s for each wavelength), for a total of 300 min. In Figs. 2.7 (a) and 2.7
(b), the results of the stability test are expressed as percentage variations
with respect to the average value, over the last 30 min, of the absorption
coefficient, respectively, at 690 and 829 nm for one injection-detection line.
To reach a stability level of ±3% (±1%) of the average value, the system
takes about 24 min (78 min) being this the warm-up time of laser heads.
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Figure 2.7: Stability test: percentage variations with respect of the
average value of the absorption coefficient at (a) 690 nm and (b) 829
nm.

Reproducibility

We performed the same measurements in the same experimental condi-
tions (reflectance geometry, 2 cm interfiber distance, 1 s acquisition time,
phantom B3) in three different days to evaluate the reproducibility. We cal-
culated the displacement of the measured optical parameters obtained at
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each day with respect to the value found averaging the values over the days.
We found, for one injection-detection line, a displacement of about 8% (7%)
for the absorption (reduced scattering) coefficient at 690 nm; at 829 nm, we
obtained 6% for both the optical coefficients.

2.2.2 Preliminary in vivo measurements

We performed preliminary tests to check the performances of our in-
strument during in vivo measurements aiming at monitoring the hemody-
namic changes during muscle cuff occlusion and brain activation. Taking the
assumption that deoxy-hemoglobin and oxy-hemoglobin (HHb and O2Hb,
respectively) are the main chromophores contributing to absorption, their
concentrations are easily derived by using the knowledge of the extinction co-
efficient [9]. To enhance the contribution from deep layers and to remove pos-
sible disturbances caused by superficial adipose layers, a correction method
based on the use of late time windows (1750-2500 ps) was also applied, see
paragraph 1.5.1.

Cuff occlusion on the arm muscle

A standard arterial cuff occlusion of the arm muscle on a male adult
volunteer was performed. The measurement protocol scheduled an arterial
occlusion (180 mm Hg, left arm) consisting of 1 min of baseline, 2 min of task,
and 3 min of recovery, for a total of 6 registration minutes. The measurements
were performed in a reflectance geometry, with a sample acquisition rate of
400 ms (200 ms for each wavelength) and an interfiber distance of 2 cm. We
put on the medial aspect of each arm, one injection fiber and one detection
bundle by means of a black rubber pad connected to brand fasteners (ONE-
WRAP R©, Velcro Italia Srl, Italy). They guarantee a good adhesion of the
fiber to the skin also in the event of movements of the subject.

In Fig. 2.8 (a), the time courses for the variations of HHb and O2Hb on
both the arms, calculated as difference with the average values over the first
30 s of the baseline period, are shown. During the arterial occlusion, the flow
of the deoxygenated blood through the veins and the influx of the oxygenated
one through the artery are inhibited. In fact, we observe an increase of the
HHb and a decrease of O2Hb during the entire occlusion task. On the right
arm, relevant variations of the hemodynamic parameters are not present, as
expected. When the cuff is released (slow release, in a few seconds, to avoid
abrupt changes), we observe a return to the baseline value with the presence
of oscillations (i.e., undershoot for HHb and overshoot for O2Hb). We notice
a delay in the response of HHb compared to O2Hb, as expected, since the
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Figure 2.8: Arterial occlusion on the left arm. (a) Changes in HHb
(∆HHb) and O2Hb (∆O2Hb) on the left (l) and right (r) arm. (b)
Time course of the absolute value of the saturation coefficient (SO2%).

veins are released after the arteries, this effect being enhanced by the slow
release of the cuff.

One of the advantages of time-resolved technique is the possibility to
extract not only the relative variations, but also the absolute values of the
optical parameters. This can be exploited to estimate, as example, the time
courses of blood oxygen saturation [SO2=O2Hb/ (O2Hb+HHb)]. In Fig.
2.8 (b), SO2 measured during the arterial occlusion on the left arm is shown.
During baseline, SO2 is around 60%, a typical value for human muscle [3, 11],
while a decrease till about the 55% is observed during the arterial occlusion
period.

Motor cortex response during hand movements

We employed our instrument also during an in vivo test on an adult
volunteer to study the hemodynamic response of the motor cortex during the
movement of the right hand. The injection and detection fibers were arranged
on the scalp over the focal point for hand movement (optodes centered across
the C3 and C4 positions, as defined by the 10/20 EEG International System)
with an interfiber distance of 2 cm. The measurement protocol consisted of

37



Chapter2

10 s of baseline, 20 s of motor task (opening and closing right hand), and
10 s of recovery. An acquisition time of 1 s (0.5 s for each wavelength) was
used. The protocol was repeated 15 times, and the results were averaged.

In Fig. 2.9, changes in HHb (∆HHb) and O2Hb (∆O2Hb) during the
measurements are plotted. The graph in Fig. 2.9 (a) shows the results for
the left hemisphere. Here, it is evident that the increasing of O2Hb and the
corresponding decreasing of HHb during the motor task, as expected, by the
contralateral brain activation. The graph in Fig. 2.9 (b) refers to the right
hemisphere, where there are not significant task related changes during the
experiment, as expected.
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Figure 2.9: Changes in HHb (∆HHb) and O2Hb (∆O2Hb) during
right hand movements. (a) Left hemisphere. (b) Right hemisphere.
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2.3 WAVELENGTH SPACE MULTIPLEXING AND TIME
MULTIPLEXING APPROACH: A COMPARISON

To quantify the cross-talk between the wavelengths, we have compared
the two different approaches to inject light into the tissue in three different
configurations: SM, TM in a dual-channel system, and time multiplexing in
a system with more detection channels, where a routing electronics is intro-
duced, time multiplexing with router (TMR). We have done measurements
keeping one wavelength (λF ) at a fixed count rate (four different values: 105,
5×105, 106, 1.5×106 photons/s) and varying the count rate at the other
wavelength (λV ) (nine values: ±75%, ±50%, ±25%, ±10%, and 0% of the
constant value). Figure 2.10 shows the case for λF=690 nm and λV =829 nm.
In principle, varying the intensity of λV , we should not observe a variation
in the amount of the count rate at λF and the points in Fig. 2.10 should
be horizontals. This is what happens when the count rates are low (λF at
105 counts/s) [Fig. 2.10(a)]. By increasing the value of the counts at λF
[Figs. 2.10(b)-10(d)], the SM configuration shows the absence of cross-talk
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Figure 2.10: Trend of the count rate at 690 nm when it is kept fixed
at different values and the count rate at 829 nm is varied. Fixed
values: (a) 105 photons/s, (b) 5×105 photons/s, (c) 106 photons/s,
and (d) 1.5×106 photons/s. The results are shown for three different
configurations: SM, TM, and TMR. The solid lines are the linear fit.
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between the wavelengths, as expected, since the two curves relative to the
two different wavelengths are acquired in two different temporal windows (see
linear fit and solid lines). To quantify the cross-talk, a linear regression of
the points for each configuration has been performed. The slope parameter
(dimensionless) represents the relative change in the acquired photons count
rate at λF with respect to the acquired photon count rate at λV . The slope
of the linear fit increases in the TMR configuration already from the second
value [Fig. 2.10(b)]. This behavior is not present in the TM configuration,
which has a trend similar to the SM one. This suggests that a routing elec-
tronics introduces a saturation threshold, which limits the photons count rate
in each temporal window. Therefore, when the number of channels is large,
a tradeoff between the number of channels (quality of the imaging) and the
count rate (quality of the signal-to-noise ratio) is required.

Then, we have evaluated the effect of the cross-talk on the estimation of
the absolute values of the optical parameters. In Fig. 2.11, we plotted the
dependence of the scattering coefficients at 829 nm at different values of λV .
When the count rate at λF is low, the slopes of the linear fit (solid line) are
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Figure 2.11: Scattering coefficients at 829 nm. First row: λF =690
nm and λV =829 nm; second row: λF =829 nm and λV =690 nm. First
column: fixed value of 105 photons/s; second column: fixed value of
1.5×106 photons/s. The solid lines are the linear fit.

40



Chapter2

small, in fact line are almost horizontals, for all the three different config-
urations, as shown in Figs. 2.11 (a) and 2.11 (c). When the count rate at
λF is 1.5×106 photons/s, the slopes become higher for the TM configuration
and much higher for the TMR configuration. This shows that keeping a high
count rate at λF and varying it at λV , an error in the determination of the
absolute values of the scattering coefficient is introduced.

The main reason for this behavior is the partial overlap of the DTOFs
(and of possible reflections in the optical system) at the two different wave-
lengths in the TM and TMR configurations. This could be avoided by redu-
cing the frequency repetition rate. However, not all laser sources can operate
at different repetition rates. Furthermore, reducing the repetition rate will
not eliminate the cross-talk due to the acquisition of more DTOFs in a sin-
gle TCSPC window. This behavior is not present in the SM configuration,
which exploits the entire TCSPC window for one DTOF at one wavelength
at a time. Similar results were obtained for the scattering coefficients at 690
nm and for the absorption coefficients at both wavelengths.
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2.4 SYSTEM IMPROVEMENTS

Even if the instrument characterization (paragraph 2.2) shows good re-
sults in terms of linearity, stability, noise and reproducibility, some other
characterizations and improvements were necessary in order to further im-
prove the instrument efficiency. In particular, we look into the ideal count
rate during the measurements, the switch performances, a way to reduce the
power losses, how to overcome some heating problems and the best way to
take measurements to extrapolate value of µa and µ

′
s. Then we increased the

number of injection and detection channels, transforming the 2×2 prototype
in a multichannel 16× 4 instrument.

2.4.1 Determination of Maximum Count Rate

We wanted to determine the maximum count rate that we can set during
the measurements in order to remain in single photon statistics and to avoid
the acquisition board saturation (about 4-5 MHz). The TCSPC boards can
detect only one photon per signal period. If the detection rate is so high that
the detection of a second photon within the recorded time interval becomes
likely, the waveform is distorted (pile-up effect), and this is reflected in a bad
extrapolation of the optical properties of the sample during the fit process,
explained in paragraph 1.4.1. During the data analysis, in fact, a different
shape in the reflectance curve means a different absorption or scattering co-
efficients. At this purpose, we took measurements on phantom B3 (µa=0.14
cm−1; µ

′
s=10 cm−1) at different count rates, in a range between 500 Kcounts

and 6000 Kcounts (500 Kcounts steps), with an interfiber distance of 2 cm.
In figure 2.12 the values of the reduced scattering at 690 nm, relative to

PMT1 and source number 2, are shown. The values found for µ
′
s during the

first measurements, where the count rate is low, are pretty close to the real
one. In the inset of figure 2.12 are reported some percentage values that
represent how much the scattering coefficients found, differ from the right
one. They are calculated as the difference between the value found and the
average among the values referring to the first four counts levels, divided
by the average itself. Increasing the count rate, we observe a progressive
overestimation of the µ

′
s value. This is due to the fact that the board is

reaching its saturation limit and we’re going towards the limit of the single
photon statistics. From the graph and the inset, it’s clear that we have to fix
a maximum count rate around 3 millions of counts to be able to extrapolate
reasonable values (+ 1.9%). Similar results were found for the absorption
coefficient.
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Figure 2.12: Scattering coefficient, at 690 nm, at different count rates.

2.4.2 Switch Characterization

A specific fiber optical switch characterization was done, to better un-
derstand its behavior and set a maximum switching frequency threshold, if
necessary. The accuracy of the switching time is, in fact, very important
in order to implement the space wavelength multiplexing without losing the
information regarding which wavelength is in one channel at a certain mea-
surement time. The minimum switching time certified by the builder is 5
ms. If the acquisition boards saturation is about 4 MHz, it means that it’s
possible to have 4 millions of counts per each second. To be able to ex-
trapolate the optical parameters, during the analysis procedure, about 20
Kcounts per curve are necessary, this implies that each measurement has to
be at least 5 ms. In the SM modality, to have a complete acquisition, 4 steps
are necessary: 1) switch movement towards the “parallel” position (5 ms), 2)
acquisition (≥ 5 ms) 3) switch movement towards the “crossed” position (5
ms) 4) acquisition (≥ 5 ms), for a total of at least 20 ms each measurement,
10 ms each wavelength.

We characterized the optical switch at different switching time (0.02,
0.025, 0.03, 0.04, 0.05, 0.1, 0.25, 0.5 and 1 s). We performed measurements
on phantom TC (µa=0.14 cm−1, µ

′
s=10 cm−1), with an interfiber distance of

2 cm and fixed acquisition counts at 100 Kcounts/s. If the switch behavior
was the same, operating at different switching rate, we should always obtain
the same counts; we found a different result instead. In graph 2.13 the nor-
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Figure 2.13: Normalized counts (@ 690 nm) registered in function of
the switch repetitions, at different switching rates (see legend).

malized counts at different switching rate (see legend) are shown. They are
obtained dividing the counts by the average of the last fifty points. When
the switching rate is fast, there is an error in the measure, and the counts are
underestimated. Only after some repeated movements, the switch starts to
work at full. This is probably due to an inertia of some mechanical compo-
nents or to the time that the piezoelectric actuator needs to move the fibers.
As the switching rate becomes slower (from 0.02 to 1 s), the error is lower.
To overcome this problem is enough to wait for the switch to perform some
movements before starting to save the measurements.

Typically it’s simpler to think about the time that we need to wait before
saving, instead of the number of movements. In graph 2.14 the same result in
function of time is presented. It’s easy to see that, with the fastest switching
rate, it’s necessary to wait about 2 seconds before recording the right amount
of counts. This procedure is necessary only once, at the beginning of a
measurement, and does not introduce further delays. To solve this problem
was enough to modify the micro-controller program so that the recordings
start 2 seconds after the beginning of the switch movements.
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Figure 2.14: Normalized counts (@ 690 nm) in function of time, at
different switching rates (see legend).

2.4.3 Effects of the attenuation on IRF

During the instrument characterization, we found some problems in ex-
trapolating the right optical parameters in phantom with high absorption
and reduced scattering coefficient. It can be due, of course, to the limit of
the diffusion model, which doesn’t work properly at those values (see chap-
ter 1). But the error made during the computation was not always constant,
but it changed in some different measurements, where the only difference
was how the IRF was recorded. Typically the measurement is done with an
attenuation in front of the PMTs, provided by the variable circular attenu-
ators, in order to obtain the amount of counts required. When we have to
record the IRF, we remove the sample and we place the injection and the de-
tection fibers directly one in front of the other. For this reason it’s necessary
to increase the attenuation in front of the PMTs.

We tested the way to take the measurements and the IRF in terms of at-
tenuation, doing some trials on phantom B3 (µa=0.14 cm−1, µ

′
s= 10 cm−1)

and B5 (µa=0.28 cm−1, µ
′
s= 10 cm−1). We kept fix the counts under the

principal peak at 500 Kcounts and we varied the attenuation of the variable
attenuators in front of the PMTs from 45◦ to 315◦, 45◦ of step. It corre-
sponds to a variation from about 1.66 to 0, 0.33 of step, in terms of optical
density (OD). After that we took the IRF with the same procedure. In graph
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2.15(a), the reduced scattering coefficient at 690 nm, found for B3 phantom,
is shown; in figure 2.15(b), for phantom B5. These values are extrapolated
analyzing data with all the combination between PMTs attenuation during
the IRF (x-axis) and PMTs attenuation during the phantom measurements
(see legend). As shown in figure 2.15(a) the computed scattering coefficient
is always close to its real value for phantom B3; the same doesn’t happen on
phantom B5 (Figure 2.15(b)). In this case, fitting data coming from mea-
surements and IRF with different attenuations, we obtained values for the
reduce scattering coefficient completely different, with an error, which can
reach 5 cm−1 (50%). Similar results were found for both the wavelengths,
for phantoms with higher absorption and scattering coefficients and for both
the optical coefficients. This means that different attenuations during mea-
surements and IRF acquisition cause differences in the extrapolation of the
optical parameters themselves.
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Figure 2.15: Reduced scattering coefficient for phantom B3 (a) and
phantom B5 (b) in function of different PMTs attenuations during
the IRF recording, at different attenuation during the measurements
(see legend, values expressed in OD).

As clarify in table 2.1, to obtain the right value, it is necessary to acquire
the measurements on the sample and during the IRF recording with the same
attenuation in front of the PMTs.
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P.A. [OD]
0 0.1 0.33 0.66 1 1.33 1.66

0 11,76 11,96 11,13 10,54 10,76 10,30 10,33

0.1 11,42 11,62 10,84 10,27 10,49 10,04 10,07

0.33 12,43 12,71 11,60 10,89 11,15 10,52 10,62

IRF 0.66 13,42 13,79 12,39 11,57 11,88 11,13 11,21

[OD] 1 13,26 13,62 12,22 11,39 11,68 10,95 11,04

1.33 13,95 14,36 12,81 11,94 12,26 11,46 11,53

1.66 14,52 15,02 13,09 12,10 12,45 11,53 11,59

Table 2.1: Reduced scattering coefficient for phantom B5 acquired at
different attenuations [OD] in front of the PMTs during measurements
on phantom (P.A,) and during Instrument Response Function (IRF)

2.4.4 Thermal Noise

The sensitivity of the TCSPC technique is limited mainly by the dark
counts rate of the detector. The dark counts are the ones that are recorded
when there’s no light incident on the detector’s active area. Defining the
sensitivity as the intensity at which the signal is equal to the noise of the
dark signal the following equation applies:

S =
(Rd ∗N/T )1/2

Q
(2.1)

where: Rd=dark count rate, N= number of time channels, Q= quantum effi-
ciency of the detector and T= overall measurement time [5]. The dark count
rate depends on the cathode type, the cathode area, and the temperature.
Taking into account that we cannot change the cathode characteristics, the
factor that affects mostly the dark counts is the temperature in the environ-
ment around the detector. Additional heating, i.e. by the voltage divider
resistor, amplifier connected to the output or any other similar electronic or
mechanical device should be avoided. The easiest way to keep the dark count
rate low is thermoelectric cooling. As explained in chapter 2.1.2 we intro-
duced, at this purpose, some cooling circuits to activate the internal cooling
system of the photomultiplier. As shown in graph 2.16 the introduction of
the cooler reduces the dark counts from about 223±15 to 33±6 counts per
each acquisition window (12.5 ns).

The PMTs and the optical detection system need to be placed in a
dimmed environment, because of the high sensitivity of the PMTs active
area. In the first version of the instrument, described in the section before,
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Figure 2.16: Averaged dark counts for one photomultiplier with and
without the cooling system. The black bars represent the standard
deviation.

we placed the PMTs and all the detection optics in a metal box, so that no
light from outside was able to reach the inner part of it. In these conditions
we tested the stability in time of the PMTs’ dark counts, doing measure-
ments each second for two hours and a half. In figure 2.17 it’s clear how the
counts decrease during the first 20 minutes (warm-up time) because of the
effect of the cooling system. After this initial decreasing, the counts don’t
remain constant, as they should do, but they continue to increase till the
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Figure 2.17: PMTs’ Dark Counts: stability test of the complete de-
tection section, as it was in the first instrument version.
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end of the measurement period. As consequence the signal is never stable
in the range ±3% and the ±1% of the average counts, calculated in the last
15 minutes. This is due to the progressive heating of the environment inside
the box. The elements that mostly concur to the heating are the attenua-
tors’ stepper motors. To prevent the overheating inside the box, the ideal
solution was to divide the area where the motors are placed from the one
with the photomultiplier tubes. An additional requirement was that the mo-
tors should remain in a dimmed environment because they are fixed together
with the bundles and are close to the C-mount tubes aperture (see scheme
in fig. 2.18(a)). What we thought to do was to divide the detection box in
two parts by means of a wall. Making a hole next to the C-mount tube, was
possible to place the wall between the PMT and the variable attenuator (red
line in figure 2.18(a)). In this way the side with the optical coupling system
was left in the dark and close part of the box, while the side with the PMTs
was completely open making easier the heat dispersion. Two fans were also
added, as shown in figure 2.18(b).

(a) (b)

Figure 2.18: a) Scheme of the detection system inside the box before
the modifications. b) The detection box after the modifications. In
the fore the new open part with the PMTs.

We tested again the stability of the PMTs dark counts in this new configu-
ration, with a measurement equal to the one explained before. In figure 2.19
the results are shown. With the new configuration the average value of the
dark counts obtained after an initial warm-up period (about 30 minutes), is
293.5±1.4. This value guarantees a good signal-to-noise ratio; furthermore it
remains stable in time around the average (horizontal lines). Similar results
were obtained for the other PMTs employed in the system.
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Figure 2.19: PMTs’ Dark Counts: stability test of the complete de-
tection section after the modifications.

2.4.5 Bundle Characterization

The choice of the right kind of optical fibers using to detect light coming
from the sample, is still an open issue. Good detection fibers should, at
first, allow to collect as much signal as possible, being the biological tissues
diffusive media. At this purpose a high Numerical Aperture (NA) is required
because the signal transmitted is proportional to the square of the numerical
aperture. However, the employment of fibers with high NA, such as bundles
of fibers, affects the propagation of the optical pulses in terms of temporal
dispersion. The time spread inside the fibers can be express as:

∆t =
nl

co
·

 1√
1− NA2

n2

− 1

 , (2.2)

where n is the refractive index of the core material, l is the length of the
fiber bundle, and co the speed of light in vacuum [14]. This equation shows
that increasing the NA, also the temporal dispersion increases (inter-modal
dispersion).

To have an experimental evidence of how much the choice of different
bundles influences the optical pulses’ characteristics, three different bundles
were tested. We used bundles with respectively 1, 2 and 3 mm of diameter,
in an IRF configuration, with a thin layer of Teflon in front of the bundles
entrance; Teflon it’s a scattering medium, which allows to fill the whole NA
by light [14]. In table 2.2 the counts and the FWHM recorded are shown. The
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Counts FWHM Barycenter
690 nm 829 nm 690 nm 829 nm 690 nm 829 nm

3 mm 964000 909800 573 570 3300 3600
2 mm 783800 667600 543 548 3500 3786
1 mm 274000 275800 655 639 3540 3818

Table 2.2: Optical bundles characterization in terms of counts [ph],
FWHM [ps] and barycenter position [ps] of the reflectance curve in
the IRF configuration.

FWHM found for the smallest bundle is the highest one, in contrast with the
theoretical estimation. Probably this is due to a non exacted placement of the
bundles during this experiment. Comparing the FWHM of the bundles with
respectively 2 and 3 mm of diameters, an increase of the temporal dispersion
of about 30 ps was found. The counts increased of the 23%. For this reason
it’s reasonable to choose bundle with 3 mm of diameter. They are made of
step index, glass fibers, and have a numerical aperture of 0.57, a length of
1.5 m and a refractive index of 1.62004. If we use these values inside the
equation 2.2 we obtain a theoretical temporal dispersion of 546.56 ps. In
our experiment we obtain a FWHM of about 573 ps. This value includes
the contribution coming from the entire system, not only from the bundles.
Assuming that the input and the output pulses of the bundle, are roughly
Gaussian functions of time, the broadening ∆t due to the propagation along
the bundle may be estimated from this equation [15]:

∆t2out = ∆t2in + ∆t2, (2.3)

where ∆tout is the value found in our measurement and ∆tin is the width
of the pulses before the bundle. Assuming that the injection fibers give a
pulse broadening that is negligible in comparison with the one provided by
the bundles, we can use as ∆tin the FWHM of the laser at 1 mW, then
70 ps. In this way we obtained an experimental dispersion: ∆texperimental=
568.71 ps, in perfect agreement with the theoretical result. This confirms also
that the biggest contribution to the pulse broadening comes effectively from
the bundles, being the temporal resolution of the photomultiplier of about
200 ps (FWHM). To reduce the temporal dispersion we could use graded
index fibers, instead of step index ones. However the optical filling factor of
bundles will be inferior, causing considerable reduction in the light collection
efficiency. Another solution could be to reduce the NA of the fibers inside the
bundles, but this means again to reduce the intensity of the signal collected.
To increase the signal, lost with a prospective decrease of the NA, we could
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change the material of the fibers inside the bundle, from glass to plastic,
but this is not suitable because the glass guarantees less losses than plastic
because of the absence of the Hydroxil (OH−), which is highly absorbent in
the NIR spectral region. It could be also possible to increase the diameter of
the bundle doing a trade of between signal attenuation and pulse broadening.
At the moment the problem of bundles dispersion and how to solve it remain
an open issue for the time-resolved NIRS instruments where the shape of
the pulse is a key feature during the extrapolation of the optical parameters
(chapter 1).

2.4.6 Improvement of the injection and detection chan-
nels number

In the medical diagnostic field, imaging systems are often required, in par-
ticular in the neuroscience applications, where is useful to create maps of the
hemodynamic activations of the brain cortex. At this purpose, an instru-
ment with an elevated number of channels is required. In our department a
time-resolved NIRS system, based on wavelength time multiplexing, with 16
injection and 16 detection channels, was already developed [4]. On the base
of the successful employment of that multi-channel instrument in the clinical
practice [16], we tried to increase the number of channels of the instrument
described in the previous chapter, in order to exploit all the advantages of
the wavelength space multiplexing. We increased the total number of chan-
nels making changes both in the injection and in the detection section. We
increase the injection channel from 2 to 16, and the detection ones from 2 to
4. The instrument is actually a 16X4 multichannel system. We tested the
performances of the instrument after the upgrade and we found the same
behavior of the previous one in terms of linearity, stability, noise and repro-
ducibility.

Injection channels

To improve the number of injection channels we inserted two 1X9 optical
switches (F-109-05 Piezosystem Jena GmbH, Germany) just after the 2X2
optical switch, as shown in figure 2.20. They are independently controlled by
the micro-controller unit, which was replaced with a new one (dsPIC30F6014,
Microchip Technology, Inc., Chandler, AZ). With this configuration is pos-
sible to inject the two wavelengths in eight different channels each, for a
total of sixteen injection channels, without losing an SM configuration. One
channel per switch was used as “stop” position. The switching time is less
than 2 ms. These switches were set up in order to work with fibers with
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Figure 2.20: Scheme of the new injection section. In black the optical
connections, in red the electronic ones.

100 µm of core. Then we changed the optical injection fibers; we used glass,
graded index fibers with 100-140 µm (core-cladding) and NA = 0.29, in or-
der to reduce the insertion losses due to the laser light coupling with the
fibers. During this upgrade, we also introduced the possibility to control the
variable stepper motor via PC. In this way, once the attenuators are in the
right position, is possible to interrupt the current flux to the motors in order
to decrease the environment heating (see paragraph 2.4.4).

Detection channels

To improve the number of detection channels from two to four without
losing the independence among them, we doubled the entire detection section.
Then we doubled the bundles and the detection boxes and we inserted other
two TCSPC boards (SPC130, Becker & Kickl Gmbh, Germany). We replaced
the PCI-box with a personal computer able to host four boards. Finally we
implemented all the necessary changing in the micro-controller software to
control four acquisition line and we implemented the computer stepper motor
control, as done in the injection section. In figure 2.21, a scheme of how
appears the four channels detection section after the upgrade is presented.
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Figure 2.21: Scheme of the new detection section. In black the optical
connections, in red the electronic ones. A: Amplifier, C: Cooling
circuit, P: photomultiplier tube.

2.5 CONCLUSION AND PERSPECTIVE

In this chapter we described the development and the characterization
of a compact, dual-wavelength, dual-channel system for time-resolved fNIRS
spectroscopy [12, 13]. It is based, for the first time, on the wavelength space
multiplexing approach that allows to avoid cross-talk affecting system based
on the wavelength time multiplexing approach and to increase signal-to-noise
ratio. The instrument was also validated during preliminary in vivo tests. In
the following chapter some applications on human will be presented. Then
we described all the tests and the modification applied to the instrument, to
improve its performances and to build a new version with sixteen injection
and four acquisition channels. For the future, the following further improve-
ments are already scheduled:

• NEW LASER SOURCES: We will employ new semiconductor lasers
and drivers (SEPIA II, Picoquant GmbH, Germany), more stable and
powerful to increase the signal to noise-ratio.

54



Chapter2

• NEW DETECTORS: we will employ hybrid detectors (HPM-100-50,
Becker&Hickl, Germany) instead of photomultiplier tubes. The princi-
ple of the hybrid detector yields excellent timing resolution, a clean TC-
SPC instrument response function, high detection quantum efficiency
up to NIR wavelengths, and extremely low afterpulsing probability.
The absence of afterpulsing results in a substantially increased dynamic
range of TCSPC measurements. This module is operated via detector
controller (DCC-100, Becker&Hickl, Germany).

• NEW ATTENUATORS: with step attenuation (not continuous), to
partially solve the problems with the IRF recordings (see paragraph
2.4.3).

• AUTOMATIC ATTENUATION: before performing a measurement,
a carefully and independent equalization of all the couples injection-
detection channels is necessary. At the moment is carried out by the
operator. We are working on an automatic algorithm, which will al-
low to equalize automatically the signals in the different channels just
setting the number of counts needed.

• MEDICAL DEVICE: we will turn the instrument from a prototype
into a medical device tailored not only to the laboratory but also to
the clinical use. We will enclose it in a 19" rack, in the fulfillment of
the safety regulations, with a modularity concept (i.e. the possibility
to substitute a section of it without changing the others).
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TD-fNIRS Application

As explained in chapter 1, the fields where TD-fNIRS can be applied
are different. The instrument we developed (see chapter 2) was employed
for different purposes. At first it was used during simultaneous TD-fNIRS
and laser Doppler flowmeter acquisitions, as shown in paragraph 3.1. This
study aimed at providing an experimental evidence to the “Time-Gated”
method, described in paragraph 1.5.1, that we apply to separate the signal
contributions coming from different layers of the tissue under examination.
It was also interesting to find similarities and correlations between the two
techniques in order to understand their complementarity.

The simultaneous use of different acquisition techniques, “multimodal ap-
proach”, it’s a very powerful aspect in the medical diagnostic and research
field, in particular in the neuroscience studies, where there is still a lot to un-
derstand. To this end we tested also the feasibility of parallel co-registration
employing both electroencephalography and our TD-fNIRS instrument, as
explained in paragraph 3.2. This study aimed at the monitoring of both
the hemodynamic and electrical activity on the prefrontal cortex, during a
divided attention task.

In paragraph 3.3, an application on muscle and brain is presented. This
study focused on the hemodynamic changes in the arm muscles and in the
cerebral cortex while an electrical muscle stimulation is performed.

In the future, the idea is to apply our instrument directly on patient
during clinical studies.

59



Chapter3

3.1 TD-fNIRS vs Laser Doppler Flowmetry (LDF):
a “Time-Gated” theory validation study

As explained in paragraph 1.5.1, with the time gated approach is possible
to separate the TD-fNIRS signal coming from the deeper layers of the tissue
under analysis from the one coming from the upper layers. In this paragraph,
an experimental validation of this theory is proposed. To fulfill this purpose,
we applied an experimental protocol on the prefrontal cortex (PFC), with the
simultaneous employment of TD-fNIRS and Laser Doppler Flowmeter (LDF)
technique. From the TD-fNIRS signal is possible to extrapolate both the
contributions coming from the more superficial layers and the deeper ones,
which are related to an autonomic driven variability. LDF signal is, instead,
related to surface flowmotion due to the peripheral autoregulation [1, 2, 3].
The principal aim of this work is to find a correlation between the LDF and
the TD-fNIRS signal due to the early photons (superficial signal), thus is
possible to provide a validation to the “time-gated” approach. A possible
way to test this correlation is the simultaneous use of the two techniques
to probe what happens in the prefrontal cortex region during a Valsalva
Maneuver (VM).

The Valsalva maneuver is a widely used procedure for assessing the in-
tegrity of the Autonomic Nervous System (ANS), in which a subject tries to
exhale forcibly with a closed glottis so that no air exits through the mouth or
nose as, for example, in strenuous coughing, straining during a bowel move-
ment, or lifting a heavy weight. Specific changes occur in blood pressure
and the rate and volume of blood returning to the heart, as the maneu-
ver impedes venous return. Therefore, its main consequences on autonomic
regulation consist in variations of perfusion and intrathoracic pressure, and
in an increase of heart rate. The raise of intrathoracic pressure that occurs
during the Valsalva maneuver elicits rapid changes in preload and afterload
[4]. Heart rate and total peripheral resistance, which are increased during
the execution of the maneuver, maintain their higher values in the immedia-
te aftermath of it. During the VM we don’t expect to see an activation of
the gray matter (deep layers) but only a local variation of the hemodynamic
parameters on the surface of the prefrontal cortex.

The simultaneous use of TD-fNIRS and LDF devices was previously pro-
posed only in an invasive study on piglets [5], where the authors wanted
to verify that the content of information in the TD-fNIRS signal, is not
disturbed by the noise due to autoregulation, which contributes to the vaso-
motion signal detected by the LDF. For the originality of this simultaneous
and non-invasive recording is also interested to look not only at the corre-
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lation between the two signals but also at the information carried by each
signal.

In paragraphs 3.1.1 and 3.1.2 the LDF technique and the compatibility
whit our TD-fNIRS instrument will be presented; in paragraph 3.1.3 the
measurement campaign to compare the two technique, performed in collab-
oration with the “Department of Bioengineering” of Politecnico di Milano,
is described. In the same paragraph also TD-fNIRS data analysis and the
correlation with the LDF ones are shown. We will focus on TD-fNIRS signal
and on its correlations with the LDF one. For further details relating to LDF
data, see Aletti et Al. [6, 7].

3.1.1 Laser Doppler Flowmetry (LDF)

The Doppler effect is the frequency change of a wave for an observer that
is moving relative to the wave source itself. It can be used in the medical field
to measure the Doppler shift in wavelength experienced by laser light injected
into the tissue and scattered from particles moving with the blood flow. Typi-
cally, the technique called Laser Doppler Flowmetry employs monochromatic
laser light, to extrapolate the speed of the erythrocytes in movement inside
the superficial capillaries, thus is suitable for the non-invasive monitoring of
the temporal variation of the micro-circulation blood flow [8, 9]. After being
injected into the tissue, light is back-scattered towards the photodetector
with a change in phase proportional to the scattering angle. If the particles,
i.e. the erythrocytes, are in movement, the scattering angles continuously
change and accordingly to that, the pattern on the photodetector changes as
well. Since is possible to correlate this pattern, which is the intensity detected
as function of the time, to the power spectral density of the laser Doppler, is
possible to extrapolate the hematic perfusion. The Doppler shifted percent-
age of light depends on the concentration of the erythrocytes in movement,
while the frequency shift amplitude depends on their average speed. In the
systems available on the market, is possible to monitor these two quanti-
ties through a unique perfusion index, expresses in arbitrary perfusion unit
(A.U.), which represents the product between the erythrocytes concentration
and their average speed. It’s not possible to extrapolate directly the absolute
values of these indexes, because it’s not possible to evaluate exactly the vo-
lume under the optical probe. Typical values are volumes of approximately
1 mm3, with a penetration depth of about 1-2 mm.
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3.1.2 Instrument compatibility: problems and solu-
tions

The PMTs used in the TD-fNIRS system have an active area which is
sensible to all the wavelengths in the range between 300 nm and 900 nm. In
addition these photomultiplier tubes are sensible to the single photon, see
paragraph 2.4.4 for details. The laser Doppler output beam is a continuous
wave laser with a wavelength of 780 nm, a 3 mm beam, with a nominal power
of 1 mW [Perimed AB, Sweden]. With empirical trials, we tested that this
powerful wavelength causes a high noise in the detected TD-fNIRS signal,
which is completely covered when the probe of the two different instruments
are close, and saturates the PMTs of our system, avoiding any simultaneous
measurement in the same point. For these reasons was necessary to rebuild
the optical system inside the C-Mount tube in front of the PMTs and to find
the optimal probe placement, in order to avoid the crosstalk between the
laser sources coming from the two instruments.

Optical Coupling Rebuilding

We tested different solutions to avoid any effect of the laser Doppler
(780 nm) on our detector. The main idea was to add some filters in the
coupling system to stop the laser Doppler signal, but allowing the TD-fNIRS
wavelengths to pass across them. We took in consideration two different
combinations of optical filters:

1. longpass filter, fcut around 829 nm + shortpass filter, fcut around 690
nm;

2. bandpass filter, fcut around 829 nm+ bandpass filter, fcut around 690
nm.

All the filters have to be 25 mm of diameter, to be suitable for the engagement
in the tube. They should be as thin as possible, because of the limited space
between the PMT and the variable attenuator (52 mm), and not introduce
too many losses in the detected signal. The filters that fit better with our
requirements were the following ones:

1. longpass: fcut=810 nm, transmittance: T(830)=97.09% and
T(780)=0.0197%, thickness 3 mm, clear aperture 23 mm, XIL0810
Asahi Spectra, USA;

2. shortpass: fcut=710 nm, transmittance T(690)=95.04% and
T(780)=0.0002%, thickness 1 mm, clear aperture 23 mm, XVS0710
Asahi Spectra, USA;
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3. bandpass: fcut=690 nm, transmittance T(690)=81%, thickness 6 mm,
clear aperture 22 mm, FWHM 12 nm, XBPA690 Asahi Spectra, USA;

4. bandpass: fcut=828.5 nm, transmittance T(828.5)=84%, thickness 6
mm, clear aperture 22 mm, FWHM 11 nm, XBPA830 Asahi Spectra.

In figure 3.1, the percentage transmittance and the optical density of the
filters are shown.

We prepared different optical projects with the software Zemax (Zemax
Development Corporation, USA). The introduction of the longpass filter
(fig.3.2(a)) reduces the theoretical coupling percentage from the 100% to
the 93%, the introduction of the shortpass doesn’t reduce the efficiency
(fig.3.2(b)), the introduction of the bandpass filters (fig.3.2(c)) reduces it
from the 100% to the 45%. All the percentages, mentioned before, are the-
oretical because in the project we didn’t consider the losses that light un-
dergoes when it crosses a physical surface. To estimate them, we measured
directly the counts at the photodetector before and after the introduction of
the different filters. After the introduction of the longpass and the shortpass

Figure 3.1: Percentage transmittance and optical density of the (a)
longpass filter, (b) shortpass filter and (c) bandpass filters (XBPA700-
900).
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filters, the counts decrease of about the 13%, of about 32% and 42% with
the bandpass respectively at 690 nm and 828.5 nm. It’s clear how the bet-
ter solution is the combination of a shortpass and a longpass. We decided
to introduce the shortpass in the channel number one and the longpass in
the channel number two. In this way during the measurements the photo-
multiplier number one detected only the NIRS wavelength at 690 nm, the
photomultiplier number two, only the one at 829 nm.

Figure 3.2: Optical project with a) longpass filter, b) shortpass filter
and c) bandpass filter.
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Probe placement

Despite the introduction of the filters, the laser Doppler signal resulted
still too powerful for our detector. We tested its real power founding that it
was not 1mW, as declared on the datasheet, but 10 mW. To avoid the optical
crosstalk between the two instruments the only other possible solution was to
place the TD-fNIRS probe at least 6 cm far from the Doppler ones. However
human face is a heterogeneous microvascular region: angiographic character-
istics of deep horizontal sub-dermal plexus, endothelial and vascular smooth
muscle cell heterogeneity, and plasticity of the microvasculature, autonomic
asymmetry and facial neuropsychological asymmetry are possible causes of
microvascular asymmetry [10]. Then a preliminary experiment was neces-
sary, to assess if perfusion dynamics acquired on the left and right temples
may be averaged in order to reduce the amount of data during simultaneous
acquisition with TD-fNIRS signals.

Eight healthy volunteers (25±2 years), sitting comfortably in a quiet,
conditioned, dimly lit room, were required to perform a Valsalva Maneuver
(VM) for a duration of 15 seconds. All subjects, who voluntarily enrolled in
the study after signing the informed consent authorization, were non-smokers
and had no history of cardiovascular or respiratory disorder. Alcohol, caffeine
and any drugs were not taken for a half day before the experiments. The
laser Doppler flowmeter was connected to a laptop equipped with a data
acquisition system (Perimed Systems, Inc., Sweden). Two coaxial probes
(Perimed AB, Sweden) were placed on the right and left temples with double-
sided tape. Prior to the beginning of the protocol, the subjects adapted to the
environment where the experiment was carried out, sitting on an armchair for
at least 10 min after placing the LDF and TD-fNIRS probes on their head.
Baseline recordings of spontaneous vasomotion, in conditions of spontaneous
hemodynamic variability, were acquired for 10 min at rest. At the end of
this baseline period all subjects were asked to execute a forced expiratory
maneuver (VM) for 15 s. Then recovery baseline recordings followed for 10
min, to assess the spontaneous vasomotor variability and recovery from the
strong stimulation provided by VM.

The signals were acquired at 32 Hz, then time series were extracted and
downsampled to 4 Hz, by means of an anti-aliasing low-pass filter, in order to
limit the bandwidth to the regulatory mechanism of interest, from very slow
local vasomotor phenomena related to vascular autoregulation up to faster
respiratory and heart beat frequencies. LDF signal was first filtered by a
moving average to remove any residual low frequency trends, which might in-
troduce spurious peaks in the power spectrum. Correlation analysis between
LDF channels (left temple, right temple) before VM provided with the cor-
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relation coefficient range of microcirculation perfusion at rest (0.65±0.85).
During recovery following VM, the coefficient decreased to (0.45±0.85) (Fig.
3.3). Pre-VM r-coefficient values were higher than post-VM in 7 subjects out
of 8 (p< 0.01) (Table 3.1). During VM, higher values of correlation between
the two LDF channels were found (0.96±0.02, p< 0.001). The good correla-
tion obtained in the preliminary experiment subsequently enabled to average
the two laser Doppler signals, in order to reduce redundant data.
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Figure 3.3: Cross-correlation coefficients between left and right-
temple skin flow signals in pre-VM, during Valsalva, and post-VM
periods in the 8 subjects participating in the preliminary protocol.
(Error bars represent the standard error).

Subject pre-VM (p-value) VM(p-value) post-VM (p-value)

1 0.75 p< 0.01 0.94 p< 0.001 0.73 p< 0.01
2 0.62 p=0.08 0.95 p< 0.001 0.41 p=0.12
3 0.77 p< 0.01 0.79 p=0.07 0.59 p< 0.09
4 0.82 p< 0.01 0.89 p< 0.01 0.77 p< 0.05
5 0.70 p< 0.01 0.92 p< 0.001 0.43 p=0.07
6 0.65 p=0.05 0.89 p< 0.01 0.63 p< 0.05
7 0.72 p< 0.01 0.96 p< 0.001 0.81 p< 0.01
8 0.70 p< 0.01 0.95 p< 0.001 0.63 p=0.05

Table 3.1: Correlation coefficients of LDF signals of left and right
temples. During VM correlation is significant in 7 out of 8 subjects
(p< 0.01).
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3.1.3 TD-fNIRS and LDF measurements

During this measurement campaign, approved by the Institutional Re-
view Board (IRB), we employed simultaneously our 2X2 version TD-fNIRS
instrument and the commercial LDF, previously described. Thirteen healthy
volunteers (28±2 years) were enrolled and gave their informed consent to
participate in the study. The experimental set-up and the protocol were the
same of the preliminary one: 10 min of spontaneous variability recordings,
15 s of force expiratory Valsalva maneuver and 10 min of recovery to baseline
(for details see the previous paragraph). The TD-fNIRS probes were place
on the forehead, slightly to the right of the frontal suture, in Fp2 position,
and with 2 cm between the source fibers and the detection ones (interfiber
distance). Data were acquired at 1 Hz to improve the signal-to-noise ratio,
without moving the switch. The LDF probes were placed on the left and
right temples at a distance longer than 6 cm from the TD-fNIRS optode for
the reasons illustrated in paragraph 3.1.2. Data were acquired at 32 Hz.

TD-fNIRS signal

Artifact free, approximately 5 minutes long stationary segments were se-
lected in pre-VM and post-VM epochs of the acquired data. We extrapolate,
as explained in paragraph 1.5.1, the early and late gates for both oxy- and
deoxy-hemoglobin; in the following, the signals will be referred to as oxyHb-
extra, deoxyHb-extra, oxyHb-intra, and deoxyHb-intra respectively for early
and late gates. In figure 3.4, an example of oxyHb in the extra cerebral and
intra cerebral compartment for one typical subject. The values are obtained
subtracting the average value of the baseline period. It’s clear how the effect
of the VM is evident in the extra cerebral layer, where the oxyHb increases.
When the VM starts (600 s) is visible an undershoot that represents the deep
inspiration preparing the VM onset, followed by a marked overshoot during
the forced expiration. Intra cerebral TD-fNIRS signals calculated from the
late photons measurements did not show the fast rising spike inside. This
difference implies that the model to separate early and late photons is work-
ing properly, causing VM just an autonomic (superficial) reaction. The same
differences between the two compartments were found in the deoxy-Hb. As
example, in figure 3.5, the average of the deoxy- and oxy- Hb in the intrac-
erebral compartment is shown.
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Figure 3.4: TD-fNIRS signal of extra- and intra- cerebral oxyHb.

Figure 3.5: Grand average of TD-fNIRS cortical oxy-Hb (red) and
deoxy-Hb (blue) measurements, referred to late photons measures of
intracerebral hemodynamics.
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LDF signal

LDF signals were acquired at 32 Hz, then time series were extracted and
downsampled to 4 Hz, by means of an antialiasing low-pass filter, in order to
limit the bandwidth to the regulatory mechanisms of interest, from very slow
local vasomotor phenomena related to vascular autoregulation up to faster
respiratory and heart beat frequencies. In addition, time series derived from
the right and left LDF raw measurements were averaged. LDF signal was first
filtered by a moving average to remove any residual low frequency trends,
which might introduce spurious peaks in the power spectrum. For details
regarding the LDF signal analysis see Aletti et al. [6].

TD-fNIRS vs LDF: time analysis

Time domain analysis entailed the computation of cross-correlation func-
tions between the averaged LDF signal and oxyHb-extra, deoxyHb-extra,
oxyHb-intra, and deoxyHb-intra in three different epochs: pre-Valsalva (1200
samples), during Valsalva (50 samples) and post-Valsalva (1200 samples). All
the 13 volunteers display similar responses to VM in the averaged LDF and
surface oxy-Hb dynamics, as shown in figure 3.6. Both the signals present
the typical pattern of the VM as explained in paragraph 3.1. After the end
of the VM (15 s after the onset), surface oxy-Hb concentration fall more
rapidly (∼ 13 s) than the LDF signal (∼ 18 s). The comparable patterns
shown by both LDF and extracerebral TD-NIRS in the time domain ap-

Figure 3.6: Grand average of LDF (dotted) and TD-fNIRS surface
oxy-Hb (solid) signals.
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peared consistent with previous results reported by Tsuji et al.[11], and by
Brady et al.[12], who respectively found a peak of coherence between TD-
fNIRS signal and arterial blood pressure in neonates and between TD-fNIRS
and LDF in piglets, at frequencies lower than 0.04 Hz. For the time interval
preceding VM, the statistical analysis was carried out by applying parametric
t-paired test to correlation data of the paired LDF channels; a Wilcoxon rank
sum non parametric test was used to assess significant differences between
LDF and TD-fNIRS data. Differences between two groups (e.g. pre-VM vs.
VM; post-VM vs. VM and pre-VM vs. post-VM) were analyzed using paired
2-tailed Student’s t test if Kolmogorov-Smirnov null hypothesis of normal di-
stribution could not be rejected. The level of significance was set to p=0.05.
Normalized correlation coefficients between LDF and TD-fNIRS during VM
were compared by using Wilcoxon sum rank nonparametric test in order
to get more robust statistics being the population not normally distributed
(Kolmogorov-Smirnov, p< 0.05). All the statistics were performed using R
statistical software and Matlab Statistical Toolbox. High correlation (r> 0.9)
was found during VM between LDF and all TD-fNIRS signals; but the corre-
lation, calculated in this way, doesn’t take into account the smaller amplitude
of the intra cerebral signal, in comparison with the extra cerebral one. How-
ever, after scaling it (Fig. 3.7) by TD-fNIRS signal rms (i.e., TD-fNIRS rms
correlated to LDF), significantly higher values (0.04±0.010, p=0.02 surface
oxy-Hb; 0.01±0.006, p=0.01 surface deoxy-Hb) were obtained for surface
signals compared to cortical ones (0.02±0.008 cortex oxy-Hb; 0.009±0.0015
cortex deoxy-Hb).
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Figure 3.7: Cross-correlation coefficients between average LDF and
TD-fNIRS, rescaled by rms of surface and cortex oxy-Hb and deoxy-
Hb. Data are mean ±SD.
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TD-fNIRS vs LDF: spectral analysis

Similarly, higher r coefficients were found for oxy-Hb compared to deoxy-
Hb. LDF signal, carried also some oscillations which are characteristic of
different physiological systems (cardiac, respiratory, autonomic,. . . ). These
oscillating components covered a wide frequencies range, for this reasons a
spectral analysis of the signals was done, not only on LDF signal but also
on the TD-fNIRS one, in order to find other correlations between the two
techniques. Typically the frequencies spectrum is divided in three regions:
very low frequencies (VLF: 0.005-0.04 Hz, vascular band), low frequencies
(LF: 0.04-0.15 Hz, autonomic band) and high frequencies (HF: 0.15-0.4 Hz).
The spectral components of the LDF signal were analyzed in different pre-
vious works [3, 13], but their origin is still not completely understood, in
particular in the VLF region. In this work the frequency domain analysis
was performed as followed. Power spectra of time series before and after
VM were estimated via autoregressive (AR) parametric model estimation,
and also computed by non parametric approaches (Welchs modified peri-
odogram). While AR spectral estimation provided with good results with
LDF time series, severe limitations were found with TD-fNIRS, due to high
levels of baseline drifts. For this reason the analysis was repeated by means
of Welch’s periodogram and results presented in the following are referred to
this spectral computation technique. Original signals were split into shorter
segments, partially overlapping (overlap of 50%). A data window (Hamming
window of 80 samples, fs=1 Hz) was applied to each stationary segment
(pre-VM, post-VM) and a modified periodogram was computed. The use
of the Hamming window was aimed at improving the spectral resolution by
reducing the effect of lateral lobes. Finally power spectral density (PSD)
estimates of all segments were averaged. Power in the VLF, in the LF, in the
HF band, and in the bands where the dominating phenomenon is the pulse
(0.8<f<2 Hz) was computed [14]. Then normalized correlation coefficients
between power contents in the VLF and autonomic band were compared
by using Wilcoxon sum rank nonparametric test. Regression analysis was
applied to quantify the correlation between the spectral power of LDF and
TD-fNIRS time series in the VLF band and in the autonomic band (LF+HF:
0.04-0.26 Hz). Also, cross-correlation analysis was carried out to assess the
correlation between VLF, LF, and HF normalized powers in the spectra of
the left temple and right temple laser Doppler flowmotion signals. Box-
plots were derived to compare medians and averages of different populations
through paired Student t-test. Wilcoxon sum-rank non-parametric test was
applied to the second phase-protocol data. During pre and post-VM, the
spectral analysis of LDF and TD-fNIRS time-series revealed the presence of
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a large VLF component and significant activity in the LF (vasomotor) and
HF (respiratory) band, as shown in figure 3.8. Due to the relatively low spon-
taneous variability of the TD-fNIRS signal, and to the possible entrainment
phenomena occurring when respiratory frequencies of subjects slowed and
approached the 0.15 Hz (which may have occurred because of the length of
the protocol), limits in separating LF and HF bands were found. The LF and
HF bands were lumped together and taken into consideration as one band,
representative of autonomic control of hemodynamics. This was also justified
by the fact that either in pre-VM and post-VM epochs, both LDF and TD-
fNIRS displayed VLF and LF+HF activity, but low correlations (0.1<r<0.2)
were found in both bands between TD-fNIRS and LDF signals. Power coher-
ence calculation confirmed VLF band-related power to be the main common
power component of surface skin flowmotion signal detected by LDF and
extra cerebral oxy-Hb obtained through TD-fNIRS, both before and after
VM. Therefore the HF power component is not significant in TD-fNIRS sig-
nal. The power of VLF and LF+HF band did not vary significantly post
Valsalva maneuver in either LDF or extracerebral oxy-Hb signals (Fig.3.9).
The preponderant power content in the VLF band was consistent with the
typically slow rhythms of peripheral microvascular hemodynamics [9] which
characterize the vasomotion phenomena detected by the LDF signal.

Figure 3.8: Power spectra of LDF (a-d) signals during pre-Valsalva
(left) and post-Valsalva (right) for one subject.
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Figure 3.9: Box-plot of total VLF (left) and LF+HF (right) power of
LDF before and after VM.

Pre-Vm Post-VM

VLF LF+HF VLF LF+HF

LDF 0.889±0.050 0.101±0.036 0.868±0.075 0.131±0.066

Deoxy-Hb extra 0.711±0.160 0.289±0.192 0. 609±0.157 0.391±0.136

Oxy-Hb extra 0.648±0.155 0.351±0.159 0.635±0.140 0.365±0.142

Deoxy-Hb intra 0.750±0.127 0.249±0.118 0.739±0.101 0.264±0.096

Oxy-Hb intra 0.770±0.120 0.232±0.119 0.756±0.117 0.246±0.115

Table 3.2: Values of VLF and LF+HF components assessed on LDF
and TD-fNIRS signals (mean±std).

73



Chapter3

3.1.4 Conclusion and perspective

This study demonstrated the feasibility of simultaneous TD-fNIRS and
LDF measurements and confirmed the effectiveness of time resolved TD-
fNIRS in separating deep from surface signals during provocative maneuvers
like a Valsalva maneuver. With a time-gated analysis of the TD-fNIRS signal
is possible to assume that the extra cerebral signal, described by the early
photons, is representative of the extra cortical areas of the frontal skull.
The intra cerebral one, described by the late photons is representative of
the activations in the gray matter of the brain. This evidence strengthens
that the model-based separation of time-resolved NIRS early (superficial)
and late (deep) photons is able to cancel, or at least attenuate, the surface
confounding effects.

One of the issues which remains to be addressed is whether autonomic
control [15] affects deep cortical hemodynamics more than simple systemic
provocative tests, such as Valsalva. Further experiments, including other
autonomic tests, might shed light on the difference in variability between
surface and cortex TD-fNIRS signals. Considering the potential significance
of TD-fNIRS in portraying the functional activation of the prefrontal cortex,
it might also be useful to further investigate the relationship between surface
flowmotion and deep recordings in presence of simple functional tasks [16],
such as finger tapping.
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3.2 TD-fNIRS vs. Electroencephalography (EEG):
co-registration during a divided attention task

One of the goal of the modern diagnostics is to combine different tech-
niques in order to overcome possible uncertainties in the results, which is
possible to encounter using a single method. For this reason, several works
present the simultaneous use of the TD-fNIRS technique together with Elec-
troencephalography (EEG) [17, 18, 19]. Therefore there are some inves-
tigation fields where, despite an optimum status of the technique already
employed, the measurements results are still incomplete. It’s the case, for
example, of the divided attention studies. Divided attention is the skill to
distribute the limited mental resources to different sources of information at
the same time and/or to a number of sensory modalities [20]. Among the neu-
rophysiological categories of attention, the ability to split attention to more
than one feature and/or object simultaneously is the one that more easily ex-
hausts cognitive capacities. Previous studies have suggested that prefrontal,
parietal, and limbic areas support the higher attention sub-functions. A dual
task is not, however, inevitably associated with higher prefrontal activation
[21]. It remains unclear which areas in the brain are responsible for divided
attention. The EEG technique is well suited to demonstrate differences in
brain-state which have been described when performers adopt an effective
strategy in order to fulfill cognitive, auditory, visual and motor tasks. The
electrical activity has been widely investigated, but it is interesting to com-
plete this information with hemodynamics parameters. The considerable dif-
ferences existing between hemodynamic and electrical signals, their different
physiological nature and time dynamics, make it difficult to investigate neu-
rovascular coupling as a whole. In previous studies it has been demonstrated
that the performance of a cognitive task involves the response of several phys-
iological districts, such as central nervous system (CNS), autonomic nervous
system (ANS) and cerebro-vascular system [22, 23, 24].

The aim of the study is to test the feasibility of simultaneous EEG and
TD-fNIRS recordings, during the probes placement phase, and to clarify the
time relationship and the information shared between the two techniques for
what concern data analysis. In order to obtain further information about the
hemodynamic response and to study the activation of ANS elicited by the
execution of the cognitive task, an additional electrocardiographic (ECG)
derivation was recorded. The TD-fNIRS recordings were executed by means
of the 2X2 instrument described in chapter 2.1.2, while the EEG recordings
and data analysis were performed in collaboration with the “Department of
Bioengineering” of Politecnico di Milano [25, 26].
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3.2.1 Experimental protocol

Sixteen healthy volunteers (8 male, 8 female) took part in the present
study, which was approved by the Institutional Review Board (IRB). All
subjects were right handed and declared normal vision and hearing. Mean
age was 25.6±3.8 years. None of them had a life time or family history of
neurological or psychiatric illness. Written informed consent was obtained
from all volunteers, after that and test procedure have been explained. The
divided attention test (TDA) is a modification of the attention test described
in Zimmermann et al. [27], achieved in order to improve its difficulty. It was
presented on a PC screen using the software Presentation (Neurobehavioral
Systems Inc, Albany, CA) and it consists of a 86 seconds baseline rest period,
which provided the subject’s baseline track, five blocks of task lasting 165 s
each (inter-block period of 85 s) and a 300 seconds recovery period at the end
of the experiment. Each activation block contained 60 couples of auditory
and visual stimuli, 5 targets and 55 non-targets. Visual stimuli consisted of
images containing 17 white crosses on a black background, in random posi-
tion, which were considered “Valid Visual Condition” (VVC). When, instead
of a cross, one white circle appeared it was considered an “Invalid Visual Con-
dition” (IVC). In the meanwhile the auditory stimuli were presented. They
consisted of two sounds of the same tone, considered “Valid Auditory Condi-
tion” (VAC), while couples of sounds with a different tone (1000 or 1500 Hz,
100 ms lasting) were considered “Invalid Auditory Condition” (IAC). The
subjects were asked to press the left button of the mouse as fast as possible
whenever an IVC appeared, to press the right button of the mouse as fast as
possible whenever an IAC was presented, and to withhold the response when
both stimuli were valid, see figure 3.10(a). The task was designed so that it
could never happen that an IVC was simultaneously presented with an IAC.
The Inter Stimulus Interval (ISI) between two consecutive images was set at
2650 ms, and every visual stimulus (image) remained on the screen for 1500
ms (stimulus duration). The total amount of presented images was 300, as
well as the number of couples of tones; among them all, 15 images and 15
couples of tones were invalid. Then, the probability was set at 5 for both
IVC and IAC.

During the measurements a 19 channels EEG was recorded with Ag/AgCl
electrodes (impedance below 5 KΩ, international 10/20 system), using com-
mon ground as reference in A1 and A2 positions (Figure 3.10(b)). Two cou-
ples of bipolar electrodes were used to collect Electrooculogram and ECG
signal. The recordings were performed by a 32-channel AC/DC amplifier
(SAM-32, Micromed Italy, QuickBrain System). The A/D sampling rate
was 256 Hz.
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Figure 3.10: (a) Schematic representation of the stimulation protocol.
(b) international 10-20 electrodes placement.

For the TD-fNIRS acquisition our 2X2 instrument, described in chapter
2.1.2, was employed. The two channels were positioned on the forehead of
the subjects, on the left and right side, below the FP1 and FP2 electrodes.
The two instruments have been synchronized so that the recording of the
signals started automatically with the beginning of the test and all the signals
(NIRS, EEG and ECG) and the behavioral data recorded by Presentation
were time realigned. Measurements of the optical properties of the prefrontal
cortex were performed at the same time in the two different locations with a
sampling rate of 1 Hz.

3.2.2 Data analysis and results

TD-fNIRS signal

To enhance the contribution from deep layers and to remove possible di-
sturbances caused by superficial layers in the TD-fNIRS signal, a correction
method based on the use of late time windows (1750-2500 ps) was applied (see
paragraph 1.5.1). We extrapolated the oxy- (O2Hb) and deoxy-hemoglobin
(HHb) content and then we subtracted the baseline from their value. At first
we evaluated the signals coming from the Fp1 and Fp2 pads, in order to
understand if their behavior was the same and it was possible to average the
two contributions. The high correlation values of the deep oxy-and deoxy-
hemoglobin, for all the sixteen subjects, suggested that was possible to ave-
rage the two signals.

After that, TD-fNIRS signals were averaged over all the measured sub-
jects, in order to understand the general behavior of the signal with the time.
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In figure 3.11 the averaged signals show an increase of O2Hb and a corre-
spondent decrease of HHb at the beginning of the task period. Then, HHb
shows a return to the baseline values, while O2Hb shows only an average
reduction during the task, but without any return to the baseline condition.
This behavior, related with a prolonged cognitive effort, was already found

Figure 3.11: Average over all the measured subjects of O2Hb (first
row) and HHb (second row) signals. Black areas represent the stan-
dard deviation.
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in a previous study during a Continuous Performance Test [28]. Observing
the hemodynamic pattern of the 5 different trials, constituting the entire
task, it is possible to identify a different behavior between the first block and
the following ones. In fact, in the first block we observe a typical activation
pattern with an increase of O2Hb and a decrease of HHb with respect to the
baseline values. Conversely, in the following blocks, we observe a decrease of
O2Hb and a slightly increase of HHb. A possible explanation of this different
trend could be the presence of a recovery behavior with longer latency during
the task repetitions between oxygen consumption, caused by neurons acti-
vation, and local oxygen recruitment, caused by changes in local blood flow.
A further confirmation of this hypothesis is the increase of O2Hb during the
rest periods, interleaved between two subsequent trials. Then, a frequency
analysis was applied. We identified two main contributions in TD-fNIRS si-
gnals: one, in low frequencies range, due to the sustained attention condition
required by the whole test and another one, in a higher frequencies range,
due to the modulation caused by the switching between test and rest periods.
We separated TD-fNIRS low and high frequency components (LF and HF):
a low pass filter (Chebychev IIR filter, 6 coefficients, pass band 0,002 Hz and
stopped-band 0,003 Hz, with 30 dB maximum ripple amplitude) allowed the
isolation of LF contribution, which was then subtracted from the whole si-
gnal to obtain the HF contribution. In figure 3.12 an example is shown. The
LF signal is modulated by the generic cognitive load due to the complexity
of the whole experiment. It expresses the change from a basal condition to
a condition where the subject is stimulated from a neurosensorial point of
view. The HF one is instead modulated by the periodicity of the single task
blocks.
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(a) Time course of the original O2Hb depth signal. The square
wave represents the time course of the task blocks.

(b) LF component. (c) HF component.

Figure 3.12: TD-fNIRS frequency analysis
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EEG signal

At first, in a preliminary analysis, the raw EEG data were digitally band
pass filtered between 0.5 and 48 Hz, they underwent Laplacian Surface Ope-
rator and were cleaned by ocular and muscular artifacts by Independent
Component Analysis (ICA) and downsampled at 128 Hz, using the free Mat-
lab toolbox EEGlab (Schwartz Center for Computational Neuroscience, Uni-
versity of California, San Diego, CA) for reducing the computational time of
following processing steps. After that a time-resolved analysis was done to
obtain a preliminary Event-Related Potential (ERP) Analysis. The prelimi-
nary ERP analysis shows differences in the electrical response at latencies of
around 400 ms, after a VVC stimulus with respect to the response after an
IVC stimulus, and mainly in the median parietal sites (Fig. 3.13). The same
behavior was also found for the auditory stimuli. There is ample evidence
that P300 latency varies with stimulus evaluation time. Stimulus evaluation
is performed compulsively, even in ignore conditions. Hohnsbein et Al. [29]
found that P300 latencies are delayed for divided attention as compared with
other attentive categories, and peak around 380 ms with maximum ampli-
tude over the median sites Pz and Cz. This is probably due to the fact that
stimulus processing is suboptimal in the divided attention tasks, as a result
of the dilution of processing resources. Differently, there are weaker dissimi-
larities between valid and invalid conditions in the EEG signals over the
pre-frontal and frontal sites (FP1, FP2, Fz) in both conditions (Fig. 3.14).
A possible explanation could be that frontal cortex activation is more related
to a general attentional request of the task, but it is only partially involved

Figure 3.13: Average over all the measured subjects of EEG signals
in the Pz point. (Left: Valid (blue line) and invalid (red line) visual
condition; Right: Valid (blue line) and invalid (red line) auditory
condition).
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Figure 3.14: Average over all the measured subjects of EEG signals
in the Fz point. (Left: Valid (blue line) and invalid (red line) visual
condition; Right: Valid (blue line) and invalid (red line) auditory
condition).

in the decision making process to distinguish between the three conditions.

At last the EEG signal was analyzed in the frequency domain. EEG
frequency analysis was implemented through an autoregressive (AR) batch
modeling, performed on the electrode Fz with time windows of 2 s, overlap
50, in order to obtain a stationary signal with a frequency resolution of
1 Hz. Then, by an automatic spectral decomposition, based on a residual
integration algorithm [30], the main two EEG rhythms were obtained (8-13,5
Hz Alpha, 13,5-30 Hz Beta).

ECG signal

The RR series were extracted from the ECG derivation. They were re-
sampled in order to obtain one value each second of activity, and to have the
same sampling rate of EEG and TD-fNIRS signals.

Behavioral data

The 16 subjects committed an average of 0.13±0.49 Visual Omission
errors (0.13 missing answers on 15 visual target stimuli), 0.47±0.63 Auditory
Omission errors (0.47 missing answers on 15 auditory target stimuli) and an
average of 11.63±24.42 Commission errors (all kinds), corresponding to 11.63
wrong answers during all the divided attention test. Subjects answered to
the visual target stimuli in 649.55±129.27 ms and to the auditory target
stimuli in 698.14±141.30 ms. Behavioral results showed a higher number of
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errors in response to the Auditory stimuli rather than to the Visual ones,
and a longer response time concerning auditory stimuli. The two stimuli
were always presented simultaneously, in order to enhance the duality of the
task. The results concerning the response time are in opposition to previous
studies that reported a longer time of response to Visual stimuli [21, 29]. It
could be due to a not perfect equalization in the stimuli difficulty.

Correlations

After modeling the task as a square wave, high during the test blocks and
low during the rest ones, we calculated the Cross Correlation Function (CCF)
between it and Alpha and Beta power rhythms, RR series, HF component
of depth and surface O2Hb and HHb signals. Mean value was subtracted
from all signals and they have been normalized by the standard deviation.
We evaluated the temporal shift between each couple of signals for which the
CCF had maximum absolute value and we extracted the corresponding CCF
value and the p-value. Depending on the couple analyzed, we considered a
maximum or a minimum of correlation. Figure 3.15 shows the grand average

Figure 3.15: Grand Averages of all the acquired signals from all the
subjects. From top: power of Alpha and Beta rhythm, RR series,
O2Hb and HHb depth signals.
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of signals (EEG Alpha and Beta rhythms, RR series, TD-fNIRS depth signals
of Oxy and Deoxy hemoglobin) acquired from all the 16 subjects. The CCF
between Alpha rhythm and the task was negative for 11 on 16 subjects
(Alpha power increased during the resting periods, mean value -0.31±0.13,
p<< 0.001). The CCF between Beta rhythm and the task was positive for 10
subjects but the mean delay for which the CCF reached its maximum value
(17.6±20.21 s) was considered too long to represent a neuronal response, so
Beta rhythm was excluded from following analysis. RR series showed a strong
modulation by the square wave task. Correlation with the task was negative
for all the subjects (that means that RR period decreased during test periods
and increased in the resting periods), mean value -0.43±0.23, p<< 0.001.
The CCF with the task was calculated only for HF components of the TD-
fNIRS depth and superficial signals. All the p-values resulted << 0.001.
The correlation between O2Hb depth signals and the square wave task was
negative for 12/16 subjects. The mean value of CCF minima between the
two pads was -0.41±0.6. The CCF of HHb depth signals and the task had a
positive value for 11/16 subjects, mean value 0.43±0.17. LF TD-fNIRS depth
signals showed a general increase of O2Hb, opposed to a decrease in HHb.
The correlation for the surface signals showed a larger variability among the
subjects and between the two pads of the same subject, with respect to the
depth ones. We identified a group of 8 subjects (50% of the investigated
population) showing the same time course for all the CCF.

We then evaluated the mean delay between each signal and the task, in
order to identify the time of response of each physiological district (neuronal,
systemic, and hemodynamic) to the divided attention task. The mean de-
lays among the 8 subjects and the correspondent values of CCF are shown
in Figure 3.16 (left). Figure 3.16 (right) is representative of the temporal
cascade of responses. The results of CCF between each signal and the task
showed that: the power of Alpha rhythm increased during the rest period,
as found in previous literature [24], and the heart rate increased during test
blocks, causing a negative correlation of RR series with the task [31]. The
CCF of high frequency depth TD-fNIRS signals requires a more thorough
analysis. The HF component appeared to be strictly modulated by the al-
ternation of test and rest blocks and it mirrors the metabolic consumption
of oxygen that takes place during test periods. When the subject is required
to execute a cognitive task, there is an oxygen consumption, reflected in a
decrease of O2Hb concentration and an increase of HHb one. The LF compo-
nent trend, confirming previous findings [32], is indeed representative of the
amount of oxygen supply that also takes place when carrying out a cognitive
task. The subsequent evaluation of the time of activation of the different
responses put into evidence the presence of a cascade of responses. Figure
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Figure 3.16: Left: table of CCF and mean delay between signals and
task. Right: temporal responses’ cascade.

3.15 shows an almost instantaneous response of CNS, represented by Alpha
rhythm activation, followed by the response of ANS (RR series) and, at last,
by the hemodynamic response, represented by changes in O2Hb and HHb.
The average response times are consistent with values previously reported
[23, 31].

Finally we considered the CCF between couple of signals, in order to eva-
luate the amount of shared information. The signs of the correlation values
are consistent with the results of the correlation of each signal with the task.
As shown in Figure 3.16, the highest correlation values are the ones between
RR series and TD-fNIRS depth signals. It suggests that the signals of cardio-
vascular nature are the most influenced by the cognitive task. The presence
of a correlation between RR series and O2Hb surface could be representative
of a common autonomic influence on the two signals. On the contrary we do
not find any strong correlation between RR series and superficial HHb. It
seems, then, that the RR series correlate only with O2Hb, probably due to the
fact that changes in heart rate cause modulations in arterial compartment.
O2Hb results more affected by these changes, if compared to HHb, as it is the
most representative signal of the arterial compartment behavior [33]. The
absence of a strong correlation between RR series and Alpha rhythm could
be explained with the different origin of the two signals, respectively ANS
and CNS. It seems, then, that there is no mirroring of cardiac activity in
EEG. The time courses of Alpha rhythm and TD-fNIRS depth signals show
the presence of a decrease in neuronal synchronization (reduction in Alpha
power) and a reduction in O2Hb concentration (increase in HHb) during the
test period. These results could mirror a metabolic economy: synchronized
membrane oscillations could, in fact, be more energetically advantageous.
That could explain why there is an increase in synchronization in rest peri-
ods, coupled with metabolic consumption. The higher correlation of Alpha
and HHb, compared to O2Hb, is also reported in reference [24].
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3.2.3 Conclusion and perspective

We tested the feasibility of simultaneous EEG and TD-fNIRS measure-
ments, demonstrating that the combination of two different neuroimaging
modalities can help a better understanding of the cognitive processes during
divided attention tasks. The activation of a cascade of responses confirms
the presence of the involvement of several systems, each one characterized
by a different time delay respect to the task: instantaneous neural electrical
response, autonomic response and a slower hemodynamic response. The cor-
relations between couple of signals show that the different responses to the
task are not independent. In fact, considering Alpha rhythm, RR series and
O2Hb and HHb, a desynchronization of Alpha rhythm, a reduction in O2Hb
and an increase in HHb and Heart Rate during test blocks are noticed. These
phenomena somehow embed metabolic consumption information and show
dynamics clearly different from what happens during rest phases. Conside-
red these preliminary results, the proposed task seems to be a valuable tool
for the investigation of brain activation during divided attention task. This
cognitive function seems to be a valid candidate for studying neurovascular
coupling, even if the big variability of physiological signals, mirrored in high
standard errors, makes this aim really hard and prevents the research from
finding the same trend in the whole studied group.
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3.3 TD-fNIRS during Electrical muscle stimulation (EMS)

Near-infrared spectroscopy is not only well applied in the neuroscience
field, but has also been used in exercise physiology and clinical medicine for
non-invasive investigation of muscle oxygenation and hemodynamics during
exercises [34, 35, 36, 37]. In particular, during studies on muscle, it’s possible
to represent, through the typical TD-fNIRS parameters, the muscle utiliza-
tion of the oxidative metabolic system. The oxygen saturation reflects the
dynamic balance between O2 supply and demand by the muscle and can be
considered a measure of the energy consumption for muscle force production
[38]. tHb is instead related to the changes in muscle microcirculation blood
volume and it is considered a qualitative indicator of changes in local mu-
scle blood flow. Of particular interest is the study of muscle behavior during
electrical stimulation, in order to understand muscle’s hemodynamic changes
when the current is varied through different thresholds. Electrical Muscle
Stimulation (EMS) refers to the application of electrical current to the skin
to evoke action potentials in both motor and sensory fibers. This stimulation
affects, at first, the muscles and for this reason it is commonly employed dur-
ing the treatment of muscle atrophy, pain treatment, endurance training and
build-up of muscle mass [39, 40]. EMS can also indirectly activate peripheral
sensory axons that send pain signals from the muscle to the sensory, motor
and association cortices [41, 42]. The purpose of this measurement campaign
was to investigate both muscle oxygenation and regional cortical activities
during EMS at different thresholds on healthy subjects. The study was pos-
sible thanks to the collaboration with the “Institute of Health & Biomedical
Innovation”, Queensland University of Technology, Brisbane, Australia and
the “Department of Health Sciences”, University of L’ Aquila, L’ Aquila,
Italy. In addition, the same protocol was undertook with a CW instrument
at the Movement to Health Laboratory, University of Montpellier-1, France.
Data analysis is still in progress, for this reason only preliminary results on
muscle, from the time domain instrument, will be presented.

3.3.1 Materials and methods

EMS

EMS was carried out with the portable system CEFAR Physio 5. The
device is a microcontroller-based system with 2+2 current-regulated stimula-
tion channels and is controlled with a chip card. The wrist extensor muscles
were stimulated with a pair of 5X5 cm self-adhesive electrodes. The negative
electrode was located on the motor point of the right extensor muscles and
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the positive one on the distal end of the muscle near the wrist (figure 3.17(a)).
Symmetric, biphasic and charged balanced rectangular pulse shapes were ap-
plied. The depolarizing pulses had a width of 200 µs and frequency of 30
Hz.

TD-fNIRS systems

To perform measurements on the arm muscles, our instrument in the
2X4 version was employed. We used one source channel and two detection
channels, at 2 and 4 cm of interfiber distance. We placed the probes on both
the arms: on the right arm to monitor the hemodynamic changes during
EMS stimulation, on the left to verify the stability of the instrument and
the absence of systemic changes. See figure 3.17(b), for details about muscle
probes positioning. For the functional brain mapping a 16 channels TD-
fNIRS instrument (figure 3.18(a)), previously developed at our department,
was applied [43]. The 2X16 channels covered the bilateral sensorimotor and
prefrontal cortices, as shown in figure 3.18(b). The green, red and blue dots
represent respectively the detection, injection and measurements points.

Physiological monitoring

ECG, breathing rate and skin conductance were also monitored during
the whole experiment by means of the Flex Comp Infiniti encoder (Thought
Technology Ltd., Canada).

(a) (b)

Figure 3.17: (a) EMS electrodes positioning (b) EMS and TD-fNIRS
probe placement in the arms. In red the injection points, in green the
detection ones. L= left; R= right.

88



Chapter3

(a) (b)

Figure 3.18: (a) 2x16 TD-fNIRS instrument (b) Probe placement on
the head. Green, red and blue dots are respectively the detection,
injection and measurement points.

The complete experiment set-up is shown in figure 3.19.

Figure 3.19: Complete experimental set-up.
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Experimental Protocol

Nine healthy volunteers, 39.2±13 years, took part at this study, which
was approved by the Institutional Review Board (IRB). At least 10 min prior
to the EMS protocol, maximal tolerated intensity was determined for each
subject by using a series of no more than 6 to 8 brief (3-5 seconds) electri-
cally stimulated contractions with increasing intensity. After each increase in
intensity that included a visibly stronger contraction, the participants were
asked if they could tolerate any further increase in intensity. In this way was
possible to determine the maximal tolerated intensity (MTI), as the intensity
of stimulation received when the subjects was no more able to tolerate an
increase in intensity. The measurement protocol consisted in 10 s of baseline,
40 s of task (repeated 10 times) and 10 s of recovery for a total experiment
length of 420 seconds. Each 40 seconds task block was composed of 10 s
baseline, 20 s of experiment and other 10 s of recovery. We undertook six
different experiments per each subject:

1. determination of the MTI;

2. voluntary movement of the right wrist, with a frequency of 1 s, in
order to simulate the same movement made during the stimulation
(VOL);

3. EMS at 10% of the MTI (10%);

4. EMS at 50% of the MTI (50%);

5. EMS at 100% of the MTI (100%);

6. EMS over 100% of the MTI (over);

The acquisition time was set at 1 s, 0.5 each wavelength. The subjects were
asked to perform the experiments with closed eyes in a quiet environment.
During each experiment, pain rating was monitored using a visual analogue
scale (VAS).

3.3.2 Data analysis and preliminary results

In this paragraph only preliminary results about the physiological data
and muscle oxygenation will be shown.
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Physiological parameters

The skin conductance (SC) is the measure of the skin capability to con-
duct electricity. This is directly correlated with the sympathetic nervous
system activation, which changes the levels of sweat in the glands (ionic
sweat is more conductive than dry skin, which causes an increase in bulk
conductivity) and has been shown to be linked to the measure of emotion,
arousal, and attention. The emotions can have different origin. In experi-
ment like the one recorded, if the SC has a high value, it means that the
subject has a high level of stress, due mainly to the pain of EMS. Typical
values of SC, for a relaxed person, are around 2 µS, but this value can vary,
depending on environment factors, the daily level of stress and different skin
types. Any stimulus capable of an arousal effect can evoke the response and
the amplitude of the response is more dependent on the surprise effect of
the stimulus than on the physical stimulus strength. In graph (a) of figure
3.20 it is clear how increasing the power of the EMS, the skin conductivity
increases its value showing an increased level of stress. It is also evident in
the figure that there is a modulation of the SC inside each experiment, which
reflects the 10 repeated stimulation tasks. During each repetition we observe
an initial increase of the SC, which, after a peak, decreases, suggesting a
gradual adaptation of the subject to the task itself. Also the decrease in the
amplitude of the SC signal through the 10 repetitions, well explain this ha-
bituation to the event, according to the fact that the SC amplitude depends
primarily on the surprise effect and not on the stimulus intensity per se.

From the recorded ECG signal, the R-R series were extracted and the
heart rate (HR) calculated with an algorithm implemented in a custom-made
Matlab program. In graph (b) of figure 3.20, the behavior of HR for a typical
subject is shown.

With a similar procedure as that used for HR calculation, from the re-
spiratory signal it is possible to extrapolate the respiratory rate (RR). This
signal has the same behavior of the HR, as shown in graph (c) of figure
3.20. The trend of these two signals underline that the tasks don’t affect
the respiratory and the cardiac outputs. Therefore the changes in SC are
effectively due only to an emotional component.
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(a) Skin Conductance.

(b) Heart Rate.

(c) Respiratory Rate.

Figure 3.20: Physiological parameters during the five experiments.
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TD-fNIRS on muscle

TD-fNIRS signal on muscle was acquired with a sampling rate of 1 s.
A correction method based on the use of temporal windows (1500-5000 ps)
as explained in paragraph 1.5.1, was applied, in order to separate the con-
tribution coming from the superficial layers of the muscle tissue and the
deeper ones. All the following considerations were done on the depth signal
and for 2 cm interfiber distance. At first we calculated the absolute values
of the oxy-hemoglobin (O2Hb), deoxy-hemoglobin (HHb), oxygen saturation
(SO2) and total-hemoglobin (tHb) during the 10 sets of voluntary movement
(VOL), EMS at 10%, 50%, 100% of the MTI and over the maximum pain
threshold (over). In figure 3.21 the typical behavior of these hemodynamic
parameters for a typical subject is shown. In all the four graphs, it’s clear a
modulation of the signal due to the ten different electrical stimulations over

Figure 3.21: Absolute values of the hemodynamic parameters during
the five experiments.
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the ten sets. The typical behavior for O2Hb, SO2 and HHb is to quickly
decrease (O2Hb and SO2) or increase (HHb) from baseline levels during the
beginning of the contraction phase, then they reach a plateau (O2Hb), mi-
nimum (SO2) or maximum (HHb) value at the end of the tenth contraction,
and during the relaxation phases they increase (O2Hb and SO2) or decrease
(HHb) towards baseline level. The tHb shows a different behavior inside each
stimulation period: its value firstly decreased then immediately afterwards
increased again to reach, maximum levels near the end of the tenth contrac-
tion. The O2Hb, SO2 and HHb results indicate that the metabolic demand
for oxygen increased during the 10 contractions of each set, and suggest that
muscle fibers under the TD-fNIRS probes were activated; during the recove-
ry periods, the oxygen supply was increased above oxygen demand. The
reason for the immediate decrease in tHb is that at the start of the first con-
traction the increased intramuscular pressure causes ischemia in the muscle
tissue, which expels blood volume away from the region of interest, then over
the other contractions, blood flow/volume is increased to meet the increased
metabolic demand of the muscle tissue. Going through the five experiments,
we notice that the signal due to the 10% of the MTI is quite flat, suggesting
that the EMS at 10% minimally activated muscle fibers under the TD-fNIRS
probe. Increasing the amplitude of the stimulation current intensity, the
hemodynamic signal amplitudes increased as well. To better understand this
behavior we calculated the relative variations (∆) of the four hemodynamic
parameters with respect to the baseline (figure 3.22). The baseline was cal-
culated as the average value of the 9 seconds before each stimulation period
and then subtracting it from the relative task block (10 s baseline, 20 s of
stimulation and other 10 s of recovery). From graphs in figure 3.22 we can
see that effectively the amplitude of the signals is higher if the stimulation
current intensity is higher as well. The EMS at 10% shows a minimum
for SO2 at -0.15%, which is smaller than the minimum SO2 levels attained
during VOL and other EMS conditions, which confirms the suggestion of
the minimal muscle activation during this condition. By increasing the sti-
mulation current intensity we notice an increase of the hemodynamic signal
amplitudes, which shows an increase of the muscle activation at that current
intensity. When EMS contractions were performed at maximal pain thres-
hold intensities (100% and over) SO2 decreased quickly from baseline levels
to reach minimum SO2 level of -1.4%. SO2 increased gradually towards base-
line over the 20 s recovery periods to reach maximum level of 0.2% above
baseline. These results would indicate that all muscle fibers under the TD-
fNIRS probe were maximally activated, and that further increases in current
amplitude did not increase metabolic demand, which suggests that no fur-
ther muscle fibers were activated, even though current amplitudes and pain
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Figure 3.22: Relative changes (∆) of the hemodynamic parameters
during the five experiments.

levels increased over the 10 sets. It’s also interestingly to notice how, at 50%,
nearly all muscle fibers under the NIRS probes were activated at a lower cur-
rent amplitude (17 mA vs. 33-55 mA) and pain level, compared to the MTI
condition. If we then observe how the signal changes in the different sets of
the same experiment, we can observe that the first contraction of each exper-
iment is the one that causes the greatest changes in amplitude with respect
to the other contractions, like to underline an adaptation of the muscle to
the stimulation.

We then computed the maximum, the minimum and the average value
of all the hemodynamic parameters during each stimulation and rest period.
These time intervals were not taken as fixed, i.e. determined by the measure-
ment protocol, but were calculated considering that a stimulation period ends
when the increase or decrease of the hemodynamic parameter, reaches maxi-
mum/minimum levels. We calculated them for both the absolute and the
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Figure 3.23: Maxima, minima and average values during the five
experiments (intervals between the vertical lines).

relative values. In graph 3.23 an example of the values, calculated from the
relative data, obtained for the typical subject over all the sets of stimulation
and all the experiments, is shown. The vertical lines divide the five experi-
ments, from the left to the right: VOL, 10%, 50%, 100% and over threshold.
The points represent the 10 sets of each experiment. The maxima, minima
and average values inside one experiment are quite constant when the move-
ment is voluntary or the stimulation is low (10%). When the stimulation is
higher (50%-100% and over), the first set of ten stimulation causes always
a peak in the hemodynamic parameters with respect to the nine following
sets. This is probably due to the fact that, when the stimulation is high, the
muscles react strongly to the first solicitations in comparison with the follo-
wing ones. For what concern the behavior through the different experiments,
we can observe that increasing the stimulation, the maxima (minima) of the
O2Hb and SO2 (HHb and tHb) remains quite stable, while the minima and
the average value (maxima and average value) of the O2Hb and SO2 (HHb
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and tHb) decrease (increase) their values. Also in literature we find examples
where the relative changes respect to the baseline during the stimulation are
more significant than the ones due to the voluntary movement, see reference
[44].

3.3.3 Conclusion and perspective

Preliminary results for a subject show differences in elbow extensor mu-
scle oxygenation between voluntary and different current intensities of EMS.
Further analysis are necessary to extrapolate group statistics and correlation
with the physiological parameters and the pain scale. Analysis on data com-
ing from the left arm and from the detection channel on the right arm at 4
cm interfiber distance are still in progress. The analysis of the TD-fNIRS
signal coming from the brain is also in progress in order to understand the
interaction between cerebral and muscular response to the fatigue. It will be
also interesting to compare our TD-fNIRS data with the ones coming from
a CW-instrument, recorded in Montpellier during the same measurement
protocol.
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CHAPTER 4

A compact and wireless CW-NIRS

instrument with integration of physiological

sensors.

During a six months period, I worked at the “Abramson Center for Fu-
ture of Health” (Houston, TX), a joint effort of the University of Houston
College of Technology and the Methodist Hospital Research Institute. Here
I contributed to the development of a CW-NIRS prototype, which, to our
knowledge, is the only portable NIRS equipment which is capable of measur-
ing absolute concentrations of hemoglobin in real-time. In addition to the
NIRS probe, we used a cardiovascular sensing system that includes an elec-
trocardiogram (EKG) and a photoplethysmograph (PPG) sensor. Being a
one-channel instrument is particularly suitable for measurement on muscles,
where an imaging system is not required. With the integration of EKG and
PPG, this NIRS instrument is suitable for providing a complete description
of the exercise status of the human both in terms of systemic hemoglobin
supply and of skeletal muscle hydration and cardiac output.

In paragraph 4.1 the complete instrument set-up is described. In para-
graph 4.2 and 4.3 an in vivo application during muscle exercise and prelim-
inary experimental results are respectively presented. The final goal of the
measurement campaign is to find new physiological indexes and correlations
between them, to better identify and quantify the phenomenon of the mus-
cular fatigue. These indexes can be applied in the cardiac rehabilitation, in
the muscular training and in the evaluation of muscle performances during
spaceflight. The measurement campaign was possible also thanks to the col-
laboration with the “Laboratory of Integrated Physiology” of the University
of Houston.
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4.1 System set-up

In Figure 4.1(a), a picture of the system is presented. As shown in the
picture, the system is provided with four different units:

1. central unit: provided with the command buttons and sensors connec-
tors.
It has a rechargeable battery that guarantee an autonomy of about four
hours. It works also as temporal data storage unit. Data are then sent
through a wireless communication system to a data hub;

2. Fingertip photoplethysmography probe [1].
Photoplethysmography (PPG) is an optical measurement technique for
detecting blood volume changes in the microvascular bed of tissue.
This technology exists in common medical devices like pulse oximeters,
vascular diagnostics and digital beat-to-beat blood pressure measure-
ment systems. PPG technology employs a light source to illuminate
the tissue and a photodetector to measure the small variations in light
intensity associated with changes in perfusion in the sampled volume.

3. NIRS PROBE, figure 4.1(b).
As light sources, three diode lasers at 685 nm, 830 nm and 980 nm, are
used. Each diode laser has a power <1 mW to guarantee a safe emission

Figure 4.1: (a) Instrument set-up. (b) NIRS probe detail: the blue
dot is the detector point and the red stars are the three injection
points.
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compliant to ANSI and EC laser safety standards. Light is recollected
by means of a p-n photodiode at a distance of 3 cm from the sources.
In 20 ms all the three wavelengths are consequentially acquired, sent
to the computer, and the optical coefficients are computed. The laser
sources and the detector are both built-in a polymeric plastic probe for
a total dimension of 9 cm.

4. 3-lead electrocardiogram [2].
For the measurements, adhesive pre-gelled electrodes suitable for ac-
quisition with the subject in movement, were employed. From the
EKG signal is possible to extrapolate the heart rate or to monitor the
electrical activity of the heart.

The acquisitions from the three different sensors are concurrent and each
20 ms, which is the fixed acquisition time, data are transmitted to a data
hub (laptop, personal computer) through a wireless communication (band:
900 MHz, signal coverage: about 100 m in open space). As transmitter and
receiver commercial chips were used [3]. The wireless connectivity avoids any
movement impediment or measurement artifacts caused by obtrusive cables.
Data are displayed in real-time and saved on a storage support for later
analysis. Thanks to the small dimensions [10×16×3.5 cm] and the wireless
connectivity, the instrument is really compact, portable and suitable to be
used in all those applications where the subject has to move around with the
instrument (e.g. athletes in the athletics track, measurements with subjects
running in a treadmill, spaceflight monitoring, . . . ).

The real-time displaying of the physiological parameters, i.e. O2Hb, HHb,
oxygen saturation (SO2), total hemoglobin (tHb), electrocardiogram signal
(EKG) and photoplethysmograph signal (PLETH), is possible thanks to the
acquisition software furnished with the instrument (figure 4.2). The absolute
values of the optical and hemodynamic parameters are computed as explained
in paragraph 1.4.2. Once the user presses play, an initial acquisition with all
the wavelengths, injected alternatively into the tissue, is done, to calculate
the scattering spectrum. This process takes about 5 seconds, after that the
effective acquisition starts. With this software is also possible to select, before
the measurement, the fat layer thickness and which sample is investigated
(i.e. phantom, brain, gastrocnemius, vastus lateralis, . . . ), in order to use
the right calibration parameters during the first phase of the measurement
(paragraph 1.4.2) and to eliminate from the signal the contribution coming
from the upper layer of the tissue (paragraph 1.5.2).
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Figure 4.2: Acquisition software provided with the instrument.

4.2 In vivo application:

4.2.1 Aim of the measurement campaign

Muscle performances during exercise vary with the intensity, duration,
and mechanics (shortening, isometric, stretching) of the contractions in-
volved. In particular, muscular fatigue can be monitored with the identi-
fication of the anaerobic threshold (AT), which has been used to describe a
shift in muscle metabolism during incremental exercise from predominantly
aerobic energy pathways (oxygen consumption) to a greater reliance on anaer-
obic exercise sources (glycogen) [5], but the central concepts of this threshold
have been the subject of debate over the last 25 years [6]. Recently, AT has
been defined as an intensity of exercise above which oxygen uptake does not
account for all of the required energy to perform work and has been associ-
ated with lactate accumulation in the blood, elevated carbon dioxide output,
and increased ventilatory rate [7]. The lactate threshold (LT) is identified as
the level of exercise where there is an abrupt increase in blood lactate con-
centration as exercise intensity increases. Corrective respiratory changes can
also be identified through the measurement of pulmonary CO2, by determin-
ing the ventilatory threshold (VT). These methods have been successfully
used in clinical exercise testing and are widely used as predictors of aerobic
endurance performances, and are considered indexes of the level of exercise
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capacity [8]. The understanding of the fatigue mechanism is also important
in some human diseases such as heart failure and serious infections, where
it is necessary a rehabilitation process [9]. It is also of interest to monitor
the muscle fatigue in terms of hemodynamic changes. NIRS technique was
already employed for the assessment of the muscular fatigue during exercises
[10, 11] and some preliminary attempt, in order to find a correspondence
between all these techniques, was already proposed [12, 13].

This measurement campaign aims at testing the correlation of muscle
and systemic physiological parameters, as assessed by exhaled gas analy-
sis and by a combination of near-infrared spectroscopy, electrocardiography
and photoplethysmography. Moreover we want to relate these parameters
to systemic cardiovascular performance and skeletal muscle power and time
to fatigue. The final goal is to find new physiological indexes and correla-
tions between them, to better identify and quantify the phenomenon of the
muscular fatigue. These can be then applied in the cardiac rehabilitation, in
the muscular training and in the evaluation of muscle performances during
spaceflight [14, 15].

4.2.2 Materials and methods

Metabolic cart

The metabolic cart is the instrument typically used to measure and ana-
lyze the cardiovascular and respiratory function of a subject, at rest or dur-
ing physical exercises. In particular, the metabolic cart we employed [Quark
CPET, COSMED, Italy] allows a breath by breath gas exchange data anal-
ysis [16]. As shown in figure 4.3, it is composed of five main components:
1) a personal computer, 2) a unit responsible for the calibration of the in-
strument, 3) a gas tank, with nitrogen (N2), oxygen (O2) and carbon dioxide
(CO2) used for the instrument calibration, 4) a tube inserted into a plastic
mask to collect the expired gases and 5) a wireless belt to measure the heart
rate. The parameters that can be extrapolated with the metabolic cart, and
we are interested in, are: Oxygen uptake (VO2), carbon dioxide (VCO2),
respiratory rate (RR), ventilation (VE), respiratory exchange ratio (RER),
the ventilator equivalent for oxygen (VE/VO2) and the ventilatory equiva-
lent for carbon dioxide (VE/VCO2). With these parameters is possible to
extrapolate the Ventilatory Threshold (VT). As suggested by Gaskill et al.
[17], VT was determined using the following three methods:

1. The modified V-Slope method (V-slope). VT is chosen at the VO2

value corresponding to the increase in slope of the VO2-VCO2 plot, see
figure 4.4(a).
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Figure 4.3: Metabolic cart, complete instrument and details.

2. The ventilator equivalent method (VEQ). VT is chosen at the time
corresponding to the first sustained rise in the ventilatory equivalent of
O2 (VE/VO2) without a concurrent rise in the ventilatory equivalent
of CO2 (VE/VCO2), see figure 4.4(b).

3. Excess carbon dioxide method (ExCO2 ). VT is chosen at the time
corresponding to the first sustained rise from steady state in excess
CO2. ExCO2 is calculated as ((VCO2/VO2)- VCO2), see figure 4.4(c).

Figure 4.4: Visual determination of VT.
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Measurement protocol

A group of 18 healthy adults, took part in this study. All subjects were
informed about the protocol and the aim of the study, and they signed a con-
sent approved by the ethical committee of the University of Houston. They
were informed to refrain from alcohol and caffeinated beverages 4 hours be-
fore their testing appointment. A medical history questionnaire and physical
activity questionnaire were compiled. A skin folder caliper test was per-
formed on the tight of the participants, to determine the thickness of the fat
layer, which has to be less than 10 mm to ensure clear NIRS measurement.
All the participants had to fill out the Fitzpatrick skin type classification
scale [18] to correlate the skin type with the readings taken by the NIRS
instrument.

The experimental protocol of the present study consisted of one incre-
mental cycle step exercise on an indoor ergonometer. The gear of the bike
was maintained fixed and the subjects were instructed to cycle at 60 rpm, in
this way the velocity was kept fixed. They could visualize the instantaneous
pedal rate on a display connected to the ergonometer. After 5 minutes of
warm up at 50 W, the work rate was increased by 15 W/minute. The exer-
cise was stopped when the subject could no longer maintain the pedal rate,
despite verbal encouragement, therefore till volitional exhaustion. After this
point 5 minutes at 50 W were recorded. During the exercise subjects were
asking to provide their rating of perceived exertion every 60 sec during the
exercise test using the Borg 6-20 scale [19].

The optical probe was positioned longitudinally on the vastus lateralis
muscle of the right leg and secured with an elastic bandage around the thigh.
The repeatability of the placement through the subjects was guarantee by
the employment of anatomical landmarks: we measured the distance between
the ball joint, placed between the femur and the knee, and the femoral head
and we placed the probe at half of this distance just above the fascia lata, as
shown in figure 4.5(a). The EKG electrodes were placed in the configuration
shown in figure 4.5(b), in order to reduce movement artifacts in the signal.
The photoplethysmograph sensor was place on the the right thumb and the
hand was positioning on the ergonometer’ s handlebars avoiding too much
pressure on the sensor that could influence the signal.

We also undertook a parallel measurement campaign in order to study
the influence that a difference pedaling cadence could have on NIRS and
metabolic cart signal. We asked to 7 subjects to repeat the previous protocol
maintaining for the whole experiment a cadence of 80 rpm. Our aim was to
understand if the muscle behaviour is cadence dependent and if the AT and
the VT changed with the increasing of the exercise difficult.
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Figure 4.5: (a) NIRS probe positioning and (b) 3-lead EKG position-
ing.

4.3 Data analysis and preliminary results

A preliminary analysis for the signals coming from our instrument was
implemented. In the following paragraphs only preliminary results for a
typical subject will be shown. All the analysis were performed with a custom-
made Matlab program. A complete analysis is still ongoing and will be
finalized in the next months.

4.3.1 Physiological data

From the EKG signal the R-R series were extracted, while from the sig-
nal detected with the photoplethysmograph (PLETH), the distance between
peaks was computed (P-P series), see figure 4.6. With these values the cal-
culus of the Systolic Time Interval (STI) was possible. This parameter is
the time between an R peak of the EKG and the corresponding peak in the
PLETH signal, i.e. is the time that the blood needs to reach the body pe-
riphery. It is used to assess the left ventricular performances, particularly left
ventricular ejection time, electromechanical systole, and pre-ejection period.
We calculated the STI also as the difference between an R peak of the EKG
and the minimum before the correspondent PLETH peak and between the
R peak and the point of slope changing before the correspondent PLETH
peak, as shown in figure 4.6. Finally we calculated the ratio between STI
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Figure 4.6: Calculation of R-R, P-P series and STI.

and R-R series. As shown in figure 4.7, during the exercise, the value of the
R-R and P-P distance decreases (first row), because of the higher heart rate
due to the increasing fatigue. As consequence the STI index decreases (sec-
ond row). In the third row of figure 4.7, the ratio between the STI and the
R-R values is shown. This ratio expresses the fraction of the time interval
between two consecutive R peak that the blood needs to reach photoplethys-
mograph sensor. From a physiological point of view the heart rate (or the
R-R series) represents the heart response to the exercise. The STI indicates
the vascular response to the exercise and reflects, for example, how much the
arteries dilate to support the increased demand of oxygenated blood. The
ratio between these two values is an attempt to consider together these two
different aspects, to represent the cardiovascular response.

4.3.2 NIRS data

The time courses of the absolute values of O2Hb, HHb, SO2 and tHb were
extrapolated for the whole experiment. Then they were low pass filtered to
remove the noisy effect of the pushing on the pedal. Their behaviour for a
typical subject is shown in figure 4.8. During the 5 minutes warm up at the
fixed wheel resistance, the tHb increases because when the muscular activity
starts, there is an increase of the blood volume in the muscular fibers. When
the wheel resistance starts to increase, i.e. the exercise becomes harder, the
oxy-hemoglobin starts to fall and the deoxy-hemoglobin to increase, showing
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Figure 4.7: Physiological parameters: first row: systolic time interval
(STI), second row: R-R and P-P series, third row: ratio between STI
and R-R series.
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Figure 4.8: NIRS parameters during the whole experiment (60 rpm).
Before and after the vertical lines: the warm up and recovery period
at a constant wheel resistance.

the typical muscle metabolism process. The tHb decreases because of the
gradually decrease of the O2Hb concentration which is higher than the HHb
increases, indeed the O2Hb and HHb concentrations are in a ratio of 4 to
3. In the SO2 and tHb graph, is possible to notice, during the exercise, a
point where the signal slopes change (inflection point). The muscle, with the
increasing of the exercise strength, has difficulty in relaxing after a contrac-
tion, causing a condition of hypoxia. The algorithm to find automatically the
inflection points’ temporal position has already been developed, but it has
still to be apply among the subjects. Our aim is to understand if is possible
to correlate it with the muscle AT.

In figure 4.9 the NIRS results for the same subject but during the ex-
periment with 80 rpm of pedal frequency. Data were analyzed in the same
way of the previous ones. The signals behaviour appears the same as before
but the exercise was shorter than the previous one. The subject, pedalling
with a higher frequency, reaches the exhaustion before. To understand if the
muscle dynamic is the same, the calculus of the signal slope during the exer-
cise (excluding the initial warm-up and the final recovery), on the unfiltered
signal, was implemented. For this subject, we found an increase of the slope
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Figure 4.9: NIRS parameters during the whole experiment (80 rpm).
Before and after the vertical lines: the warm up and recovery period
at a constant wheel resistance.

absolute value for O2Hb, HHb and SO2 of respectively the 5.3%, 44.6% and
22.3%, while a decrease of the 6.8% for the tHb. Further investigations are
necessary to understand if these values are consistent among the subjects.

4.3.3 Conclusion

The results shown are preliminary analysis on a subject. They suggest
that it will be possible to understand the fatigue phenomenon through the
employment of parameters of different origin, hemodynamic and systemic
as well. In the following we plan to perform all the group analysis and
to infer any correlation between the time evolution of NIRS, cardiovascular
parameters (O2Hb, HHb, tHb,SO2, heart rate, systolic time intervals, etc.)
and systemic parameters (oxygen uptake (VO2), carbon dioxide (VCO2),
respiratory rate (RR), ventilation (VE), Respiratory Exchange Ratio (RER)
and the ventilatory equivalents of oxygen (VE/VO2).
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