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Chapter 1

Introduction

Even if at a first glance wind turbines look rather simple among the power
plants available today — those based on oil or gas combustion or on nuclear
source —, the nature of the power source which they rely on — the wind — makes
their operation a complex problem, which can be effectively dealt with by
the extensive use of control systems. As the wind is an ever changing source
of power, the first and most obvious control goal will be that of producing a
power output sufficiently regular in time, to allow the plugging of the wind
turbine to the existing electrical grids without hampering their stability.

Moreover, the usual power of nowadays turbines, of the order of the mega-
watts (MW), is obtained from plants where the diameter of the rotor and the
height of the tower often exceed 80 meters. That size, combined with the use
of light materials and smart designing technologies, aimed at saving some of
the material cost in the assembly of many parts of the plant, exposes them
to relevant loads and deformations. As a consequence, in order to prolongate
the life of the plant, thus better distributing its initial cost, great attention
must be paid to the control and dampening of loads, which represent other
primary goals of existing controllers.

Despite the efforts necessary to design and operate these plants, much
work has been done in the last twenty years to explore and develop wind
turbines with various architectures and different sizes, which have now be-
come reality. Such an effort, fueled by substantial governmental funding in
several countries and by the generally positive mood of the public opinion
with respect to this source of electrical power, has actually produced an array
of different models, each of them typically aimed at a specific application.

As an instance, there exist various vertical-axis or limited size horizontal-
axis wind turbines, typically designed to supply power to a local grid, and
customized for isolated power utilities. On the other end, the aforementioned
larger multi-MW size horizontal-axis wind turbines, often placed relatively
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close to each other in on-shore or off-shore farms, are conceived and designed
to supply regional or nationwide grids, just like more classical large power
plants based on other sources. Turbines of this latter kind, typically two or
three-bladed, have reached a good level of diffusion and standardization in
the last two decades, also benefitting from a long period of experimentation,
beginning coincidentally with the first modern studies on wind power back
in the 1970s and 1980s.

The present work focuses on many control aspects related to this kind
of turbines. A more in-depth, still rather simplified description of a typical
horizontal-axis wind turbine will be provided next, followed by a review of
many control strategies proposed more or less recently, with their different
aims. Finally, the main topics treated in the present work will be presented
at the end of the chapter.

1.1 Description of a Horizontal-Axis Wind
Turbine

A wind turbine is basically a plant able to extract power from the wind and
to transform it into electrical power. A schematic description of a horizontal-
axis wind turbine with its main components is presented in Fig. 1.1.

©  Main bearing (7] @ e (3] e 1]

©  Mainshaft Yo

© Brakes A\ \ L

o Maaguing inSiruments \

@  Lightning protection rod N T

© cooling system ol

@ Genentor
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© cuuen . l..'..-i—_ L e 1

D oo i " 2
D rFonai ’ / i.

@ Fantail mator __.-"- ._.": h ;
B Tower ! / ]
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@ Rotor blade "

66 0 0 & ¢&ae

Figure 1.1: Sketch of an upwind wind turbine with two shafts, illustrating
the position of the main components (source: climatetechwiki.org).

The most prominent part is the rotor assembly, made up by the blades,
usually three on larger wind turbines for a matter of efficiency [1], and con-
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nected to the hub. The materials which the blades are made of are usually
glass fiber and carbon fiber. The total weight of a typical 40 m blade made
for a 2-3 MW turbine can be of the order of 7-9 tons depending on the
selected materials and internal structure. The hub is perhaps the strongest
structural part of the turbine, weighing in excess of 20 tons and usually made
of steel.

The hub is connected by means of a bearing to the fixed structural part
of the nacelle, which also encloses the electrical generator. In most cases, the
rotor is connected to the generator (or generators) by means of two shafts
coupled by a drive-train, which has the function of raising the rotational
speed and lowering the mechanical torque coming from the main rotor, to
cope with the characteristics of the electrical part. On larger turbines this
gear has often to manage a huge and unsteady mechanical power input. As
a consequence, it is a critical part of the design. For this reason, on some
turbines a different kind of electrical generator is installed, able to deal with
large torque values and low rotational speeds, typically of the order of the
rotational speed of the rotor, thus making the drive-train unnecessary. These
latter turbines are called direct-drive turbines.

Typical regime values for the rotational speed of the rotor on 2-3 MW
plants are of the order of 14-17 rpm, and decreasing with the size of the rotor
to avoid excessive peripheral speeds. For such turbines, the gear ratio of the
installed drive-trains varies with the specifications of the electrical generator,
and may be of the order of 50-100.

The nacelle and rotor assembly is mounted on top of the tower, usually
made of steel and based on a reinforced concrete foundation in the case of
on-shore plants, and on concrete-metallic floating or non-floating bases in the
case of off-shore turbines.

Given the large size and slender shape of the components and their rela-
tively low mass, besides the rigid rotation of the rotor and shaft (or shafts for
non-direct-drive models), the motion of the turbine is usually dominated by
relevant deformations, interesting in particular the tower, blades and shaft
(or shafts). Moreover, as the forcing effect of the wind is usually spatially
non-uniform and unsteady, the resulting overall motion can be rather com-
plicated. To limit the non-uniformity of the incoming flow due to the effect
of the tower wake, the turbine is designed to work aligned with the incom-
ing wind flow in an upwind configuration, meaning that the wind reaches the
rotor before reaching the tower. This configuration has in principle the short-
coming of being unstable, as the tower head assembly tends to be twisted by
the action of the aerodynamic forces around the tower axis, actually towards
a stable downwind condition. To cure this stability issue, some blocking
mechanical devices are mounted on the bearing connecting the tower head
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assembly to the tower, keeping it oriented towards the desired direction.
Today, smaller and bulkier turbines can be found still intended to work in
a downwind configuration, but in this work only upwind turbines will be
considered.

As stated above, the primary task of the wind turbine is to extract power
from an air stream. The power associated to the flow can be expressed with

the usual equation [1]

P, = %pAUS) (1.1)

where p is the density of air, and A is the considered section of the flow
normal to the average wind speed vector. The modulus of the latter is U,,.
Considering a turbine with a rotor area of A,, it is possible to define the
extracted power as

1
P, = §pATUf;C’pe (1.2)

where the Cp, factor, namely the power coefficient of the turbine, behaves
in a characteristic way for a given turbine, and can be expressed basically as
a function of the tip-speed ratio A = g—f and of the collective pitch of the
blades 3. This coefficient expresses the efficiency of a specific turbine with
a rotor radius R to extract power from a wind flow with speed U, given a
certain operating condition with rotor speed €2 and pitch 3. It can be shown
that for theoretical reasons this efficiency is limited by a superior bound of
about 59% [1]. Usually, top Cp, values for existing turbines can come rather
close to that limit, being about 45-50% [2].

A generic bottom-level control aims at keeping the machine at an optimal
value of efficiency, thus maximizing the power extracted from the wind flow
while accounting for some constraints. Nowadays, all multi-MW size turbines
are actively controlled by means of two scalar control inputs: collective blade
pitch, meaning that all the blades receive the same input from the control
system, and generator torque.

The rated wind speed U’ is the minimum wind speed for which the
turbine can work steadily at the rated power output Pe’"lzted. Below that wind
speed the machine is typically kept close to its maximum efficiency Cp, syp,
itself a function of a certain pitch B¢, ,,, and of a given A¢,, .., [3]. Over that
wind speed, a constraint is imposed by the electrical part of the generator,
by the drive-train and by the flexible and most loaded parts of the machine.
For this constraint, it is necessary to scale down the power extracted with
respect to the power made available by the wind flow (which grows with the
third power of the wind speed), in order to avoid excessive loads or rotational
speeds. This constraint is usually managed by lowering the efficiency Cp, as
the wind speed, and hence the input power P,, is increasing, in order to keep
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the same power output F,;, for several values of the wind speed. Scaling down
the efficiency term is typically obtained by raising the collective pitch [3].

On the other hand, as just pointed out, under the rated wind speed it
makes sense to keep the machine at its maximum efficiency [3]. As the latter
comes for a given value of pitch, for wind speeds under the rated this control
is basically left unchanged. Moreover, the maximum efficiency is reached for
a precise value of A\, which must be maintained for decreasing wind speeds.
This in turn means that the rotational speed must be lowered linearly with
the wind speed. Moreover, as the aerodynamic torque for a given pitch of the
blades is roughly proportional to the wind speed U2, to achieve equilibrium
the generator torque must be scaled down with the wind speed too [3].

There exist two extreme wind speeds, limiting the envelope of possible
working wind speeds. The cut-in wind speed U~ is the minimum wind
speed at which the turbine is activated, and is such that under it the efficiency
is deemed too low, also due to friction and dispersion effects. The cut-
out wind speed US“~°"" is the top operating wind speed, over which the
loads resulting from a sudden increase in the wind or failures of the control
system may cause damage to the rotating components or to the most exposed
structural parts of the machine.

The machine is said to work in region II when the wind speed is between
cut-in and rated, while region III extends from rated to cut-out. For larger
turbines, it is common to find a third operating region, basically a sub-part
of region II extending from a given wind speed under the rated up to the
rated, and called region II2. In that region the turbine operates at rated
rotational speed but under rated power. A more in-depth analysis of the
peculiarities of the operating regions will be presented in chapter 2.

1.2 Control Systems for Horizontal Axis
Wind Turbines

As stated right at the beginning of this chapter, wind turbines rely heavily
on automatic control systems. Since an interest on wind power systems first
appeared in the 1970s, the controllability issues related to the operation of
such plants have been a constantly active research topic [4].

The lowest-order control issue, namely power tracking, was first dealt with
by implementing single-input single-output (SISO) controllers able to change
collective pitch to keep the correct rotational speed of the rotor, following
a proportional-integral (PI) regulation logic. In order to avoid a worsening
effect on loads of some structural parts of the plant, basically the shaft and
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tower, whose deformations can be severely affected by a periodic oscillation of
the collective pitch, attention was paid to avoid control actions at the natural
frequencies of those parts. The resulting controller was typically made up by
an active part, aimed at power tracking, and a passive part devoted to avoid
excessive structural loading [5-10]. The use of pitch was considered for the
design of the control law in region IIT [10,11], while torque-based controllers
were investigated for use in region II, where moreover little attention was paid
to the monitoring of loads [3] mainly because of the lower control authority
of the pitch input which is usually limited by a lower physical limit in that
region [12].

As soon as it was realized that the effects of the aerodynamic loads due
to the wind or induced by the action of controls had a non-negligible effect
on the machine durability and reliability, greater attention began to be paid
to the design of multiple-input multiple-output control laws, able to actively
target some loads besides tracking the desired power output. In a first stage,
only multiple decoupled SISO loops were considered and designed separately,
each aimed at a particular target. This design approach usually accounted
for a pretty low number of target loads, and often resulted in complex overall
control algorithms able to account for the potential coupling effects of the
various control loops [13,14].

In order to effectively target loads deriving from the spatial non-uniformity
of the incoming wind field, the use of cyclic pitch was explored, aimed at the
reduction of bending loads mainly on the shaft bearings and at the root of
the blades.

The appearance at the end of the 1990s of some high-order wind turbine
simulators like Bladed [15], FAST [16], SymDyn [17] and Cp-Lambda [18,19] al-
lowed both an easier testing of more complex control laws and the synthesis
of reduced models, very useful for the design of integrated MIMO controllers.
Many design algorithms like LQR and H,, had been available since long be-
fore. They allow an integrated design of the controller in a linear framework,
accounting for all the modeled couplings between all different states and
controls [20-22]. Moreover, the design can be managed with straightforward
operations, provided there exists a suitable linear or linearized model of the
system to be controlled.

Linear models accounting for several structural states can be obtained
from some of the aforementioned simulation codes [15-17], or can be set up
analytically and completed with data obtained from ad hoc simulations [23].
The availability of high-order linearized models has made possible some ex-
perimentations with individual pitch control designed in time-domain. It has
been shown how its use can be helpful in lowering the flapwise bending mo-
ments at the roots of the blades, using a coupled MIMO integrated design
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considering the flapwise deflections of the blades as structural states besides
the fore-aft deflection of the tower and the usual rotational speed [24-31].
Further proofing of the concept came from field testing [32,33]. Moreover,
several applications with LQR and periodically varying gains have been ex-
plored [26,31, 34].

A simpler and smart use of individual pitch control, based on the use of
the Coleman’s transformation, has been investigated besides more complex
integrated time-domain design techniques, working in conjunction with other
control laws for trimming purposes [35-38].

Even very basic models of a wind turbine, for instance accounting only for
the dynamics of the rotor, should consider a non-linear behavior with respect
to the wind speed and controls, and thus with respect to the operative con-
dition of the plant. For this reason, when dealing with MIMO control design
strategies, some form of scheduling or switching between gains calculated
at several linearization points is typically necessary even for simple design
models. The scheduling parameter is usually selected as the wind speed
itself. This approach is now common practice, but should be used with cau-
tion, as some stability issues may intervene in the case of fast variations of
the scheduling parameter. For this reason, some form of filtering should be
implemented when using wind sensors or observers for the measurement of
wind to feed to the controller for scheduling purposes [23,39-41], when the
scheduling logic is based on interpolation between pre-calculated gains. An
alternative can be that of switching between pre-stored gains without inter-
polation. This has been tested with a focus to application in region IIT [42],
or in association with simpler non-LQR control design techniques [43].

A more sophisticated control design approach useful for MIMO systems,
in the middle between gain scheduled linearly-designed controllers and non-
linear design techniques, is linear parameter varying control (LPV). This
control design algorithm is useful for non-linear systems whose non-linearity
can be modeled as a dependence of the coefficients of the matrices of a linear
representation of the system with respect to a given parameter. For such
systems it is possible to synthesize a controller based on a cost-function
optimization with linear matrix inequality constraints. The latter can be used
to specify stability requirements as well as for the balancing between control
authority and admitted state variability, like with the design of the LQR.
The theoretical advantage of these controllers with respect to other gain-
scheduled MIMO controllers lies in the guaranteed stability for any admitted
value of the parameter or of its time rate.

This form of control has been applied only recently in the field of wind
energy, first with a control objective limited to power tracking and damping
of shaft loads [30,44,45]. More complex works have shown the advantages
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of using multiple cost functions and considering operative regions II and III
separately [46]. The basic critical issue of this design method comes from the
choice of the parametrization variable, which becomes very relevant especially
when dealing with larger state arrays.

More sophisticated MIMO feed-back control laws, based on neural net-
works, fuzzy control or sliding mode control have been tested on wind tur-
bines [47-49]. Because of their complex design procedure, such controllers
have been designed on relatively low-order systems, typically accounting for
only one control input at a time, resulting in pitch-only or torque-only control
laws.

A general issue when using higher-order systems for control design is the
applicability of the resulting control laws in real environment. When ac-
counting for structural states able to describe the deformation of the blades
or tower it is necessary to envisage realistic ways to accurately measure these
quantities in reality. Such methods are usually based on observers, which can
be synthesized with time domain algorithms, typically based on the Kalman
theory. For the fore-aft motion of the tower a similar observer, based on
accelerometric and curvature sensors, has been tested successfully in closed
loop with an LQR-based controller accounting for that structural state be-
sides others [18, 31].

In parallel with the attention given to observers of structural states, some
effort has been devoted to the characterization of the wind by a limited set
of states, and to the measurement of such quantities by means of suitable
wind state observers. The possibility to observe the horizontal wind speed by
means of Kalman-based algorithms making use of the measured rotational
speed of the rotor and its dynamic behavior, described by a first order differ-
ential equation in the rotational speed, was demonstrated in several works,
where the observed quantity was used also for supervisory or gain schedul-
ing tasks [23,28,50,51]. Moreover, the definition of the dependence of the
state equations involving the structural states and the rotational speed on
some wind states, like the hub-height wind speed or the vertical shear, has
been explored and explicitated also by linear relationships in some control
synthesis tools [16,17], where basically these wind states are considered as
disturbances. The critical issue when dealing with a more complex charac-
terization of the wind, typically making use of multiple wind states, lies in
the estimation of such states, which has been found very tricky especially in
turbulent conditions [52].

However, the ability to quantitatively account for the effects of some wind
states on the structural states has made theoretically possible to prepare con-
trol laws suitable to reduce these generally negative effects. Some work has
been done on feed-forward controllers based on the idea of counteracting the
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wind disturbances by using a direct measurement of the wind, and the same
matrix defining the sensibility of the turbine states with respect to the wind
states to design a control gain (basically by some inversion process). These
methods show good results when tried on simple simulators and without ac-
counting for the dynamics of actuators in the design phase. Moreover, it
is important that the measurement of wind — by common anemometers or
observers of some kind — provide the control system with a knowledge of the
instantaneous wind. All the control laws designed to make use of this wind
information are basically feed-back laws [53,54].

More recent advances in sensor technology have made possible the mea-
surement of the incoming wind, i.e. of the wind at some distance ahead of the
turbine. The LiDAR technology (Light Detection And Ranging), based on
the reflection of light beams to measure the local speed of the wind, already
allows to know the value of some relevant components of the wind speed
vector in given positions, upwind with respect to the rotor [55].

A very simple use of the LiDAR information was based once more on
simple feed-forward control techniques, making use of pre-calculated control
actions scheduled with respect to the wind speed. The effect of different
wind preview windows was investigated, and it was found that for a given
turbine an optimal value could be used to get satisfying results for any wind
speed [56-58]. A reduction on fore-aft bending and on the rotational speed
error was observed. Further studies involving a similar control scheme and
the use of individual pitch control to cope with measured non-uniformity
of the flow scanned by the LiDAR were recently conducted [59,60]. It was
also shown how the effect of an error on the wind measurement could heavily
impact the performance of the controller, causing an increase in loads instead
of the desired alleviation especially in a turbulent flow [52].

Some preliminary work on reference-augmented predictive controllers or
extensions of the LQR framework to make possible the use of an anticipate
knowledge of the wind was carried out at a theoretical level before data about
new measuring technologies were available [61,62].

The anticipated knowledge of the wind has made possible the implemen-
tation of model predictive controllers (MPC), which make direct use of the
predicted wind to calculate a control time history over a given prediction
window. The control history is usually calculated as the solution of an op-
timization problem, which must be computed online, and which can be con-
strained by constraints able to account for instance for the limited actuation
speed of the actuators. All these control laws involve a system propagation
step, where the response of the system to the measured incoming wind and
to the tentative input is evaluated. This propagation can involve a linear
or non-linear model of the system, resulting in linear or non-linear MPC
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algorithms.

Studies considering an MPC making use of a linearized model based on
an extended set of turbine states and defined for several wind speeds and in-
terpolated online have been conducted showing good results in deterministic
wind conditions in region III, lowering tower loads and variations of the rota-
tional speed of the rotor by applying a suitable collective pitch control [63].

A comprehensive study has been carried out for both regions IT and III
with a linear MPC, in deterministic and in turbulent wind conditions. Mak-
ing use of accurate and complex measures — yet still realistic — of the incoming
wind, the advantage on tower, shaft and blade loads was significant for de-
terministic gusts in region III, while less visible in turbulent wind fields or
in region II. Also the necessity for a form of filtering of the wind history
provided by the LiDAR was highlighted [64].

Of course, a less complex use of model predictive control laws can be
based on measurements of the actual wind, obtained in the usual way through
observation or direct measurement from anemometers, i.e not obtained from a
LiDAR sensor. Placing some hypotheses on the future behavior of the wind
given its instantaneous value, it is possible to apply the MPC algorithms,
based on either a linear or non-linear model of the system, to get a control
history to feed to the actuators. Some studies of this kind have shown mixed
results especially in terms of blade load alleviation [18, 65].

1.3 Contributions of the Present Work and
Outline

The present work is focused on two macro-areas of research: the first is related
to the synthesis and testing of control laws aimed both at power tracking
and alleviation of specific loads which may be of great relevance for some
structural parts of the machine; the second is related to those technologies
which make possible the application of such laws.

1.3.1 Research Approach

As witnessed by the cited literature — itself providing only a partial picture
of what has been done — many control problems related to the operation of
wind turbines have been faced at least from a theoretical viewpoint. However,
many control laws have been tested typically on relatively low-order simu-
lation tools, often without accounting for the dynamics of actuators, and
usually only not systematically, i.e. with a focus on a particular operating
region or on some wind condition.
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Fueled by the interest of many collaborating industrial subjects, the re-
sults presented in this work reflect the great care which has been paid to
the creation of realistic and applicable algorithms for control and supervi-
sion. For this reason, all the proposed algorithms have been evaluated both
in deterministic and turbulent wind conditions, and without restricting the
analysis to a particular operating region or another.

Moreover, a main basis of the present work has been to complete the
assessment of the performance of all the considered control systems on a
detailed simulator, able to describe the dynamics of the wind turbine in a
very realistic way. The simulator used for all the trials presented herein
is Cp-Lambda, a code developed internally by the Department of Aerospace
Engineering of the Politecnico di Milano (DIA-PoliMi). This software, well
described in [19], is a multi-body code, allowing not only a sophisticated
description of the topology of a real horizontal-axis wind turbine including
all the relevant rigid dynamics and those of actuators, but also making pos-
sible a very detailed finite-element based modeling of many kind of beams
and deformable structures, like the blades, shaft, tower and its foundations.
Moreover, it implements an array of algorithms for aerodynamic compu-
tations of growing complexity and specifically made for rotors. Additional
models allow to account for inflow, tower shadow and tower dam effects. The
simulator copes correctly with spatially non-uniform, three-dimensional wind
fields [66], and is able to manage both deterministic and non-deterministic
incoming winds. The gust (EOG) and turbulence models proposed by IEC
have been used extensively in this work to test the capabilities of all control
systems.

This simulator has been successfully used in collaborations with several
industrial subjects and research centers not only to evaluate the performance
of control systems, but also in the optimization of the design and in the ex-
ploration of the operating envelope of many horizontal-axis wind turbines.
The code has been validated with respect to models assembled in well-known
commercial working environments, like Bladed and Adams, the results show-
ing the total reliability and accuracy of the code in reproducing not only the
integral performance (represented for instance by the Cp, — A\ curves), but
also the time histories of all considered loads and of the displacements on the
flexible parts, like the tower, blades and shaft (or shafts).

The use of this simulation code to analyze the results of the application of
the proposed control laws and observers makes possible to apply a good level
of confidence to the results. Moreover, it exacerbated some problems related
to the use of individual pitch control systems in a realistic environment, in
particular in turbulent wind conditions, when the use of a high-order dynamic
model is pivotal to correctly reproduce the loads and deformations of the
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turbine. This in turn led to the use of additional care in the design of control
systems able to successfully cope with such realistic operating conditions.

The control and observation routines designed to work in association
with this code have been developed and assembled in C++ or mixed Fortran
90/C++. To improve the interfaceability of the resulting libraries with other
existing simulation environments, as well as with real time hardwares, the
usual Bladed control interface has been adopted. A tree of sub-libraries has
been implemented, complying with the idea of modular design, and in turn
allowing an enhanced industrial expendability of the control and observation
software, whose parts can be distributed separately.

To guarantee a direct applicability of the code without the need for further
programming effort, the designed control code implements also a supervisory
system, able to deal with emergency situations, actuator or sensor failures, or
to start and stop the machine based on the wind speed. All these effects, as
well as the noise on the accelerometers and strain gauges when working with
observation routines have always been accounted for in the present analysis.

1.3.2 Considered Turbines

Thanks to a number of collaborations of the Department of Aerospace Engi-
neering with research groups of other Universities and with some industrial
subjects, it was possible to make use of the data of some existing turbines.
Moreover, as these subjects made available their simulation models, assem-
bled in some of the commercial simulation environments suitable for model
characterization and testing in an advanced design phase, it was possible
to both build up the Cp-Lambda model of these turbines and validate the
so-obtained model using results obtained from other commercial codes.

In this presentation three turbines have been considered. All share a
similar global architecture, being horizontal-axis, upwind, on-shore, three-
bladed, multi-Megawatt size wind turbines. All allow an individual blade
pitch control and torque control.

One is a 3.0 MW machine designed by the Kangwon National Univer-
sity [67]. It features a rotor diameter in excess of 93 m, a tower height of
about 77 m, a drive-train with a reduction ratio of about 90. This machine
is certified as IEC class A, and its operating wind speed envelope goes from
3 to 25 m/sec, with a region 112 extending from 9 m/sec to the rated wind
speed of 11.5 m/sec. The standard operating rotor speed in region III is
15 rpm. This machine has been used for the obtainment of the greatest part
of the results presented herein (see chapters 2, 3, 6).

A second turbine is the classical model LTW62 by the Italian manufac-
turer LeitWind S.p.A. [68]. This is a direct drive machine, with a rotor
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diameter in excess of 62 m, a tower height in excess of 58 m. The machine
does not show a transition region. Its working envelope extends from 3 up
to 25 m/sec. The rotor speed in region III is in excess of 25 rpm. A model
of this plant has been used in chapter 5.

A third turbine is the Liberty C 96 model by the US manufacturer Clip-
per Windpower [69]. This produces a power output of 2.5 MW, with a rotor
radius of about 96 m and a tower height of about 78 m. It features roughly
the same wind speed envelope as the 3.0 MW machine, with somewhat dif-
ferent internal boundaries between the operating regions. This machine is
certified as IEC class A. A model of this turbine has been used to obtain the
results presented in chapter 4.

The use of different turbines is bound to the interest of the collaborating
subjects in particular topics treated in the present research. Many cross-
plant checks of the proposed algorithms have been performed internally, in
particular when dealing with the substantial research presented in chapter 4,
thus validating the proposed technologies by multiple testing on different
turbines. For the sake of clarity, only results for a single turbine are presented
in each chapter.

1.3.3 Treated Topics and Presentation Outline

Given the widespread use of PI control systems in industry, a considerable
effort has been devoted in a first stage of the present work to quantify the
advantages or disadvantages given in terms of performance on power track-
ing and load alleviation by LQ regulators with respect to those well known
industrial systems. The results of that analysis, carried out both in TEC
deterministic and turbulent wind conditions, show that the two controllers
are almost equivalent from the viewpoint of the performance on mean power
and power quality, while the performance on some loads is in favor of the
LQR MIMO approach.

The problem of model mismatch between the reduced model used for con-
trol and the much more sophisticated multi-body code is successfully solved
here by the smart addition of an integral control to the normal linearized sys-
tem. It is worth notice the fact that, as shown in the next chapter, similar
problems rarely show up when working in a simplified simulation environ-
ment: this highlights once more the necessity for a simulation tool to be as
much realistic as possible.

As usual, the use of MIMO controllers makes the implementation of some
observers a necessity. Simple Kalman-based observers of the structural states
of the machine necessary for the adoption of the proposed L(Q control systems
are described. Moreover, as the use of observers usually brings in the need
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for more sensors, which in turn makes more likely a loss of operability of a
full-state feedback control systems because of sensor faults, some alternative
sub-optimal LQ output-feedback algorithms have been studied. In real envi-
ronment, this makes possible to prolongate the operative time of the machine
even in presence of sensor faults, without renouncing to the advantages of the
integrated and straightforward design typical of the LQR approach, which
are indicated for a complex system like the wind turbine.

These analyses basically related the trimming problem are presented in
chapter 2. It has been conducted with data of a real turbine, and fueled by
many industrial subjects interested in the design, which has already found
some real environment applications.

As highlighted in the previous paragraph, control systems able to ac-
count for the anticipated knowledge of the wind, which can be provided by
LiDAR sensors, are being actively investigated by many research groups. In
the present work a throughout comparison between two proposed predictive
controllers is carried out. One controller is a classical receding horizon con-
troller, while the second is an extension of the LQR design able to manage
an exogenous input term, namely the predicted wind. It will be shown in
chapter 3 how these laws can yield very similar and good results both in de-
terministic and turbulent wind conditions. These results further remark the
usefulness of an LQR design, which by using a computationally not relevant
add-on to cope with the LIDAR measurement can reach levels of performance
which compare well with those of a much more computationally-heavy con-
troller, like the receding horizon. A possible implementation of a LiDAR
simulator will be shown, able to perform the same filtering action of the real
thing, which is so important to get good results especially in turbulent wind
fields.

Up to now, the control laws considered in the present work have been
based only on collective pitch and electrical torque as inputs. As today in-
dividual pitch control is achievable on almost every large wind turbine, the
large-scale use of control laws involving different pitch inputs for each blade
can easily become reality. On the other hand, switching from a straightfor-
ward and well known design of the collective pitch component of the con-
troller to a more complicated one, which in addition may be potentially less
reliable and more requiring from the viewpoint of the usage of actuators, is
a move not favoured by industry. In chapter 4 a smart way to deal with
this constraint is presented, in the shape of a multi-layer control architecture
where different and independently designed controllers operate, each toward
a specific aim. Similar controllers based more or less on the same idea — mod-
ularity — have been presented in the past [35-37]: in that case the trimmer
operated besides a controller targeting selected shaft loads. Here more con-
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trol layers based on the use of cyclic pitch input are implemented in order to
target some load components more effectively, considering in particular the
distinction between deterministic and non-deterministic components. Re-
sults in IEC turbulent conditions show that some advantage can be obtained
with respect to existing individual pitch control laws when targeting shaft
loads. Moreover, in an alternative decentralized control configuration, a very
significant performance on blade loads can be obtained, considering also here
realistic turbulent wind conditions.

In the last two chapters an extensive work in the field of structural and
wind observation is presented. In chapter 5 a Kalman-based approach is
analyzed, starting from preliminary observations of some relevant structural
states to infer the characteristics of the wind causing their variations in time.
An exogenous reduced model of the turbine dynamics is used to express the
effect of the considered wind states on the structural states. The resulting
architecture is made up of multiple Kalman observers operating in sequence.
Good observation results are obtained from the structural observers and un-
der some conditions for a set of wind states. In chapter 6 a very effective and
more robust mechanism of observation of the misalignment between the rotor
axis and the incoming flow is presented. Unlike the previous approach, this
observation scheme is based on a model obtained through an identification
procedure from the very high-fidelity multi-body simulator. The robustness
of this observer is demonstrated also in IEC turbulent wind fields.

In the last chapter 7 some critical conclusions will be presented along
with some planned future activities.

1.4 Technical Note

This work is extensively based on the datasheets of real turbines provided
by the aforementioned collaborating subjects. Many of these data are cov-
ered by industrial secrecy. For this reason, in this introduction and in the
following chapters only a very basic description of the considered turbines
is provided. Moreover, some results pertaining to critical quantities are pre-
sented in irreversible non-dimensional form.

The cited code Bladed is a licensed product of GL Garrad Hassan; Adams
is a trademark and licensed software of MSC.Software Corporation; Matlab
is a licensed product of The MathWorks, Inc.. The software CVXGEN is dis-
tributed under academic license by its programmers, while FAST, SymDyn and
TurbSim are freeware codes distributed by the National Renewable Energy
Laboratory (NREL). Cp-Lambda is a licensed product of the Department of
Aerospace Engineering of the Politecnico di Milano.



Chapter 2

Collective Control for
Trimming Purposes

2.1 Introduction

Wind turbines are usually designed to provide a specific power output for a
given wind speed. To effectively track the desired power output correspond-
ing to the speed of the incoming flow the implementation of an active control
system is arguably the easiest way to proceed. There are several ways to
synthesize a control law able to keep the output power close to the desired
set point, based on different approaches (see chapter 1). Besides the existing
differences, all the simplest controllers aimed at that goal make use of the
collective pitch of the blades and of the generator torque as inputs, even if
these are not necessarily actuated simultaneously: the span of operating wind
speeds is usually divided into regions, and the use of multiple control laws,
each specifically designed to give optimal performance only in one region, is
rather common and often involves the use of only pitch or torque.

The use of collective pitch and torque, while well suited for trimming
purposes, is not limited to the tracking of the desired power set point. Several
laws have been proposed aimed at multiple control goals besides that of power
tracking, based on an appropriate use of these control inputs (see chapter 1).

In this chapter a general description of the trimming problem is provided
for the case of horizontal-axis wind turbines. Next a family of model-based
multiple-state, multiple-input trimming control laws is presented thoroughly,
showing the differences with respect to more widespread non-model-based de-
sign approaches. Exploiting the integrated MIMO design approach, based
on the LQR design algorithm, it will be shown how besides the trimming
action — basically the control of power output — these controllers are also
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able to account for other controlled variables, providing some advantage in
particular on fore-aft loads with respect to more common SISO trimmers.
Moreover, these novel control laws are rather simple and robust, making
possible their extensive use in the next chapters as baseline controllers op-
erating in conjunction with more sophisticated control laws aimed at other
goals, or used to keep the turbine controlled while performing tests of various
observers under many different wind conditions. In the last paragraph of this
chapter some results assessing the performance of the proposed MIMO trim-
mers will be provided. They will not show extreme differences between all
the considered trimmers, the main advantages provided by a comprehensive
MIMO approach being basically bound to the ease of design, which will be
highlighted in the paragraphs devoted to the description of the LQR control
design technique.

2.2 Regulation Strategies for Trimming
Control

The main design goal for any baseline controller to be put on a wind turbine
is usually the tracking of a given power setting [70]. As the power of the
incoming wind stream tube goes with the third power of the instantaneous
wind speed averaged over its cross section, when the wind speed changes
the associated power changes too. The machine is usually rated at a given
wind speed, meaning that it is designed to give the nominal power output
Pg’f:wd for a minimum wind speed, averaged over the rotor, equal to U,
Under that wind speed (U, < Ur%d) the power in the wind flow, weighed
by the efficiency of the machine, is lower than the nominal power Pe’"l‘;ted. On
the other hand, for U,, > U** the power in the flow is such that, even if
weighed by the efficiency of the machine, it is greater than Pe’"fjed: in this
second condition the turbine will be set in order to extract only a part of
the power associated with the flow. A minimum wind speed U~ can be
defined as the wind speed under which the power that can be extracted from
the flow is too low to counteract internal friction and dispersion phenomena.
On the other hand, the maximum wind speed US“*~°"" is the wind speed over
which the turbine could be subject to excessive stresses on some structural
or electrical parts, especially in case of failure of the control system. The
so called operative regions IT and IIT extend from U~ to Ur**d and from
Urated yp to Uc=ou respectively.

On modern multi-MW size horizontal-axis wind turbines the array of
inputs considered in the core control law used to keep the machine at an
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equilibrium point in terms of the rotational speed €2 for a given wind speed
U,, is made up by the generator torque 7, and the collective blade pitch
B, where the index “e” stands for “effective” and is meant to distinguish
these variables from the commanded input variables prescribed by the control
system (subscript “c” in the following) but not yet filtered by the dynamics
of the actuators.

The pitch value is inversely proportional to the aerodynamic force exerted
by the wind flow on each blade in the direction normal to the rotor axis. As
a consequence, the torque that will be extracted from the air flow will be a
decreasing function of pitch, all things being equal.

In region II the power set point of the machine is under the Perlzted value.
In this region the aim of a trimming control law is usually that of maxim-
imizing power capture. To do that, it is common practice to leave the pitch
input to a fixed value, typically that for which ng‘:ted is obtained. The aero-
dynamic torque is an increasing function of the wind speed for a given pitch.
Given a certain wind and pitch, the demanded generator torque will be set in
order to equal the aerodynamic torque and keep the turbine trimmed, i.e. in
equilibrium. As the torque output of the generator is usually an increasing
function of its rotational speed, the higher is the considered U, in region II,
the higher will be the set point of the rotational speed €2, in order to gener-
ate a torque value to cope with the aerodynamic torque exerted at that wind
speed. As both set points for 2 and for the generator torque increase with
U,, in region II, the power output set point, bound to the product of these
two factors, will increase with U,, too in that region.

In region IIT the machine will be regulated to the same power output
for any U,,. This means that the set points for 2 and torque will usually
be fixed to a given value for all wind speeds in region III. If the value of
the generator torque is fixed, in order to keep the machine at the same €2
for increasing values of U, it is necessary to scale down the value of the
aerodynamic torque: this is typically achieved by increasing pitch.

For machines featuring only regions II and III the diagrams showing the
regulation curves for power P,;_, 2 and the control inputs as functions of U,
have the typical shape presented in Fig. 2.1.

On several larger wind turbines there exists another operating region,

commonly defined as region H%, which extends from a wind speed U.! : up
to Ure*d, For this range of wind speeds the machine is kept at the rotational
speed Qreed defined for the wind speed U’ (and for all wind speeds in
region I1I), but with torque values which are lower than that defined for the
rated wind speed. As in this region the set point for torque is lower than
the rated value, the set point for pitch is prescribed in order to keep the
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Figure 2.1: Sketch of possible set point curves for a wind turbine not featuring
a transition region. All quantities expressed as functions of the wind speed.
Top-left: power; bottom-left: rotor rotational speed; top-right: collective
pitch; bottom-right: torque.

rotational speed at a constant value, and unlike in region II, in region 112 it
varies with U,,.

The necessity for this region arises in most cases from noise limitations.
As aerodynamics-borne noise on rotors is proportional to the peripheral speed
of the lifting surfaces, which for a given rotational speed is obviously higher
for larger rotors, on rather large turbines the value of the top () set point
needs to be constrained to avoid excessive noise emission. By implementing
generators able to provide different values of torque for a given value of the
rotational speed, it is possible to manage this constraint without renouncing
to a ngefmd higher than what is obtained from the product of QH% vl

1
e, I12
that is the power associated with the rotational speed and torque deﬁnedl%or
the lower end of region II2. Fig. 2.2 shows typical regulation curves for a
machine featuring a region Il2.

All these considerations can be reviewed on the characteristic Cp, — A

diagram, where the value of the power coefficient Cp, = lp:}% is plotted as
2 m

a function of A = g—i and the curves are parametrized for different collective
pitch angles (.. In these expressions R is the rotor radius, while p represents
air density.

When the turbine operates in region II the goal is to extract the maximum
power from the wind flow: that is achievable working on the supremum of
the Cp, — A diagram, at a value of Cp, = Cp, sup. This of course corresponds
to a combination of given values of 5. and A, defined as (. ¢y, .., and Ac,, .., -

Considering a turbine without a region II%, the machine is usually kept
at Cp, sup for a range of wind speeds U,, such that US“~™ < U, < Ureted,
As A is kept fixed to the value A¢,, ,,,, the rotational speed € will be linearly
increased with U, in this region. As the wind speed U,, approaches the
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Figure 2.2: Sketch of possible set point curves for a wind turbine featuring a
transition region IIz. All quantities expressed as functions of the wind speed.
Top-left: power. Bottom-left: rotor rotational speed. Top-right: collective
pitch. Bottom-right: torque.
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Figure 2.3: Sketch of a typical Cp, regulation curve on the Cp, — A diagram
for a turbine working in regions II and III, without a transition region. Yellow
dashed line: regulation curve.

rated value U;L“ted with fixed Cp, = Cp, sup, the power output P, comes
closer to P!, For rated wind speed U} the power output P, = P

with Cp, = Cp, sup- If Uy, is further increased, leading into region III, the
operating Cp, will be decreased to a lower value to keep the power output
to the same rated value P;*?. This is obtained by keeping Q = Q"¢ and
this results in values of A which will be progressively lower than Ag, . as
U, is increased. In order to keep the desired equilibrium Cp, for any given A
in region III (that is, for any U, in region III) a suitable pitch j., for every
given \ will be selected, usually increasing with decreasing values of \. A
sketch of a typical regulation strategy for a turbine with operating regions II
and III is presented in Fig. 2.3 on a hypothetical C'p, — A diagram.

For a turbine featuring an operating region 112, for a range of wind speeds
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Figure 2.4: Sketch of a typical Cp, regulation curve on the Cp, — A diagram
for a turbine featuring a transition region. Yellow dashed line: regulation
curve.

v P U, < Ur*e the machine is kept at constant = Q"¢ and thus at
values of A which will decrease with the wind speed. As for these turbines
the generator torque can be regulated to different set points for the same
), and as the imposed change in A does not come along with the necessity
to scale down the power extracted from the wind flow (as it was the case
when switching directly from region II to region III), it is possible to keep
the machine to the highest value of Cp, achievable for any given A in re-
gion II2. Given the particular shape of the Cp, — A curves, this means that
the value of . may also decrease with the wind speed U,,. An example of the
resulting regulation curve is presented in Fig. 2.4: for those A corresponding
to region Iz the machine is kept trimmed at values of C'p, belonging to the
envelope of the maxima of Cp,, visible on the Cp, — A diagram.

2.3 Trimming Control Laws

As previously stated, the trimming controller keeps the machine trimmed
around a given () set point, depending on the value of the incoming wind,
by means of appropriate pitch and torque settings [70]. The measure of the
incoming wind is necessary to select the reference for the rotational speed €2,
which is the actual controlled variable. This may be obtained from simple
and widespread cup or ultrasound anemometers, suitably placed on or ahead
of the machine. As shown in [23,50,71] and described in later chapters (5, 6),
an estimation of some characteristic states of the wind can be carried out
also based on suitable observers.

It should be noted that the goal of the trimmer is that of keeping the
machine close to a given power set point. Typically, the power output is
measured as the product of the rotational speed of the generator multiplied
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by the generator torque, hence the necessity to control the rotational speed
of the rotating part of the turbine in order to control the power output. This
rotational speed may be defined as that of the rotor (or low speed shaft)
or that of the generator (or high speed shaft). The two shafts are usually
connected by a drive-train incorporating a gearbox with a fixed gear ratio, so
that the knowledge of one rotational speed implies the knowledge of the other.
On some machines, equipped with particular permanent-magnets generators,
the electrical part rotates at low rotational speeds and produces high values of
torque: for these machines, where the rotor and the generator are connected
without a gearbox (direct drive configuration), the rotor rotational speed is
only one and univocally defined.

Many rather widespread trimmers account for the operative regions of
the machine applying different control laws for each of them. Usually, the
basic idea behind these controllers is that of trimming only by means of
the generator torque in region II and of collective pitch in region III. In
transition region II2 both controls are used for power regulation: in this
region with most controllers the € reference is changed between two extreme

values corresponding to the set points defined for the lower wind speed UZ! :
and for U4 according to the value of the wind speed [3]. Sometimes,
besides the normal operating regions II, II2 and III, there exists a region
below cut-in wind speed where the controller which manages the start-up of
the turbine regulates torque most like in region II%, changing the reference
for 2 between zero and the minimum design value envisaged for operations in
region II. Being used for start-up, this branch of the control scheme — when
present — is not part of the core control algorithm applied in normal power
production conditions.

The main advantage of this formulation is the simple tuning of the gain
parameters, as the control law implemented in each of the considered regions
can be a very simple PI controller, basically designed on a SISO system, as
only one control is used at a time and the controlled variable is only one.
More sophisticated controllers of the same kind make use of gains scheduled
as functions of U,,.

The most obvious shortcoming is the resulting global architecture of the
controller, which paradoxically is not so straightforward, as multiple con-
trol laws have to be implemented aimed at the same control goal. Moreover,
some roughness of the time histories of the demanded control can be expected
when the turbine is operating in real environment (and so with ever chang-
ing wind) close to those wind speeds for which a switch between two control

1
laws is scheduled (usually close to U!I? and Ur**d). To avoid excessive loads
resulting from a coarse control action in proximity of those wind speeds,
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it is necessary to envisage a switching or blending logic between the con-
trollers designed for each region. The same is true at the end of the start-up
manoeuvre, when changing the regulation logic between start-up and power
production in lower region II. This in turn makes the overall design even
more complex [43].

In the following chapters two such controllers are considered as references
for the performance assessment of other control laws. They are similar to
one another, and both have been designed to provide a control capability in
region II:.

In the first, tailored to control a 3.0 MW three-bladed turbine featuring a
region II2 (see chapter 1), the pitch control is kept constant for wind speeds

below UXI? | while for wind speeds in region II2 and IIT it is regulated using
a PI control law based on the feedback of 2. The torque control is calculated
differently depending on the rotational speed of the rotor. The control system
activates the machine at the rotational speed Q=" As usual in region 112
and III the turbine is kept at a constant value of rotational speed, Q7% A
further Q™ is defined in this control architecture as the mean value Q™ =
$(Qevi=in 4 Qrated) - Now, in the region defined as Q=" < Q < Q™ the
torque control is obtained from a simple PI controller based on the feedback
of the difference (error) between the rotor speed and a reference value set to
Qeuwt=in - Moreover, the obtained torque value is limited between a null value
and the characteristic torque value for the considered rotational speed of the
generator. In the complimentary region defined as Q™ < < Qreted the
torque control is computed once more based on the error of the rotational
speed, this time calculated with respect to Q7*¢?. The torque control is then
limited between the characteristic value of the generator for the considered
) and the rated value.

The scheme just described is presented synthetically in Fig. 2.5.

The second controller was designed for a 2.5 MW turbine, featuring a
region 112 (see chapter 1). In this control architecture, as in the previous
one, the pitch input is kept fixed when the turbine operates under the rated
wind speed U7 and it is regulated by a PID based on the feedback of
the error between Q and Q7. The torque control is calculated for any
condition evaluating an analytical function of {2 and of the pitch input. This
controller is actually in use on real turbines.

A different approach to the design of the trimmer, implemented as de-
scribed in [23] and further developed in this work, is based on a MIMO
approach and on the LQR theory for the synthesis of the control law [41].
Differently from the previous one, this kind of approach causes the need for
a suitable reduced model to be used to actually synthesize the control law.
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Figure 2.5: Industrial PI-based control scheme for the regulation of the ro-
tational speed for a 3.0 MW turbine featuring a transition region.

Taking full advantage of the LQR control architecture, it is possible to con-
sider a set of states (not only ) and dynamic equations able to describe
in greater detail the behavior of the machine. The considered equations are
that expressing the dynamic equilibrium of the rotor, written in terms of €2,
an equation for the fore-aft dynamics of the tower and more equations for the
dynamics of the generator and pitch actuators, all included in the reduced

model.

The extremely straightforward LQR-based control scheme is presented in

Fig. 2.6.
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Figure 2.6: Proposed LQR control scheme.
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Figure 2.7: Scheme of the reduced model considered for the synthesis of the
LQR control law.

2.3.1 Full-State Feedback LQR Controller

Consider the simplified scheme in Fig. 2.7, where the variables considered in
the reduced model are graphically described. The considered set of states
is composed by the fore-aft displacement of the tower head, d, and its time
derivative d; the rotor rotational speed 2 measured on the low speed shaft
(as stated above, there is always a linear kinematic relationship between this
and the rotational speed of the high speed shaft); the measured pitch angle
0., which is the same for all three blades, and its time derivative Be; finally,
the measured generator torque 7y, .

The array of the inputs is made up by the demanded collective pitch .
and electrical torque T;,.

The aerodynamic loads considered in the reduced model are only due to
the rotor-flow interaction (no aerodynamics of the tower or nacelle), and the
corresponding global action measured at the hub is given by the aerodynamic
force F, and torque T,. The rotor-shaft assembly has a rotational inertia
Jr, while that of the generator is Jg. The loss of torque due to effects of
mechanical friction is modeled by the torque load term T;.

Finally, let My, Cr and K7 be the mass, damping and stiffness respec-
tively for a second order system modeling the fore-aft dynamics of the tower
head, based on a modal description of the tower dynamics truncated at the
first mode.

Based only on these actors, it is possible to write the following system of
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equations for the reduced model:

(Jr+ J)Q+T)(Q) + Tuy, — To(Q, Be, Uy — d, Uy,) = 0 (2.1)
Mypd+ Crd + Krd — Fy(Q, Be, Uy — d, Uy,) = 0 (2.2)

Be + 26wfe + W (B — B) = 0 (2.3)

T+~ (Ta = Tu) =0, (24)

The first is a second order equation for the rotational dynamics of the
rotor. The second is the aforementioned tower fore-aft dynamic equation.
The last two are implemented to model the dynamics of the actuators: a
second order equation for the pitch actuator and a first order equation for
the generator (torque actuator). The actuators usually feature very different
filtering behaviors, as the pitch actuators are generally slow, with a charac-
teristic frequency of 1-1.5 Hz for turbines with a rotor diameter of 90 m,
while the torque actuator usually reacts with time constants of the order of
the hundredths of a second.

Notice that the aerodynamic loads T, and F, in Eq. (2.1) and (2.2) depend
on several terms: the rotational speed €2, the measured pitch (., the wind
speed U,,, defined as the axial speed averaged over the rotor and over a
suitably large time frame (the meaning of this definition will be clarified
shortly) and the relative speed between the incoming flow and the tower
head (U, — d) The wind speed can be defined as U, = U,, + U;, meaning
that the rotor-averaged instantaneous axial wind can be defined as the sum of
a time-averaged value U, and a zero-mean oscillatory term Uy, representing
the turbulent fluctuation. Following a filtering action on the value of the
measured U,, the value of U,, is found, while the fluctuating part U; is
eliminated.

The reason for the choice of this set of variables to express the depen-
dence of the aerodynamic force and moment from the incoming wind field
can be clarified recurring to the widely used definition for the aerodynamic
torque and force exerted on the rotor, involving the non-dimensional force
and torque coefficients Cr, and Cp,, where R is the radius of the rotor:

1 A .
7;:§mm9i%@ﬂﬂ%—@2 (2.5)
1 .
Fa = 5 pﬂRQCFe ()‘7 ﬁey Um)(Uw - d)2 (26)

The aerodynamic thrust force and aerodynamic torque are both related to
the square of the actual wind speed seen by the rotor, which is the difference
(Uy—d). Also the tip speed ratio A can be defined as a function of the relative
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wind speed, as A = QR/(U, — d). The non-dimensional coefficients can be
expressed as functions of only 3. and A, provided the rotor is rigid. To take
into account the deformability of the rotor and its effect on the relationship
between Cr, and A, and between Cp, and A, it is useful to explicitly account
for the average wind speed U,,. Typically, when the wind speed increases the
blades get deformed and bent downwind. As a result, the global rotor area is
changed, resulting in a change of the aforementioned relationships between
the coefficients and the usual A\ and (.. Of course, this level of complexity is
justified for larger rotor areas and for slender, deformable blades. For small
rotors and smaller deformations, it is not necessary to account for these
effects.

It is clear that equations (2.1) and (2.2) are nonlinear in the forcing
terms, as they depend on d and Q. This nonlinear reduced model can be
easily linearized for a given equilibrium condition, defined by a given state
and input set point corresponding to an assigned value of the wind speed U,,.
In analytical terms, a trim condition is defined by a reference {x*,u*, U} },
the turbulent fluctuation having been set to zero, U, = 0. Under the latter
hypothesis, the nonlinear system (2.1-2.4) can be rewritten in the form

= f(x,u,U,), (2.7)

where the state array is defined as & = (d, d, 2, 8., Be, T..,)" and the input
array w = (f3;, T.;,). This can be linearized to give a form like

Az = Az, u",U))Ax + B(z",u",U})Au, (2.8)

where Ax = x — «* and Au = u — u*.

Notice that in practice the linearization can be completed following a
differentiation of the system (2.1-2.4), but to find the actual values of the
coefficients of the A and B matrices it is necessary to know the derivatives
8;}, agse, where the torque coeflicient C7, is by definition C7, = %, and
similar derivatives for Cr,. Provided the characteristics Cp, (and hence Cr,)
and C'r, are available as punctual functions of A and [, for the considered ma-
chine, from experiments, theory or from simulations in a virtual environment,
these derivatives can be calculated numerically. This is the procedure fol-
lowed in this work, where the characteristic coefficients are known punctually
on a dense matrix of A\ and f3,, from simulations performed with Cp-Lambda.

It is important to realize that the linearization is performed for a given
value of U,,. Obviously, the values of the coefficients of the linearized system
must be evaluated for several U,, covering the span between U., ; and
Ueut—ofs-  As a result, for each trim point selected for the design of the
controller, the linearized system can be written as

Az = A(U,)Ax + B(U,,)Au, (2.9)




2.8 Trimming Control Laws 29

where Az = x — x*(U,,,) and Au = u — u*(Uy,).
The theory of LQR is based on the minimization of the cost function

J = 5/ (Az"QAz + Au"RAw) dt (2.10)
0

over an infinite time horizon, imposing the dynamics of the linearized sys-
tem as a constraint. With this cost function and this shape of the linearized
system, the optimal control solution can be obtained in closed form for a

given U,, as
Au=-R'B"PAzx, (2.11)

where P solves the algebraic Riccati equation
PA+A"P - PRP+Q =0, (2.12)

and R=BR'BT.

In real environment, the gain matrix K = R™'BTP and the reference
state and input arrays &* and u* are stored and available for a number of
U, between cut-in and cut-out. As previously explained, the actual value of
U,, is obtained online from the U, signal coming from the anemometer on
top of the machine (or from a similar sensor or observer), filtered to exclude
the turbulent component U;. Usually in this work a moving average filter
is used, with a time window of 30 sec. Based on the instantaneous value of
U,,, it is possible to linearly interpolate between the closest available stored
values of both the gains and the references [23]. Following this procedure, at
every control instant it is possible to find the control input as

u = —K(Un)(x —x*(Uyn)) +u(Uy). (2.13)

Notice that following this control approach switching from a control law
to another when passing from an operating region to another is totally un-
necessary.

Moreover, by an appropriate use of the weights @ and R, which can be
tuned as functions of the wind speed U,,, (Q(U,,) and R(U,,)), it is possible to
customize the behavior of the controller with respect to the operating speed.
This feature can be used for instance to limit the pitch input S, when working
at low wind speeds, where in turbulent wind a pitch history prescribed by the
controller may be not actuated, because of pitch range constraints. On the
other hand, at higher wind speeds (region III) the torque input 7, may be
limited by means of a higher weight on that control input to avoid excessive
oscillations on power output.

As already stated above, notice that thanks to the LQR approach, which
is an extremely advantageous control solution for MIMO systems, besides
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the obvious weight on (2, necessary as a mean to control power output, it is
also possible to impose weights on the fore-aft motion of the tower, usually
resulting in a lower tower-base fore-aft bending moment. Obviously, this
advantage comes at the cost of the necessity for more sensors. In particu-
lar; as the displacement of the tower cannot be measured directly, a way of
observing it must be envisaged. To this end it is possible to deploy a Kalman-
based observer, based on one accelerometric and one strain measurement (see
chapter 5 for a detailed description of a possible observer of this kind). The
sensors required for these measurements are not difficult to implement, and
are often present at least on larger machines. Nonetheless, a greater number
of sensors implies an increased probability of sensor failures, which must be
dealt with to guarantee the robustness of the trimmer in real environment.
A way to do that is described in a following paragraph.

Finally, by taking into account also the dynamics of the actuators, the
control solution is calculated with a knowledge of their characteristic delay,
resulting in a more prompt behavior of the actual control 3. and T,;,. Notice
that, as long as only collective pitch is used, a single pitch actuator can be
accounted for in the design, instead of three.

2.3.2 Full-State Feedback LQR Controller with
Integral State

The reduced model, even if sophisticated and able to account for a number of
dynamics, is an approximation of the real thing. Moreover, the characteristic
coefficients Cr, and C7, are usually measured or estimated from suitable
models, and then affected by errors. One of the visible results of such an
error shows up in the definition of the linearization conditions. The trim
condition {x*,u*, U} }, chosen as a reference for the machine on the basis
of an approximated model, may be not an equilibrium condition on the real
machine, because of the errors brought in by the characteristic coefficients
Cp, and CF, used to define the trim point in the design phase. As a result, a
control law trying to keep the machine at that trim point may not succeed in
perfectly trimming the machine at the correct pitch, torque and rotational
speed even for a constant value of U, = U},.

The problem may be worsened by a not smart tuning of the weights.

The most apparent result of this control problem, which is basically due
to a model mismatch between reality and the reduced model or a part of it
(as explained above, the values of force and torque coefficients included in
the reduced model may be affected by errors), is usually an incorrect average
power output. This is due to the fact that both states and controls are not
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kept to the desired set point.

To address this problem an elegant solution was envisaged and tested
with good results. This is based on the adoption of a new state, defined
as [ Qdt, and used to augment the state array, which can be redefined as
Taug = (d,d,Q, B, Be, T, [ Qdt)T. Operating directly on the linearized
system, the new linearized state equation can be written as

Axgyy = Agug (2, 0", U ) Az gy + By (™, u*, Uy ) Au, (2.14)
where
_ 0T
0
Az, u*,U}) 0
Aaug(m*;u*yU;) — ) »yY'm O
0
- O -
| [001000] 0 |

and [
B2 u',U;,) = { (Tduo’} B }

It is important to notice that there is no need to calculate any new co-
efficients with respect to the previous writings of the state equation, based
on the original set of states. Also, from the viewpoint of implementation
the only new feature is the presence of the integral state, which must be
calculated and updated at every control time step. This can be done ac-
counting for a time window of the order of the tens of seconds (30 sec has
been used throughout this work) and evaluating the integral over a finite
buffer of measures of €2, using a suitable numerical method, like for instance
the trapezoidal rule.

The equations of the linearized system based on the augmented state
array can be used to set up an optimal control problem like that previously
described for the matrices not accounting for the integral state on €2, following
the LQR approach, obtaining a gain matrix for any considered wind speed.

The results of this implementation are compared in the paragraph at the
end of this chapter to the results of the basic LQR control described above.

2.3.3 Output Feedback LQR

In all previous considerations the availability of measurements of all the states
required for control was implicitly hypothesized (full-state feedback). In or-
der to make a controller able to manage the breakdown of some sensors it is
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possible to implement a hierarchy of control laws able to control the machine
to the best of its possibilities based on the array of available measures. With-
out renouncing to an integrated design technique, very useful when working
with MIMO systems, it is possible to forget about some of the dynamics
of the system, rewriting a reduced model without some of the equations,
redesigning the gain matrix on a system with less dynamic equations.

A more elegant approach is constituted by the implementation of an out-
put feedback controller [72]. For the LQR approach it is easy to switch
from a full-state feedback to an output feedback, the difference being only
the definition of a suitable rectangular matrix C such that y — y*(U,,) =
C(x—x*(U,,)). Obviously, the matrix will select only those states which are
available out of the array @ in any given fault scenario.

The optimal output-feedback gain matrix K , such that

Au = —-K(U,,)Ay, (2.15)

comes from the solution of the optimization problem based on the cost
function

J=3 / (Az" QAz + Au" RAu) dt
0

1 [ - -
= 5/ (AmTQAa: + AyTCTKTRKCAy> dt (2.16)
0
1 [ A
== / (AmTW(K)Aa:> dt.
0
A typical fault situation where this control law may be of great use is
constituted by a fault in the sensors needed for the observation of the tower
motion. In that scenario, the matrix C will select the states different from

d and d out of the array @, thus taking the shape
001000

000100
C=1000010
000001

so that given the state array & = (d, d,Q, B, Be. T,..)" previously defined,
the resulting output would be y = (€, G, Be, T )"

Unlike the full-state feedback problem, this optimization, subject to the
linearized system dynamics, does not yield a closed form solution. A rather
straightforward iterative method to find the optimal Awu has been found
in [73] and applied (the procedure for the synthesis of the gains is summarized
in appendix B).
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A shortcoming of this approach is the absence of a solution for the lin-
earized system based on the augmented state array accounting for the integral
of 2. This is due to some rank requests on the characteristic matrices of the
system, imposed by the iterative method, which are not satisfied by A
and B,,,.

The results which can be expected from this controller on the loads are
obviously less good than those obtained in a full-state feedback scenario [31].
Moreover, lacking the integral state on {2, this system may be rather inaccu-
rate in maintaining the machine close to the trimmed condition.

2.4 Results

The purpose of this paragraph is to show a comparison between three trim-
ming control laws. The first is a typical industrial PI control law, described
previously in this chapter. The second is the full-state feedback LQR pre-
sented above. The third is the LQR accounting for the integral of 2. Several
simulations were carried out on the Cp-Lambda model of the 3.0 MW three-
bladed horizontal-axis wind turbine.

In order to assess the performance of these controllers, a deterministic
wind condition was considered first. The selected time history of the wind
was that of an EOG-1-year gust as specified by the normative IEC [74]. A set
of simulations was performed on the Cp-Lambda model of the turbine at three
reference wind speeds U, of 7, 15 and 21 m/sec. In a gusty wind condition
what is expected from the trimmer is to keep the oscillation of the rotational
speed as limited as possible, by fastly reacting to the marked gradient of the
wind speed. The action of the trimmer should also restore the machine to
the correct reference speed shortly after the gust is over. A correctly tuned
trimmer will react by means of an as-fast-as-possible increase in pitch and
torque while the wind is increasing, and with a fast reduction after the wind
peak has been left behind.

In Fig. 2.8 the time histories of the rotational speed {2 obtained with the
considered trimmers are reported for a gust at reference speed 15 m/sec. It
is noteworthy that the PID and the LQR with augmented state are almost
undistinguishable, while a problem in maintaining the reference value of €2
in the constant wind condition experienced before the gust is noticeable with
the standard LQR. This highlights the importance of the integral component
of the state array, which corrects this problem.

Fig. 2.9 shows the behavior of the control inputs . and 7¢;, for the EOG-
l-year at 15 m/sec. A greater load on the pitch actuator is associated to the
use of the augmented LQR.
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Figure 2.8: Normalized time history of the rotor rotational speed €2 corre-
sponding to an IEC gust of 15 m/sec. Performance comparison between a
PI, an LQR and an LQR with an augmented state array.

To this extent, the performance of the PI and augmented LQR look very
close to each other.

In Fig. 2.10 the performance of the controllers in terms of mean rotor ro-
tational speed and standard deviation is presented for turbulent wind condi-
tions: each point on these plots is obtained from a simulation lasting 600 sec,
performed in turbulent wind of category A [66,74]. Here it is clear how the
LQR with the augmented state array works well both in terms of keeping the
machine trimmed to the correct set point {2* and of damping the oscillations
which would result in an increase in standard deviation of the rotational
speed, and thus of power output. This is true except for very low wind
speeds.

Keeping the turbine closer to the set point for (2 helps getting the expected
value of power output. In terms of power quality the two LQR control
systems show very similar performance (Fig. 2.11), while that of the PT is
somewhat worse.

The advantage of an integrated control approach like the LQR is clearly
visible on those states which are not taken into account in the PI design,
focused only on the tracking of the rotational speed 2. On Fig. 2.12 the
performance of the three trimmers on the damage equivalent load (DEL)
calculated from the fore-aft moment at the tower base is presented for many
simulations in turbulent wind conditions. DELs have been computed by
using rainflow analysis as

1/m
Mg, = (D AMNi /N ) (2.17)
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Figure 2.9: Normalized time histories of pitch g, (left) and torque Ty, (right)
controls corresponding to an IEC gust of 15 m/sec. Performance comparison
between a PI, an LQR and an LQR with an augmented state array.

AM; being the ith cycle amplitude, /N; the number of cycles at the ith
amplitude, and Ny the total number of cycles. For the S-N fatigue slope of
the material, labeled m in the previous equation, the value m = 3.5 was used
for evaluating the tower loads since this is a typical value for steel structures.
Notice that while the two LQRs are rather similar, their performance is
clearly better than that obtained with the PI.

2.5 Conclusions

The aim of the comparison presented in this chapter was to show the prac-
tical equivalence of an industrial PI controller and an LQR with respect to
turbine power tracking. To complete such a comparison, it was possible to
make use of a typical industrial design based on a PI regulation logic and a
basically SISO design approach in region I and IIT and a smart form of blend-
ing in region II2. On the other hand, the presented LQR has been designed
on a set of dynamic equations describing the fore-aft motion of the tower
head, the motion of the rotating assembly of the turbine, and the dynamic
behavior of the actuators. The reduced model was formulated analytically,
and completed with coefficients coming from ad hoc simulations performed
in Cp-Lambda. Also the linearization was performed analytically, and a gain
matrix was obtained for many reference conditions between the cut-in and
cut-out wind speeds, thus embracing all the operating regions without dis-
tinction in the control design technique. In order to make possible the use of
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Figure 2.10: Normalized average Av(€2) (left) and standard deviation (2 —
) (right) of the rotational speed §2 for 600 sec IEC turbulence A simula-
tions performed at different reference wind speeds. Performance comparison
between a PI, an LQR and an LQR with an augmented state array.

the LQR law it was necessary to implement an observer for the motion of the
tower head. Such observer was not described here, but will be thoroughly
presented in chapter 5.

The first comparisons on a 3.0 MW turbine, made in deterministic gust
conditions, were used for some very easy tuning of the LQR, and allowed to
emphasize a problem with the steady-state trimming ability of the LQR. It
was soon realized that it was due to the mismatch between the reduced model
and the very detailed Cp-Lambda simulator, representing a high-fidelity model
of the real turbine. This issue was successfully addressed using an augmented
linearized system, with the addition of the integral of the rotational speed.

Results obtained in IEC turbulent conditions revealed the good abilities
of the PI and LQR with augmented state to correctly follow the reference.
A scheduling based on a linear interpolation between several pre-calculated
gains was implemented when working with the LQR controller, in order to
deal with the ever changing wind speed average typical of a turbulent wind
field. A full range of analyses performed all over the spectrum of operating
wind speeds has not highlighted any problem of stability, and moreover the
ability of the LQR trimmer to reduce the oscillations of the rotational speed
and to lower the fore-aft damage equivalent load have been verified.

An output-feedback alternative design algorithm, which does not need
the knowledge of the motion of the tower head, has been envisaged, allowing
to deal with potential faults of the sensors without renouncing to the basic
LQR framework.
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Figure 2.11: Normalized standard deviation of the power output, o(P.,)
(power quality index) for 600 sec IEC turbulence A simulations at different
mean wind speeds. Performance comparison between a PI, an LQR and an
LQR with an augmented state array.

The practical results obtained from trials in a high fidelity simulation
environment show that it is possible to get trimming results from the LQR
with augmented state which are as good as those of a PI industrial controller,
or even somewhat better on those parameters which are not accounted for
in the design of the PI. As a consequence, these controller can be considered
equivalent from the viewpoint of the performance on power tracking.

Based also on the presented results, it is possible to conclude that the
LQR design approach provides some adavantages and disadvantages with
respect to other existing control algorithms. Among the advantages given by
the LQR design framework:

e depending on the choice of the reduced model, it allows a comprehen-
sive design of a MIMO control law aimed at several control goals, for
instance power tracking and control of the fore-aft loads;

e for the specific case of a wind turbine, it does not require any a pri-
ort distinction between working regions, even for a plant featuring a

1

region [I2;

e differently from non-model-based design approaches, a satisfactory tun-
ing of the weights can be achieved by means of some physical consider-
ations, for instance choosing to attribute more importance to the power
tracking task with respect to the dampening of tower-base loads;

e in the case of large, horizontal-axis wind turbines, it has been shown in
this chapter that the use of the gain scheduling technique can be suc-
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Figure 2.12: Normalized damage equivalent load (DEL) of the fore-aft bend-
ing moment at tower base, for 600 sec IEC turbulence A simulations at
different mean wind speeds. Performance comparison between a PI, an LQR
and an LQR with an augmented state array.

cessfully used to deal with the non-linearities of the controlled system,
without incurring in any form of instability all over the spectrum of op-
erational wind speeds, even considering rather requiring and realistic
[EC turbulent conditions.

These advantages highlight a certain ease of design which is typical of the
LQR approach with respect to other approaches.

The main disadvantages of the proposed LQR approach can be summa-
rized as follows:

e the potentialities of the integrated MIMO approach can be unfolded
only provided there exist a suitable reduced model of the turbine; in
the analyzed case it has been shown that the choice of the reduced
model may bring in some criticity in presence of any mismatch between
the reduced model and a very sophisticated simulation tool; this can
be addressed by using an additional integral state;

e the ability of the LQR approach to treat a larger array of states can
be fully exploited by providing the controller with the necessary mea-
surements: this makes it in principle more sensible to sensor faults; as
previously shown, this issue can be cured by preparing a hierarchy of
output-feedback controllers to be managed appropriately by a supervi-
sory system, on the base of the detected sensor faults;

e the scheduling strategy selected in this work is based on some knowl-
edge of the wind, which must be provided by means of a suitable sensor
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or observer; much work has been devoted to the analysis of observers
for the horizontal wind speed, which can be synthesized rather easily as
shown in [23,28,50,51], and may be used to augment the wind measure-
ment coming from the anemometer, which is always present on larger
turbines, but is often affected by non-negligible inaccuracies (mainly
due to the rotor wake and the interaction with the boundary layer of
the nacelle); moreover, the necessity for the knowledge of the wind is
typical for various control schemes, not only for the LQR.

It should be pointed out that, even if presented here for the specific
case of the LQR, these advantages and disatvantages can be referred to a
more general model-based control design approach. Actually, as clarified
in the conclusions (see chapter 7), the choice of the LQR with respect to
other model-based controllers of comparable complexity is bound to the high
level of efficiency and automatability typical of the linear-quadratic regulator.
This feature can be exploited in the assembly of optimization tools for the
integrated aero-servo-elastic design of wind turbines [75].

2.6 Closing Notes

In the research activities described in this work all the kinds of trimmer
presented above have been used. As demonstrated above, their performance
is quite similar under many analysis criteria. Whenever possible, the original
LQR with augmented state has been used. In certain analyses, often because
of particular requests from collaborating subjects, the Pls proposed by the
pertinent industries have been used instead. All these choices are thoroughly
reported whenever necessary. However, to the scope of the analyses described
in the following chapters the choice of the trimmer has not a great relevance,
nor in any case does it hamper the generality of the results.



Chapter 3

LiDAR-Based Predictive
Control

3.1 Introduction

In the previous chapter (2) some controllers have been proposed based on
some different algorithms, but all basically aimed at the effective tracking of
the correct power output. All these controllers operate on the basic feedback
principle: the control inputs at a given instant are calculated from the values
assumed by a set of variables at the same time or before it, i.e. in the
past. The aim of the current chapter is to describe some control techniques
based on the knowledge of the time history of one or a set of variables in a
prediction window extending from the actual instant up to a certain time in
the future, and to show examples of their performance when applied to wind
turbines. In particular, the control schemes that will be described in this
chapter will benefit from some measurements of the incoming wind field at
some distances in front of the rotor. The availability of this kind of signal in
real environment is coming every day closer to reality, as new LiDAR (Light
Detection And Ranging) systems are becoming a reliable, light and affordable
technology. These sensors can be mounted onboard the machine (for instance
in the nacelle), and by illuminating the water or powder particles transported
by the wind flow by means of suitable light beams, and by catching their
reflections, they are able to provide a detailed spatial description of the wind
velocity field almost simultaneously at several distances of the order of tens
of meters ahead of the turbine.

There are various control schemes able to exploit the knowledge of the
incoming wind. Two of them are considered in the following. One is an
elegant extension of the concept of scheduled LQR, accounting for an ex-
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ogenous input (i.e. the wind) besides the usual control and input variables
(see chapter 2). This control scheme will be referred to as non-homogeneous
LQR [62,76]. A second approach is what is called receding horizon control
(RHC). Unlike that of the first one, the implementation of this latter con-
trol law is not totally original, as it has been based on some preassembled
routines which have not been developed in this research work. Moreover,
the idea is far from new, even if it has been considered for wind power only
recently [18,64].

In the present work a particular stress was given to the simulation of
the technological features of the LiDAR sensor, which in real environment
performs a strong filtering action on the wind measurement, a depurating
effect which is particularly important in turbulent wind conditions [77]. The
LiDAR modelled in this way has been tested first in conjunction with a
linear receding horizon control (RHC) in both deterministic and turbulent
wind conditions, finding good results in terms of oscillations of the rota-
tional speed of the rotor and of the fore-aft bending moment with respect
to a non-predictive controller. The resulting performance of this controller
has been used as a reference to compare to what can be obtained with the
proposed non-homogeneous LQR approach, that despite a somewhat lower
performance brings the great advantage of a straightforward implementation
and easier tuning.

It should be noted at this level that both the non-homogeneous LQR and
RHC controllers are actually two expressions of an integrated MIMO states-
space optimal control design approach, and from the theoretical viewpoint
they differ basically in the extension of the prediction window: for the reced-
ing horizon control it is finite, while for the non-homogeneous LQR it extends
from the actual instant to infinity. As it is widely known, the receding hori-
zon control problem does not yield a closed form solution, causing the need
for an online optimizer to find the optimal control solution at a given control
instant. On the other hand, the non-homogeneous LQR is obtained from a
closed form solution, allowing an offline computation of the optimal gains,
which can be suitably treated online with a wind speed-based scheduling
logic. So, the non-homogeneous LQR can be seen as a computationally ad-
vantageous sub-case of the RHC, where the length of the prediction window
has been extended up to an infinite value.

The main aim of this chapter is to show how the simpler non-homogeneous
LQR controller be able to give results that are not too far from what is
obtained with a more sophisticated and computationally heavy RHC.
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3.2 Measurement of the Incoming Wind

As previously stated, the application of predictive control laws to wind tur-
bines benefits from the knowledge of the wind ahead of the turbine. This
can be provided by LiDAR sensors. A detailed description of the underlying
measuring mechanism of this sensor is beyond the scope of this work [56].
Nonetheless, some working characteristics dictated by the technology imple-
mented in the sensor assembly are relevant for at least two reasons: first,
the wind measured by the LiDAR sensor results from a volumetric average
of the speed of the air particles over a given volume, whose general shape
and size are determined by the characteristics of the sensor; second, the time
taken by the sensor to collect all the samples over the scanned volume is far
from infinitesimal, and should be taken into account to perform a realistic
exploration of the limits of a LiDAR-based predictive control.

Because of the impact that the characteristics of a LiDAR sensor can
have on the performance of a controller able to make use of an anticipated
knowledge of the wind [59,60,78,79], it is important to correctly simulate the
behavior of the sensor, transposing its working algorithm into the simulation
environment, thus actually setting up a LiDAR simulator. This is the main
topic of this paragraph.

The present analysis is based on a hypothetical LiDAR sensor whose char-
acteristics have been taken from the existing literature [80]. They represent
a realistic sample of the features of the current technology. However, the
developed LiDAR simulator implements a simulation methodology and thus
it is not necessarily bound to a specific LIDAR technology or to a particular
existing sensor.

3.2.1 LiDAR Simulator

To generate the wind signal to be used by the controller on a given time span
ahead of the turbine in the way a LiDAR sensor would provide it, a given
LiDAR architecture has been hypothesized, namely that of a wave pulse Li-
DAR. A typical example of this piece of machinery may be placed in the
nacelle [80]. The emitter produces a straight beam with very low dispersion.
The emitter is moved in such a way to describe a certain pattern with the
emitted beam (Fig. 3.1). When a beam is emitted in a given direction, a
number of measures along its trajectory is collected at different distances
from the source. The time required for a complete excursion of the emitter
along the prescribed pattern depends basically on three factors: the complex-
ity of the pattern, which may be cross-shaped, circular, multi-lobated, etc.,
resulting in a longer travelling time of the emitter; the number of samples
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collected along the beam for every stop over the considered pattern; finally,
the number of such stops. For existing LiIDAR hardwares the collection of a
full array of samples all over the pattern may take about 0.5-3 sec. The num-
ber of focus distances along a beam can be typically 5-10, while the number
of stops over the pattern can be 10-30. The maximum distance between the
source and the measurement point furthest away from the turbine can be of
the order of 1.5 rotor diameters even for large multi-MW turbines [80].
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Figure 3.1: Schematic representation of a LIDAR sensor, featuring a circular
pattern, 4 focal distances and 8 stops over the prescribed pattern.

The real sensor takes its measurements at given distances along the beam
for each stop along the prescribed pattern, that is in some geometrical po-
sitions in space defined with respect to the position of the emitter, which is
usually rather close to the hub.

To account for the inaccuracies which are typical of any LiDAR sensor in
capturing the value of the wind speed in a given point in space, it is possible
to define the wind speed measured by the LiDAR simulator as an average
of the values of the wind speed measured at several points along the beam,
weighed by a suitable weighing function [81-83]. The latter can be based on
the usual Lorentz profile, as
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where z, is the designated focus distance ahead of the rotor, and the
parameter W defines the span of the weighing function. It is common practice
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to define W as an increasing function W = W (zy), meaning that the span
of the function will be larger as the distance from the source is increased:
this is made to account for the decrease in the accuracy of the measurements
when getting farther from the source of the beam.

It must be pointed out that this form of inaccuracy has — somewhat
paradoxically — a good effect on the performance of the predictive controllers
designed to cope with a so obtained knowledge of the incoming wind. Be-
cause of this effect, modelled in the LIDAR simulator by means of a weighed
(Eq. (3.1)) average of many (100) measurements along the beam for each
considered focal distance, the LiDAR performs an intrinsic filtering action.
This may be not good when the objective of the sensor was that of getting
a sophisticated local description of the incoming wind, to be dealt with by
individual pitch controllers, but on the contrary it is exactly what is needed
for the control aim of a collective pitch and torque controller. Particularly in
turbulent wind, the ability of the LIDAR to naturally capture the lower part
of the frequency spectrum of the wind is very useful, as the slowly varying
components of the wind field are the only ones whose effect on the tower fore-
aft loads and the rotor speed can be compensated with a collective pitch and
torque trimming controller [58,77]. Moreover, in case an individual pitch
control potentially able to alleviate the loads deriving from a nonuniform
incoming wind field was of interest, then the limit on the bandwidth of the
pitch actuators would make difficult an effective use of a very detailed spatial
information, updated with a high temporal frequency — such a description
may be probably more useful in conjunction with flap-controlled blades.

In order to get a synthetic measure for a given focal distance the wind
speed values collected over the pattern at that distance are averaged, result-
ing in a single wind speed for each focal distance ahead of the sensor. With
this operation, the measures defined over the 2-D domain constituted by the
trajectory described by the beam on a plane at a given focal distance are
collapsed to a single measure, representative of that focal distance.

What is needed to apply the predictive part of the proposed control laws
is a knowledge of the wind at some time instants ahead of the turbine. In
order to pass from a collection of measures over a geometrical domain to a
set defined over a time grid ahead of the turbine it is necessary to provide the
simulator the knowledge of some time average of the wind. Usually, the value
of the time average U,, of the horizontal wind is set to remain constant during
a simulation. Moreover, the problem of the dynamics of the incoming flow
is addressed by invoking the Taylor’s frozen turbulence hypothesis, stating
that the spatial wind profile measured in a given position xy ahead of the
rotor at a given time instant o will be the same measured at time ¢y + At in
xo — U At [58], closer to the rotor.
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Finally, the time histories referring to each focal point are averaged, com-
pleting the volumetric averaging operation typical of the LiDAR sensor. The
result is a single value of predicted wind for each time instant, i.e. a time
history of the incoming wind.

To remark the importance of this preliminary detailed work on the Li-
DAR sensor, it can be reported that trials performed with a simpler LIDAR
simulator, basically measuring only the wind speed in the direction of the
axis of the rotor and without the filtering effect of the Lorentz weighing func-
tions (Eq. (3.1)), have provided bad results when these measurements have
been used in closed loop with the proposed predictive control laws [84].

In the present analysis, focused on the 3.0 MW turbine (see chapter 1),
the selected pattern has a circular shape. The resulting conical surface over
which the measures are picked up has an aperture angle such that the area
included in the circular pattern at the maximum distance from the emitter be
the same as that of the rotor. The maximum focal distance is 1.5 diameters
ahead of the hub. The number of focal distances has been fixed at 5, equally
spaced between the maximum and the hub (of course, the hub itself is not
considered as a focus point). The number of stops over the circular trajectory
has been fixed at 12. As a consequence, an array of 5 measurements will be
picked up every 15 deg of a LIDAR revolution. To simulate the LiDAR spatial
inaccuracy, for every stop along the circular trajectory and at every focal
distance, the LiDAR simulator provides a speed value based on measures
read at 100 points along a 30 m portion of the beam, centered at the focal
distance, using the weighing function (3.1) to average them. The speed values
collected at a given focus distance over the circular trajectory are used to get
an average value representative of the wind profile over a 2-D domain at that
distance. Starting from these measures, defined on a geometrical domain, the
knowledge of the time histories of the wind measured at a given focal distance
is obtained using the frozen turbulence hypothesis and an assumption of
constant average wind speed during all the simulation. From the resulting
array of time histories, one for each focal point, a single time history of
the volumetric average is obtained by a further average. An example of the
resulting signal is presented in Fig. 3.2 for a category A turbulent wind field
with a mean wind speed of 15 m/sec.

From Fig. 3.2 the filtering effect typical of the LiDAR can be partially
noticed visively when passing from one of the time histories characteristic
of the a given focal point to the global volumetric average. A more visible
evidence of the filtering effect of the LiDAR sensor can be given for the same
time history of the wind considered in Fig. 3.2 by showing the coherence
between the time history of the signal coming from the LiDAR and that of
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Figure 3.2: Example of LiDAR signal obtained from a 15 m/sec IEC tur-
bulence A wind. Reported are the time histories corresponding to the 5
considered focal distances, each obtained from an average between the mea-
sures taken at 12 stops over a circular pattern. The resulting predicted speed

is obtained from the average of the values of the other 5 curves.

the horizontal wind speed at hub. The coherence can be calculated from
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where the terms P, and P,, are the power spectral densities of the LIDAR
signal and of the real wind, while P, is the cross power spectral density [77].
The spectral densities are expressed as functions of the frequency f. The co-
herence parameter, which may vary between 0 and 1, provides an expression
of the relationship between the frequency contents of the two signals.

The coherence diagram for the considered case is shown in Fig. 3.3. It
confirms that there is a good accordance between the frequency contents of
the LiDAR signal and of the real wind for low frequencies, while the LIDAR
operates a filtering action on the real wind for higher frequencies, resulting
in a lower coherence for increased frequencies.

Up to now, no hypothesis on the update frequency of the measurement
has been made, and the measurements from the simulator can be collected
at an arbitrary time pace (as in Fig. 3.2). Actually, the characteristic update
time has been left as a free design parameter in a preliminary stage of the
work, to better understand its impact on the performance of the predictive
controllers in closed loop. For reasons which will be better clarified in the
following paragraphs, an update time of 3 sec was selected for the assessment
of the performance of the two proposed predictive controllers. This value is
in accordance with the typical aforementioned real speed limits of this sensor.

(3.2)
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Figure 3.3: Coherence diagram for a 600 sec time history of IEC category A
turbulent wind, obtained from the histories of the real hub-height wind and
from the time history provided by the LiDAR.

To simulate the effect of a low — realistic — update frequency, the final time
history resulting from the volumetric average is kept fixed at a constant
value for the considered update time. More details about the application of
this simulation algorithm will be provided for both the predictive controllers
considered in this chapter.

This LiDAR simulator has been used for all the simulations whose results
are presented in this chapter, even if its use is of primary importance only in
turbulent wind, for the reasons described above and basically bound to its
intrinsic filtering ability.

3.3 Non-Homogeneous LQR Control

This paragraph is based on the description of the LQR trimmer made in
chapter 2. Recall the set of nonlinear equations of the reduced model of the
wind turbine, as in system (2.1-2.4). The considered equations are those of
the fore-aft tower motion, that of the rotational dynamics of the rotor (rotor
balance), those of the pitch and torque actuators. Given a trim condition
specified by an array as {x*,u*, U} }, where * and u* are respectively the
states and controls at the trim point of wind speed U, it is possible to

m?

linearize the system (2.1-2.4) around that trim condition:
Az = A(z", v, U}))Ax + B(xz*,u",U))Au + G(z",u", U ) Aw, (3.3)

where, as usual, Ax = x — x*, Au = u — u*, and Aw = w — w* =
{Uy, — U} } is defined as an exogenous input, where U, in real practice (i.e.



48 LiDAR-Based Predictive Control

in turbulent wind conditions) can be thought of like a slowly varying moving
average of the measured wind speed U,,. In principle, it would be possible to
consider a more comprehensive list of wind states in Aw, able to better de-
scribe the incoming wind field. For now, only the hub height wind speed has
been considered, basically for two reasons. The first, as we are implementing
a collective pitch and torque controller it would not be smart to consider
some wind states able to describe a nonuniform incoming wind field, whose
effects show up typically in the form of oscillatory loads for instance on the
blades, and can be successfully dealt with only by making use of cyclic or
individual pitch control. The second reason is bound to the characteristics
of the selected model-based control approach, for which it is sufficiently easy
to find out the coefficients of the matrix G appearing in Eq. (3.3) if the ex-
ogenous input Aw is based on the aforementioned U, alone. On the other
hand, dealing with an increasing number of wind states would make the defi-
nition of the G matrix less straightforward. About this issue, recall that the
reduced model considered for control design has been written in analytical
form and completed with coefficients obtained from ad hoc simulations car-
ried out on the Cp-Lambda model of the considered turbine, as explained in
chapter 2. The new required coefficients can be obtained from the punctual
knowledge of the Cp, — A and Cp, — )\ curves, basmally by finding through
numerical differentiation the values of
that presented in chapter 2 for the usual feedback LQR controller.

Given the state equation (3.3), it is possible to set up an optimal control
problem, based on the usual infinite horizon cost function

J = % / (AzTQAx + Au RAwG) dt, (3.4)
0

whose minimum has to be found under the constraint of the system dy-
namics Az = AAxz + BAu + GAw. The solution of the control problem
will be a A@(t) minimizing the cost function over an infinite horizon. For
a state equation without the exogenous term the solution can be driven in
closed form from the Riccati equation associated to the control problem. In
presence of that term, the solving procedure (presented in the next subsec-
tion) is based on the usual Lagrange multipliers, and under the hypothesis
of steady state solution with ¢ — oo it produces the optimal control input in

the following closed form:

Au(t) = —R'B"PAx(t) — R"'B” / A PGAw(T)dr,  (3.5)
t

where A = A — BR'BTP and P solves the usual algebraic Riccati
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equation. The solution (3.5) is made up of two components:
Au(t) = Au(t) + Au,p(t) (3.6)
where the first term
Au(t) = —R 'BTPAx(t) (3.7)

is the solution that can be found without having the exogenous input in
the constraining state equation of the system. The second term

Bun(t) = ~B B [ e A PGAw(r) dr (.8)
t
is bound to the values assumed by the wind state Aw over an infinite
prediction window, and hence is the predictive part of the control law.
The following paragraph, devoted to the theoretical explanation of the
origin of the closed form solution, is self-contained and can be skipped vir-
tually without hampering the comprehension of the rest of the chapter.

3.3.1 Formulation of the Non-Homogeneous LQR

A sufficiently general demonstration for Eq. 3.5 is presented here, and has
been elaborated from [76] and references therein. The procedure to get to the
control solution in a closed form can be developed in a very general case, with
the cost function of the optimization defined over a finite horizon extending
from the initial instant, supposed to be t = 0, up to a final time 7"

T
J= % / AzTQAz + Au" RAudt. (3.9)
0

The cost function is augmented by adding the dynamic equation of the
linearized system, weighed by the unknown Lagrange multipliers. To show
the solving procedure, based on the use of a transition matrix, for a general
case let the state array Aax be made up by two subparts, Ax; and Ax,,

Az = { 22 } (3.10)

where only the final value of the first is subject to some constraints at
final time 7T
The constraint on the state Ax; at final time T" can be expressed as:

¥ (Aa(T)) = $(T)Aa(T) — 4 = O, (3.11)
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where ST = FbléT) 8} (3.12)
" =[] .

The values of the states contained in Az, are weighed at final time 7', so
that

o(Ax(T)) = %AmT(T)PA:I;(T), (3.14)
where the weight matrix P is
0 0
pofo 0] o9

The constraints on the final values (3.11) are added to the original cost
function J, already enriched by the constraint at time 7', and now further
augmented by adding another suitable set of Lagrange multipliers, v(t):

J = {¢p(Az(T)) + v(t)T(Az(T)) + J}. (3.16)

In order to get an expression of the optimal control solution it is neces-
sary to set the first-order variation of the cost function to zero. Given the
arbitrariety of the variations Az, §Ax(T) and JAw it is possible to obtain
the system:

Az = AAxz + BRT'BTAX + GAw (3.17)
A=QAz— ATX (3.18)
Au* = R'B")\ (3.19)
A(T) =— il =1 — Y V] (3.20)
OJAY A B
XT) = —PAx(T) — 4" (T)v(T) (3.21)
Az(0) = Az (3.22)
Aw(T) < oco. (3.23)

Hypothesize now that the array of the multipliers A(t) could be described
by the following expression:

At) = —[P(t)Ax(t) + Z(t)v(t)]. (3.24)
By differentiating the latter equation,
A(t) = —-[PAx + PAz + Zv + Zv, (3.25)
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where the dependence of the various components of the right-hand-side
term on the time ¢ has been omitted.

By substituting the expressions for A& given by Eq. (3.17) and for A
given by (3.24) into Eq. (3.25), a first expression for A(t) can be obtained. A
second expression for the same quantity comes by substituting the definition
of A(t) from (3.24) into (3.18). Exploiting these two expressions of the same
quantity, the following equation can be written:

(-P - PA+ PBR'B"P—-Q — ATP)Az+

(PBR'B'Z - Z - A"Z)v + Zv — PGAw = 0. (3.26)
Eq. (3.26) is satisfied for
—-P=PA+ A"P—-PBR'PB+Q (3.27)
and ‘
Zv+Zv=—-[A— BR 'B"P]"Zv - PGAw. (3.28)
By defining s = Zv, Eq. (3.28) can be written as
$=-[A— BR 'B"P|"s - PGAw. (3.29)
Eq. (3.19) can be written as:
Au*= —-R'B"PAxz - R"'B"s (3.30)

where matrix P is the solution of the usual Riccati equation without the
exogenous input (3.27) while s solves Eq. (3.29), in the case of a constraint
on P at final time T as P(T) = P and s = s(T'). It should be noticed that
the value s is unknown, but, having been defined as the product of the finite
quantities Z(T') and v(T), it is finite.
Now, by driving T to infinity, T — oo, the following definition can be
written:
J= Jim . (3.31)
Notice that in steady-state conditions Eq. (3.27) is an algebraic Riccati
equation, while Eq. (3.29) becomes §(c0) = s. The method of the transition
matrix can be used to solve these equations. Let matrix ® be such that
®5(t,7) = e A =7 where A = A — BR'BTP. The resulting solution
for s is

s — B*(t,00)50 — / ' ®%(1. ) PGw(r)dr (3.32)

o
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Matrix A represents the dynamic matrix of the controlled system, which
is stable by definition as the control gain comes from the solution of an LQR
problem. Moreover, as previously pointed out, the value of s, is finite by
definition. For these reasons, Eq. (3.32) takes the shape

s= / ®°(t, 7)PGAw(r)dr = / A D PGAw(T)dr.  (3.33)
t t

By substituting Eq. (3.33) into Eq. (3.30) the optimal control solution
can be obtained as:

Au* = -R'B"PAx — R"'B” / e A PGAw(T)dr.  (3.34)
t

3.3.2 Adaptation of the Non-Homogeneous LQR to
the Control Problem in Real Environment

In order to apply the considered control law, the knowledge of Aw(t) over
an infinite window would be required in theory.

To manage the integral on an infinite prediction window it is possible to
hypothesize that the disturbance to the wind be constant. In that case the
variable Aw can be extracted from the integral, and the remaining function
can be integrated without approximation, yielding

Au,, = —R'BTATPG(w — w"). (3.35)

This shows that, under that hypothesis, the gain of the predictive control
component can be calculated and stored offline as a function of the system
and weight matrices.

Now, it is clear that in real practice the hypothesis of constant wind over
an infinite time span cannot be met, as any LiDAR sensor will only be able
to provide a prediction over a finite span, and moreover the wind is obviously
not constant. A smart way to deal with that hypothesis in real environment
is that of making use of a piecewise constant time history for the exogenous
input [84], i.e. the wind measured by the LiDAR. From the viewpoint of the
LiDAR simulation, getting from the LiDAR measurements of U, (t) collected
by the simulator at an arbitrarily high frequency to a piecewise constant
input is a task which can be accomplished rather easily by averaging the wind
measurements available from the LiDAR over a time span T, with T < Tp,
where Tp is the time extension of the LiDAR prediction window and can be
calculated under the hypothesis of constant U, during a simulation as the
ratio between the distance of the focal point farthest away from the sensor
and U, (see Fig. 3.4).
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w(T) Real incoming wind
T,
N

Piecewise
constant w(t)

T
LiDAR prediction span Tp

Figure 3.4: Schematic representation of the incoming wind as realistically
obtained from a LiDAR sensor, accounting for a slow updating frequency.
Graphical definition of Tp and T¢.

Notice that the two parameters T and Tp are not parameters of the
control system, but they are characteristic of the LiDAR simulator. On
the other hand, as it is important to provide to the non-homogeneous LQR
control law a constant wind input, as required by theory, these characteristics
of the LiDAR may have an impact on the performance of the controller, as
they may define the update frequency of the LIDAR meausurement, i.e. of
the exogenous input of the controller. To limit this potential effect and to
keep the tuning of the controller independent from the tuning of the LiDAR
as much as possible, a further time parameter can be introduced, the actual
prediction window of the control system T4, which has been considered as a
tunable parameter with the constraint Ty < T¢. This prediction window of
the controller, extending forward in time from the current instant, is used to
actually evaluate the value of the incoming wind Aw to feed to the controller.
By definition, Aw = U,,—U};,. In this expression the value of U, is calculated
in practice as the average of the signal coming from the LiDAR, made up
of steps of length T each, over the prediction window of length 74. The
second term in the definition, he reference value U},, is obtained from a
slowly-varying time average of the wind measured by the usual anemometer
put on top of the machine. In practice, the averaging of the signal coming
from the anemometer is obtained by filtering it with a moving average filter
with a characteristic time of 30 sec.

It should be noted here that the extension of the LiDAR averaging win-
dow T¢ is actually not totally unconstrained, as it is related to the update
frequency of the LiDAR sensor. As previously shown in this chapter, the
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collection of a complete array of spatial measurements by the LiDAR usually
takes a time lapse of the order of a few seconds. This in turn does not allow to
hypothesize an averaging time 7T inferior to that characteristic update time
of the LiDAR. Moreover, given a value of T, the use of a control prediction
window T’y larger than T is not correct from the theoretical viewpoint, as in
that case the signal of the incoming wind would never be constant over the
control prediction window 1’4 except in constant wind, because more than one
wind step of length T would always be present in the considered prediction
window of length T)4. For this reason, as previously stated, the characteristic
time T4 of the prediction window of the control system is constrained to be
inferior to the length of the LiDAR step, Ty < T¢.

To suitably tune the two time parameters T and T4, characteristic of
the LiDAR and of the controller respectively, a parametric study has been
performed [84] to explore the quality of the solution for different values of
both the prediction window 74 and the wind step length T (the latter
being bound to the LiDAR update frequency). Several simulations have
been carried out on the model of the 3.0 MW turbine (see chapter 1) in
deterministic IEC gusty wind conditions, at reference speeds of 3 to 25 m/sec
every 2 m/sec and for each choice of T from 0.5 to 5 sec and for T4 from
0.5 sec up to Tz, The performance of the same controller based on each
couple of Tx and T4 has been evaluated in terms of maximum peak-to-peak
oscillation of the fore-aft bending moment and rotor rotational speed. The
best compromise turned out to be Ty = 1 sec and Tx = 3 sec, the latter being
fully compatible with the updating frequency of a real LiDAR sensor. These
results may be not general and bound, among other influencing factors, to
some characteristics of the turbine. On the other hand, the relatively short
size of the prediction window T¢ of the controller highlights the fact that for
a typical 3.0 MW sized turbine it is not important to know what the time
history of the wind will be many seconds (or meters) ahead of the turbine,
but only what the incoming wind will behave like a few seconds ahead.

3.4 Receding Horizon Control

As stated in the introduction to this chapter, a receding horizon control
has been considered besides the usual trimmer to assess the quality of the
performance of the non-homogeneous LQR. The receding horizon control
(RHC) algorithm implemented here, briefly described in the following, is
used rather more commonly than the non-homogeneous LQR, so the reader
may be more familiar with this predictive architecture, which is not original
at all.
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Even if more straightforward than the non-homogeneous LQR from the
viewpoint of theory, the RHC control is usually more complex from the view-
point of the implementation (i.e. programming) and tuning of the parame-
ters.

The basic idea behind the RHC control is that of solving a cost function
optimization problem on a finite time window instead of considering an infi-
nite window as for the non-homogeneous LQR. The new cost function may

be defined as

1 [T 1
J=3 / (AzTQAx + AuTRAw) dt + §AmT(Tf)Q Az (Ty),  (3.36)
0

and its minimization is subject to the system dynamics (3.3). An ad-
vantage of this formulation is the possibility to naturally put inequality con-
straints in the optimization problem, in the form DAx + EAwu < 0, which
may be helpful to account for control time-rate limitations, e.g. pitch rate,
directly in the optimization problem. The obvious disadvantage is that there
is no closed form solution to the optimization problem.

In order to apply existing numerical solving schemes it is necessary to
switch to a discretized formulation, based on both a discretized cost function
and state equation. Consider a discretization of the prediction window T
by N steps, such that ¢, =¢,t + Aty,..., Ty and Aty = % The discretized
cost function can be written as

N
1
(Az] QAzy, + Aul RAuy) + §Aw%QwaN, (3.37)

k=1

j:

which has to be minimized subject to the dynamics of the system in
discrete form

Any linear inequality constraints may be imposed for each time step in
the prediction window as DAz, + EAuy < 0.

There exist many very efficient solving algorithms for a so structured
minimization problem. In this work the metacode CVXGEN was selected [85].
Using a web interface it is possible to define and upload the optimization
problem of interest, using a very simple Matlab-like language. The CVXGEN
routines then return an implementation of a solver for that specific problem
in C language, based on direct transcription of the optimization problem and
quadratic programming. The solver routine is easily integrable in the control
framework developed in this work, written in C/C++. Besides the enormous
advantage of the ease of use, the code produced by CVXGEN is rather fast,
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and does not impose an unbearable toll in terms of computational time with
respect to the main control and supervisory routines. It also assures the
use of the same number of operations for the computations involved in the
numerical optimization, this way making possible a potential use in real-time
and for real-environment control applications. The relatively short execution
time is partially obtained through the large-scale use of static variables. A
shortcoming of this programming approach is a rather small flexibility of the
code with respect to a change in the size of the problem, not only in terms
of the size of the state and input arrays, but also of the number of time steps
considered for the discretization of the prediction window.

Notice that the necessity to keep down the computational cost of the
optimization, given a certain set of machine and wind states and inputs,
imposes a limit to the number of time steps to be considered in the predic-
tion window. In other words, the number of time instants in the prediction
window at which the control solution will be calculated should not exceed a
reasonably low number. Actually, in CVXGEN the total number of variables in
the optimization problem, bound to the size of the system and to the number
of time steps in the prediction window used to define the control solution, is
limited to a maximum. This general limit on the number of time steps in the
prediction window must be considered together with the limit on the time
span between different subsequent time steps in the window, which in turn
is bound to the necessity to integrate the dynamics of the system from the
actual condition all over the prediction window without incurring in prob-
lems of numerical stability. Of course, the upper limit of the time step used
for the discretization of the prediction window is bound to both the char-
acteristic time of the considered dynamic equations, and to the numerical
method implemented to manage the integration. A practical consequence of
the combined effect of these constraints is the necessity to keep the predic-
tion window of the RHC controller to a rather limited value, of the order of
the seconds. However, based on the same considerations presented about the
time length of the prediction window used with the non-homogeneous LQR,
the use of a longer window is not useful for the considered control purposes,
and so the aforementioned constraints do not hamper the performance of the
RHC and the goodness of the results.

Also for this control algorithm a parametric study has been carried out
to find out the optimal value of the length of the prediction window. A fixed
number of 10 time steps has been assumed, being such to keep the com-
putational cost of the optimization to an acceptable value. Several lengths
of the prediction window have been considered between 0.1 and 10 sec [84].
The same IEC gusty wind simulations considered for the non-homogeneous
LQR were performed also here (recall the pertinent paragraph). Moreover,
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as with that controller, a wind history made up of a piecewise constant was
considered, with a time length T of the step of 3 sec, which was selected as
the best for the case of the non-homogeneous LQR, and which complies with
the limits on the update frequency of a real LiDAR sensor. Nonetheless, it
should be noted that, differently from the non-homogeneous LQR case, in
the RHC case it is not necessary to hypothesize a steady wind input over
the prediction window: as a consequence, it is not necessary to consider a
length of the prediction window inferior to the length of each wind step,
that is shorter than 3 sec in the considered case. Actually, what turned out
from the parametric analysis was that an RHC prediction window of 1 sec
gives the best results for the considered controller and turbine, considering
as usual the peak-to-peak of the fore-aft bending moment at the tower base
and of the rotor rotational speed as performance parameters.

As previously highlighted, the design of the RHC allows taking into ac-
count some limits on the control input in the form of inequality constraints.
These constraints have been used to avoid an excessively fast motion of the
pitch actuators, which in reality are limited by a maximum value of the
pitch-rate.

From the viewpoint of implementation, the RHC calculations are called
at every control step, which on the considered turbine cycles at 50 Hz, so
that an optimal control history over the prediction window is calculated at
each step. Only the first value of the optimal control history found by the
optimizer is actually used and commanded to the actuators, after having
been limited in terms of rate and value as prescribed by the limits of the
actuators. The variability of the model matrices with respect to the wind
is accounted for by an appropriate matrix scheduling with respect to the
predicted wind at each time step in the prediction window.

In this research activity the model used to design the non-homogeneous
LQR is the same used to run the RHC routines, thus making the compar-
ison between the two controllers more meaningful. The discretization of
the dynamic equation of the system has been made the simplest way, with
an explicit Euler method. Using a prediction window of 1 sec and 10 dis-
cretization steps gives an integration step of 0.1 sec, which is low enough to
guarantee a correct propagation of the system over the prediction window.
This is due to the relatively slow dynamics of the machine states consid-
ered in the design, in particular the tower fore-aft displacement and rotor
rotational speed. For safety, the results of the integration of the considered
wind-scheduled linearized system obtained with the explicit Euler method
have been verified in a separate environment (and not in closed loop) with
respect to those obtained with an explicit fourth-order Runge-Kutta method
in both deterministic and turbulent conditions, finding discrepancies with
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the selected time step only with some wind conditions and after 500 sec of
integration. This means that problems of numerical stability may arise with
the selected lower-order method only with prediction windows of the order
of 500 sec, a value of no interest in real practice.

3.5 Results

As stated previously in this chapter, the basic idea behind the design of the
non-homogeneous LQR is that of finding a way to augment the basic LQR
controller by accounting for a measurement of the incoming wind, i.e. of an
incoming disturbance. The advantage given by this control algorithm lies in
the chance to precalculate the gain matrices, thus making the implementation
very easy. On the contrary, the RHC control is much more computationally
heavy, but it can be seen as a more comprehensive and accurate way to treat
the predicted incoming wind.

In this section, results obtained from the LQR without predictive part
(the same described in chapter 2), from the non-homogeneous LQR and from
the RHC are all compared. In particular, all the implementations account for
the integral state on 2. Both IEC gusts and turbulent fields have been con-
sidered [66,74]. Several simulations were carried out on the Cp-Lambda model
of the 3.0 MW turbine, which features a transition region (see chapter 1).

As previously reported, the prediction span for the non-homogeneous
LQR is Tz = 3 sec, which is the time length of the wind step, while the
control span is Ty = 1 sec. As explained above, they have been selected as
optimal, yet realistic values on the basis of a parametric analysis involving
simulations on the full array of wind speeds and several different values for
Tc and T4. The weight matrices of the non-homogeneous LQR have been
manually scheduled with respect to the wind in the control design phase, so
as to try to improve the local performance over all the operating regions of
the turbine. The gain matrices and the references, stored for 12 wind speeds
from 3 up to 25 m/sec, are interpolated as functions of a slowly varying
wind speed signal, obtained as a moving average of the anemometric signal
with a characteristic time of 30 sec. The same signal is used to evaluate the
difference Aw to feed to the predictive part of the controller.

For the RHC, the prediction window is 1 sec long, and 10 discretization
steps are considered. The weight matrices are also here scheduled in wind.
The actual model and weight matrices are interpolated as functions of the
wind over the prediction window: as the wind is known at every point in the
prediction window, the matrices can be obtained from interpolation of the
stored values for each considered point. Like for the non-homogeneous LQR,
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the LiDAR update frequency is such to provide a measured signal made of
subsequent steps each lasting 3 sec. The slowly varying average of the wind,
necessary for the calculation of Aw at each point over the prediction window,
is obtained from a 10 sec moving average of the average of the predicted wind
measured over the prediction window.

3.5.1 Deterministic Gusts

The considered array of reference speeds used for simulations in IEC gusty
wind extends from 5 to 23 m/sec every 2 m/sec. The characteristics of the
LiDAR sensor are those presented above (basically, circular scanning pattern,
5 focal distances, 12 stations over a pattern).

Before showing a synthetic view of the results, in Fig. 3.5 are presented the
normalized time histories of the rotational speed of the rotor and of the fore-
aft bending moment at the base of the tower for a reference speed of 21 m /sec.
As it can be clearly noticed, the reduction in the peak-to-peak values due
to the presence of a predictive control component is rather substantial. The
two predictive formulations give similar results, the RHC doing somewhat
better than the non-homogeneous LQR on both performance indices.

——LQR w. Integral
- --LQRN-H
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Figure 3.5: Normalized time histories of the rotational speed (left) and fore-
aft bending moment (right) for an IEC gust with reference speed of 21 m/sec.
Comparison between the effects of a non-predictive LQR, a non homogeneous
LQR and an RHC.

In Fig. 3.6 the corresponding behavior of the control inputs is presented.
The faster reaction of the RHC control is perfectly visible on the pitch input.
This in turn makes the use of the torque input less critical for this control.
On the contrary, being less fast on the actuation of an appropriated pitch
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command, the non-homogeneous LQR makes a larger use of the torque con-
trol. The effect of multiple wind steps can be clearly noticed on this time
history.
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Figure 3.6: Normalized time histories of the collective pitch (left) and torque
(right) controls for an IEC gust with reference speed of 21 m/sec. Comparison
between the effects of a non-predictive LQR, a non homogeneous LQR and
a RHC.

In Fig. 3.7 it is reported the behavior of the peak-to-peak difference for
both the rotational speed () and the fore-aft bending moment, for all consid-
ered reference speeds. All results are normalized with respect to the value
obtained in a constant wind with the same wind speed. The results of the
two predictive algorithms are very similar for both the considered quantities
in region II, up to 9 m/sec for this turbine. They are almost undistinguish-
able in region II%, up to 11 m/sec. In region III the RHC controller behaves
globally better than the non-homogeneous LQR in particular on the fore-aft
load, but the improvement given by the latter controller with respect to the
LQR lacking the predictive component is remarkable.

3.5.2 Turbulence

The tuning of the parameters carried out in deterministic wind conditions
has provided a set of good results in gusty wind. On that base, and because
simulations in turbulent conditions take a longer execution time with respect
to those performed in deterministic wind, thus making the tuning phase
potentially very time-consuming, the same set of tuning parameters has been
used for simulations in IEC category A turbulence.
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Figure 3.7: Normalized peak-to-peak variations of the rotational speed (left)
and fore-aft bending moment (right) for simulations in IEC gust wind condi-
tions. Performance comparison between the effects of a non-predictive LQR,
a non homogeneous LQR and a RHC.

Also here the array of considered reference wind speeds extends from 5
to 23 m/sec, covering the three operating regions of the 3.0 MW machine.

In Fig. 3.8 the performance of the LQR, the non-homogeneous LQR and
the RHC is presented in terms of the standard deviation of the power output,
calculated on 600 sec simulations and normalized with respect to the reference
value for the considered wind speed, and of the damage equivalent load (DEL,
see chapter 2), obtained from a rainflow analysis of the time histories of the
fore-aft bending moment at the root of the tower for any considered wind
speed, also here normalized by the pertinent reference value.

It can be observed that the standard deviation of power, obviously larger
in region II where torque is used much more than collective pitch to con-
trol the turbine, is not too different for all controllers, the predictive con-
trollers providing a similar performance if compared to the non-predictive
controller. However, given the relatively lower values of this index for higher
wind speeds, even in presence of little differences in the dimensional values,
the percent changes can be expected to be not negligible. The peak of nega-
tive performance of the RHC controller for 9 m/sec is also noteworthy: it can
be explained with an inappropriate weighting with regard to the rotational
speed or control torque, both involved in the definition of power. Of course,
the considered wind speed (9 m/sec) is critical, marking the lower end of the
transition region, featuring a continuos switching between a condition where
the phisical limit on pitch has a limiting effect on the pitch input, and one
where this limit is less likely to intervene.
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Figure 3.8: Normalized power standard deviation (left) and tower-base fore-
aft bending moment DEL (right) for simulations in IEC category A tur-
bulent wind conditions. Performance comparison between the effects of a
non-predictive LQR, a non homogeneous LQR and a RHC.

The results on the fore-aft moment are very encouraging especially in
region III, where a visible difference between the behaviors of the predictive
controllers and of the classical LQR controller can be noticed. Moreover, as
could be expected, the more sophisticated RHC is able to get better results
than the non-homogeneous LQR, which nonetheless assures a substantial
reduction in the considered load index. For lower reference wind speeds, the
effect of both predictive controllers is almost the same, and the improvement
with respect to the non-predictive law is less remarkable.

3.5.3 Comparison of the Computational Cost

In order to quantify the computational cost of the proposed formulations,
a customized testing environment was set up, separated from the simulator
and from the supervisory system. The core routines of both controllers were
isolated from the rest of the control code, and executed 10° times each to
enhance the relative accuracy of the measurements. The initial and final
times of the loop were recorded. For both control algorithms, only the oper-
ations from the definition of the array of measurements up to the evaluation
of the control input have been considered. They involve basically two steps.
In the first step the interpolation of the pertinent matrices, i.e. the gains
for the non-homogeneous LQR and the system matrices, over the prediction
window for the RHC is completed. Next, for the non-homogeneous LQR con-
troller the gain matrix-state array product is executed, while for the RHC
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the optimization problem is solved.

The testing program was run on a machine equipped with an Intel Core™
2 Duo E6550 2.33 GHz processor and with 2 GB RAM. The process was ex-
ecuted under Windows Vista™ Business and passively monitored in order to
make sure that there was no RAM saturation. The test was executed 60 times
and the results averaged to avoid interference in the measurements due po-
tentially uncontrolled underlying processes. Based on the recorded times, it
was found that the average ratio between the execution time of the RHC and
that of the non-homogeneous LQR is R = & S0 R, = & Z?ﬂl(%gg)z -
865.43, where Tryc is the time necessary to repeat the calculations imple-
mented in the core routines of the RHC for 10° times, and Tygr is a similar
quantity defined for the non-homogeneous LQR. The relative standard devi-
ation is & =4.43%, a rather small value, showing that the measured ratio
R; is not affected by intense noise. This in turn highlights the fact that the
computational cost of the RHC is higher than that of the non-homogeneous
LQR, roughly by almost three orders of magnitude. Based on the results
presented above, the RHC imposes an increase in terms of computational
cost which is larger than the advantage it provides on tower loads and power
quality if compared to the non-homogeneous LQR.

3.6 Conclusions

The aim of this chapter was to implement and compare two predictive con-
trollers, able to expand the trimming capabilities of a more common non-
predictive, model-based controller by accounting for the anticipate knowledge
of the incoming wind speed, provided by a LiDAR sensor.

In order to realize such comparison it was first necessary to implement a
LiDAR simulator, able to treat the existing realistic wind flow information
used for normal simulations and to perform on it the filtering action that
the LiDAR actually performs on the real wind, this way obtaining a real-
istic measurement of the predicted incoming wind. To this aim a realistic
architecture was hypothesized and the simulator assembled and implemented
online with the control routines.

The designs of the two considered predictive controllers share the basic
theoretical setup, as both are based on the optimization of a quadratic cost
function very similar to that of the normal feedback LQR controller. The
presented RHC implements an online numerical optimization of that cost
function over a given prediction window, while the non-homogeneous LQR
is based on a pre-calculated set of gains, designed to account for the antici-
pated knowledge of the incoming wind as a complimentary exogenous input,
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and obtained from an infinite-horizon optimization. In the case of the non-
homogeneous LQR, it was shown how to smartly deal with the hypothesis of
constant future disturbance and how to apply this control algorithm in real
environment, when the incoming disturbance, i.e. the wind, is known over a
finite prediction window.

The two controllers have been tested on the Cp-Lambda model of the
3.0 MW turbine, first in IEC extreme operating gust (EOG) winds, covering
all the spectrum of operating wind speeds in the process. This phase was
practically used also to tune the two control systems, finding greater difficul-
ties in the tuning of the RHC than with the other predictive controller. The
size of the selected prediction window guarantees good results in determin-
istic wind conditions, also accounting for the finite and rather low update
frequency of the LIDAR measurement. It was shown how, thanks to a smart
use of the control input, the advantage on the peak-to-peak variation of the
rotational speed and fore-aft moment was clearly visible when using the pre-
dictive controllers, with respect to what is obtained from a non-predictive
LQR control. Moreover, at this stage it could be realized that the effects
of the two predictive controllers were not so different in regions 117 and 111,
while for very low wind speeds the predictive controllers behave similarly
to each other and to the non-predictive LQR trimmer. All this in spite of
the fact that the non-homogeneous LQR is a fairly simpler controller with
respect to the RHC.

The results in turbulent wind are basically aligned with those in deter-
ministic conditions. However, little absolute advantage was obtained in par-
ticular on the power output quality, which is even worsened by the RHC
for some wind speed in region II2. The reason for that has been attributed
to the weighing process, which is particularly tricky in this region of opera-
tions. The result on the fore-aft DEL is very encouraging for both predictive
controllers, while of course in region II the improvement with respect to the
results of the classical feedback LQR is not large, as usual in this region,
basically because of the physical limits on the pitch input.



Chapter 4

Higher Harmonic Control for
Load Reduction

4.1 Introduction

In recent years several research activities have been focused on individual
blade pitch control as a mean for reducing loads on crucial structural com-
ponents of modern wind turbines, as blades, drive-train, bearings and tower.
The current literature describes a variety of architectures of the control sys-
tem and of approaches used for the synthesis of control laws, frequently
using individual, decentralized or cyclic blade pitch control. For example,
references [35-37,86] document the development of individual blade pitch
control techniques based on the Coleman’s transformation, later extended to
higher harmonics in Ref. [87] (see also chapter A). Reference [88] reports
a similar approach, where the load alleviating control on each blade is im-
plemented based on a decentralized architecture, superimposed to a baseline
collective controller used for trimming the machine around each given set
point. A decoupled approach is presented also in Ref. [30,89], where a pitch
controller is used for reducing the 1P fluctuations of each blade root bending
moment through a H,, approach. The effectiveness of a decentralized control
architecture aimed at blade load reduction at frequencies that are multiple
of rev has also been demonstrated in Ref. [90], while Ref. [54] has studied
a multivariable approach aimed at the synthesis of a time-domain controller
capable of both trimming the machine and simultaneously reducing fatigue
loads.

The research work presented in this chapter explores the multi-layer con-
trol architecture depicted in Fig. 4.1.

The proposed approach is based on a multi-layer architecture, that is in-
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Figure 4.1: Multi-layer control architecture. Inner loop: centralized trimmer;
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reduction.

spired by the consideration that the control of wind turbines is in general a
multi-objective optimization problem with (often contrasting) goals charac-
terized by different underlying physical phenomena and space-time scales.

To better explain this issue, consider for instance the loads that arise on
the blades when the machine is subject to a hypothetic constant wind, or
when it works in turbulent wind conditions: in the first case the spectra of
the load signals will feature neat peaks at multiples of the revolution fre-
quency (1P,2P,...) and at the eigenfrequencies of the blades, with amplitudes
which will decrease with increasing frequencies. In turbulence, the spectra
of the same signals will be distributed continuously over a broad range of
frequencies, with peaks at the multiples of rev and at the system eigenfre-
quencies, even if less marked than before. Generally speaking, in a scenario
more like the first, dominated by deterministic loads and not by turbulence,
a controller aimed at the reduction of blade loads would not need the same
reactivity characteristics as in the second. On the other hand, the control
activity and band necessary in a scenario dominated by turbulent loads like
the second may not be needed when working with slower varying, more pre-
dictable loads typical of the first.

To effectively control the loads in both scenarios, in the present approach
multiple control layers (multi-layer) are implemented, each aiming at a spe-
cific control target and cooperating with the other layers towards the ob-
tainment of the various control goals; this way, the choice of the controller
used on each layer can be optimized and tailored to the specific control goal
of that layer, thereby improving performance and simplifying tuning. More



4.1 Introduction 67

specifically, besides a basic trimming layer, a control loop aimed at the re-
duction of the loads caused by deterministically varying phenomena and one
aimed at the abatement of stochastic oscillations are designed independently
and implemented.

The following short paragraphs highlight the main goals and features of
the three envisaged loops.

4.1.1 Inner Loop

The inner loop is responsible for the trimming of the machine, i.e. the reg-
ulation around a set point during power curve tracking, and for gust load
alleviation. As thoroughly shown in chapter 2, this control layer can be
implemented as a collective-pitch/torque controller, using a primarily con-
stant pitch — variable torque control logic in region II, a primarily variable
pitch — constant torque logic in region III, and some coupled strategy in the
transition region between the two [41].

Typical inner loop controllers can be designed as PI, or LQR like that
presented in chapter 2. The inner control loop is usually quite effective in the
containment of loads caused by gusts characterized by a significant change
of the wind speed over the entire rotor disk, where a rapid collective change
in pitch setting is needed, possibly accompanied by a corresponding torque
adjustment.

While a well designed and tuned collective-pitch and torque controller can
show good performance with respect to rotor speed tracking and related tasks
(as already demonstrated in chapter 2) and as witnessed by its widespread
adoption in industry, such solution is not as effective in the reduction of the
deterministic and non-deterministic load fluctuations that are responsible for
the accumulation of fatigue damage to the structure, which require cyclic or
individual blade pitch actuation.

4.1.2 Middle Loop

In the present control design, a middle loop (refer to Fig. 4.1) is responsible
for the reduction of the deterministic loads; these are primarily caused by
the blade weight and by the nonuniformity of the spatial distribution of the
wind over the rotor disk. The latter effect is due to the vertical wind shear,
possible lateral shear, tower shadow effect, and to the fact that the wind di-
rection is in general not parallel to the rotor axis, because of the rotor uptilt
and of the possible presence of lateral and vertical wind components (respec-
tively due to operation in yawed conditions and to the terrain orography in
proximity of the wind turbine). These loads have a limited bandwidth, with
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their principal components located at the lower per rev harmonics: on blade
loads, their effect causes peaks at the 1P, 2P, 3P, etc. and less markedly
on lower blade natural frequencies; on shaft loads or yaw bearing loads, for
three-bladed rotors the most prominent peaks will be at frequencies multiple
of the 3P — the reason for that being bound to equilibrium considerations [91].
The harmonic amplitudes of such loads change with rather slow character-
istic times, of the order of a rotor revolution for larger turbines, following
changes in rotor RPM due to changes in the mean wind speed typical of real
environment turbulent wind conditions.

In the multi-layer approach presented here, a higher harmonic control
(HHC) law is used for the middle deterministic load layer. HHC is an op-
timal controller denoted by a quadratic cost function and formulated in the
frequency domain, that uses a linear model to relate the harmonics of the
inputs to those of the outputs (see references [92-95] and references therein).
A full description of the theory and of the design procedure adopted here for
the HHC control law will be presented in a following paragraph.

Moreover, two different implementations will be described:

a) When targeting blade loads, a decentralized controller operating the
pitch of each single blade individually is used;

b) When targeting loads in the fixed reference frame (e.g. on the shaft
bearing, yaw bearing, tower root, or when targeting the air gap in a
direct drive machine, etc.), a centralized implementation that results
in the coordinated control of the rotor blades is selected.

Since fatigue might be a design driver on some components of a machine
and not on another, the choice of the centralized or decentralized implemen-
tation should reflect the specific characteristics of the target wind turbine. It
may be reported that industrial subjects are usually more concerned about
the fatigue loads on structural parts different from the blades, typically on
the shaft. This is mainly due to the fact that envelope loads on the blades
are typically found in load cases where the control system is not involved
(like for instance in extreme turbulence with the turbine parked and at rest).
As a consequence, greater importance is attributed by the customers to the
centralized implementation. Nonetheless, both implementations will be de-
scribed in the following, to provide a proof of the potential of the multi-layer
control architecture by showing the good performance obtained considering
two qualitatively different target loads.
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4.1.3 Outer Loop

In principle, it would be possible to include in the HHC design a large number
of harmonics, so as to make it effective in controlling also the quickly vary-
ing load components. However, this would make the problem of identifying
the HHC input-output model much harder to solve. Hence, the HHC design
used here accounts only for the slower harmonics dominating the determinis-
tic response, while the control architecture includes also an additional outer
control loop (see Fig. 4.1) targeting non-deterministic loads. These are de-
fined as those loads which are caused by variations of the wind with fast
temporal scales (fractions of a rotor revolution) and/or small spatial scales
(small azimuthal angles, experienced by a blade in a fraction of a revolution),
which are typical of wind turbulence.

As for the middle loop, the outer loop is implemented in two different
ways, depending on which load is targeted:

a) In the decentralized case, a simple PD controller operates individually
on each single blade, driven by estimates of the non-deterministic blade
loads, computed as differences of the total measured loads and the
lower harmonic ones feeding the middle control layer (see the cross-
feed link connecting the inner and outer loops in Fig. 4.1 and see 4.2.2
for details);

b) In the centralized case, the simple but very effective Coleman’s trans-
form proportional-integral individual-blade-pitch (IPC) algorithm of
Ref. [86] is used. Some details specific to the implementation of this
control in our case are provided in section A.

In general, little can be said about the stability of a multi-loop architec-
ture as the one used here. However, the individual blade pitch amplitudes
commanded by the middle and outer loops are typically limited to rather
small values for a number of reasons, as for example not to affect the regula-
tion at the set point, to limit the actuator duty cycle, and to avoid excessive
pitch differences among the blades that might lead to large loads in the case of
extreme gusts. As such, these small individual pitch changes can be treated
as disturbances, and the overall stability of the system will be determined to
a large extent by the robustness to uncertainty of the underlying collective
pitch controller, which is typically quite good.
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4.2 Formulation of the Controller

In the following the multi-layer controller is mathematically formulated in a
very general case, without restrictions on the number of blades B. As the
number B is bound to the a priori characterization of the harmonic content
of the loads in the rotating and nonrotating frames, the approach followed
in this presentation makes it possible to apply the theory presented here to
both two-bladed or three-bladed turbines, which are the most widespread
turbine designs adopted by industry.

In the results section only results obtained applying the multi-layer con-
troller to the model of an existing three-bladed turbine are reported. For a
similar turbine, the theory presented here will be finalized with a value of
B =3.

Let the pitch-torque input vector to the wind turbine be

’U,:{...,ﬁb,‘..,TelC}, (41)

where [, is the blade pitch input for the b-th blade, b = (1, B), and T,
is the commanded generator torque. According to the control architecture of
Fig. 4.1, input w is obtained as the sum of the contributions of the various
control layers as

U =1urc + UHHC + UND, (42)
where
UT:{...,ﬁbT,...,TT} (43)
is the pitch-torque input provided by the inner trimmer (subscript (-)r
will be used in the following), where notice that 8, = ... = (p, if the
trimmer is a collective controller (as it usually is);
UHHC = {”wﬁbHHca"wO} (44>

is the input provided by the middle layer devoted to the reduction of
deterministic loads, which in the proposed architecture is implemented in
the form of a higher harmonic controller (for this reason, subscript {-}nuc
will be used for this layer); finally,

uND:{...,ﬂbND,...,O} (45)

is the pitch input provided by the outer non-deterministic (subscript
(‘)np) load-reducing loop. Notice that, unless the inner loop (trimmer),
the middle and outer loops are purely pitch controllers, giving a null torque
input. When the middle and outer loops are implemented following a de-
centralized approach, so that the pitch contribution may not be coordinated
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thus possibly resulting in a change in the collective pitch input, the trimmer
implemented in the inner loop will react also by means of an appropriate
torque input to keep the machine close to the set point for the rotor rota-
tional speed. Of course, in that case the pitch control action requested by
the middle and external layers shall not be intense compared to the pitch
required by the inner trimming layer, in order to avoid an excessive drift
from the trim condition.

4.2.1 Deterministic Loads: Formulation of the HHC
Control Loop

As previously stated, the middle layer is implemented using the HHC ap-
proach (see Ref. [92] for details and background information). The algorithm,
successfully applied in helicopter industry, consists of four main operations:

1) demodulation from the time to the frequency domain of inputs and
outputs (respectively, blade pitch and target loads);

2) identification of a linear model relating harmonics of the inputs to those
of the outputs;

3) calculation of the inputs by solving an optimal control problem;

4) remodulation of the computed optimal input harmonics, to obtain the
time domain inputs.

For the practical application of this control law, 1) and 2) have to be com-
pleted before using the controller in closed loop. Actually, the model iden-
tification phase 2) takes place in order to find a relationship between the
harmonic characteristics of the control inputs and of the target loads, and
those harmonic characteristics are found by signal demodulation (step 1).
Once a suitable model becomes available, 1), 3) and 4) can be performed
online in closed loop, constituting the application of the HHC control law.
Notice that 1) is common to both the offline model identification phase and
the closed loop application of the HHC controller. Details about the imple-
mentation of all these steps are given in the next subsections.

Signal Demodulation

The signal demodulation problem is here formulated specifically accounting
for the fact that wind turbines operate at variable rotor speed, hence in a
condition of variable rotor rotational speed 2. This fact, making the appli-
cation of HHC to wind turbines different from its use in helicopter industry,



72 Higher Harmonic Control for Load Reduction

makes the use of an azimuth-based demodulation more suitable than one
based on .

At the rotor azimuthal position 1k, which can be defined as the azimuth
angle of the blade for which b = 1, suppose to need to demodulate a signal a(t)
that is available in terms of measurements a(ty), sampled at times t, = kAt
over the previous Ny rotor revolutions. The value of the azimuth g at
which the demodulation is performed can be expressed as a function of a
fraction A of the round 27, as Y = KA.

Notice that from these definitions two different sampling rates can be
defined, one in space (azimuth) and the other one in time:

e A slow azimuthal sampling At corresponding to the frequency with
which demodulation is performed (typically, four times per rev in this
work, so that Ay = %), whose steps are indicated by capital index
K. As previously pointed out, notice that, on account of the fact that
the rotor rotational speed on a wind turbine varies in time, a spatial
sampling based on the rotor azimuth is used instead of a temporal

sampling.

e A fast time sampling At corresponding to the measurement rate of
the sensors (typically, in the range of the tens of Hz), whose steps are
labeled by index k.

Demodulation of the signal over a window of Ng revs is expressed as

a(ty) = a(V(te) = ajes(W(te)), U(t) € [ — 27N, ¥x], (4.6)

where o
ax ={a%,...,a7 ay, ..} (4.7)
is the unknown vector of harmonic amplitudes at the current demodula-
tion step K, and

s(Y(ty) = {1,...,sin(i(ty)), cos(@(ty)), .. Y i = (1, Ng),  (4.8)

is a vector of Ny harmonic bases. In principle, the size of the harmonic
base Ny can be chosen arbitrarily, but an increase in the number of con-
sidered harmonics also increases the number of coefficients to be identified,
and as a result the length and the complexity of the identification phase.
Moreover, during closed-loop simulations a larger model is heavier to manip-
ulate when making control calculations. Besides that, a control law based on
a larger set of control/input variables, i.e. of harmonic amplitudes of pitch
control and target loads, can be difficult to tune appropriately. A good choice
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for the number of Ny may be suggested by some a priori considerations on
the harmonic content of the considered signals. For instance, the spectra of
blade loads will show prevalent peaks at multiples of the 1P, while those of
shaft loads basically at multiples of the 3P.

Notice that the minimum swept angle that should be considered for the
demodulation process is 27, which is necessary to find the harmonic ampli-
tude of signals oscillating at the 1P. Moreover, to correctly find the amplitude
of the 1P oscillation when using samples collected over more than one rotor
revolution, only multiples of 27 should be considered. For that reason, pro-
vided the 1P is a frequency of interest, as is usually the case for instance on
blade loads, Ny should be an integer not inferior to 1.

The demodulation operation involves samples available at all time steps
tr covered during the last Ny revolutions. At the next demodulation step
K + 1, corresponding to an increase in rotor azimuth of the angle Ay, the
new samples gathered over the latter Ay rotation are added to the head of
the demodulation window, while the oldest samples are discarded from its
tail, to keep its azimuthal coverage of constant length. In other words, when
moving from a demodulation azimuth ¢k to the next Vg1 = g + A, the
oldest set of data used for the demodulation at 1 g are discarded in favor of
the data collected between 1k and Vg, 1. As a result the azimuth span over
which the demodulation is performed remains always equal to 2Ngm.

Fig. 4.2 illustrates through an example the definition of the azimuth spans
considered for signal sampling and for HHC control application. Consider a
signal measured on the blade for which b = 1. Given Np = 1 and Ay = 7,
when the azimuth of that blade is such that ¢ = ¥k, then the demodulation
is performed based on the data collected on the last 27 swept by the same
blade. Then for the following A, from g up to ¥, the HHC pitch
control based on the amplitudes found through demodulation at ¢k is applied
by the actuator of the considered blade.

Concerning the demodulation operation, the current estimate of the sine
and cosine components of the i-th harmonic amplitude, labeled respectively
ai’f and aif, can be computed by projection as

) VK
o = — /w 4(ap) sin(i))dy,

.

TR S —2mNp (4.9)
==/ " aw) cosi)ay
Qpr = —— a Ccos(? ,
B aNR Jy—2mnn

where the integrals, extended over the last Ny revolutions, can be easily
evaluated using the classic trapezoidal rule.
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Figure 4.2: Graphical definition of the azimuth spans considered for signal
sampling and for HHC control application. Example with Ngp = 1 and
Ay = 7.

Model Identification

In order to identify a suitable linear model to be used for control calculations
it is necessary to run an offline identification process. The idea pursued
in the framework of HHC is that of finding a linear relationship between
selected harmonic amplitudes of the pitch input and of the target load. The
input-output model takes the form [92]

zg =T (U)bg, (4.10)
where the vector of output harmonics is
Zg = {...,zi’(s,z?(c,...}T, (4.11)
the vector of HHC input harmonics is
bunc, = {...,02°, 83, 2T, (4.12)
and by = {bfjc, 1}7 its augmented form. Matrix
T(U) = [6(U)z(U)] (4.13)

is the augmented transfer function, that includes the Jacobian ®(U) of
the outputs with respect to the inputs, and the baseline output harmonics
zo(U), which account for the non-HHC related response of the machine. The
notation highlights the fact that these quantities, in general, depend on the
wind speed U, and hence Eq. (4.10) represents a linear parameter varying
model.
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As stated above, input-output models are identified offline. Since the
model typically depends on the wind speed, separate identifications are con-
ducted at a number of trim points of interest, that cover the entire operating
range of wind speeds of the machine. At each trim point, denoted by the
wind speed Uy, | = (1, Ny), model (4.10) is identified by subjecting the plant
to a suitable excitation, recording the response of the machine, demodulating
inputs and outputs, and finally estimating T'(U,) using least-squares. More
details about the identification simulations actually run are reported in the
results paragraph.

Notice that the demodulation of the input is recommendable, because
even if the input excitation is exactly known, it is filtered by pitch actuators
whose dynamic response is usually rather slow. Moreover, the pitch exci-
tation is superimposed to the trimmer control inputs, which are constantly
adjusted to keep the machine well trimmed: this results in small and slow
pitch movements, which nonetheless modify the actual pitch input with re-
spect to the prescribed excitation. These issues can be easily dealt with by
performing a demodulation also of the input signal.

Now consider an excitation phase lasting M rotor revolutions; over the
K-th revolution, inputs and outputs are demodulated as previously explained
using (4.9) with Ay = 27, which yields estimates of the harmonic amplitudes
of the two signals. The input and output harmonics of interest, i.e. those
which enter into the definition of the input-output model (4.10), are gathered
in vectors zx and bymc,, respectively, and stored in matrices as

(4.14)

Minimization of the Frobenius norm || E|| = |/, E7; of the model error

matrix E = Z —T(U,) B, yields the least-squares estimate of the augmented
transfer function at the current trim point:

1
T = in —||E||?=ZB"(BB")™'. 4.1
(1) = arg min | E| (BB') (4.15)

Control Law

The HHC control action is obtained by minimizing the cost

1
J = 5(z};QzK + Abfiyc, RAbunc, ), (4.16)

subjected to the input-output model constraint (4.10). The symmetric
weight matrices @ and R may be scheduled as functions of the mean wind,
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ie. @ =QU) and R = R(U). Vector Abupnc, represents the increment
to the HHC control input in the frequency domain between step K and step
K+1,1ie.

bunc,., = bunc, + aAbuucy, (4.17)

a € [0, 1] being a relaxation factor used for controlling stability and quick-
ness of the controller [94].

Imposing the stationarity of the cost augmented by the constraints with
respect to the input increment, leads to the optimal control policy:

AbHHCK = —(@(U)TQG(U) + R)_IG‘)(U)TQZK, (418)

which is driven by the demodulated loads at the current step, zg.

Wind scheduling is obtained by estimating the current mean wind U
by using a moving average over a window of 10 sec of the instantaneous
turbulent samples provided by an anemometer or a wind observer [23]. The
wind scheduled input-output model is obtained by linear interpolation of the
values stored at the trim points ¢t and ¢ + 1, i.e.

O(U) = (1 = &§)O(U)) +£O(Uit1), (4.19)

where f = (U — Ul)/(Ul+1 - Ul), f € [0, 1]

The optimal HHC input (4.17) is held fixed until the next K step. At
each one of the fast sampling time instants ¢; at which the inner control
loop operates, the HHC control input is modulated back in the time domain,
added to the current input provided by the inner controller, and fed to the
actuators.

It has been already mentioned that the choice of the HHC control update
frequency, i.e. the azimuthal spacing of the K steps, is related to the choice
of the harmonics in the HHC controller, and one should use faster updates
in connection with an increasing number of harmonics targeted by the con-
troller. In the examples shown later in this work, the highest harmonic never
exceeded the 7P, and it was found that K steps could be spaced apart of a
quarter of a revolution. In fact, faster updates did not lead to improvements
in the quality of the results, since enough new measurements are necessary
to generate changes in the estimates of the harmonic amplitudes.

4.2.2 Decentralized and Centralized Implementations
Decentralized Architecture

In the decentralized control architecture, depicted in Fig. 4.3, each blade
operates independently from the other ones under the action of its own con-
troller. This arrangement is suitable when the aim is the reduction of the
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blade loads; notice that, since there is no coordination among the blades in
this case, lower blade loads might not always imply similarly lowered loads
in the fixed system (e.g., at the main or yaw bearings).

The HHC controllers are implemented as previously explained, using har-
monics from 1P up to typically 3P both for inputs and outputs.

The external control loop is implemented as follows. Using the model
definition (4.10), for a given wind speed U (which corresponds to a given
input from the inner trimmer) and given control input bypc,, the harmonic
amplitudes that one should expect to be observing on the blade are

ZEXPx — Zo(U> + G(U)bHHCK (420)

This frequency domain load, modulated back in time using the vector of
harmonic bases and evaluated at the current instant t;, yields an expected

load
zexp (tk) = Zixp, S(U(tk)). (4.21)

In the absence of turbulence, and clearly in the absence of modeling errors
as well, this quantity should match the load measured by the load sensors at
the current time instant.

Hence, any difference with respect to the value provided by Eq. (4.21) can
be interpreted as a fast disturbance generated by turbulence, which should
induce a feedback in the blade pitch so as to try to reject it. The difference
between the current sensor reading Z(t;), low-pass filtered so as to damp the
effect of noise, and the expected value is computed as

Az(tk.) = é(tk) — ZEXP(tk)~ (422)

Based on this estimate of the load fluctuation, the pitch input of the
non-deterministic layer is computed using a simple proportional-derivative
control as

Brp(tr) = —KpAz(ty) — KD%;%)- (4.23)

This additional pitch input is combined with the ones provided by the
inner and middle layers according to Eq. (4.2), and sent to the blade actua-
tors.

Centralized Architecture

The centralized control architecture is depicted in Fig. 4.4. This architecture
is suitable when the aim is the reduction of the loads in the fixed system
(e.g., at the main or yaw bearings). In fact, in contrast to the previous
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decentralized case, the action of the three blades must be coordinated to
give a positive effect on one common target load.

A single centralized HHC controller is used for computing the pitch in-
puts of the master blade (b = 1), while the other blades are commanded
using a cyclic pitch regulation logic. The HHC input vector (Eq. (4.12)) is
represented by the blade pitch harmonics of the master blade. The master
blade pitch input in the time domain is computed as

Bi(te) = Bl s(¥(tr)), (4.24)
where the vector of master blade pitch amplitudes is
B =1{....00. 60 .. 27, (4.25)

and
s(i(ty)) = {1,...,sin(ih (t)), cos(it (tg)), .. .} (4.26)

is its harmonic base vector, with i = (1, Ny). The time-domain pitch of
the other blades is readily obtained as

B(t) = By, s(Wn(tr)), (4.27)

where ¥,(t;) = Y1 (ty) —27(b—1)/B, b = (2, B).

The HHC output vector (Eq. (4.11)) is represented by the harmonics of
the moment components in the fixed system. If the machine is equipped
with sensors that can measure the fixed system load components, then these
quantities can be used directly; on the other hand, if the machine is equipped
with sensors at the blade roots, then the fixed system components can be
computed by using the Coleman’s transformation [86], as shown in Fig. 4.4.

The choice of harmonics of inputs and outputs must be made considering
the filtering characteristics of a rotor [91]. For example, the shaft bending
moment will contain only harmonics at the multiple of the number of blades,
iBP (for example 3P, 6P, etc. for a three bladed rotor), and are controlled
by pitch inputs at i(B — 1)P and i(B + 1)P harmonics (for example, 2P and
4P blade pitch inputs control 3P loads).

The non-deterministic loop is implemented using the formulation pre-
sented in Ref. [86], where two independent single-input /single-output (SISO)
proportional integral (PI) controllers are used for reducing the (d—q) axis [86]
loads, i.e. the fixed system yawing and nodding moment components. If
Z4(tr) and Z,(tx) are the two load components measured on (d — ¢) at time
ti, the fixed system PI pitch inputs are defined as

t
ﬁd(tk) = —Kp?fd(tk) — K[/ ZA’d(T) dT,
b (4.28)

ty

Ba(te) = —KpZq(te) — KI/ Z,(T)dr.

te—17
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The corresponding blade pitch inputs are computed using the partial
inverse Coleman’s transformation C'(ty) as

B, (t)

Ba(ts)
Brp, (tr) p = C(tx) , (4.29)
5ND3(tk) { ﬁq(tk> }

where

cos iy (tg) sin (tx)
C(ty) = | costha(ty) sinq(ty) | . (4.30)
cos s (ty) sins(ty)

These additional pitch inputs are combined with the ones provided by
the inner and middle layers according to Eq. (4.2), and sent to the blade
actuators.

4.3 Results

The example tests were conducted using a 2.5 MW class A wind turbine
(see chapter 1). The inner loop uses a PID feedback term on the collective
blade pitch driven by the rotor angular speed error, while the input torque is
tabulated as a function of the current RPM and requested pitch. The pitch
actuators in the plant simulation are modeled as second order systems, with
a maximum pitch rate of 7 deg/sec. The machine is equipped with blade root
strain gauges, which provide the readings for the load alleviating middle and
outer loops at 20 Hz; when needed, loads in the fixed system are computed
by use of the Coleman’s transformation [35, 86].

As usual, all simulations were conducted using the software Cp-Lambda.

4.3.1 Quality Assessment of the Model Identification
Phase

Input-output models were identified for both the centralized and decentral-
ized implementations of the HHC controller. Pitch signals were obtained
directly from the controller inputs sent to the actuators; this way, as stated
above, the identified model automatically takes into account the pitch actua-
tor dynamics. The identification process was based on simulations performed
in non-turbulent wind conditions, with hub speeds between 5 and 23 m/sec
every 2 m/sec. At each trim condition, the plant Cp-Lambda model was ex-
cited using a modulated pitch input featuring a prescribed harmonic content,
for a duration of fifteen rotor revolutions. The pitch input was generated as
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Figure 4.5: Comparison between plant and identified model outputs (blade
out-of-plane bending moment) for a same excitation, for a trim point at
19 m/sec. Multi-body plant: solid line; identified model: dashed line.

a smooth signal with a different frequency content at each revolution, to
improve the conditioning of the identification process. The response of the
plant was used for identifying the input-output model, using the procedure
described previously. For the centralized case, the nodding and yawing bend-
ing moments measured on the shaft are used. They are obtained by means of
the Coleman’s transformation starting from the lag and flap moments mea-
sured at the root of the blades. If direct measurements of the shaft moments
were available, then the use of Coleman’s transformation would not be neces-
sary, as also stated in [86]. For the decentralized case, flap and lag moments
at the root of the blades are used.

To verify the generality of the identification process, the plant Cp-Lambda
and the identified models were excited with new pitch input time histories,
having the same frequencies as those used for identification but with different
amplitudes and phases. As an example relative to the decentralized imple-
mentation, Fig. 4.5 shows the normalized time histories of the out-of-plane
blade root bending moment generated by the plant and by the identified
model during this new excitation phase. The model shows an excellent fi-
delity to the plant, both in terms of amplitude and of phase. Results of
similar quality were obtained at other trim points, and also for the central-
ized implementation.

A feature of the input-output models identified for the purpose of HHC
control following the procedure specified above is the robustness with respect
to a change in wind. If a model identified for a given average wind are verified
using another wind value the result is not easily distinguishable from that
presented in Fig. 4.5. This is true even for a couple of very different wind



4.3 Results 83

speeds.

4.3.2 Centralized Implementation
Load Reduction in Deterministic Wind

In the centralized case, the target load is chosen as the bending moment
at the low speed shaft cross section located at the interface with the rotor
hub. In steady wind conditions, this load oscillates at the triple multiples
of the rev frequency (i.e. 3P, 6P, etc.). As a consequence, the HHC model
can be synthesized using the 3P and 6P harmonics of the outputs. These
in turn can be controlled by means of cyclic pitch input oscillating at the
2P, 4P, 5P and 7P harmonics of the inputs. The reason for this choice of
identified frequencies in the target loads and in the middle loop control input
is bound to equilibrium and controllability considerations when passing from
rotor loads, like bending moments at the root of the blades, to fixed frame
loads, like the nodding and yawing bending moments on the shaft.

Moreover, even if it can be predicted that only the aforementioned fre-
quencies should be present in the target load, and they should be controlled
by means of some specific control input frequencies, in principle the model
could be identified accounting for a full array of frequencies both in the in-
put and in the output signals. This means that it is possible to excite the
machine with an excitation pitch input featuring all the nP frequencies from
1P to 7P, and the same frequencies can be accounted for in the demodula-
tion of the output. If the load behave as predicted by theory, than only the
multiples of 3P will be present in the target load, and they will be controlled
by 2P, 4P, 5P and 7P. Using this more general procedure it is possible to
capture some coupling effects not predicted by theory, which holds precisely
only in strictly periodic conditions (constant §2) which are never met in real
environment. These couplings are such that some effects of a control input
moving at the 3P and 6P can be seen on the components of the target loads
oscillating at the same frequencies. Of course, even in not strictly periodic
conditions, these coupling effects are much less visible than what is predicted
by theory for periodic conditions. As virtually no improvement in terms of
load reduction can be appreciated using a model identified accounting for
more frequencies than those suggested by theory, the use of more frequencies
has been abandoned, thus reducing the difficulty of the weight tuning pro-
cess. As a result, the control is applied by means of 2P and 4P in the input
to target the load component at the 3P, and by means of the 5P and 7P to
target the load component at the 6P.

As for the LQR control, diagonal weight matrices () and R are used, and
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as suggested above they can be tuned to be functions of the wind speed.
The process of finding out weight values able to provide a good compromise
between the increase in actuator duty cycles and the performance on loads
may be very complicated when accounting for too many harmonics both in
the input and output signals. This issue, typical of many control problems
on MIMO systems, can be solved by manual tuning only if the number of
considered states and controls remains limited. For larger problems, a weight
optimization procedure can be set-up, but the needed calculation time is too
high even for the relatively limited-size case specifically presented here.

After having identified models at a few trim points (specifically, every
2 m/sec starting from 5 up to 23 m/sec), as previously explained, simulations
were carried out in constant-in-time winds, so as to perform a first assessment
of the effectiveness of the proposed control architecture in the reduction of
deterministic loads.

The HHC control law was updated four times per revolution (A = %),
using the relaxation factor o = 0.1.

Fig. 4.6 shows the time histories and spectra of the normalized resultant
of the shaft bending moment, for a constant wind speed of 15 m/sec and an
exponential shear layer coefficient of 0.2.

Three control systems are considered here: the collective PID trimmer,
the same PID trimmer coupled to the SISO PI IPC controller of Bossanyi [86]
(termed in the following B-IPC), and the proposed controller (trimmer with
centralized HHC and external B-IPC loop) shown in Fig. 4.4. In this imple-
mentation wind-scheduled gains were considered for the B-IPC loop, to get
an optimized performance with varying wind speed conditions.

The gain selection process, like the model selection for the HHC loop, is
based on a linear interpolation between the closest stored data, and depends
on the measured hub-height wind value averaged on the last 10 sec. The use of
a filtered wind speed is not strictly necessary when working with deterministic
wind fields, but is of great importance in turbulent wind conditions, to avoid
excessive fluctuations of the gains and the resulting noise in the control input.

As can be noticed from the plot of the time histories, the B-IPC controller
nicely reduces the load mean value (see the markers at the null frequency).
From the spectra, the B-IPC is also rather capable of reducing the 3P load
harmonics, but its effect is very limited or even slightly negative at the higher
multiples of rev. On the contrary, the addition of the HHC loop, while still
taking advantage of the good qualities of the B-IPC (in terms of reduction
of the load mean value and 3P harmonic), effectively reduces also the higher
harmonics of the target load.

Besides the performance recorded on the shaft, which is basically the
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Figure 4.6: Normalized time histories and spectra of the shaft bending mo-
ment resultant, obtained in constant 15 m/sec wind with 0.2 power law shear.
Comparison between the effects of the trimmer, of the trimmer operating to-
gether with a B-IPC, and of the multi-layer control. Both time histories and
spectra are normalized to the zero-frequency peak value obtained with the
sole collective trimmer.

same for every mean wind in deterministic conditions, also the side-effects of
this control are totally good on the blade out-of-plane moments (Fig. 4.7).
Even if these are not directly targeted, a huge reduction of the 1P and 2P
peak is achieved, at the cost of a slight increase in 3P, with the multi-layer
controller. The constant value of this load is basically unaffected.

Also power output is left almost totally unchanged.

Load Reduction in Turbulent Wind

Next, simulations were conducted in turbulent wind conditions of category
A intensity for a duration of 600 sec, for mean hub winds between 5 and
23 m/sec [66,74]. To account for some of the slower effects caused by turbu-
lent fluctuations, an estimate of the mean wind was computed using a moving
average of the anemometer reading based on a time window of 10 sec. As for
the deterministic case, the estimated mean wind speed was used for interpo-
lating the models previously identified at the selected trim points.

A representation of the performance of the controllers is provided by the
bar diagrams of Fig. 4.8. The figure refers to a mean hub wind speed of
21 m/sec, and reports the percent change in standard deviation (STD) and
damage equivalent load (DEL) for the blade root and shaft bending moments,
together with the percent change in STD and mean values of generated power.
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Figure 4.7: Normalized spectra of the Nr.1 blade out-of-plane bending mo-
ment in constant 15 m/sec wind with 0.2 power law shear. Comparison
between the effects of the trimmer, of the trimmer operating together with
a B-IPC, and of the multi-layer control. The spectra are normalized to the
zero-frequency peak value obtained with the sole collective trimmer.

For the S-N fatigue slope of the material used for the DEL evaluation, the
value m = 3.5 was used for the shaft loads and m = 10 for the blade loads, as
these are typical values for steel and composite materials, respectively (see
chapter 2).

The figure at left reports results obtained with the sole B-IPC controller,
while that at right shows what happens with the proposed multi-layer con-
troller; in both cases, comparisons are made with respect to the sole collective
PID trimmer.

These plots show significant reductions slightly larger than 40% in both
STD and DEL for the goal quantity, i.e. the shaft bending moment. The
HHC layer brings some further improvement to the performance of the B-
IPC controller, pushing the load reduction to slightly above 45%. In terms
of blade loads, the new scheme and the B-IPC show very similar behavior.
In all cases, the effects on power are quite small, with only a marginal rise in
power STD, and this remains true for any mean wind speed in the full load
region.

A more comprehensive view of the performance gain in terms of shaft
load DEL is provided on Fig. 4.9.

For some wind speeds between the cut-in and cut-out speed values for
the considered 2.5 MW machine, this plot shows a comparison between the
percent reduction of the shaft bending moment DEL obtained with the B-IPC
or with the multi-layer controller with B-IPC and HHC loops. In both cases,
the percent reductions are evaluated with respect to the performance of the
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Figure 4.8: Percent differences (wrt. collective PID trimmer) of some phys-
ical quantities for operation in IEC category A turbulent wind at 21 m/sec
mean speed. Left: collective PID trimmer with B-IPC. Right: collective PID
trimmer with centralized HHC and external B-IPC loops.
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Figure 4.9: Percent performance gains (wrt. collective PID trimmer) on shaft
bending moment DEL for operation in turbulent wind at several wind speeds
between cut-in and cut-out, using collective PID trimmer with B-IPC (left
columns) or PID trimmer with B-IPC and HHC loops (right columns). Pos-
itive gain values correspond to a load reduction with respect to the trimmer.
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trimmer. The advantage given by the HHC loop is noticeable on this specific
performance index for any considered wind speed, but the difference between
B-IPC and multi-layer control is more visible in region II and in region III,
close to the cut-out wind speed. It is noteworthy that even in region II, where
the demanded pitch command is more often limited by a physical constraint
of minimum pitch, it is still possible to get an improvement on performance
with respect to the sole B-IPC by implementing an HHC loop.

Moreover, the B-IPC performs in an increasingly better way moving from
lower towards higher wind speeds, while the improvement given by the HHC
is larger close to the lowest and highest wind speeds, as previously pointed
out. As the control gains of both controllers are scheduled in order to per-
form well at all wind speeds, the variable performance of these control laws
should not be explained with a not appropriate tuning of the gains, but in
particular for operations in region II to the physical minimum limit imposed
to the movement of pitch. The varying performance shown by the HHC for
different winds can be explained with a specific ability of this controller to
thoroughly capture the behavior of the system in particular for some wind
speeds (corresponding to some equilibrium configurations of pitch, torque
and states of the machine), by accounting for the relevant harmonics in the
target loads and for the effect given on them by the considered control inputs.
In other words, the identified model used for the design of the HHC is very
representative of the connection between the considered input and output
harmonics in particular in region II and higher region III, thus allowing the
HHC control to provide a sensible improvement with respect to the B-IPC.

Finally, on Fig. 4.10 it is presented a comparison of the percent difference
of all the considered performance indices weighed on the Weibull distribution
centered at 8.5 m/sec, recommended for the certification class this turbine.
As before, on the left figure we show the results obtained comparing the B-
IPC with the trimmer, while on the right one the comparison is between the
trimmer and the multi-layer controller.

The advantage provided by the HHC loop is more visible on the perfor-
mance indices related to the shaft bending moment, and in particular on the
STD and DEL. Also worth mentioning is the very low difference in power
output between the two considered control systems.

4.3.3 Decentralized Implementation
Load Reduction in Deterministic Wind

In the decentralized case, the target load of the HHC controller is chosen to
be the total root bending moment of each blade. HHC models at different
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Figure 4.10: Percent differences (wrt. collective PID trimmer) of some phys-
ical quantities for operation in turbulent wind, obtained from performances
evaluated at several wind speeds between cut-in and cut-out, weighed on a
Weibull distribution centered at 8.5 m/sec. Left: collective PID trimmer
with B-IPC. Right: collective PID trimmer with centralized HHC and exter-
nal B-IPC loops.

trim points in region III were synthesized using the 1P and 2P harmonics of
both inputs and outputs.

For a constant-in-time wind speed of 15 m/sec and a shear layer exponent
of 0.2, Fig. 4.11 shows the spectra of the normalized blade root bending
moments.

The figure clearly shows that the HHC loop drastically reduces the first
two load harmonics; the third harmonic, not having been included in the
control goals, is essentially unmodified.

Load Reduction in Turbulent Wind

Tests were carried out also on the decentralized implementation, using the
same turbulent conditions described for the centralized case.

Fig. 4.12 shows a bar diagram of the results for a mean hub wind of
21 m/sec, reporting percent changes in blade root and shaft bending moment
STD and DEL, and STD and mean value of generated power. Here the
comparison is between the collective PID trimmer and the proposed multi-
layer controller, featuring PID trimmer with decentralized HHC and external
PD feedback loops, as shown in Fig. 4.3.

The results of Fig. 4.12 should be compared with those of the left part of
Fig. 4.8. It appears that the proposed implementation gives some improve-
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Figure 4.11: Normalized spectrum of the Nr.1 blade bending moment at root
in constant 15 m/sec wind with 0.2 power law shear, for the PID trimmer
operating alone or together with the HHC. The spectra are normalized to
the zero-frequency peak value obtained with the sole collective trimmer.

ment on the blade loads when compared to the B-IPC. This can be explained
by reasoning that, with the proposed approach, the control targets are indeed
the blade loads, while in the B-IPC formulation the controller is designed so
as to reduce the fixed system loads. While reduced fixed system loads imply
reduced blade loads, it appears that larger reductions are possible when the
controller is specifically optimized for targeting blade loads.

The same figure also shows that, since there is no coordination among
the blades in the decentralized case, the fixed system loads are reduced to
a lesser extent than in the centralized or B-IPC cases. This highlights once
again the fact that, if one desires a reduction in the fixed system loads, then
a centralized implementation should be used; on the other hand, if one seeks
a reduction in the blade loads, then a decentralized implementation should
be preferred.

Similar results on the blade moment DEL can be obtained all over the
span between the cut-in and cut-out wind speeds (Fig. 4.13). Notice that the
performance of the controller is better in region III, that is when wind speed
is higher. This is because in this region the limit on the minimum pitch does
not intervene, thus allowing the actuation of the pitch controls exactly as
demanded by the control law.

Here again, the output power performance is virtually unaffected.
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Figure 4.12: Percent differences (wrt. collective PID trimmer) of some phys-
ical quantities for operation in IEC category A turbulent wind at 21 m/sec
mean speed, using collective PID trimmer with decentralized HHC and ex-

ternal PD loops.
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Figure 4.13: Percent performance gains (wrt. collective PID trimmer) on
blade out-of-plane bending moment DEL for operation in IEC category A
turbulent wind at several wind speeds between cut-in and cut-out, using col-
lective PID trimmer with HHC and external proportional/derivative loops.
Positive gain values correspond to a load reduction with respect to the trim-
mer.
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Figure 4.14: Normalized time history (left) and spectra (right) of yaw mo-
ment resultant in constant wind at 15 m/sec, with power law shear 0.2, for
the trimmer and the trimmer operating together with a centralized multi-
layer controller. Both time histories and spectra are normalized to the zero-
frequency peak value obtained with the sole collective trimmer.

4.3.4 Further Results

Up to now, the performance of the multi-layer architecture has been proved
considering the total bending moment on a cross section of the shaft (central-
ized implementation) or the bending moments at blade root (decentralized
implementation). As previously pointed out, the use of the decentralized
implementation is very suitable for targeting blade-specific loads, while the
centralized implementation can be used to reduce load on the shaft or on
any non-rotating part of the machine, provided there exists a relationship
between the target loads and pitch, thus making possible to identify a model
between pitch inputs and the desired output.

One such case is constituted by the yaw moment measured on the interface
between the nacelle and the tower. As it is the case for the shaft bending
moments, the most relevant contributions to the oscillations come from the
multiples of the 3P. Fig. 4.14 shows the time histories and spectra obtained
from simulations with constant wind speed of 15 m/sec and standard shear.
The PID trimmer and the PID trimmer with the superimposition of the
middle HHC layer are considered. The HHC model is based only the 3P in
the target load, and on the 2P and 4P in the control input. As it was the case
with the shaft bending moment, also here it is possible to notice a reduction
of the 3P of the target load.
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4.4 Conclusions

In this chapter we have described a multi-layer architecture suitable for the
control of wind turbines, which has often multiple objectives. The proposed
approach uses distinct control layers to target different control goals, to reflect
the multi-objective nature of the problem.

Three main goals have been identified here, and this has lead to a three-
layer architecture. The first goal is the trimming around a set point and
the load alleviation for gusts characterized by large spatial scales, for which
purposes effective controllers can be designed using collective-pitch/torque
inputs with a variety of methods. The second goal is the reduction of slowly
varying deterministic loads, for which purpose the HHC approach developed
by the rotorcraft community seems to be well suited. The third goal is the
reduction of non-deterministic loads due to small scale spatial and temporal
turbulent fluctuations in the wind, for which an individual blade controller
with quick reaction times is needed.

It was shown that the present algorithm can be implemented in two
markedly different ways: using a decentralized architecture when the aim
is the reduction of the blade loads, or using a centralized architecture when
the aim is the reduction of the loads in the fixed system. In both cases,
the proposed procedures lead to a marked improvement of the performance
obtained with the collective controller.

Many simulations in various deterministic and IEC turbulent test condi-
tions were carried out on the Cp-Lambda model of a 2.5 MW turbine.

The more interesting results of the present investigation appear to be
those obtained with the centralized implementation, especially since fatigue
is usually one of the design drivers for components in the fixed system. In
that case, the addition of the HHC loop is capable of broadening the band of
affected loads with respect to the sole use of the B-IPC controller, which was
used here as a benchmark for comparison. In deterministic winds, the HHC
controller is capable of drastic reductions of the target harmonics, which are
often completely wiped out. On the other hand, at high turbulence intensity
levels the benefits of the HHC controller are less apparent, since loads are
dominated by fast scales which are not captured by the HHC loop, and a
good part of the load reductions with respect to the sole collective pitch
case are due to the B-IPC non-deterministic loop. In between null and high
turbulence, there is a continuous gradation of these effects, with excellent
load reductions for the HHC at low turbulence, that progressively decrease,
but never disappear completely, as the turbulence intensity increases.

Because of the fact that the middle and outer layers work basically adding
a zero-mean contribution to the pitch input, in no case there is a significative
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detrimental effect of the proposed centralized controllers on the power output.

More results obtained from the decentralized implementation show a good
performance of this control architecture with respect to the reference when
looking in particular at the effects on the blade loads, for the greatest part
of the envelope of operating wind speeds.

In this case the power output is still not affected, as a result of the small
contributions given by the intermediate and outer layers to the collective
pitch input given by the inner trimming core.

In appendix A a different way to apply the individual pitch control based
on the Coleman’s transformation also accounting for higher harmonics in the
target load will be described from a theoretical viewpoint. Some limited
results in deterministic wind conditions will be shown.



Chapter 5

Cascading Kalman Observers of
Structural Flexible and Wind
States

5.1 Introduction

The aim of this chapter is to illustrate a Kalman-based formulation of ob-
servers of the structural flexible states used to model and characterize the
motion of the tower and blades. Moreover, the formulation of an observer
for the wind states based on the knowledge of the observed structural states
will be described. As the wind observer operates based on the signals ob-
tained from the observers of the structural part, in this scenario the observers
operate as sequential stages in a cascading architecture.

As stated in the introduction (chapter 1), the motivation for the proposed
observers is to provide estimates of these states to be used by advanced
control laws. For example, knowledge of the tower fore-aft and side-side
motions as well as of the blade flapping and lagging can be profitably used
for designing sophisticated individual-blade control laws, so as to alleviate
fatigue and gust-induced loads.

In the proposed architecture an assumed modal basis approach is used,
and the flexible states reconstructed by the observers are represented by
modal amplitudes and velocities of tower and blades. With estimates of these
states made available by the proposed observers, one can synthesize model-
based control laws which account for the aero-elastic response of such states.
As an instance, the knowledge of the fore-aft displacement and velocity of
the tower head is necessary to implement the LQR trimmer described in
chapters 2, 3.
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Furthermore, knowledge of the instantaneous over-the-rotor wind distri-
bution can be exploited so as to explicitly account for this information in the
pitch and torque control of a wind turbine. For example, knowledge of the
current wind vertical and horizontal shear, as well of the vertical and lat-
eral wind components can be profitably used for reducing oscillatory loads.
Clearly, this information is of potential crucial efficacy in the design of con-
trol laws since it plays a central role in the determination of the aero-elastic
response of the machine; however, the same information on the wind spatial
distribution can not be obtained by the onboard anemometer, which can only
provide mean hub-height wind values and is also disturbed by interactions
with the rotor stream-tube and the nacelle, nor it can be easily obtained
by other practical means. Although wind observers have been previously
described in the literature [50], these provide only hub-height estimates, i.e.
constant over-the-rotor wind values. While this information is useful and can
be profitably used, for example for scheduling the control gains in terms of
the wind speed, it does not account for important effects on the aero-elastic
response of the wind turbine due to wind nonuniformity. The proposed wind
observer tries to remove these limitations, by reconstructing a more complete
picture of the instantaneous over-the-rotor wind distribution.

Another potential application not directly related to the measurement of
the instantaneous wind components and to control, is that of better char-
acterize the wind in the location chosen for a turbine. For instance, from
prolonged observations it may be found that an average vertical wind com-
ponent or a vertical shear of given intensity tend to show up in the incoming
wind field. They might be given by the characteristic orography of the place
where the plant has been placed, or by the effect of the wake of other tur-
bines. This information may be of use to appropriately place a group of wind
turbines.

In the proposed approach, estimates of all unknown states are obtained
by a cascading series of Kalman filters. A first filter is responsible for the
reconstruction of the tower states. A set of governing equations is obtained
by expressing the accelerations sensed by accelerometers placed along the
tower in terms of an assumed modal basis. At each time instant, the filter
first predicts the tower flexible states by integrating forward in time the
governing equations, and then corrects the predictions using the readings
of a set of strain gauges, also placed along the tower length. This filtering
approach accounts for the presence of noise in the measurements of both the
accelerometers and the strain gauges. For reducing the need for tuning of
the filter covariance matrices, an adaptive filtering approach is used, which
reconstructs the noise statistics by keeping in memory a buffer of past values.

A second set of parallel filters operates in series to the tower filter, with
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the goal of reconstructing the flexible blade states. For each blade, the accel-
erations sensed by accelerometers placed along the blade span are expressed
in terms of the assumed modes of the blade, and of the accelerations trans-
mitted by the tower; this last piece of information is at this stage known
from the first filter. The filters predict the flexible blade states by integrat-
ing forward in time the resulting equations of motion, and then correcting
the predictions based on readings provided by strain gauges.

The filters are formulated so as to be able to operate with an arbitrary
number of sensors, under the constraint of observability of the reconstructed
states. However, to keep the number of necessary sensors to a minimum,
which is important for reasons of simplicity and applicability in real environ-
ment, the filters can operate with one accelerometer and one strain gauge
for the tower and for each blade, which is a practical configuration already
available on many instrumented wind turbines.

A wind state estimator is here formulated by considering that the flexible
rotor of a wind turbine is a sophisticated “sensor” which spans the rotor disk
and responds to the temporal and spatial variations of the wind blowing on
it. By proper interpretation of the turbine response, one can infer the wind
blowing on the rotor.

In this work, the spatial wind distribution is approximated using a simple
model which accounts for mean hub wind, vertical and lateral shear, wind
direction and vertical wind component. These unknown wind parameters are
promoted to the role of dynamical states and are identified online using a
third adaptive filter operating in series with the tower and blade ones. To this
end, a wind turbine reduced model is used which accounts for the coupled
dynamic equilibrium of drive-train, tower fore-aft and side-side motion, and
elastic blade motion. At each instant of time, an adaptive extended Kalman
filter estimates the wind states by enforcing in a stochastically optimal sense
the satisfaction of the reduced model dynamic equilibrium equations. This
is obtained by regarding the wind states as the sole unknowns of the model
governing equations, whereas all control inputs and states are either available
by readings of the onboard sensors or known through the estimates provided
by the structural flexible state observers.

The proposed methodology is demonstrated as usual in the Cp-Lambda
simulation environment. Extensive simulations in gusty and turbulent wind
conditions demonstrate the ability of the proposed observers to identify with
good accuracy both the flexible response of the machine and the spatial
characteristics of the wind.
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5.2 Formulation of the Observers

5.2.1 Notation

To derive the equations explaining the analytic base of the observers with
mathematical rigour a suitable notation must be introduced.

A generic triad is indicated as A = {a1, as, a3} and centered at point A,
where a;, 1 = 1,2, 3, are mutually orthogonal unit vectors.

The notation (-)* denotes components of a vector or tensor in triad A.
If R4 .5 is the rotation tensor which brings triad A into triad B, then the

components of a generic vector v in the two triads are related as v =

av®, v8 = aTvA, where o is the direction cosine matrix, o = Rjﬁs =
R5_;, a’a = I. Since the components of tensor R4_.5 are the same when
measured in either A or B, the use of the component superscript for rotation
tensors is typically avoided, unless its components are measured in a triad
other than A or B.

The notation vy is used to indicate the skew-symmetric tensor associated
with vector v, and (-)7 as usual to indicate the transpose operation.

The symbol () = d - /dt indicates a derivative with respect to time ¢,
while the symbol ()" = d - /d¢ indicates a derivative with respect to the
curvilinear coordinate £ € [0, L] measured along the beam reference line, L
being the beam length.

The angular velocity of triad B with respect to triad A is noted wp; 4,
where Rz = wg saX R 4_.p. The curvature of triad B with respect to triad
A is noted cp/4, where Ry g = cpg/a X Ry_p.

5.2.2 Observer of Structural Flexible States of a Wind
Turbine

Tower State Observer

A tower state observer is here formulated by first expressing the accelera-
tions sensed by accelerometers placed along the tower in terms of unknown
modal states. The solution of the resulting equations of motion results in
predicted modal states, which are then corrected based on the readings pro-
vided by strain gauges. This prediction-correction approach is implemented
by a Kalman filter which accounts for noise in the measurements.

Consider the wind turbine tower depicted in Fig. 5.1. An accelerometer is
placed on the tower at a location identified by the abscissa £p measured along
the tower axis. The undeformed tower configuration at that location along
the span is described in terms of a local body-attached triad P, centered
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Figure 5.1: Reference frames for the tower observer.

at point Py, while the deformed tower configuration is described by a body-
attached triad P centered at point P. Furthermore, an inertial frame of
reference is denoted by a triad of unit vectors Z centered at point 1.

The components of the acceleration in the body-attached frame, af, /7> are
sensed by the accelerometer which yields a reading a,.. p affected by noise
maccl:

Aacc P = a',,;/l' + Mace. (52)

The tower deformation is now modeled using N assumed mode shapes,
whose components in Z we assume to have been obtained by using some
finite element software. This way, the inertial acceleration components at
the accelerometer location can be computed as

N
apr = Z ®7 (Ep)0s, (5.3)
i=1

where ®7(¢) are the components in Z of the i-th tower displacement mode
shape, ¢; its associated unknown modal amplitude and v; = ¢; the unknown
modal velocity.

I'Notice that, when using an accelerometer located in the nacelle, the sensed acceleration
components are

QaccP = a%/z + Macce, (51)

where ) is the nacelle-attached yawing triad, which are however readily transformed
into the P triad as a?/z = Rgﬂya%/z, Rp_.y being a planar rotation of yaw angle 6
about the t3 axis (see description of reference frames in 5.2.2 and cf. Fig. 5.2).



100 Cascading Kalman Observers of Structural Flexible and Wind States

On the other hand, the components of the acceleration vector in the
inertial frame can also be written as

at; = Rz _papz, (5.4)
where the rotation tensor from triad Z to triad P is
Rl'ﬂp = R’POHPRIHPW (55)

For a straight tower, as it is often the case, the rotation tensor from
the inertial to the undeformed frame is R;_.p, = I. Furthermore, the rel-
ative rotation tensor which accounts for the tower deformation, given that
mode shapes describe small motions about the reference configuration, can
be expressed in the following linear form

N
Ry p =T+ ()_O1(Er)a),. (5.6)
i=1

where ©7(¢) are the components in Z of the i-th tower rotation mode
shape. For shear undeformable beams, the rotational modes are simply the
derivatives of the displacement modes with respect to the curvilinear abscissa

€.

Using now (5.3) and (5.4), together with the given definitions of sensed
acceleration and rotation tensors, we obtain the acceleration components at
point P as

S @7 = (I+ (X O (Er)a), ) Rem (@ucr ). (5.7)

Consider now N,.. accelerometers located in the set of points S,.., and
define the 3N,.. x N matrix

A= [(I)zz(gp)h P e Sacc; 1= 17 ceey Nacc, (58)

and the 3N, X 1 vector a = {...,a,g‘;z, . }T with P € S,.., where
the expression for a% /7 1s given by the right hand side of (5.7). Defining the
modal amplitude ¢ = {...,q;,...}T and velocity v = {...,v;,...}T vectors,
the modal equations of motion are obtained using least-squares on (5.7) as

g=", (5.9a)
v=(ATA) ! Aa. (5.9b)
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Consider now a strain gauge placed at a location identified by the ab-
scissa g along the tower axis. The body-attached triads in the reference
and deformed configurations are Q, centered at )y and Q centered at @,
respectively. The curvature components in Z of the deformed beam at that
location are

Co/T = €oy1 + €o/0, (5.10)
where the curvature due to the tower deformation can be expressed as
N
CIQ/QO = Z @;I(fc?)%- (5.11)

i=1

On the other hand, the same curvature components can be computed as

co/0, = Rr-0¢5)q,: (5.12a)
N

= (I+ (Z@f(EQ)%)X)RzHQch/QO, (5.12b)
i=1

so that the local body-attached curvature components are

v
30, = Bi g, <I + Z O7 (¢q)ai) ) Z O (£0)gi (5.13)
These components are sensed by the strain gauge which yields a reading
Csq ¢ affected by noise n,, i.e.:
Coz ) = cg/go + Mg (5.14)

Considering Ny, strain gauges located in the set of points Sy, we can
define the 3Ny, x 1 output vector

T
y:{._.,cg/%,...}T, Q € S, (5.15)
where the expression for cg /0, 18 given in (5.13), and measurement vector
z={...cho -}, Q€S (5.16)

The equations of motion (5.9) together with the output and measurement
definitions (5.15,5.16) represent a set of states-space equations for the tower
observer, which can be written in the following compact form

&= f(x,u,m), (5.17a)
y = h(x), (5.17b)
z=y+n, (5.17¢)
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where the state vector is
x = {q", v}, (5.18)
while the input vector
u={..,al p ..}, (5.19)

with P € Syee, the process noise vector m = m,.. (which here is in
reality due to the accelerometer measurement noise), and the (strain gauge)
measurement noise vector n = M.

State Estimation by Adaptive Kalman Filtering

The state estimation problem (5.17) can be solved with a number of filtering
approaches. The Kalman filter is an optimal estimator for unconstrained
linear systems with normally distributed process and measurement noise,
while for nonlinear problem various methods have been proposed, including
the extended Kalman filter, the unscented Kalman filter, the sigma point
and particle filters [96]. In this work we use the extended Kalman filter,
which amounts to an approximate generalization of the Kalman filter to
nonlinear systems obtained by linearizing the system dynamics at each time
step. Theoretical results on the stability and convergence of this approach
are discussed in Ref. [97].

The equations of motion (5.17a) are integrated on each sampling interval
[tr, ter1] to yield a state prediction @y, together with its associated output
vector gy from (5.17b). Next, at each sampling instant the state predic-
tions are improved based on the innovations, i.e. the difference between the
measurements z;,; and the predicted outputs yi.1, as

Tit1 = Thr1 + Ki1 (Zrp1 — Yn) (5.20)

where K} is a time-varying gain matrix, which is propagated forward
in time together with the state estimates based on the covariances of the
estimation error, and of the process and measurement noise.

The latter two quantities are crucial parameters which govern the con-
vergence behavior of the filter. To alleviate the need for careful tuning of
these parameters, we use in this work an adaptive filtering method. The
basic idea is in this case to reconstruct on-line during filtering the process
and measurement noise statistics, keeping a buffer of past values to extract
noise samples [98].
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In our implementation, the measurement time histories are preprocessed
using zero-phase digital filtering [99] before being passed to the Kalman filter,
so as to remove the frequency components which are outside of the band of
the adopted modal basis.

Rotor State Observer

A rotor state observer is formulated similarly to the tower state observer.
First, for each blade, the accelerations sensed by accelerometers placed along
the blade span are expressed in terms of unknown blade modal states. These
accelerations also depend on the tower states, which are however known from
the previously described computational procedure; therefore, the rotor state
observers operate in series with the tower observer. The integration of the
resulting equations of motion provide predictions of the blade modal states.
Next, the predictions are corrected by using the readings provided by strain
gauges placed along the blade span, using a Kalman filter.

Undeformed
blade

Y2

Deformed
tower

i3
Al

Figure 5.2: Reference frames for the blade observer.

Consider the wind turbine schematic configuration depicted in Fig. 5.2,
where a single blade is shown for clarity. An accelerometer is placed on the
blade at a location identified by the abscissa £p measured along the blade
axis. Similarly to the tower case, in order to express the acceleration at that
location, it is necessary to describe the blade configuration with the help of a
cascading series of frames of reference, which are described next. The known
tower states are indicated with the notation ¢;, and v;,, where the subscript
()¢ is used now to indicate tower quantities and the subscript (), for blade
related ones.
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1. At the tip of the tower, a tower-attached triad 7, centered at point Tg
describes the tower tip undeformed configuration, with Rz_.z, = I for
a straight tower.

2. The deformed tower configuration is described by triad 7 centered at
point T', where

Ny
TJZ”OT = Z ‘I)i ()G, (5.21a)
i=1
Ny
Ry =T+ (D> Ol ()i, (5.21D)
i=1

3. The yawing nacelle-attached triad Y = {y1, yo2, y3} is centered at Y =
T and it is obtained from the 7 triad through a planar rotation of yaw
angle # about axis t3.

4. The shaft-parallel nacelle-fixed triad S = {s1, 82, 83} is obtained from
the Y triad through a planar rotation of angle —v about the y, axis,
where 7 is the rotor uptilt angle.

5. The hub-fixed rotating triad H = {hy, he, h3} is obtained from the S
one by a planar rotation of azimuthal angle ) about the s; axis, and
centered at point H.

6. The blade-root-fixed triad B = {by, by, b3} is obtained from the H
triad by a planar rotation of blade pitch angle 3 about the hg axis, and
centered at point B = H.

7. The undeformed blade configuration is described in terms of a local
body-attached triad Py centered at point F. The rotation Rp_.p,
accounts for blade pre-cone, twist and sweep at that location along the
blade span.

8. Finally, the deformed blade configuration is described by a body-attached
triad P centered at point P. The blade deformation is modeled using
N, assumed mode shapes, whose components in the blade-root pitching
triad B we assume to have been obtained by using some finite element
software. The relative displacement and rotation components account-
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ing for blade deformation are, respectively,

Ny
T']BDOP = Z i’i (€P>Qb¢7 (522&)
=1
Ny
Rp_p =1+ () Op(r)a),, (5.22b)

=1

where ®} (€) and O} (€) are the components in B of the i-th blade dis-
placement and rotation mode shape, respectively, and ¢, the associated
unknown modal amplitude.

We assume that the nacelle yaw angle 8, rotor azimuth ¢ and blade pitch
(8 are known at each instant of time from onboard sensors, together with
their times rate of change, possibly obtained by finite differences.

Similarly to the tower case, the components of the acceleration in the
body-attached frame, a% /7, are sensed by the blade accelerometer which
yields a reading a,.. p affected by noise my,e.:

Qoecp = ag/z + Migee. (5.23)

Since the blade mode shapes are computed in the blade-pitching triad B,
it is convenient to express the acceleration in that same triad, which, given
the cascading reference frame definitions above, can be written as

alli/z = ag/z + ag/s +2 wg/z x ”g/s + (wg/Ix + ‘*’g/z xwg/zx>rgp~ (5.24)

The term ag /7 can be readily expressed in terms of known tower quanti-
ties as

Ny
ag/z = Rg_»s ( Z ‘I’tzi (&), + (wfz/z x T WJI;/I Xwgi/Ix)RIHyrgH) , (5.25)

=1

where
Ny 0

Wyr =) O, +0R1_y ? ; (5.26)

i=1
and the rotation tensor components are

cl —ch O

N
R .y = (I + (Z @tI,L- (fT)thi)X>RIHTO (309 809 (1) , (5.27)
i=1
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where s = sin and ¢ = cos, and
RI—>B - RI—Q;Ry—»B, (528>
with
cycfB —syswsfB —cysfB—syscf —svycy
Ry 5= cis B ce —s¢ |, (5.29)
sycfB4+cyssfB —sysfB+cysyvcef cycy

The terms v% /B and a? /5 are simply

Np

vEs =D B (Ep)us, (5.30a)
=1
Ny

afs = O (Ep), (5.30D)
=1

whereas the angular velocity wg /7 can be obtained as

Nt
wg/z = fhg + QR _shi + 0RT_4t3 + Ry Z ©7 (&r)iy,  (5.31a)
=1

Qcf+0( syclB+cysysp) N
= —Qsﬁ—l—é(—sysﬁ—l—cvszﬂcﬁ) +RLBZ®£(§T)%.
B+0cvycy i=1
(5.31b)

Inserting these expressions into (5.24), we find

Ny Ny
D @5 (Ep)in, = —2whr X > BP (Ep)vs—
=1

=1
Ny

(wg/z x T wg/wag/I <) (Tgpo + Z ‘I’i (&p)a,)+
i—1

Ny
(I + (D O5(Er)a) ><>RBH7)O(a’aCCP — Mace) —
=1

Ny
R%WHB ( Z (I)tI, (£T>ﬁtz + (wJI}/I x T wJI)/I waI)/IX)RIHyr%jH>' (532>

i=1
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Similarly to the tower case, consider now N, accelerometers located in
the set of points Sy, . on the blade, and define matrix

Ay = [®;(&p)], PE€ S, i=1,...,Np.., (5.33)
and vector a;, = { - ,agjg, .. }T with P € S,,cc, where the expression

for a /5 1S given by the right hand side of (5.32). Defining the blade modal
amplitude g, = {...,q,,...}" and velocity v, = {...,vy,,...}7 vectors, the
modal equations of motion are obtained using least-squares on (5.32) as

gp = vy, (5.34a)
’l')b = (A;;FAb)_lAbab. (534b)

Consider now a strain gauge placed at a location identified by the abscissa
o along the blade axis. As for the tower case, we find here that the local
body-attached curvature components are

Nb 1 Nb
S0, = Bho,(T+ (X OF(E)a),) D O (m,  (5.39)
=1 1=1

which are sensed by the strain gauge yielding a reading cg, ¢ affected by
noise MNg,:
Coe@ = cg/Qo + Ngg. (5.36)

Considering N, strain gauges located in the set of points S, along the
blade, we define the output vector

w={..co -} QES,, (5.37)

where the expression for 08 /0, 1s given in (5.35), and measurement vector

z={..,cho .}, QebS,,. (5.38)

The equations of motion (5.34) together with the output and measure-
ment definitions (5.37,5.38) represent a set of states-space equations for the
blade observer, which can be written in the following compact form

xy, = fi(p, up, my), (5.39a)
yp = hy(xy), (5.39b)
Zp = Yp —+ Ty, (5390)
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where the state vector is

2 = {ql o]}, (5.40)
the input vector
w,=1{...,al p, ..., &} (5.41)

with P € Sp,.. and &; the state estimates provided by the tower filter, the
process noise vector m, = m,.., and the measurement noise vector n;, = Mg

Estimates of the blade states are obtained at each time step using an
adaptive Kalman filter with zero-phase pre-filtering of the measurements,
exactly as in the tower case. Notice that there is one observer per blade;
the blade observers operate in parallel to one another and in series with the
tower observer.

5.2.3 Observer of Wind States

A wind state observer is here formulated by taking advantage of the recon-
structed wind turbine states, available from the previously described tower
and blade flexible state observers, to obtain time-varying estimates of suit-
ably chosen wind states using a wind turbine model. In fact, a dynamic
model of a wind turbine can be expressed in terms of its governing equations
as

Tyt = fwt(Twt, Uy, W), (5.42)

where x are wind turbine states, uy is the wind turbine input vector,
and w = w(r,t) the spatially and temporally varying wind vector. Consider
now a wind turbine model such that its state vector @ is

Tt = {6’,6’,¢,¢,...,ﬁi,ﬁi,...,qf,vf,...,qg;,vg;,...,Tele}T,i =1,...,B,
(5.43)
where T, is the generator torque and B the number of blades, whereas
the input vector is

Uy = {00, .., Biry.. ., T} i=1,...,B, (5.44)

where 6. is the commanded yaw angle, ;. the commanded blade pitch
setting and T;;, the commanded generator torque. At each instant of time
the states are known, either from sensors or from the observers described
above. Similarly, at each instant of time also the inputs are known from the
onboard controllers.

Taking advantage of the fact that both states and inputs are known
in (5.42), one can infer the wind w blowing on the rotor. To this end, it
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is first necessary to introduce a spatial discretization of the wind. A possible
solution is provided by the frequently used wind model given by

wi(r, 1) = (Vh(t) (1+ % H)Vs“) + Vls(t)%
ycos at) — xsin )

H (1) )iv<t>+vz<t>z'3, (5.45)

2R

where z, y and z are coordinates measured along the unit vectors 4,
2o and 23, respectively, of Z. V}, is the horizontal wind speed at the height
z = H of the rotor hub, Vj is the vertical-shear power law exponent, Vis and
Hys are the vertical and horizontal, respectively, linear shear coefficients, R
being the rotor radius. The instantaneous horizontal wind direction is given
by unit vector ,, which forms an angle o = acos(#; - %,,) with unit vector 2,
of the inertial triad Z, while V, is the vertical wind component.

Selecting as unknown wind parameters the hub wind V},, either the power
law exponent V; or the vertical shear coefficient Vi, the horizontal wind shear
coefficient Hyg, the relative wind direction o and the vertical wind component
V., we can define the vector

Tuina(t) = {Va(t), Vo(t)[Vis(t), His(t), (1), Va ()} (5.46)

and write the wind parameterization as w(r,t) = w(Tyina(t))-
A graphical definition of the considered wind states is provided in Fig. 5.3.

Next, the unknown wind parameters @yi,q are promoted to the role of
states, which transforms their estimation problem into a new state estima-
tion one. The governing wind estimation equations in states-space form are
written as

w.wind = Myind, (547&)
Ywind = hwind(wwindy uwind); (547b)
Zwind = Ywind T Mwind- (547C)

Equations (5.47a) represent the wind parameter dynamics evolution equa-
tions, where a process noise term Mm;,q to the right hand side is responsible
for exciting the temporal variations of the wind states. Equations (5.47b)
are the output definition equations, representing the residuals of (5.42):
(5.48)

hwind(wwind7 uwind) = (iwt - fwt(iwta Uy, w(wwind)))dyn eq’
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Lateral shear
u= Vh+H|s X

Vertical shear
u = V,-exp (Vs y)

Figure 5.3: Graphical definition of the considered wind states.

Notice that the residuals are evaluated for the known wind turbine state
T+ and known input u vectors, which can therefore be considered as inputs
to the wind states-space model, i.e. Uying = {21, ul }?. Furthermore, of
the complete set of governing equations (5.42) represented by dynamic equi-
librium and kinematic equations, only the former set depends on the wind w;
therefore, in (5.48), only the dynamic equilibrium set of equations enters into
the definition of the outputs. Finally, equations (5.47c) represent the mea-
surement definition equations. For this special problem, the measurements
at all time instants are simply

Zwind = 0, (549)

which means that we are trying to enforce a null error in the satisfaction
of the dynamic equilibrium equations of the wind turbine model. In other
words, we are trying to find those wind states which satisfy the dynamic
equilibrium equations with the given measured and reconstructed quantities.
Notice that a noise term minq appears in the measurement definitions; how-
ever, in this case this is not a proper measurement noise term but in reality
a process noise one, since it appears as an additive term in the dynamic
equilibrium equations.

The state estimation problem (5.47) is solved here again with an adap-
tive extended Kalman filter. The reconstructed wind states, together with
the elastic tower and blade states, can now be used by advanced online con-
trol laws which this way can explicitly account for this information in their
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formulation.
The overall architecture of the state estimators is shown in Fig. 5.4.

Blade 1
accelerometers
and strain gages

Blade 1 state SACbl

> estimator
Tower Blade 2
accelerometers accelerometers
and strain gages and strain gages :% A
l A vt wlt
Tower state - Blade 2 state Tb, V¥ Wind state Twind [GIZUTEs
estimator Zi’t “ estimator A estimator controller
Blade 3 A 2
ade
accelerometers w:{aﬂ?;:;ed .Tb 1
and strain gages inputs i:bg
B z
Blade 3 state Tp, bs

> estimator

Figure 5.4: Overall architecture of the estimators of flexible tower and blade
states, and of wind states.

5.3 Results

5.3.1 Observer of Structural Flexible States

To illustrate the performance of the proposed observer of structural flexi-
ble states, we consider here the response of the LTW62 wind turbine (see
chapter 1). The tests are conducted within the Cp-Lambda simulation envi-
ronment.

The tower has a strain gauge located at {g = 25 m (L = 58.27 m), and
an accelerometer at its top in the nacelle. Each blade has a strain gauge at
£o =25 m (R = 30.08 m), and an accelerometer at {p = 5 m. All sensors are
affected by errors modeled as white noise with an amplitude not to exceed the
5% of the measured signal. Sensor signals are filtered with a 2 Hz passband
low-pass filter. The adaptive Kalman filters use buffers of 15 past samples
to reconstruct online the noise statistics by means of an adaptive Kalman
algorithm.

At first, we consider the case of the extreme operating gust (EOG) at
15 m/sec [74]. Fig. 5.5 shows the time history of the wind, and the result-
ing rotor angular speed and collective blade pitch (respectively, from top to
bottom).
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Figure 5.5: IEC extreme operating gust at 15 m/sec. From top to bottom,
time history of wind, rotor angular speed and collective blade pitch.

Fig. 5.6 shows, at left, the time history of the blade deflection at the ac-
celerometer location, and at right the time history of the tower tip deflection.
The “true” plant response is reported using a solid line, while the observed
response is shown using a dashed line. In both cases, it appears that there is
an excellent correspondence between the reference and reconstructed states.
The only observable inaccuracy is an offset in the peak response of the blade,
corresponding to the maximum wind speed during the gust.
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°
°

—— Measured N T——Measured
= = =Observed = = =Observed
i

I . . 1 1 . . 1 i
0 5 10 15 20 25 30 35 40 5 0 5 10 15 20 25 30 35 40
Time [sec] Time [sec]

Figure 5.6: IEC extreme operating gust at 15 m/sec. Time history of blade
(left) and tower (right) deflections. Real: solid line; observed: dashed line.

Next, we evaluate the performance of the observer in turbulent wind
conditions. Transient simulations were conducted for a duration of 600 sec
with constant mean hub-height wind speed and Category A turbulence [66,
74]. Fig. 5.7 shows the time history of the turbulent wind in the case of the
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16 m/sec mean hub-height wind speed, and the resulting rotor angular speed
and collective blade pitch (respectively, from top to bottom).

N.1 Blade
Pitch [deg]
2

o 20 40 60 80 100 120 140 160 180 200
Time [sec]

Figure 5.7: Turbulent wind with 16 m/sec mean hub-height wind speed and
IEC category A turbulence. From top to bottom, time history of wind, rotor
angular speed and collective blade pitch.

Fig. 5.8 reports at left the blade deflection time history, and at right the
tower tip deflection time history. As in the previous plots, the plant response
is reported using a solid line, while the observed response is shown using a
dashed line. Here again, the observed deflections match very well the true
ones throughout the entire simulation.
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Figure 5.8: Turbulent wind with 16 m/sec mean hub-height wind speed and
IEC category A turbulence. Time history of blade (left) and tower (right)
deflections. Real: solid line; observed: dashed line.
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5.3.2 Observer of Wind States

In the first examples, the reduced model is implemented with the SymDyn
software [17], and the identified modal amplitudes of tower and blades are
mapped into equivalent hinge rotations. Time histories of generalized wind
states were generated and used for calculating the response of a SymDyn model
of the LTW62 wind turbine. Horizontal, vertical and lateral wind compo-
nents were generated using the Kaimal turbulence model, while the vertical
shear power law exponent and horizontal wind shear coefficient were varied
according to an assumed deterministic time history. Based on this response,
estimates of the wind states were obtained using the Kalman observer. No-
tice that there is no mismatch between plant model and observer model in
the results reported below. Consequently, discrepancies between the actual
and reconstructed wind states are only due to the presence of noise in the
procedure. These preliminary computations were conducted so as to deter-
mine the actual observability of the wind states and to verify the correct
implementation of the software.

Fig. 5.9 shows a sketch of the simulation setup used to test the wind
observer.
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Figure 5.9: Sketch of the simulation setup used to test the wind state ob-
server.

Fig. 5.10 shows at left the time history of the horizontal wind component
of Eq. (5.46), i.e. the hub wind V},, where the actual wind is reported with a
solid line and the reconstructed one using a dashed line. Similarly, the right
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part of the same figure shows the reconstruction of the linear vertical shear
coefficient Vis. In the third figure below it is shown the reconstruction of the
linear horizontal shear coefficient His. Even in this case, the time histories
of these parameters are captured very well by the observer.
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Figure 5.10: Estimation of generalized wind states. Hub wind V}, (left) and
vertical linear shear exponent Vi (right). Vertical linear shear exponent Hs
(bottom). Real: solid line; observed: dashed line.

From this first test phase it was possible to argue that some wind states
are more easily observable than others; this is due to the lack of differences
between the structural response of the plant under some different wind con-
ditions, so that it is very difficult for the observer algorithm to distinguish
the contributes given by different wind states. In particular the lateral shear
H)s and the yaw angle «, as well as the vertical shear Vi (¢) tend to give the
same change in the structural states when changed singularly. As a conse-
quence, considering the observation of these wind states together can result
in visible inaccuracies in the observation results [71]. An assessment of the
observability of the system based on more trials and on the use of Fisher’s
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information matrix has basically confirmed the existence of an observability
issue under test wind conditions where the aforementioned states are ob-
served together [71]. This problem will be analyzed more thoroughly in the
chapter devoted to the observation of the misalignment between the incoming
flow and the turbine (6).

We focused on the most clearly observable wind states for more in depth
testing on the wind observer. In the following examples the response is
obtained using Cp-Lambda, the fine scale aero-servo-elastic model as plant.
Tower fore-aft and side-side and blade flap signals are obtained from the
implemented structural observers and used to feed the wind observer. This
is based on the same SymDyn reduced model equations described above.

In the next example we consider two wind states as unknown, namely the
horizontal speed V}, and the linear horizontal shear coefficient Hys . The first
is set to a constant value of 14 m/sec. Both states are interested by a gust at
15 sec after the beginning of the simulation. A gust on the horizontal shear
coefficient may be used to model a temporary disturbance in the uniform
horizontal wind spatial distribution along a horizontal diameter of the rotor
disc. The results in Fig. 5.11 show a good accordance between the real
and observed wind states values, even if the observed signals are here more
noisy than in the previous observation examples. Good performances can be
obtained through a careful selection of the covariances used for tuning the
Kalman algorithm — even if the various Kalman filters have been implemented
following an adaptive approach, a mild dependence of the observation results
on the initial values of the covariances can be noticed in practice.
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Figure 5.11: Estimation of generalized wind states with cascading structural
and wind observers. Deterministic wind. Hub wind V}, (left) and horizontal

linear exponent Hy (right). Real: solid line; observed: dashed line.

The choice of the tuning parameters is more critical in turbulent wind
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fields. In the following example (Fig. 5.12) the observer is used to reconstruct
the horizontal component V}, of a turbulent wind of Category A intensity with
a mean value of 21 m/sec. The observer performance is fairly good, even if
the algorithm tuning does not allow the reproduction of fluctuations due to
higher frequencies.
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Figure 5.12: Estimation of generalized wind states with cascading structural
and wind observers. Category A turbulence. Hub wind V}. Real: solid line;
observed: dashed line.

Generally speaking, it is possible to notice a growing difficulty in obtaining
good observation results when trying to observe an increasing number of
states. This is particularly apparent when turbulence is involved, for in this
case a fine tuning of the parameters of the wind Kalman observer becomes
of pivotal relevance. A certain difference between the fine aero-servo-elastic
model and the reduced model causes troubles when trying to observe wind
states used to model the wind component in the rotor plane. This can be
solved only by moving to a different set of equations for the reduced model,
that is, switching to a reduced model showing a structural response closer to
that of the more sophisticated multi-body code [100].

Of course, limiting the number of observed parameters may be of great
help in reducing the difficulty of the observation process. In the presented
algorithm, this is equal to adopt a simpler description of the wind, where
some of the wind states are assumed to be known (like the wind speed at
the hub height V},) or constant [71]. A more radical redesign of the whole
observer, aimed at the estimation of the yaw misalignment only is presented
in another chapter 6.
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5.4 Conclusions

Structural Kalman observers for fore-aft and side-side motion of the tower
tip, and for flap and lag motion of the blades have been formulated. Their
implementation in a control algorithm has been used to observe these signal
using sensors applied to a the Cp-Lambda model of the LTW62 multi-MW
turbine.

Good results have been obtained from these observers both in determin-
istic and turbulent wind fields. A Kalman observer for wind states has been
formulated, based on a commonly accepted six states model of the wind field.

This observer has been implemented using the equations of a reduced
model, accounting for blade and tower deformability through springs applied
to hinges connecting rigid bodies. This observer has been initially tested
feeding it with structural signals generated from the same reduced model,
showing good observation performances concerning the horizontal speed and
the vertical and horizontal shear coefficients in particular.

Further testing have been carried out of the complete cascading observer
series, where the structural observers for tower and blade motion have been
used to feed the wind observer. In this testing phase some problems showed
up, related to sensibility of the observation performances to the tuning pa-
rameter of the Kalman observer, even when working with a self-tuning al-
gorithm. Moreover, some important differences in the response of the multi-
body and the reduced model can prevent the cascading observer series from
reconstruct some states. This latter issue can be probably solved selecting
a more sophisticated reduced model, showing a structural response closer to
that of the multi-body model.

In the next chapter an alternative way of observing a smaller set of wind
states is presented, this time not based on a Kalman algorithm.



Chapter 6

Yaw Observer

In this chapter a research activity aimed at the development and verification
of a yaw observer is illustrated. The proposed technology uses loads mea-
sured on the blades of the turbine to infer the direction of the wind. The
yaw measurements are not affected by the usual limitations and disturbances
affecting existing wind sensors. Furthermore, the new observer can be imple-
mented on wind turbines equipped with blade load sensors without the need
for modifications or additional on board devices, and hence at virtually no
cost.

6.1 Introduction

On board wind turbines, yaw control is needed because operation at high
yaw angles causes a number of negative effects. For instance, it reduces the
power available in the wind incident over the rotor with the third power of the
cosine of the yaw angle; for example, operating at 20 deg of yaw reduces the
available power of about 17 %. It changes the angle of attack of the airfoils,
which can further degrade aerodynamic performance in addition to the cosine
effect mentioned above. It generates side-side loads that tend to excite low
damped modes of the machine, thereby inducing loads and vibrations, which
in turn increase fatigue damage to the machine components.

Although it would appear beneficial to operate at low yaw because of the
above reasons, these effects need to be carefully weighed against the cost of
frequent yaw actuation. In fact, yawing the nacelle and rotor of a modern
large wind turbine requires moving a very massive structure (for example
weighing in excess of 150 tons for a typical 3.0 MW machine), overcoming
the static friction in the yaw bearing when initiating the maneuver and slow-
ing down once the new alignment is reached, while limiting gyroscopic and
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aerodynamic loads throughout the whole maneuver. Hence, to reduce cost,
complexity, size and maintenance of the yaw actuation system, its duty-cycle
must be carefully limited.

In practice, such trade-offs between operation in yawed flow and yaw
actuation are translated into control policies that realign the machine only
when the yaw error exceeds a sufficiently large predetermined threshold for
a sufficiently long period of time. The fact that yawing is important for
performance and loads, but must be done only when really necessary because
of the reasons noted above, implies that one would like to have precise and
reliable measurements of the yaw angle, so as to yaw only for the right reason,
of the right amount and at the right time.

Unfortunately, high-quality measurements of yaw are difficult to obtain.
In fact, onboard wind sensors for yaw, typically wind vanes, are affected
by various sources of inaccuracy, including disturbances caused by the rotor
wake and its turbulence, the presence of the nacelle, the periodic passing of
the blades upstream of the instrument, etc. Although most sensors can be
calibrated for compensating these effects, it is well known that the resulting
wind measures are typically not very reliable nor accurate. Furthermore,
existing sensors, even when well compensated for all sources of error, can only
provide point information, usually at hub height. For the very large diameters
of modern wind turbines this limitation can provide for an additional source
of error, and a more global view of the wind direction over the rotor disk
would be more appropriate.

Goal of the present research effort is the development and testing of a yaw
observer that overcomes the limitations of currently available wind vanes,
using only sensors already available on board existing modern wind turbines.
This problem has not yet been successfully solved before. As for the more
complex observer described in chapter 5, the approach proposed here uses the
whole rotor, and more specifically the blade loads, to infer the yaw direction;
hence, the whole wind turbine is used as a large sensor that, responding to the
wind, provides the necessary information for estimating the wind direction
relative to the rotor. This way all limitations of current wind direction sensors
are removed, including the one regarding the localized information that they
provide.

In the following, some theoretical aspects relevant to prove the feasibility
of the proposed yaw observer will be shown first. Then a description of the
actual methodology implemented to practically design the observer will fol-
low. After that, some validation of the proposed design and some simulation
results proving the capabilities of this novel approach will be presented.
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6.2 Theoretical Aspects

The basic idea behind the proposed yaw observer is to postulate the existence
of a measurable effect of a yaw angle between the incoming flow and the
rotor axis on the amplitude and phase of some oscillatory components of
the loads at the root of the blades. When the machine operates in trimmed
conditions under the effect of an ideal constant wind, with standard shear
and aligned to the rotor axis, the loads at the root of the blades oscillate
basically at the frequencies multiple of rev, as a result of shear and gravity.
In that case it is possible to evaluate some characteristic coefficients of the
oscillating signals, namely amplitudes and phases, which will be constant in
time. Suppose now to introduce a yaw angle so that the incoming wind field
would not be aligned with the rotor axis. In the new resulting equilibrium
some values of the characteristic coefficients of the oscillating loads will be
different from before. So, if it is possible to find a connection between the
changes in the value of the coefficients and the change in yaw, then it is also
possible to exploit the knowledge of the coefficients to infer the intensity of
the yaw misalignment. A theoretical proof of the existence of this connection
is provided in the following section, based on a simplified model of the blade.

6.2.1 Equation of the Flapping Blade

To demonstrate the feasibility of the proposed yaw observer it is convenient
to start from a simplified model of the flapping blade. The method used to
synthesize the model is the similar to [101], with some simplifications. Even
if the procedure to build up the model for the scope of this analysis is fully
described here, refer to the reference if more details on the hypotheses or
other aspects of the derivation process are needed.

Basically, the blade is described by a couple of rigid bodies connected by
a hinge allowing only one rotational degree of freedom. To account for the
elastic characteristics of the blade in the flapwise direction, a suitably tuned
torsional spring is positioned at the hinge. The inner rigid body is rigidly
connected to the rotor hub, and rotates around the rotor axis with rotational
speed (). The outer rigid body can be positioned at a non-zero angle in the
flapwise direction with respect to the inner one as in Fig. 6.1.

It is possible to define p — the flapwise angle between the rigid bodies
— as the flap angle. Notice that even if this is a kinematical quantity, after
the completion of the current analysis it will be shown how it can be easily
changed to a root bending load for the scope of this research work.

In the modeling process, starting from real data, the size of both rigid
bodies and the stiffness of the torsional spring can be evaluated to match
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Figure 6.1: Simplified scheme of the flapping blade.

the flapwise deformation and frequency associated to the first flapwise mode
of the blade. Given the undeformability of the rigid bodies, this match will
be investigated in the least-squares sense: the lengths of the bodies and the
stiffness of the torsional spring can be selected to minimize the square error
between the deformed shape of the real blade and that of the model, the latter
being made up of two linear parts each corresponding to one of the two rigid
bodies. In this way, the equation of motion obtained from this model will be
able to describe an approximation of the flapwise motion, namely a modal
approximation truncated at the first mode.

To build up a differential model for the flap angle i of the blade, the loads
exerted on the blade due to gravity, inertia and aerodynamics will be taken
into account. First, an expression for the resultant of the forces exerted
on the blades not due to inertia, which are gravity, reaction forces due to
deformability, and those due to aerodynamics, will be derived.
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Figure 6.2: Definition of the azimuth angle ¢/ and gravity g.
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Let ¢ be the rotor azimuth angle and g the gravity acceleration, taken
positive downwards as in Fig. 6.2. Consider a reference frame as in Fig. 6.1,
with an origin in the hinge point H, bound to the inner rigid body and
rotating rigidly with it. Let 7, be the position vector pointing from the
frame origin H to the center of gravity C'G of the outer rigid body, such that
its components in the hinge reference can be written as

Lg
rg=4 0 . (6.1)
0

Let £, be the stiffness of the torsional spring and M the mass of the outer
rigid body. The total hinge moment my measured in H will be given by the
vectorial expression

Mg coscos 0
My =My + 74 X 0 + 4 kup (6.2)
— Mg cossin i 0

where the moment m 4 is due to acrodynamics and will be characterized
shortly, while the second and third terms on the right-hand side express the
contributions of gravity and blade stiffness respectively. If the axes of the
considered reference are principal axes, the tensor of the moments of inertia
of the outer rigid body measured in H can be written in the diagonal form

Ty = J, . (6.3)

Based on this inertial properties, the vectorial equation expressing the
dynamic equilibrium of the flapping blade can be written as

JH(.;J—FWXJHW:mH—M’I"gX’l'JH, (64)

where vy is the linear centripetal acceleration, as shown in Fig. 6.1.

Now consider only the scalar equation in the direction of the unitary
vector j. By rearranging it in terms of the unknown g and of its time
derivatives f1 and ji, and dividing all terms by the scalar J, it is possible to
get the form

MzgzeR
Jy

mAy o

Jy

k M
-4+ ﬂcosw)u—i—

)%+
Jy Jy

i+ ((1+ 0. (6.5)
The stiffness term of this second-order equation is bound to three terms,

from left to right a centrifugal stiffness term, a structural stiffness term and
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a final term due to the stiffening effect of gravity, which acts at the 1P
frequency. The forcing effect is due to aerodynamics, and still needs to be
written explicitly. To simplify the notation, let the quantities €, w,nr and G
be defined as follows:

_ MzgeR k Mgx,

=2 G= . 6.6
Jy 7wuNR Jy7 Jy ( )

€

Based on these definitions, the equation of the flapping blade can be
simplified into

mAy .
Jy

it (14 6)Q° +wiyg + Geost)u+

0. (6.7)

It is now possible to turn to the modeling of the aerodynamic loads.
Consider a blade element of infinitesimal span, with an aerodynamic cross
section as in Fig. 6.3. Let the angle ¢ be defined between the total wind
speed Ug seen by the profile and the plane of the rotor disc, or equivalently
between the rotor axis and the direction of the lift component exerted by
the flow on the considered profile. The speed Up is given by the composition
of the tangential wind speed Ur, the component in the rotor plane, and the
axial wind speed Up, normal to the rotor plane and aligned with the axis
of the rotor. Let the angle 3 be the blade pitch angle, and the angle a be
the incidence angle, linearly proportional to the lifting force, and such that

a=o¢—0.

Figure 6.3: Blade element profile.

The lifting force exerted on the considered profile can be expressed as
a function of the total speed Ug, the local chord ¢, the local aerodynamic
coefficient Cp /o and the air density p as

1
L= 5pU;cCLaa. (6.8)



6.2 Theoretical Aspects 125

If it is assumed that the angle ¢ be small, then the definition of the
incidence « can be given as

U U
Oz:qb—ﬂ:tan’lU—;—ﬂ%U—;—ﬂ. (6.9)

Moreover, under the latter hypothesis it is possible to assume that
Uz =Up + Uz =~ Uz (6.10)

Following these approximations, the definition of the local lifting force
can be written as

1
L= EPCCLQ(UPUT — ﬁU%) (611)

Notice that the hypothesis of small ¢ by the geometrical definition of
that angle (Fig. 6.3) implies a hypothesis on the incidence « and pitch S,
which must be small too. As « is usually not very high for reasons bound to
aerodynamic stall, this constraint is basically imposed to the pitch angle f3.
Moreover, a small value of ¢ implies that the flap motion of the blade can be
confused with the out-of-plane motion. Speaking of steady state conditions,
this hypothesis can be verified in practice in partial load region II, when the
pitch angle in equilibrium is actually small (recall chapter 2). However, this
assumption is far from reality when the machine operates in region III, as in
that case the pitch angle # can be much higher than zero. So, it is already
possible to forecast a loss of fidelity of this model when working on trim
points at wind speeds above rated.

It is now necessary to specify expressions for Ur and Up as functions of
the states defining the spatial distribution of the wind over the rotor disc.
The wind field can be not uniform because of vertical wind shear, local inflow
effects and of course because of a lateral wind component (cross flow) V4. The
latter is very important in the current analysis, as it may be considered as a
lateral wind component given by a misalignment of the incoming flow with
respect to the rotor axis, and thus strictly related to yaw. In Fig. 6.4 left
the adopted model for the wind shear is graphically described: it is linear
with %cos(1) and modulated by the shear intensity K. In Fig. 6.4 right the
effect of the lateral wind Vj, the inflow (notice the inflow coefficient a) and
the vertical shear are illustrated. Notice that a damping effect fir arises in
presence of a flap oscillation. The inflow effect, which in real environment is
given by the interaction between the incoming flow and the rotor, is modeled
by means of the coefficient @ < 1 applied to the value of the upstream axial
wind speed U.



126 Yaw Observer

"4
Crossflow Linear vertical
/ / wind shear J %
G r

~N U+\UK I cos)

View from

4 above

W Qe=|e—U
Q
v Vosny ar
(l—a)U—UK%cosd) Vo sinypu
Vo sin ¥

(a) (b)

Figure 6.4: Definition of crossflow, inflow and shear effects.

With the provided description of the local wind seen by the generic profile
along the blade span, it is possible to get an expression for Ur and Up as
follows:

Upr = Qr — Vycos, (6.12)
Up = (1 —a)U — jur — Vpsinop — UK}% cos . (6.13)

From Eq. (6.12) the wind speed component Ur laying in the rotor plane
depends on the speed of the rotating blade and on the cross flow V4. From
equation (6.13) the wind component Up normal to the rotor plane depends
on the axial wind component U, weighed by the inflow effect modeled by a,
on the speed of the blade in the flapwise direction due to the flapping rate
[, on the cross flow V and on the effect of the wind shear.

From definitions (6.12) and (6.13), and from Eq. (6.11) it is possible to
provide an analytical expression for the component m, of the aecrodynamic
moment m 4 in the flapwise direction (i.e. out-of-plane direction, for this
can be confused with flapwise direction thanks to the hypothesis of low ¢),
measured at the hinge point H:

R R
my = —/ L cos ¢ cos prdr =~ —/ Lrdr =
0 0 (6.14)

R
1
= —/0 §chLa(UpUT — BUZ)rdr.
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If the geometric and aerodynamic characteristics of the rotor (in terms
of ¢ and Cp, for any position in the spanwise direction) are known, it is
possible to solve the integral (6.14), and, by substituting the result in (6.7),
to complete the description of the dynamics of the flapping blade.

The resulting equation can be rewritten in terms of the azimuthal coor-
dinate ¢ following the hypothesis of constant €2: in that case it is possible
to pass from the time derivative i to the azimuthal derivative u/ by the
definition ;

. G I
p=1v- e Qu'.

By substituting this definition in Eq. (6.7), rearranging and dividing by
the mass coefficient multiplying p”, it is possible to get the equation of the
dynamics of the flapping blade in terms of the azimuthal derivatives:

1 Vpcos
,u"+7(—— 0 d])lu/_}_

(6.15)

8 6 )
+(1+€+<%>2+%005¢+@>H (6.16)
= % (% — g) — cosw%‘_/o <% + %%) + %COS@DU,

where v = % is the Locke number, V, = g—}’% and A = % is the

inverse of the tip speed ratio.

Now, Eq. (6.16) can be solved hypothesizing that the solution be oscillat-
ing at the 1P frequency. Following the hypothesis of constant €2 driving to
this equation and supposing operation in constant wind with the description
of the incoming wind field provided above, this hypothesis on the solution
is not that heavy, even if it explicitly limits the frequency spectrum of the
resulting flap signal. It yields

[t = pio + fi1s SN Y + f1g, COS Y. (6.17)

By substituting this hypothesis into Eq. (6.16) and collecting the terms to
match the harmonic coefficients of the solution g, fi1s, ft1., dropping higher
harmonic terms in the process — that is, any products of sine and cosine
functions by themselves or mixed —, it is possible to get the solving system

F B 0 n v4/2
2B F—1 ~/8 e p=4{ -1 (VOA3 n %) (6.18)
YWo/6 —v/8 F—1 1 0
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where for convenience some terms previously presented have been grouped
as follows:

2
F=1+ <—w“éVR),
A*A b
34
X2 (6.19)
Ag== - L,
2 3
G
B @.

Here F' represents the natural frequency corrected by the stiffening ef-
fect of the centrifugal force, A and Az represent the effect of an horizontal
asymmetric flow, B represents gravity.

Notice the presence in the system above of the two wind states used to
describe a nonuniform incoming wind field, namely V; and K. It is possible
to rearrange the solving system promoting the wind states V, and K to the
role of unknowns in the scalar equations where they appear. By this process
it is possible to get to the following solving system:

. 0 K %/1,10 - (F - 1),uls ' '

Eq. (6.20) is of primary relevance. It states that if it is possible to measure
the harmonic coefficients of the solution u then it is also possible to solve the
system determining 1 and K, provided the system matrix is not singular.
About this latter issue, the equation written for this model assures that the
model matrix is nonsingular in any real operating wind condition, that is
when the three coefficients that are not identically null are not equal to zero.
So, this equation not only shows that there is a straightforward relationship
between the flap motion and the wind states V; and K, but also that the
effects due to changes in Vy and K on the flap motion of the blade are
different from one another, because the two lines of the system matrix are
linearly independent by constitution.

Based on this equation, it is possible to state that the two wind states
have distinguishable effects on the flap motion of the blade. Put in an easier
way, a change in yaw will generate on the measured flap signal at the 1P an
effect which can be distinguished from the effect of a change in shear. This
is crucial, as without this notion the feasibility of a yaw observer could not
be postulated: if the effects of the two wind states were not different, then
a measured flap motion could not be mathematically related to the presence
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of a cross flow instead of a shear layer of given intensity. This issue has been
remarked through practical results and highlighted in chapter 5.

As a final consideration, taking only the second line of Eq. (6.20), which
is not dependant on the shear coefficient K, an even simpler expression for
the cross flow Vj can be found:

- s

Vo=12 (1—F)}{£}. (6.21)

Ho

From the latter equation it is possible to get some further indications
about the feasibility of a yaw observer: it can be seen that the relationship
between the coefficients of the flap solution and the cross flow V;, comes in
the form

fic
i-t@{ o | (622
Ho

where a mild dependence of the coefficients of the model T'(2) from 2 can
be expected, as the first coefficient is constant, while the second depends on
F, the flap frequency modified due to the stiffening effect of the centrifugal
force: the intensity of this effect usually varies only slightly with the rota-
tional speed of the rotor, and so will the coefficients of T'(€2). Moreover, the
wind state V; does not depend directly on the coefficients of the solution ,
but on the ratios ’% and &0 This suggests that V{ is not bound to the
absolute amplitude of the flap angle, but to both simultaneous values of the
normalized coefficients of the 1P solution, and so arguably to the phase of
the measured flap signal.

For the sake of clarity, notice that even if the yaw angle is not explicitly
present in the equation of the flapping blade, the quantity Vj is representative
of the lateral wind V4. Thus it is representative of the angle between the
actual wind field and the rotor axis — what it is here intended as “yaw”.

Now, as previously mentioned, the assumptions made to proceed to the
synthesis of the simplified model described above are sometimes rather strin-
gent. As will be apparent from the next two paragraph, the quality of the
linear model T'(£2) deteriorates quickly as the wind speed is increased above
rated. The reason for that is that in real environment at the higher pitch
values typical of trim points corresponding to higher wind speeds the incom-
ing wind tends to have more and more effect on the edgewise motion, while
the effect on flap angle tends to be less intense. As it will be clearly shown
in the next paragraphs, it is possible to improve the quality of the model at

higher wind speeds by augmenting the array of measurements with measures
of blade lag.
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6.2.2 Equation of the Lagging Blade

The equation for the lagging blade can be derived following the same ap-
proach described above for the flapping blade. The simplified model is graph-
ically presented in Fig. 6.5. The modeling process follows the same procedure
presented for the model of the flapping blade (two rigid bodies connected by a
hinge, stiffness modeled by means of a torsional spring of prescribed stiffness,
etc.).

Figure 6.5: Simplified scheme of the lagging blade. Hinge frame.

Let ¢ be the lag angle. With qualitatively the same passages presented
above, the governing equation for lag, expressed in the azimuthal variable
(i.e. as a function of ¢) in a condition with constant €2, yields

"+ (62 + %cosw + (w?sz) ¢

_ A BN | K- V(B 2p =\
—<2/,L—’)/(§+§)+TUCOS¢+§(§COS¢+§SIH@Z)>%)IM
Gsiny v (A2 AS
T *5(7*?)
—%(ﬂ(/\—l—g)sm@b—l—%cosw)%—%(%%—g)UCOS@b,

(6.23)

where on the left hand side the quantities €, and wenyg are defined like
their counterparts in the flap equation, and on the right hand side a flap-lag
coupling term involving the azimuthal derivative i/ can be found, besides a
gravity term, a term depending on the Locke number 7, namely a steady
lag term (not depending on azimuth angle ¢), a cross flow term depending
basically on the wind state V4, and finally a term proportional to the vertical
shear coefficient K.
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By hypothesizing a solution oscillating at the 1P, as previously done for
the flap equation, so that

¢ = o+ Cissiny + (i cos P, (6.24)

by substitution, dropping the higher harmonics and the flap-lag coupling
effects, it is possible to get the solving equation

"+ (62 + %Cosw + <ng>2> ¢ =

0?2 2 t3) 393 5 \3 T3)Ucosy

: 2
G81n¢+1(/\_ Aﬁ) v BA - cos _ﬁ(% ﬁ) _
2 3

(6.25)
As previously done for the equation of the flapping blade, Eq. (6.25) can
be rearranged into a solving system in the unknowns (g, (15 and (;.. Selecting
the scalar equation where the coefficients V; and K appear, it is possible to

find a new equation to augment the system (6.20), which becomes

—14; -1% 7 2Bpio + (F — 1)pie + ghus
T 0 { b } e P -Dm) b (620
BN SUA 2BGo + (Fte — 1)Cie

where the term Ay = % + g is bound to the asymmetry of the flow, and

Fr =€+ (w%v R)2 represents the lag frequency, accounting for the effect of
centrifugal forces.
The solving system (6.26) comes in the linear parametric form

=
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formally identical to Eq. (6.22), but with an augmented array of mea-
surements accounting also for the normalized lag oscillations at the 1P.

In the next paragraphs it will be shown how using the augmented mea-
surement array, accounting also for lag measurements instead of only ac-
counting for flap measurements, it is possible to identify a model T'(2) of
improved quality, working well also at higher pitch values.
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6.3 Observer Synthesis: Approach by Linear
Model Identification

In the previous paragraph a theoretical support for the proposed yaw ob-
server has been provided. Moreover, the solving systems (6.20) and (6.26)
gave indications about the shape that the model T" should take, and what de-
pendencies of the coefficients on the flow and on the machine characteristics
should be expected.

This proof is of great importance, but on the other hand, the analytical
model previously described is rather simplified and limited, being based on
some hypotheses on the structure of the blade — basically modeled by two
rigid bodies — which are not verified on the slender and flexible blades typi-
cally found on larger wind turbines. Moreover, the hypotheses made on the
solutions ¢ and ¢ — which are said to oscillate at 1P — are restrictive and
acceptable only when the turbine works with constant (2.

So, if on one side the described model allows to make some useful consid-
erations, trying to base the yaw observer directly on the analytical expres-
sions of the coefficients presented above may be not a smart way to proceed,
because the analytical model is not enough close to reality.

However, based on the informations provided by Eq. (6.20) and (6.26) it
is possible to envisage a procedure to get the coefficients of a model between
a given set of measurements relative to the blade and the wind states Vj and
K. From V, it is easy to obtain the measurement of the yaw angle — the
misalignment of the instantaneous wind speed averaged over the rotor with
respect to the rotor axis.

To find the actual coefficients of the linear model, a model identification
approach has been selected. Put in the simplest way possible, a problem of
model identification is that of getting a function connecting an array of mea-
surements to an array of inputs, when the inputs are fed to a generic system
whose output are the considered measurements. If the model is linear, then
the problem is that of finding out the values of the coefficients of the model
matrix T' defining the linear relationship between the two arrays. The model
described previously shows that there exists a linear relationship between V;
and K and the coefficients of the flap motion, at least for low values of pitch
G.

Before describing the actual identification process it is necessary to show
some basic choices operated on the array of measurements, on the model
parametrization and also on the wind states.

Because one of the aims of the proposed yaw observer is that of using
only those sensors which are commonly present on larger wind turbines,



6.3 Observer Synthesis: Approach by Linear Model Identification 133

which include strain gauges but not always accelerometers on the blades —
accelerometers may be needed for the observation of kinematic quantities as
shown in chapter 5 —, the strain measurements coming from strain gauges at
the blade root are considered instead of the flap and lag angles. Moreover,
the measures that are actually used are those of the bending moments at the
blade roots, which in a simulation environment can be measured directly,
while in reality they can be obtained from measures of strain through a
tuning process. It should also be noted that this choice of measurements
makes sense on a real turbine, where the blade gets deformed in a rather
complex way and the definition of a flap (or lag) angle is not so simple as for
the schematic structural model presented above. On a real blade, the loads
at root can be seen as a synthetic way to get an idea of the average effect of
the wind blowing on the blade itself.

As stated above, it is important to remark that the developed model
holds only for constant 2. Given a certain trim condition, it is possible to
characterize it by means of the sole axial wind speed averaged over the rotor,
U, provided there is a trimming control system able to keep the machine at
the value of Q2* prescribed for that wind speed, by means of suitable pitch
and torque inputs. In other words, the hypothesis of constant 2 can be
turned into an hypothesis of constant U if the machine is regulated by an
appropriate control system keeping it at the prescribed rotational speed for
that U. In this fashion, it is possible to identify a linear model parametrized
as a function of the rotor averaged axial wind speed, T(U). Scheduling
the model with respect to U is useful for a better characterization of the
behavior in region III, where € is usually the same for any wind speed (see
chapter 2). Of course, on the real machine both measurements are always
available, making this choice not critical for operations in real environment.

In the theoretical model the incoming wind field is described by means
of the axial wind speed, of the crossflow Vj and of the linear shear coefficient
K. Instead of using the linear shear model it is possible to hypothesize a
more usual power law model. Like the linear model, it is fully characterized
by means of a single coefficient, the exponent of the power law, defined
here as K. This change does not bring in significant alterations to the
considerations supported by the model described previously.

The identification procedure implemented to obtain the coefficients of the
model T'(U) is based on a few steps. First, it is necessary to run a group
of constant wind simulations, where the rotor-averaged wind value U, the
yaw angle and the shear coefficient are kept constant. For any U of interest
several simulations are performed: a set with a given yaw angle and standard
shear coefficient (0.2 as usual), another set with no yaw misalignment and
non-standard values for the shear coefficient. In these simulations a trim-
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ming control system is operative, and keeps the rotational speed €2 at the
prescribed value for the considered axial wind speed. Given the values of U,
) and that of the yaw angle, it is easy to evaluate for each simulation the
real value of V. Moreover, during each simulation the values of the bending
moments at the root of the blades are recorded. Because the machine is kept
trimmed in a constant wind condition, the time histories of the considered
loads will show an evident periodicity. After having completed the simulation
set for the identification, it is possible to post-process the time histories of
the loads, demodulating them at the 1P frequency in order to get the ampli-
tude of the oscillation at the 1P frequency, and in a formally identical way,
demodulating at the OP to find the constant. The demodulation process is
carried out independently on the three blades, based on the integral method

1 U2k
M, = — M (t)sin()d,

km W

R (6.28)
M, = — M (t)cos(y)d,

kﬂ_ ¥

which can be applied on one period of oscillation of the load signal (that
is with £ = 1), or on a larger number of revolutions (k > 1) to obtain a
better filtering effect. In the same fashion, the constant component of the
signal M (t) over the selected demodulation window can be computed as

1 PY—2km

My = ——
0 2k7T P

M (t)d. (6.29)

Subsequently, an average of the resulting 1P and OP amplitudes over the
three blades is calculated, to filter any difference that may arise even in
constant wind conditions due to small oscillations of €2, which is kept under
control by a realistic control system and thus may not be perfectly constant
in time.

After the completion of all the simulations, for any given U it is formally
possible to formulate the following relationship, where the coefficients of the
matrix T'(U) are still unknown:

W =T(U)M, (6.30)
where _ o .
vo} {vo VoY
W = = , 6.31
M, M7 MY
M= | My oMyottoMg (6.32)
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and the number N is the total number of simulations performed at the
same rotor averaged wind speed U and at different values of Vj or shear
coefficient K;. Matrix M will be two rows — as in the previous formula — if
only the flap loads will be accounted for, or four rows if both flap and lag will
be. As will be shown shortly, the number of yaw angle values considered for
the identification process should be large enough to cover a suitable range of
possible misalignment conditions met in real environment. As a result, the
matrix W will not be square. Once all the aforementioned matrices have
been prepared, it is possible to evaluate the coefficients of the model matrix
T(U), by computing the pseudo-inverse of M, as

TU)=WM(MM")™ " (6.33)

From the latter equation it is clearly visible that the model can only be
identified if there exists the pseudo-inverse of matrix M, that is true when
the columns of M corresponding to different values of V and K,; are not
linearly dependant. This is equal to say that only if the two considered wind
states have an effect on the considered measurement array then it is possible
to find a relationship between this measurement array and the wind states Vj
and K. As shown in the previous paragraph, this is one of the key problems
addressed on a theoretical level by the use of a simplified blade model.

It is important to notice that even if the only state of interest is yaw (or
cross flow V5), both the cross flow and the shear coefficient are considered
in the identification process. The reason for that is the necessity to identify
a model able to distinguish between the effects of a non-null yaw and a
non-standard shear. While the quality of the observation of shear will not be
investigated, as the main focus is here on the measurement of a signal allowing
yaw control, in the results it will be shown how following this identification
procedure the quality of the observation of yaw is not touched by the presence
of a non-standard shear.

6.4 Results

In the following subparagraphs the results of the identification process and
some applications of the observer in simulation environment are shown. All
the experiments in simulation environment have been carried out on the
Cp-Lambda model of the 3.0 MW turbine (see chapter 1), equipped with
sensors for the flap and lag components of the bending moment at the root
of each of the three blades.
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6.4.1 Identification Process

In order to identify the coefficients of T'(U) the procedure presented in the
previous paragraph has been used. For any given value of rotor averaged
mean speed U between 3 and 25 m/sec and every 2 m/sec, fifteen 100 sec sim-
ulations with different misalignment angles, ranging from -48 deg to +48 deg
every 8 deg, and shear power law exponent 0.2 have been performed. Besides
them, four more 100 sec simulations for every constant wind U have been
completed with 0 deg yaw and shear exponent 0.4, 0.3, 0.1 and 0.0 respec-
tively. The trimming control system is the baseline full-state feedback LQR,
with knowledge of the tower top fore-aft motion and of the integral of (2,
presented in chapter 2.

In a first trial made to verify the reliability of the information coming
from the theoretical model, an array of measurements M based only on the
normalized 1P amplitude of the bending moments in the flapwise direction
has been used. What can be expected, based on the considerations presented
in the previous paragraphs, is a good general identifiability of the model for a
broad range of wind speeds from the minimum (cut-in) up to lower region I11,
while some loss of quality in the model can be expected as pitch is increased
for trim points at higher wind speeds towards the cut-out value. The results
presented on Fig. 6.6 show a comparison, for U of 7 m/sec, 15 m/sec and
25 m/sec, between the values of V; imposed during the simulations performed
to identify the model (reported on the horizontal axis) and the values V'
obtained from the identified model, that is, from the multiplication of the
array of the normalized 1P amplitudes M obtained from the simulation and
the model matrix T'(U). If the identified model was perfect, the values of the
imposed (real) V; should be equal to those of the observed Vj: the resulting
theoretical line is reported in red on the following graphs (solid line). The
actual reconstructed values V" are reported as blue squares for each imposed
value Vj.

Fig. 6.6 clearly matches predictions, as for lower wind speeds U, that is in
region I and in lower region III, the observer works fine. On the other hand,
for increasing wind speeds the quality of the model shows a negative trend,
ending up in a total failure at the highest considered wind speed. This means
that the effect of the yaw angle is decreasingly visible on the normalized 1P
amplitude of the flap moment signal as U increases.

Based once more on the considerations presented above, a new identi-
fication trial is performed based on an augmented array of measurements,
where the sine and cosine amplitudes at the 1P of the lag moment at blade
root, normalized by its constant component, are added to the normalized
amplitudes of the flap moment. Fig. 6.7 shows how the quality of the latter
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Figure 6.6: Test of the identified model based on normalized 1P amplitudes
of blade flap moments. (a) 7 m/sec. (b) 15 m/sec. (c) 25 m/sec.

model is better even at higher wind speeds.

6.4.2 Observation Results

The model matrices, stored as functions of U, can now be used to provide
a measurement of the yaw angle between the incoming wind and the rotor
axis in operating conditions. To test the quality of the reconstruction, a
set of increasingly demanding simulations has been carried out. In all of
them a time history for the yaw angle is imposed. From that, and from the
instantaneous values of the wind speed U, measured by the anemometer,
and €, it is possible to evaluate the real V), which can be compared to the
observed Vj. The results presented in the following paragraphs were obtained
from an observer based on the measurement of both flap and lag loads at
blade root.
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Figure 6.7: Test of the identified model based on normalized 1P amplitudes
of blade flap and lag moments. (a) 7 m/sec. (b) 15 m/sec. (c) 25 m/sec.

Constant Wind Speed, Variable Angle

A first set of simulations was performed with constant wind speed from 3 to
25 m/sec every 2 m/sec, with a yaw angle kept at different constant values
for time spans of 40 sec, connected by ramps of 10 sec. In a first phase only
yaw is changed. To make sure that there is not any interference of the shear
value on the yaw reading, in a second phase yaw is kept constant at a not
null value, while shear is changed according to a time history made up of
constant values connected by ramps. In Fig. 6.8 the result for a simulation
at 15 m/sec is reported. It clearly shows that the reconstruction based on
the model previously identified allows to follow the movements of yaw with
virtually no delay. Moreover, after 550 sec, in presence of a variable shear
coefficient, the estimation of yaw is still rather good.

On the load plot (bottom quadrant) of Fig. 6.8, it is possible to see the



6.4 Results 139

=
o
T

Hub Wind
[m/sec]

a

100 200 300 400 500 600 700

Yaw [°]
A s
[eNeoNeNoNe)

100 200 300 400 500 600 700

Shear [-]
o o
N »

100 200 300 400 500 600 700
— 01
LN i
s 0 Real
@ - = = Observed
> 01 I | | 1 T J
100 200 300 400 500 600 700
5T
g% firinmiin Lag |
=0
@ 100 200 300 400 500 600 700
Time [sec]

Figure 6.8: Observation results with constant U and variable yaw angle and
shear. Time histories of U, shear coefficient K,;, yaw angle, Vj real and
observed, Nr. 1 non-dimensional blade flap and lag moments at root.

large contribution of the 1P oscillatory component to the time history of the
loads. This can be confirmed by a spectral analysis, as shown in Fig. 6.9,
where a portion of the time histories of the loads at the root of Nr. 1 blade,
presented in Fig. 6.8, has been used. Here the peak at the 1P is larger
than those corresponding to higher frequencies by about two orders of mag-
nitude. Recall that the observer is based on a model identified considering
only the 1P frequency in the blade loads. The frequency separation between
the oscillatory components at the 1P and those at higher frequencies is of
help to get high-quality observation results in this condition. Nonetheless,
as witnessed by good observation results in turbulent conditions (see the fol-
lowing paragraphs), where the load spectra are obviously more disturbed,
a reduced difference between the peak at 1P and the following peaks, as
well as a less marked frequency separation between oscillatory components
of blade loads, do not hamper the performance of the observer. The choice
of the demodulation process based on the integral method and making use of
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the azimuth variable v instead of the rotational speed proves very useful in
catching the desired 1P component of the load also in conditions of variable
Q (see Eq. 6.28), while suitable filtering techniques are able to limit the pol-
lution of the observation results due in particular to a diminished frequency
separation between peaks at frequencies close to each other. For now, i.e.
in deterministic and piecewise constant wind conditions, the use of filtering
techniques is not required.

Flap

- - -lag

Bl.1 Moment @ root [-]

Frlequency [le.]5 : 28
Figure 6.9: Normalized frequency spectra of non-dimensional Nr. 1 blade flap

and lag moments at root, under the wind conditions described in Fig. 6.8,
between 110 and 150 sec.

Piecewise Constant Wind Speed, Variable Angle

To understand the effect of model switching on the performance of the ob-
server, the same time history for yaw selected for the previous trial can be
superimposed to a changing value of wind speed U. The change in U is
managed by the observer like done by the LQR controller with respect to the
control gains [23]. The matrices T'(U) are stored offline for some values of
Uy, ranging from 3 m/sec to 25 m/sec every 2 m/sec. A linear interpolation
is performed based on the real wind U and on the two closest values U and
Ugy1 such that Uy < U < Ug4. Fig. 6.10 shows the results for a starting hub
wind speed of 7 m/sec, which is then increased or decreased by +/-2 m/sec.
Even if the effects of transients are noticeable, the behavior of the observer
is still rather satisfying.

Constant Averaged Wind Speed, Variable Angle

After having positively tested the observer with totally deterministic wind
fields, it is necessary to assess the quality of the results obtained in presence
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Figure 6.10: Observation results with piecewise constant ramp-connected U
and variable yaw angle and shear. Time histories of U, shear coefficient K,
yaw angle, Vj real and observed, Nr. 1 non-dimensional blade flap and lag
moments at root.

of a stochastic disturbance. A first trial has been performed based on time
histories of wind where the wind speed is composed of a constant value to
which a random disturbance, of intensity up to 15% of the mean speed,
is superimposed. The yaw angle is then changed according to a piecewise
constant ramp-connected fully deterministic time history as in the previous
trials.

A set of simulations with increasing average wind speeds from 3 m/sec up
to 25 m/sec every 2 m/sec have been completed. An example of the results
for U=15 m/sec is shown in Fig. 6.11. The effect of the wind disturbance is
clearly visible.

As previously mentioned, the load spectra are rather more disturbed than
in a fully deterministic wind condition. In Fig. 6.12 the spectra of a portion of
the time histories of the flap and lag moments measured at the root of blade
Nr. 1 are reported for the considered turbulent wind condition. With respect
to Fig. 6.9, the peak at 1P is less marked if compared to other peaks, yet
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Figure 6.11: Observation results with constant average U, disturbance (15%
of instantaneous U) and deterministically varying yaw angle. Time histories
of U, shear coefficient K, yaw angle, Vi real and observed, Nr. 1 non-
dimensional blade flap and lag moments at root.

remaining higher than these by about one order of magnitude. The spectra
are also more disturbed, and the separation between frequencies less marked.

Notice that a relevant disturbance effect on the observation is also given
by a high frequency change in the selection of model coefficients, which causes
at every instant a transient effect similar to that observed in Fig. 6.10.

To damp the resulting oscillations it is possible to introduce some elegant
filtering techniques, to apply to both the mean wind speed and in the de-
modulation process. First, it is possible to filter the signal U by means of a
moving average filter. Second, the demodulation procedure can be applied
to an azimuth window lasting more than a rotor revolution. Considering
Eq. (6.28), the latter technique is equal to choose a coefficient k£ > 1. More-
over, it is possible to apply a zero phase filtering technique on the buffer of
data collected between the two extreme azimuths appearing as the integral
extremes in the same equation, thus denoising the signal before actually run-
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Figure 6.12: Normalized frequency spectra of non-dimensional Nr. 1 blade

flap and lag moments at root, under the wind conditions described in
Fig. 6.11, between 110 and 150 sec.

ning the demodulation. A period of T=5 sec has been selected for the moving
average on U, the demodulation has been carried out on a window of 2 rev-
olutions, applying a zero-phase filter based on a fourth-order Butterworth
low-pass with T'f;je,=1 sec. The blue curve on the quadrant of Fig. 6.11
referring to the observation performance is the result of the filtering process.
Notice that all this filtering processes have been implemented online (they
are not just post-processing), and they can be applied also in real environ-
ment. The comparison between the standard and the filtered observations
shows the expected improvement in the stability of the observed signal.

The filtering techniques mentioned above and the selected demodulation
method (see Eq. (6.28)) allow to get satisfying observation results also in
this wind condition and in those analyzed next, featuring a wind intensity
continuously changing in time.

Notice that, even if reference yaw is basically a piecewise constant in
time, V is not totally so, because of two effects: of course, as neither the
average of the wind nor the rotational speed are perfectly constant, then by
definition V7 will change in time; moreover, to account for the fact that only
the effect of the wind vectors acting instantaneously on the blades is visible
by the observer, an average of Vj is calculated instantaneously from the local
values assumed by V; over the length of the three blades in the considered
instant: especially in presence of turbulence, and hence of a non-uniform
over-the-rotor V" field, this measurement of effective yaw may be different
from that given by a simple average of Vj evaluated over the rotor disc, and
will typically vary in time a little more than the latter. This measurement
has been used for comparisons also in the next paragraphs, in order to lower
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the risk of errors in the evaluation of the observation performance.

Variable Mean Wind Speed with Disturbances, Variable Angle

In the next example the disturbance of 15% on U is maintained, but the
average U is changed following a sinusoidal law with a period of 50 sec.
Based on the same filtering techniques just presented, the resulting observer
performance is reported in Fig. 6.13. The same filtering as in the previous
paragraph has been implemented, resulting in a moderate disturbance of the

observed V; value.
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Figure 6.13: Observation results with periodically varying average U, dis-
turbance (15% of instantaneous U) and deterministically varying yaw angle.
Time histories of U, shear coefficient K,;, yaw angle, Vj real and observed,
Nr. 1 non-dimensional blade flap and lag moments at root.

IEC Turbulent Field with Assigned Misalignment Angle

Up to now, the results of the observation process show a rather good perfor-
mance in almost any analyzed condition. The final check comes from sim-
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ulations in which the machine is subject to a turbulent wind flow prepared
on a realistic turbulence model. A set of simulations has been performed
with different mean wind speeds, with the wind blowing from a given yaw
angle with respect to the rotor axis, whose average has been kept constant
along all the simulation. Realistic wind fields, produced by a sophisticated
turbulence model as prescribed by IEC [66,74], were used for these trials.
Differently from previous test cases, the presence of turbulence in the flow is
not modeled by adding a purely random disturbance to a deterministic wind
field. Therefore, these simulations are closer to the real operating condition
of the turbine in presence of yaw misalignment.

As both the average and local values of the wind speed are continuously
changing, also here it is necessary to deploy the filtering techniques presented
above. Here the demodulation is performed over 5 rotor revolutions, and the
wind speed for the selection of the model coefficients is averaged by a 5 sec
moving average.

The aim of the observer in these wind conditions is not that of accurately
reproducing the instantaneous value of the yaw angle, but to provide a re-
liable reading of the mean yaw evaluated on a given time span. Actually,
as previously stated, a high frequency actuation of the yaw actuators is not
conceivable, making the instantaneous correctness of the observation a non-
critical problem. On the other hand, a reliable measurement of the average
over a reasonable span is of greater importance for such a control problem.

Several simulations have been performed with turbulent wind speed from
7 m/sec to 23 m/sec every 4 m/sec, with mean yaw angles spanning from
-32 deg to +32 deg every 8 deg, with turbulent flows of intensity 10% based
on the Kaimal model. The results of the observation process are synthetically
presented in Fig. 6.14 for simulations with mean wind speeds of 11, 15 and
19 m/sec. Every point on these plots corresponds to a 600 sec simulation
in turbulent wind, with a given misalignment with respect to the rotor axis.
The mean values of the real (imposed) yaw, of the observed yaw and of a
50 sec moving average of the observed yaw are shown. Notice that, unlike on
previous plots, the yaw misalignment is used here instead of the variable Vj:
of course, the observed value of this yaw angle was obtained at every time
step by definition from the values of the observed Vj, and from € and the
wind speed U, and averaged in time.

At lower wind speeds the observer is able to catch the correct value of
the mean with only minor errors for a wide span of misalignment values. For
increased wind speeds the performance shows a negative trend, as the error
brought in by the observer on the average of yaw is clearly larger. However,
the observer provides a slightly better estimation of the misalignment if an
average over a suitable time span is considered.
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Further information can be obtained from the behavior of the ratios given
by the mean error and the mean of the signal, and that of the standard
deviation of the error with respect to the mean of the signal (Fig. 6.15, for
the same wind speeds considered for Fig. 6.14). The first of these parameters
is basically a measure of how large is the average of the local (instantaneous)
error, compared to the imposed yaw. From the upper quadrants on Fig. 6.15
it is clear that this error tends to increase for lower yaw angles: this is due to
the low value of the imposed yaw, which is the dividing term in the considered
ratio, and drives it up. The moving average technique provides a modest aid
in reducing this effect. Nonetheless, at least for lower wind speeds, the error
is not large with respect to the real mean, and remains acceptable for more
likely operating conditions, i.e. for lower yaw values. However, this results
show that the error that can be committed using the instantaneous value of
the observed signal may be significant. Therefore, as previously stated, the
use of the mean value obtained from an average over a suitably long time
span should be preferred.

The performance parameter presented on the lower quadrants on Fig. 6.15
is bound to the amplitude of the oscillation of the observation error, divided
by the imposed yaw. A rather intense oscillation of the signal with respect
to the mean can be noticed for lower yaw angles, while this negative effect is
more limited at higher angles. This tells once more that the observed signal
should not be used instantaneously, as the local error can be quite high.
Vice versa, on longer time spans the value obtained is very reliable. This in
turn assures that the observer can be successfully used for low frequency yaw
control.

6.5 Conclusions

The proposed yaw observer, based on the use of a scheduled linear model
between the 1P amplitudes and the constant components of flap and lag
bending moment and the lateral wind, has been implemented and tested
thoroughly.

Some preliminary testing has been completed on the identified linear
model, highlighting the necessity for lag measurements to mantain identi-
fiability at higher wind speeds and pitches.

Tested in deterministic wind conditions, the observer shows very good
instantaneous accuracy.

Tested in more requiring turbulent wind conditions, the observer proves
satisfactory in providing reliable time-averaged observations of the yaw angle.
The use of some filtering techniques, involving also the use of demodulation
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procedures accounting for time windows corresponding to more than one

rotor revolution, has been investigated.
All results were obtained from simulations performed on a Cp-Lambda

model of a three-bladed 3.0 MW horizontal axis wind turbine.
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Figure 6.14: Comparison between the means of the real and observed signals,
from 600 sec simulations in turbulent wind conditions. Red plain line: real
(imposed) value; green dashed line: observed, no moving average; blue dash-
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(b) 15 m/sec. (c) 19 m/sec.
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Chapter 7

Conclusions

7.1 Contributions and Final Remarks

In this paragraph the conclusions presented at the end of the previous chap-
ters will be briefly recalled.

In chapter 2 a comparison between an industrial PI trimming control
system and some proposed controllers based on a common LQR base was
carried out using the Cp-Lambda model of a 3.0 MW turbine. The goal
of the comparison was to prove the reliability of the LQR controller, and
to quantify the advantages or disadvantages given by the proposed MIMO
architecture with respect to that of a Pl-based, SISO industrial controller.
Both controllers used collective pitch and electrical torque as control inputs.

In deterministic IEC gust conditions it was discovered that there exists a
potential problem with the LQR based on the fore-aft motion, on the rota-
tional speed and on the states of the actuators in keeping the correct trim,
mainly because of the model mismatch between the real plant (represented
by the detailed Cp-Lambda model) and the reduced model considered for the
design of the controller. The reduced model has been formulated analyti-
cally and completed with data obtained in simulation environment from the
multi-body code through ad hoc simulations. The use of an array of states
augmented by means of an integral state on the rotational speed has solved
the problem, the resulting LQR controller being able to target the steady-
state differences between actual and reference states.

The control systems were verified also in category A turbulent wind condi-
tions. To deal with an ever changing wind, multiple controllers were designed
at different reference wind speeds, and the resulting gains and references were
interpolated online on the basis of the value of a filtered, slowly varying mea-
sure of the wind. No stability problems were observed anywhere over the
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real span of operating wind speeds. Moreover, it was realized that, besides
a similar performance obtained from the various systems in terms of power
quality, the LQR trimmer without integral state fails in keeping the correct
average rotational speed, while the LQR with augmented state is able to
solve the problem, and to keep the oscillations of the rotational speed to a
level similar to that obtained from the PI.

As the reduced design model of the LQR accounts also for the fore-aft
motion of the tower, better results were obtained with the considered LQRs
than with the PI on the fore-aft bending moment in turbulent wind condi-
tions.

In chapter 3 a comparison between the performance obtained from a non-
predictive LQR with integral state (designed in chapter 2) and two different
predictive controllers making use of the anticipate knowledge of the wind as
provided by a LiDAR sensor was completed on the Cp-Lambda model of a
3.0 MW turbine.

As suggested by the existing literature and by previous negative experi-
ences with less accurate tools, a sufficiently accurate LiDAR simulator was
set up, able to process the wind data complying with the IEC specifications
and used for all Cp-Lambda simulations (and for simulations performed with
other tools as well), and to extract from them the information that a LIDAR
sensor would provide. The simulator is based on a realistic 3-D motion of
the focus of the sensor, and produces an intrinsically filtered signal as the
real LiDAR would do, thus reducing the noise in the measured wind without
dramatically altering the phase. A realistic delay in the update of the mea-
surement was taken into account, to reproduce the characteristic time taken
by the sensor to complete a scan and to produce an updated reading of the
wind signal.

The predictive controllers considered and implemented here were a re-
ceding horizon control (RHC) and a non-homogeneous LQR control. They
are based on a very similar cost function, which for the case of the first
controller is optimized numerically over a finite window, while for the other
case is optimized analytically over an infinite window. An implementation
of the RHC controller was given based on external optimization routines.
The implementation of the non-homogeneous LQR could be completed with
modifications to the offline gain design phase. It was shown how to treat in
an elegant way the theoretical constraints on the non-homogeneous LQR, by
considering a piecewise constant disturbance to model the wind, which copes
very well with the information coming from the LiDAR simulator.

The performance of the controllers was analyzed first in IEC determinis-
tic gusts. It was shown how the use of the predicted wind can improve the
performance of the baseline LQR rather substantially in terms of peak-to-
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peak variations of the fore-aft bending load and of the rotational speed. The
positive contribution of the predictive component in these wind conditions
was verified over all the operative regions, but was found to be more promi-
nent in region III. The comparison between the two predictive controllers
showed how the RHC can reach the best performance on both considered
performance indices, but at the same time the results obtained from that
controller compare well with what was obtained from the non-homogeneous
LQR. Moreover, in region II the two predictive controllers give the same
results in terms of fore-aft bending load.

The test phase in deterministic wind conditions was used to tune some
of the parameters, in particular the length of the prediction window of the
controller. It was found that a prediction window shorter than the update
time of the LiDAR, and so looking in the future for only very few seconds,
gives optimal results.

The tuning has been verified in category A turbulent wind conditions.
As done for the feedback LQR trimmers in chapter 2, also here for the non-
homogeneous LQR a gain scheduling is implemented based on a filtered mea-
surement of the actual wind. For the RHC the LiDAR measurements over
the prediction window are used to interpolate between stored values of the
coefficients of the linearized system, available at various reference values of
the wind speed. The same scheduling and interpolation strategy is used on
the weight matrices and reference arrays with the RHC.

It was shown that the performance of the predictive controllers in terms of
power quality is generally good but not very relevant with respect to that of
the baseline LQR. Also some problems can be noticed when operating with
the RHC in region II%, resulting in a worsening effect with respect to the
baseline non-predictive controller. On the other hand, the results obtained
on the tower bending load are better, and clearly show the ability of the
proposed predictive control laws to lower this index. In region II and high
region III the results of the two predictive controllers are very close to each
other, while in the central region 111 the RHC behaves clearly better than the
non-homogeneous LQR, as it could be expected given its greater complexity.

A comparison of the execution times of the core routines of the two pre-
dictive controllers showed a substantial difference, largely in favor of the
non-homogenous controller. The fairly simple implementation and definitely
lower computational cost of the latter, together with a performance which
compares well with that of the RHC, make this control law a possible alter-
native to the receding horizon control.

In chapter 4 a multi-layer control approach was presented. Besides the
ability to trim the machine states inherited by the implemented core trimmer,
an industrial PI, for the middle and external layers a centralized implemen-
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tation aimed at the reduction of the shaft bending loads was presented first,
based on the use of a cyclic pitch input. The middle layer, targeting deter-
ministic loads, was implemented based on an HHC law, itself based on the
preliminary identification of a suitable linear wind-scheduled model between
the amplitudes of some characteristic oscillatory components of the input
and output.

It was shown how such a high fidelity model can be identified by using
an appropriate input time history. Moreover, the use of an individual pitch
controller based on the Coleman’s transformation was implemented in the
external layer.

A complete test-campaign was carried out on the Cp-Lambda model of the
2.5 MW machine. For the centralized case, it was shown how the proposed
controller could add to the performance of a more straightforward controller
aimed at the same goal, like the Coleman-based IPC, both in constant wind
and category A turbulent wind. The good performance on the selected tar-
get loads does not bring side effects in terms of power output or of increased
loads on other parts of the turbine, meaning that the application of the HHC
control and of the Coleman-based individual pitch control can be correctly
tuned to avoid any drift from the normal operating condition, which is sat-
isfactorily maintained by the inner trimming layer. The gain in terms of
shaft loads can be expected to be greater in region III, where as usual the
pitch input is really actuated without the intervention of constraints due to
physical limits.

More results were obtained testing an alternative decentralized control
configuration, where besides the collective pitch input component imposed
by the trimmer, an individual control input is given to each blade in order to
target the bending moment at its root. The middle layer was set up based
on an HHC law, while the external layer, aimed at the reduction of the fastly
oscillating load components, was implemented in the form of a decentralized
PID control. From the results obtained in category A turbulent wind it
can be seen that, except for very low wind speeds, this controller is able to
provide significant results with respect to the trimmer operating alone, or
compared to the little beneficial effect given on the blades by the centralized
implementation. On the other hand, it was realized that the side effect on
the shaft can be not so good as the effect of the centralized implementation.
Moreover, to avoid potential significant drifts from the trimmed conditions,
which may derive from a non-null average of the three pitch inputs, it is
necessary to limit the intensity of the individual pitch commands by using
suitably tuned weights and relaxation factor. As a result, the load-targeting
loops of the controller cannot be very aggressive.

In chapter 5 a series of Kalman filters to observe the displacements of the
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tower and blades was described first. To that aim, a model-based approach
was used to formulate in an exact way the kinematics of the parts of interest.
An example of the observation results obtained on the Cp-Lambda model of
a multi-MW turbine in turbulent conditions demonstrated the feasibility of
the proposed structural observer.

The so-obtained observers have been used to feed a wind estimator, for-
mulated to be able to observe an array of wind states, providing a schematic
description of the wind blowing on the turbine. In order to make this ob-
server work, it was necessary to integrate a reduced model able to correctly
reconstruct the effects of the wind states on the structural states. The se-
lected model was SymDyn. Several observation trials were performed in a
first phase to check the validity of the concept, using the SymDyn model as
a simulator, thus avoiding any potential error due to model mismatch. The
proposed results show that there is a good accordance between the real and
reconstructed signals for some of the considered wind states. Besides these
results, it was practically verified that there exists a potential problem of ob-
servability, as some different wind states cause equal changes in the structural
states, making the interpretation of the deformation difficult. In particular,
the vertical shear, the yaw angle and the horizontal shear, all have basically
a similar effect on the deformation of the blades.

When performing trials in presence of a model mismatch, i.e. working
with measurements coming from Cp-Lambda, the observer is still able to
reconstruct some of the wind states both in deterministic and turbulent wind
conditions, but with some local inaccuracies.

In chapter 6 an observer for the yaw misalignment between the incoming
flow and the rotor axis was presented, based on a significant theoretical basis.
It was implemented and tested on the Cp-Lambda model of the 3.0 MW tur-
bine. The aim was that of obtaining a reliable observation for low frequency
yaw control.

As suggested by theory, a model was identified able to put into a relation-
ship some relevant signal components of the blade loads and the intensity of
the desired wind state. The linear model, scheduled in wind, was used to
test the observation capabilities even in category A turbulent wind, obtain-
ing very good observation performance on the average of the misalignment
on prolonged time windows. Moreover, it was shown how the presence of
variations on the shear coefficients had not any detrimental effect on the
reconstruction of the state of interest, as made immediately clear by theory.

As stated in the introduction, the aim of the present work was not only
that of investigating some active control and observation issues, but also
to provide realistic results and tools which could be readily applied in real
environment. As a consequence, all the control and observation routines were
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implemented in a tree of dinamically linked libraries, which communicate
with the simulator using the standard interface used by Bladed, which in
turn can be used also for real-time control, both on scaled wind tunnel models
and on real plants.

The use of a sophisticated aero-servo-elastic simulation tool was also a
key-feature of the presented research efforts. It should be noted that some
of the control issues would not even show up in a simplified testing environ-
ment. For instance, the model mismatch between the reduced model used for
control design and the simulation model gives an effect only in presence of
a significant difference between the reduced model and the simulator, where
the latter should behave almost like the real turbine. Moreover, given the
filtering action of the modal-based models of the flexible parts of the turbine,
on lower-order simulators the proposed multi-layer approach would behave
differently, as the load signal obtained would be far less noisy, thus making
the external layer less relevant.

7.2 Future Work

Apart from further investigation in new control and observation issues, some
work may be done to improve the methodologies and the results obtained till
now. Some possible such research objectives are presented in this paragraph.

Much effort is typically devoted to the trial-and-error process of the tuning
of the weights for all the considered controllers. This is particularly true
with the RHC, the non-homogeneous LQR and the multi-layer controller.
To avoid spending too much time on this phase especially when dealing with
a new turbine, an automatic optimization procedure based on the use of
Cp-Lambda coupled with some optimization software may be of great use.
Of course, to avoid an overwhelming optimization time, a smart selection of
the optimization parameters should be carried out in a first stage, typically
limiting the number of the weights which need to be optimized. Moreover, a
good initial guess may come from some usual hand-tuning.

As shown in the introduction chapter 1, much work has been devoted
in recent times to the investigation of linear parameter varying controllers
(LPV) for application in the field of wind turbines. The most basic use of this
form of control can be for trimming purposes. A further comparison between
the proposed LQR and an LPV would be interesting, in order to quantify the
advantages or disadvantages of the latter with respect to a simpler controllers
like those proposed in chapter 2. To this aim, an implementation of an LPV
may be attempted.

The architecture based on multiple Kalman observers for the observation
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of the wind states can be based on a more high-fidelity reduced model. Trials
made using FAST instead of SymDyn have provided encouraging results, but
the difficult process of integration of that code in the existing control code,
a necessary implementation step, may be not worth the effort. A procedure
to get a reduced model directly from Cp-Lambda, based on some form of
identification, may be more interesting and would provide also a powerful
tool for control design.

The observer for the yaw misalignment has been deemed very promising,
and was recently validated by the author on the FAST model of the CART
machine of the NREL. However, testing on the real thing will constitute the
final proof of the applicability in real environment. To this end some research
work is under way, based on real data collected on the CART plant, where
both the wind components and the loads can be measured. Moreover, as the
observation of the yaw misalignment is strictly related to the observation of
vertical shear, further testing may allow an assessment of the performance of
an observer able to provide a reading of both wind states, leading to a better
characterization of the wind. This may be used to implement suitable control
laws able to account for this information, based also on the use of multiple
flap actuators to account for the non-uniformity of the incoming wind field.

It should be mentioned that thanks to the followed programming ap-
proach, it will be soon possible to apply all the control and observation
algorithms presented in this work to a fully aero-elastic wind tunnel model
of a three-bladed turbine, sponsored by Vestas [102], in a final stage of char-
acterization and validation at the Department of Aerospace Engineering of
the Politecnico di Milano. Actually, the migration of the code from a PC to
an industrial real-time hardware is already well under way. Immediate activ-
ities on that model will involve further validation and applicability studies
on the observers of the wind states.

As pointed out in chapter 2, the LQR control approach bends itself to an
integrated use in more comprehensive partially automated design optimiza-
tion tools, specifically prepared for wind turbines. Actually, as the array
of available control systems, both designed for trimming or load dampening
purposes, is able to provide a remarkable standard performance, the sizing
of the turbine can be carried out taking advantage of the load abatement
guaranteed by the controllers. A similar integrated design approach, also
involving a structural optimization part, has been proposed in [75], where
a mostly automatic gain synthesis procedure, easily feasible when using an
LQR, is exploited.

Moreover, recent advances in the development of manufacturing tech-
nologies typically applied to the assembly of the blades (the so-called “smart
blade” design) have made possible load reductions of the same entity of those
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provided by control systems specifically aimed at the reduction of the same
loads [103]. By performing a suitable tuning of the gains of an individual
pitch controller like the IPC, it is possible to get further substantial load re-
ductions. As a result, the same actuator duty-cycle commonly used to get a
satisfying load abatement from an IPC controller can be used to get a largely
better result in association with some blade design and manufacturing tech-
nologies. This and similar issues show how the design of the turbine could
be improved by accounting for the envisaged design of the control system
during the design phase. In the same fashion, the control system could be
tuned differently from usual when working on a structure designed in a smart
way, thus saving some actuator duty-cycle.

Given the strict limits in particular on the actuation bandwidth of pitch
actuators, which is bound to the large size and inertia of the blades of modern
turbines, and the resulting standardization of the advantage given by the
existing control systems, it is possible to forecast that distributed controls,
both active and passive, will receive an increasing attention in the near future,
as a mean to improve controllability. They can be based on the addition of
one or more flaps positioned at the trailing edge of the blades. In the case
of actively actuated flaps, it may be possible to try new applications of the
control design techniques presented in this work, like the multi-layer HHC-
based control, which may be applied after a suitable model will have been
identified between the harmonics in the various inputs and the harmonics of
the target load. Of course, the increase in the number of controls may make
the design of more complex model-based predictive controllers more difficult.
In that case the use of a non-homogeneous LQR may be preferred to that
of the more computationally heavy RHC, which may impose an unbearable
computational-time toll because of the increased size of the system.

Anyway, these new control inputs may allow to make better use of a
detailed description of the incoming wind to target blade loads and their
combined effect on the fixed part of the system. Concerning these issues,
an activity aimed at the assessment of the advantages and disadvantages of
flap-based passive and active control is already under way, involving once
more the use of the code Cp-Lambda.

Generally speaking, all the aforementioned control and aerodynamic-
structural (aero-elastic) design techniques can be deployed together in order
to prolongate the life of the turbine, by lowering the loads and stresses on
its key-parts, and to optimize the use of the materials, thus reducing also
the initial cost of the plant. By an integrated design of the plant and its
controller and monitoring systems, these goals can be pursued more easily
than by applying only a good controller to an existing turbine. So, it can
be said that the technologies available today can be fully exploited by con-
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sidering the design of the wind turbine as a single multi-disciplinary design
problem [75]. In particular, the design of the controller should not be con-
sidered as a separate problem with respect to the aero-elastic design of the
turbine, but as an aspect of the overall design, i.e. as a step in an integrated
aero-servo-elastic design process.



Appendix A

Individual Pitch Control with
the Coleman’s Transformation

To better assess the potential of the new proposed control schemes (chap-
ter 4), aimed at the reduction of the loads on some components of the turbine,
it is useful to provide a brief insight of a widespread controller, often simply
termed as individual pitch control (IPC), in the form presented by Bossanyi
in [35,86], whose performance results can be used as a basis for comparisons.
This controller is basically aimed at the reduction of the 1P oscillations of
the blade loads by means of an appropriate cyclic contribution to the collec-
tive control input used to trim the machine. Actually, it can be shown how
the control action required to lower the 1P component of the out-of-plane
moments at the blade root be the same required to target the constant values
of the bending moments measured on the shaft at the height of the hub, and
defined around the nodding and yawing axes.

A.1 Coleman’s Transformation at 1P and
Bossanyi’s IPC

The analytic relationship between the 1P amplitudes of the out-of-plane mo-
ments at the root of the blades and the shaft moments at the hub is ex-
pressed by the Coleman’s transformation, which to the purpose of explaining
the controller presented by Bossanyi can be seen as a particular kinematic
transformation, which for for three-bladed rotors allows to switch from a
collection of three blade-specific measurements, each expressed in terms of
components with respect to a blade root frame rotating with the rotor, to
two equivalent measurements in a fixed system.

Consider a three-bladed turbine under the action of a constant wind and
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kept trimmed by a suitable trimmer. Let Mo,p, be the 1P amplitudes of the
out-of-plane moments at the root of each of the three b-th blades, with b =
1,2,3. Let M, and M, be the constant values (OP amplitudes) of the bending
moments measured at the hub height on the shaft around the nodding and
yawing axes respectively. By defining the azimuth angle of the blade for
which b = 1 as 1, the equation of the Coleman’s transformation can be
written as

M
M, \ 2] cos(¥) cos(¢p+ %) cos(yp + 4) OoPy
{ M, } ~ 3 [ sin(v)  sin(y + %) sin(¢ + %) %gof (A1)

From Bossanyi’s work [35-37,86], it is possible to close a control loop
between the two scalar signals on the left of Eq. (A.1) and an array of two
controls, which can be transformed by the inverse of the Coleman’s transfor-
mation back into an array of three elements, and fed to the pitch actuators.
In Bossanyi’s work on the topic it is shown that there is very low coupling
between the two shaft loads and the two equivalent pitch controls in the
fixed frame, so that the control laws can be designed independently as for
two decoupled SISO systems, where the moment M, is controlled by 3, and
the same happens for M, and 3,. As a result, even a simple PID control law
can be implemented and tuned to provide the desired amount of control au-
thority and promptness for each of the two independent loops. In analytical
terms, the two independent control laws can be written as

t+T dM
B = kp, M, + kg, / M,dt + kp, ——,
] dt
T (A.2)
dM,
By = kp, M, + ki, / M,dt + kDyd—ty’
t

where the values of the six PID gains kp,, k1, kp,, kp,, k1,, kD,, can be
appropriately tuned to get the desired level of control authority and perfor-
mance on loads. Once the two pitch controls 3, and 3, in the fixed frame
are known, they can be turned into three pitch inputs by the inverse trans-
formation

o cos(1) sin(v) 3
By p = cos(vp+ %’r) sin(¢ + %’r) { ﬁn } , (A.3)
33 cos( + ) sin(y + ) 4

and the resulting three pitch inputs can be fed to the pitch actuators.
A schematic plot of the controller resulting from the superimposition of a
trimmer and the IPC proposed by Bossanyi is presented in Fig. A.1.
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It should be noted at this level that Eq. (A.1) holds only under two
hypotheses. First, as the nodding and yawing moments measured on the
shaft are put into a relationship only with the moments measured at the
blade root, the moment measured on the shaft due to the shear forces at
the blade root must be enough lower than the pure bending moments on the
blades, in order to make possible to forget about the contribution of shear
forces to the bending moment measured on the rotor axis. Second, to allow
accounting only for the out-of-plane moments in the definition of the bending
moments on the shaft, it is necessary to implicitly hypothesize a null effect
of the in-plane moments on the latter. That hypothesis holds when there
is no cone angle on the rotor (y = 0 deg). If this is not the case, a more
complete Coleman’s transformation can be written, accounting for both the
out-of-plane and in-plane moments:

M, \ _ [ cos(y) cos(+3) cos(v+ 2F) %OoPl
M, B sin(y)  sin(y + %ﬂ) sin(y + %ﬂ) MOOP2
i\(f (A4)
sin(v)  sin(+Z)  sin(y + 4 . Inbr
B e U Y U |

where obviously Mp,p,,b = 1,2,3 are the in plane moments at the root
of the blades, and the aforementioned cone angle x is positive if the blades
are bent upwind. Actually, if only the contribution to the shaft moments
due to the out-of-plane was considered, then only that contribution could be
targeted by the proposed controller, thus obtaining only a partial reduction
of the target load.

The use of the decoupled PID controllers proposed by Bossanyi gives
good results in terms of damping of the oscillations of the 1P components of
the out-of-plane loads on the blade and of the constant components of the
nodding and yawing moments measured on the shaft, if compared to what
is obtained from a simple trimmer. For this reason, this architecture has
been chosen and tested extensively in this work to compare to the proposed
multi-layer controller, where the middle loop is based on HHC (chapter 4).

A.2 Coleman’s Transformation at Multiple
Frequencies

A different analysis of the effects of the Coleman’s transformation especially
in terms of the frequency content of both the blade-specific and transformed
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Figure A.1: Individual pitch control (IPC) as proposed by Bossanyi.

equivalent loads will be presented now, integrating the work of van Enge-
len [87].

To this aim, consider a generic definition of the moment my at the root of
the b-th blade of a generic turbine with NV, blades. An analytical expression
for this moment can be formulated, hypothesizing that it was composed
by a part due to pitch (3, a part bound to a disturbance effect u due to
deterministic and non-deterministic aerodynamic loads, and a constant part
mg not depending on pitch or aerodynamics:

my = Moy + VB + oy, (A.5)

where the characteristic coefficients v and o depend on the aero-elastic
response of the blade. By defining the array

my
mgy
m=< ms p, (A.6)

mNb

and similarly mg, B and u as N, x 1 arrays, it is possible to rewrite the
latter equation in vectorial form as

m=mgy+ Y6+ au. (A.7)

Notice that the coefficients v and a remain unaltered in the vectorial form
(A.7) if all blades have the same aero-elastic properties.
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Starting from the definition of the Coleman’s transformation (A.1), which
is based on the value of the azimuth ), it is possible to define a more generic
transformation matrix C'x, based on the angle K. For a three-bladed rotor
(N, = 3), the definition can be written explicitly as

2 | cos(Ky) cos(Kig) cos(Ks)

CK:§ sin(Ky)  sin(Ky)  sin(Ks)

K=1,2,... (A.8)

where 11,15 and 13 are the azimuth angles of the three blades. Its inverse
is
cos(Kpy)  sin(Ky)
Cx == | cos(Ktg) sin(Kiy) | ,K=1,2,.... (A.9)
cos(Ks) sin(K1s)

The transformation, which can now be formalized as

where

my = { "MK } (A.11)

Mg

for K = 1 turns the blade-specific signals defined in the blade root frame
into two equivalent fixed frame signals, indexed in the previous section as n
and y standing for “nodding” and “yawing” respectively, and now defined
for generality as d and ¢ and forming the (d — ¢); frame.

For K = 2, the transformation turns the blade-specific signals into two
equivalent signals in a frame (d — q)o, rotating with angular speed —% with
respect to the fixed frame (n — y) around the axis of the rotor, i.e. rotating
opposite to the rotor with the same absoulte rotational speed. For K = 3
the transformation is into a frame (d — q)s, rotating at —29% i.e. opposite

dt
to the rotor at twice its absolute rotational speed, and so on for larger values

of K.
For every transformation Cx the corresponding inverse transform Cy
changes the two signals in frame (d — ¢)x into signals in the rotor frame.
Consider now the array

e ()

of the pitch inputs in the (d — q)x frame, obtained for instance from a
suitable control law from the equivalent loads defined with respect to the
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same frame (like the law proposed by Bossanyi considering only K = 1).
This array can be transformed into one of blade-specific pitch input signals

Bk
Box = Dok (A.13)
Osx
following the inverse transformation
By = CrBr- (A.14)

To better understand the effect of the generic K-th transformation defined
by Ck, consider the blade load model defined in Eq. (A.7). It is possible
to apply the Coleman’s K-th transformation to both sides of the equation,
yielding

myg = Cgm = Cgmy+ 7Ck3 + aCku, (A.15)

where by definition the cosntant term Cxmy = 0 for any K. The term
aCkxu is made up of a constant and a cyclic component. For any transfor-
mation K, for a three-bladed rotor this term can be written as

C’Ku:uK+Z§uK(3mP), (A16)

m=1

where u g is a constant term obtained from the load component oscillat-
ing at the K-th frequency in the blade-specific signal, while dux (3mP), m =
1,2,... is due to all other blade-specific load components, oscillating at mP
frequencies, m = 1,2, .... The latter disturbance term, representing a resid-
ual oscillating load component on the (d — ¢)x frame, features a frequency
content bound to the number of blades on the considered rotor. For a three-
bladed rotor the loads not oscillating at the K-th rotor frequency generate
load components modulated by m-th multiples of the 3P.

About the remaining term in Eq. (A.15), by hypothesizing to have 8 =
B, , which is the case for instance when the pitch input comes from a control
system like Bossanyi’s, it is possible to write

CkBh, = CxCxBx = Bk, (A.17)

where the identity CK(fK = I has been used.

The latter identity is mathematically exact for values of K which are not
multiples of three when N, = 3, meaning that for three-bladed rotors the
transformation Ck is not such that CKC7K = I if the frequency on which
it is based is a triple multiple of the revolution frequency. Take for instance
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the transformation for K = 3. Calculating the product C5Cj it is possible
to notice that the result is not only the identity I, but instead it is

CiCs =1+ Ag, (A.18)

e (61) sin6)
| —cos(6y1) sin(6y
Ao = sin(6vyr) cos(6yq) |- (A-19)
So, the term Cx By, in Eq. (A.17) will be interested by a disturbance for
K = 3, such that
CsB3 = B3 + Agfs. (A.20)

Similar results can be obtained for K = 6,9, ... for three-bladed rotors.
It is important to notice that the disturbance acts at a frequency that is
higher than that used to define the K-th transform (in this example with
K = 3 the disturbance acts at the 6P).

Based on the results (A.16) and (A.17), Eq. (A.15) can be rewritten for
values of K not multiples of three as

mi =Bk + aluk + Y ux(3mP)), (A.21)

m=1

while for K multiples of three the same expression takes the shape

mi = (B + Aok Bi) + oluk + Y ux(3mP)). (A.22)

m=1

Suppose now to filter out the oscillating components from the transformed
signal mg. The result would be in any case

myg = VBk + aug. (A.23)

Eq. (A.23) shows how the equivalent loads in frame (d — g) x are bound to
the constants B and ug. These constants are by definition the amplitudes
of the oscillatory signals of pitch and aerodynamic load at the K'P frequency.
So, the effect of the K-th Coleman’s transformation is that of promoting the
amplitudes of the K'P oscillatory component in the blade-specific signals,
weighed by the model coefficients v and «, to the role of constants in the
(d — q)i frame. The constant equivalent load can be successfully targeted
by means of two decoupled integral controls, as proposed by Bossanyi for the
K =1 case. The control law can be written for the K-th transformation as

Bi(t) = —k; /th my (t)dt, (A.24)
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and the resulting equation of the controlled system can be obtained by
substitution in Eq. A.23. It yields

t
t—-T

Notice that the control law is based only on one scalar gain value, kj,
so that even if multiple controllers are used simultaneously to target the
blade loads at different frequencies, it is not necessary to tune each controller
differently from the other. This is all the more true considering that for every
considered frequency of the transformation (i.e. for every K) the dynamic
equation of the system is based on the same coefficients v and «, making any
gain tuning unnecessary.

As usual, to improve the promptness of the control in real environment,
it is also possible to put proportional and derivative gains besides the inte-
gral one, even if not required from the viewpoint of theory. Based on the
same considerations just presented for the integral gain, also for potential
further proportional or derivative gains a multiple definition for the different
considered frequencies would not be necessary.

A.3 Results

In practical terms, the control proposed by Bossanyi in [86] based on measures
of blade loads can be implemented following three steps: first, a transforma-
tion of the blade loads by means of a Coleman’s transformation with K =1
should be implemented; second, a filtering technique should be used to fil-
ter out any oscillatory components from the transformed load signals: the
result would be an array of two constant loads, which could be targeted by
two decoupled integral controllers; finally, the resulting control inputs in the
(d — q)1 system should be transformed back into blade-specific pitch inputs,
using the inverse Coleman’s transformation.

Achieving a multifrequency control involves the simultaneous application
of multiple pitch control components, each obtained from basically the same
procedure just presented. For each K of interest the blade-specific loads can
be transformed by the corresponding Coleman’s transformation. Filtering
the resulting loads and keeping only the constant (using the same low-pass
filter for every K') will make possible the application of the integral control
law, obtaining two control inputs which can be changed into additional pitch
inputs by means of an inverse Coleman’s transformation.

Some results obtained in constant wind with constant standard shear are
presented below (Fig. A.2) for the Cp-Lambda model of the 2.5 MW turbine
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Figure A.2: Normalized time histories (left) and spectra (right) of shaft
bending moment resultant in deterministic wind at 15 m/sec with power law
shear coefficient 0.2. Comparison between the PID trimmer operating alone,
the trimmer working together with an individual pitch controller based on the
usual Coleman’s transformation, and the trimmer working with an individual
pitch controller based on the Coleman’s transformation at the 1P and 2P.
Both time histories and spectra are normalized to the zero-frequency peak
value obtained with the sole collective trimmer.

(see chapter 1). The trimmer is based on a PID industrial control law. The
comparison is between the basic trimmer, the same trimmer operating with
the Bossanyi IPC (which is the limit case of the proposed multifrequency
controller, with only K = 1), and the trimmer with a multifrequency con-
troller as described above, with K =1 and K = 2, i.e. based on the 1P and
2P of the blade-specific loads. Here a Butterworth fourth-order low-pass is
used to filter out the oscillating components on the loads in the (d — q)x
reference. A purely integral control is used to target the resulting loads.
From Fig. A.2 a modest improvement on the oscillations at the 2P is
noticeable on both time histories and spectra of loads. This is normal, as the
amplitude of the 2P oscillation in blade-specific loads is smaller than that of
the 1P, an so the reduction of the component of the shaft target load due
to the 2P component of the blade load is less important than the reduction
of the effect of the 1P. On the other hand, if a more intense reduction effect
on the contribution given by a precise frequency in the blade-specific load is
required, then different control gains can also be used for each considered K.
It should be pointed out that of course the use of this control, based on the
Coleman’s transformation, has beneficial effects also on those blade-specific
loads which are used to derive the equivalent loads directly targeted by the
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Figure A.3: Normalized time histories (left) and spectra (right) of bend-
ing moment resultant at blade root (blade Nr.1) in deterministic wind at
15 m/sec with power law shear coefficient 0.2. Comparison between the
PID trimmer operating alone, the trimmer working together with an indi-
vidual pitch controller based on the usual Coleman’s transformation, and the
trimmer working with an individual pitch controller based on the Coleman’s
transformation at the 1P and 2P. Both time histories and spectra are nor-
malized to the zero-frequency peak value obtained with the sole collective
trimmer.

controller. For the same simulation conditions used to produce the results
plotted in Fig. A.2, the next Fig. A.3 reports the time history and spectra of
the out-of-plane loads on the blades.

Also here a minor advantage on the load component at the 2P is noticeable
when the multifrequency controller is used with respect to the IPC based on
the 1P only.



Appendix B

Output-Feedback LQR
Formulation

The synthesis of the LQR gain matrix for the output-feedback control case
can be carried out following several different algorithms. In this work a
convenient algorithm has been implemented and described in the following.
The presented algorithm is almost directly transcribed from [73].

B.1 Implementation of the Algorithm by
Moerder and Calise

The implementation can be divided into an initialization and an iterative
core. Let A,B,C be the matrices of the state and measurement equations,
while @ and R are the usual weight matrices.

Initialization

e Let the counter k£ = 0;

e a first-guess stabilizing gain G is evaluated as the full-state feedback
gain on the system with matrices A and B. Actually, as in the output-
feedback problem the matrix C' is rectangular, the gain Gy will be
trimmed in order to keep only the columns related to the states which
will be available in the output-feedback problem.

k-th Iteration
e et A, = A— BG,C,
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e the Lyapunov equation
0=A/P.+ P.A,+C'"GIRG,C +Q (B.1)
is solved in terms of the unknown Py;
e the Lyapunov equation
0= A.S; + S A} + X (B.2)
is solved in terms of the unknown Sj;
e the cost function J, = 1Tr(P,X) is evaluated;

e the change in the value of the gain matrix G for the current iteration
is evaluated as

AGk = R_IBTPkSkCT(CSkCT)_l — Gk; (B?))

e the updated value of the gain matrix, G, is computed as
Gk+1 = Gk + OéAGk, (B4)

where « is chosen in order to keep the controlled system A — BG,1C
stable.

The check at the end of the k-th iteration is the evaluation of the new
cost function Ji, = %Tr(PkHX ), which is compared to the previous Jg.
If their difference is less than a user-specified tolerance, then the method is
stopped, and the last Gy, is given as output. Otherwise a new iteration is
inaugurated.

Notice that, besides a user-dependent choice of the tolerance, the method
allows the user to specify the weight X in the cost function. The final
gain resulting from the iterative method is not heavily dependant on the
choice of X, which in practice may be defined as X = I. The value can be
altered in order to improve convergence in the initial stage of the iterative
procedure [31].
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