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#### Abstract

The study and development of high-order methods for simulating elastic wave propagation in seismic regions has been subjected to a tremendous growth, occurred in the past ten years. Recent developments in computational seismology have been based on numerical strategies as finite differences, boundary element methods and, more recently, spectral element (SE) methods. SE methods combine the flexibility of finite elements with the accuracy of spectral techniques. They handle naturally both interface continuity and free boundary conditions, allowing very accurate resolutions of evanescent interface and surface waves. Moreover, SE methods retain a high level parallel structure, thus are well suited for massively parallel computations. The main drawback of SE methods is that they require a uniform polynomial order on the whole computational domain, and this can lead to an unreasonably large computational effort, in particular in regions where a fine mesh grid is needed already to describe accurately the domain geometry. Therefore, it can be more adequate in some cases to use a lower order method in the small elements to reduce the CPU effort without loosing much accuracy. Non-conforming high-order techniques, like the Discontinuous Galerkin Spectral Element (DGSE) or the Mortar Spectral Element (MSE) methods, allow to treat locally varying polynomial degrees of the basis functions, so-called p-adaptivity, as well as locally varying mesh size on the computational domain, h-adaptivity. The hp-adaptive version of these schemes is useful in complex 2 and 3 -d models with small-scale features which have to be meshed with reasonably small elements to capture the necessary geometrical details of interest. In this thesis, we present a new discretization approach to combine the DGSE and MSE methods with suitable time advancing schemes for the simulation of wave propagations in heterogeneous media. To overcome the limitations of the existing approaches we will apply the non-conforming paradigm only at subdomain level (not elementwise). We will show that the resulting formulations are stable, provide optimal approximation properties, and suffer from low dispersion and dissipation errors. Applications of the DGSE and MSE methods to simulate realistic seismic wave propagation problems are also analyzed.


Keywords: High-order Discontinuous Galerkin and Mortar methods; Non-conforming domain decomposition techniques; Wave propagation; Numerical analysis.

## Contents

Introduction ..... iii
1 Motivations and model formulation ..... 1
1.1 The physical problem ..... 1
1.2 The mathematical model ..... 2
1.3 The variational formulation ..... 7
2 Non-conforming Galerkin spectral formulations ..... 9
2.1 The Discontinuous Galerkin spectral element method ..... 13
2.2 The Mortar spectral element method ..... 15
2.3 Error analysis ..... 19
2.3.1 Semi-discrete error estimates - DGSE method ..... 20
2.3.2 Semi-discrete error estimates - MSE method ..... 27
2.3.3 Semi-discrete $L^{2}$-error estimates - DGSE/MSE methods ..... 33
2.4 Algebraic formulation of the semi-discrete formulations ..... 34
2.4.1 Structural damping ..... 39
2.4.2 Absorbing boundary conditions ..... 39
2.5 Extension to three dimensional problems ..... 41
3 Time discretization ..... 43
3.1 Fully-discrete formulations ..... 44
3.1.1 Leap-frog finite difference method ..... 44
3.1.2 Runge-Kutta 4 ..... 47
3.1.3 Implicit midpoint method ..... 50
3.2 Fully-discrete error estimates ..... 53
4 Analysis of grid dispersion, dissipation and stability ..... 57
4.1 Grid dispersion and dissipation errors for semi-discrete approximations ..... 59
4.2 Grid dispersion and dissipation errors for fully-discrete approximations ..... 69
4.3 Stability analysis ..... 82
5 Implementation issues ..... 91
5.1 Numerical integration ..... 91
5.2 Implementation details ..... 103
6 Numerical results for test cases ..... 107
6.1 Accuracy and order of convergence ..... 108
6.2 Circular inclusion ..... 114
6.3 Layer over a halfspace ..... 121
6.4 Croissant valley ..... 127
7 Applications of geophysical interest ..... 133
7.1 Acquasanta railway bridge ..... 134
7.2 Gubbio alluvial basin ..... 139
7.3 Grenoble valley ..... 142
7.4 22 February 2011 Christchurch earthquake ..... 148
8 Conclusions and perspectives ..... 155

## Introduction

The study of wave propagation in elastic solids has a long and distinguished history. Indeed, since the middle of the $19^{\text {th }}$ century, great mathematicians as Poisson, Cauchy, Green, Lamé and Stokes developed what is now generally known as the theory of elasticity. In the latter part of the $19^{\text {th }}$ century the interest in the study of wave propagations in elastic solids has increased because of applications in the field of geophysics. Currently, wave propagation in solids is still a very active area of investigation in seismology because of the need for accurate informations on earthquake phenomena, and detection of nuclear explosions.

In this thesis we aim at proposing and analyzing a family of non-conforming numerical methods capable of simulating elastic wave propagations in two and three dimensional configurations, characterized by the presence of irregular interfaces, heterogeneous materials as well as the capability of predicting correctly soil-structure interaction phenomena.

The use of the elastodynamics equations to model the seismic response of heterogeneous earth media with irregular topography and internal interfaces is a subject that has been intensively investigated in recent years. The study and development of highorder methods for simulating elastic wave propagation in seismic regions has been subjected to a tremendous growth, occurred in the past ten years. Recent developments in computational seismology have been based on numerical strategies as finite differences, boundary element methods and, more recently, spectral element methods (see e.g. $[46,50,41,61,104,34,57,67])$. Although the finite difference (FD) method still represents the most employed technique in computational seismology, it is well known that standard second order FD schemes suffer from grid dispersion employed on too coarse computational grids or when the wave field features large layers. Then, when FD schemes are employed in realistic applications is rather difficult to balance the trade-off
between numerical dispersion and computational cost [48, 87, 89]. However, it is possible to reduce grid dispersion, dissipation and anisotropy errors using the staggered-grid formulation $[72,115,70]$, which is based on the symmetric first-order hyperbolic form of the elastodynamics equation [56], or using fourth-order centered schemes both in space and time, based on modified wave-equation techniques $[37,13]$.

An interesting overview focused on the stability condition and grid dispersion of the three dimensional fourth-order FD schemes is provided in [81, 80, 82], where important advances were obtained in the use of staggered-grid techniques. Other difficulties arising with FD methods are the implementation of free-surface or absorbing boundary conditions and their lack of geometrical flexibility. Even though some techniques have been incorporated to deal with surface topography using methods based on grid deformation combined with the staggered grid formulation, they remain limited to simple geometrical settings [99, 86]. For such reasons, FD methods are not able to describe accurately surface waves (e.g. Rayleigh and Love waves) and interface waves. On the other hand, despite the fact that finite element methods (FE) are able to deal with complex geometries (e.g. realistic basins) and strong heterogeneous materials, they exhibit poor dispersion and dissipation properties. Therefore, FE are not widely used for wave propagation problems $[113,76]$.

Numerical solutions to the wave equation can be obtained on the basis of the integral representations of the problem relating quantities on the physical boundaries. Direct boundary element (BE) methods formulate the problem in terms of unknown tractions and displacements $[32,33,14]$, while indirect methods make use of a formulation in terms of force and moment boundary densities [100]. The main advantage of these techniques is that solutions are found over a surface that is one dimension lower than the original form of the problem, and that the radiation (Sommerfield) condition is a priori satisfied. On the other hand, BE methods are most often limited to linear and homogeneous problems. Moreover, the resulting linear systems of equations in these methods are very large, dense and in general non symmetric, making the solution of the resulting linear system of equations unaffordable from the computational point of view. The computational advantage in processing time and storage requirements that would intuitively be expected is therefore not always achieved in the case of realistic problem sizes.

Another possible approach is to enrich the approximation spaces with functions that well capture the characteristics of the solution. This is the idea adopted in $[119,77,116]$
with the discontinuous enrichment (DE) method or in $[53,83]$ with the plane wave (PW) method. In DE and PW approaches the standard finite element space (that represents the coarse scale of the solution) is enriched elementwise by free-space solutions of the homogeneous partial differential equation to be solved. This can reduce dramatically the computational cost of standard FE methods while preserving their accuracy and flexibility.

The other family of discretization methods widely used in computational seismology is the spectral element method. Spectral methods were firstly introduced in fluid dynamics around thirty years ago and successively applied to elastodynamic problems. The so-called global pseudo-spectral (PS) method was then introduced by replacing the original set of truncated Fourier series with a set of algebraic polynomials in space (of Chebyschev or Legendre type). The PS numerical solution satisfies the wave equation in differential form at some suitably chosen collocation points, and its accuracy is shown to depend strongly on this choice [65, 118, 58]. The main limitation of the PS methods is the difficulty to handle complex geometries, heterogeneous materials and realistic free-surface boundary conditions. To overcome such shortcomings in [28, 59] curvilinear coordinate systems have been proposed. However, this remains confined to smooth global mappings of little use in realistic geological models.

The spectral element (SE) method, introduced firstly in fluid dynamics by [88, 74], can be related to the $p-$ and $h p$-versions of the FE methods [11, 10]. SE methods are based on high-order Lagrangian interpolants sampled at the Gauss-Legendre-Lobatto quadrature points, and combine the flexibility of finite elements with the accuracy of spectral techniques. Since they are based on the weak formulation of the elastodynamics equations, they handle naturally both interface continuity and free boundary conditions, allowing very accurate resolutions of evanescent interface and surface waves. Moreover, SE methods retain a high level parallel structure, thus are well suited for massively parallel computations. Important recent applications, with SE techniques were provided for computational seismology applications [60, 110, 79, 35]. SE methods usually require a uniform polynomial order on the whole computational domain, and this can lead to an unreasonably large computational effort, in particular in regions where a fine mesh grid is needed already to describe accurately the domain geometry.

Non-conforming high-order techniques, like the Discontinuous Galerkin spectral element (DGSE) method [9, 95, 52] or the Mortar spectral element (MSE) method [19, 117, 21], allow to deal with a non uniform polynomial degree distribution ( $p$-adaptivity),
as well as a locally varying mesh size ( $h$-adaptivity). The built-in flexibility of these schemes is useful in complex two and three dimensional problems that feature multiscale phenomena.
In [57] the $p$-version of the Discontinuous Galerkin approach have been studied for seismic wave propagation problem. This method combines DG discretizations with the so-called Cauchy-Kovalewski approach using repeatedly the governing partial differential equation itself, in order to guarantee arbitrary high-order accuracy in both space and time. Moreover, to further increase the computational efficiency, the authors have introduced a new local time stepping algorithm. Indeed, usual explicit time stepping schemes require stability (Courant-Friedrichs-Levy (CFL)) conditions that impose a time step which depends on the smallest element size. By using local time stepping, each element can use its optimal time step given by the local stability condition [44]. One of the main drawback of the techniques proposed in [57, 44] is that the DG approach is applied elementwise, and therefore the proliferation of degrees of freedom cannot be kept under control.

Here, we present a new discretization approach to combine the DGSE and MSE methods with suitable time advancing schemes for the simulation of wave propagations in heterogeneous media. To overcome the limitations of the existing approaches we will apply the non-conforming paradigm only at subdomain level. We will show that the resulting formulations are stable, provide optimal approximation properties, and suffer from low dispersion and dissipation errors. Some meaningful geophysical applications are also addressed. The results of this thesis are original and have been partially published or submitted for possible publication in [8, 78]

We describe in detail the subject addressed by summarizing the contents of the various chapters.

In Chapter 1 we describe the physical phenomenon governing seismic wave propagations and we derive the elastodynamics weak formulation.

The geometrical and functional discretization of the problem is presented in Chapter 2 in the context of non-conforming approximations and the Discontinuous Galerkin and the Mortar spectral element methods are derived starting from a common weak formulation. The computational domain is split into macro-regions called subdomains (usually associated to the earth's substrata, heterogeneous media, engineering structures) with


Figure 1: Non-conforming domain decomposition. The computational domain $\Omega$ is partitioned in subdomains $\Omega_{k}$ of characteristic (linear) size $H_{k}$. Conforming partition inside each $\Omega_{k}$ made by quadrilaterals/hexahedras of size $h_{k}$ and polynomial approximation degree $N_{k}$. The non-conforming approach is employed across subdomains' boundary.
typical size $H$ (see Figure 1), and the non-conforming approach is employed across subdomains' boundaries. The quadrilaterals/hexahedras do not have to match between neighbouring subdomains, and different spectral approximation degrees are allowed, see Figure 1. Therefore, the continuity of the solution at the skeleton $\mathcal{S}=\bigcup_{k}\left(\partial \Omega_{k} \backslash \partial \Omega\right)$ of the decomposition is imposed weakly, either by means of a Lagrange multiplier for the MSE method, or by penalizing the jumps of the displacement in the DGSE method. Then, in each non-overlapping subdomain a conforming spectral finite element discretization is employed.
Starting from a common displacement-based weak formulation of the elastodynamics equation, we prove a priori error bounds for the non-conforming semi-discrete formulations. A similar analysis is provided in the existing literature for a slightly different Discontinuous Galerkin formulation, for dynamic linear elasticity and viscoelasticity [98, 97]. In fact the above formulation involves an additional penalty term whose physical meaning is unclear. Yet, other authors refer to that analysis when discussing their Discontinuous Galerkin schemes [40, 39]. Here we modify and update the results of [98] to analyze the presented DGSE method. In the MSE method case, at the best of our knowledge, such analysis has never been carried out before in elastodynamics, but only for elliptic and parabolic equations [19, 5, 17, 49]. The algebraic aspects of the DGSE and MSE methods are then described at the end of Chapter 2. To ease the presentation,
the analysis is carried out in a two dimensional setting. The extension of the theoretical results to three dimensional problems is given at the end of Chapter 2 for the DGSE methods.

In Chapter 3 we describe three different time integration schemes that could be used for the discretization of the system of ordinary differential equations resulting from the semi-discrete approximations. In particular we study the leap-frog (LF) scheme, the implicit midpoint (IM) method and the fourth order Runge-Kutta (RK4) method. Moreover we present error estimates for the fully-discrete-problem, obtained combining the non-conforming discretizations with the previous time integration methods. The LF finite difference method, the most popular approach used in seismic modelling [61, 36, 35, 43, 30], is a special case of the Newmark methods [55] and is second order accurate, explicit and conditionally stable. The IM method belongs to the family of the Runge-Kutta methods [68] and it is still second order accurate but implicit and unconditionally stable. At the best of our knowledge, up to now, implicit time integration schemes have been coupled only with finite differences or collocation methods to solve acoustic [54] and elastic wave propagation problems [118]. The main advantage of this approach relies on their unconditioned stability, that allows to chose a time integration step ten times larger than the one in the explicit case [118]. The four stage RK4 method is explicit, fourth order accurate and conditionally stable. Runge-Kutta methods are studied and applied in wave propagation [54, 71] because they are highly accurate and feature low dispersion errors. Moreover, in the explicit case their absolute stability region is not more restrictive than the LF one.

Other high order methods proposed in the literature for time discretization are TaylorGalerkin methods [39], the ADER-DG method [57, 41], the rapid expansion method $[112,64]$, and the symplectic method [105, 85, 112]. A comparison of these methods is beyond the scope of this present work and will be the subject of future research.

The semi-discrete and fully-discrete non-conforming formulations are analyzed in Chapter 4 from the point of view of the dispersion, dissipation and stability properties. For wave propagation problems, the grid dispersion/dissipation criterion determines the lowest number of nodes per wavelength such that the numerical solution has an acceptable level of accuracy, while the stability criterion determines the largest time step allowed for explicit time integration schemes. Here, we propose a new generalized eigenvalue
approach to determine sharp grid dispersion and dissipation errors as well as stability bounds for the LF and RK methods. This approach is based on the Von Neumann's method (plane wave analysis) and can be used to determine dispersion and dissipation properties for different space and time discretizations. First, we use this technique to derive dispersion and dissipation relations for the semi-discrete DGSE and MSE approximations. Then, we extend the analysis to the corresponding fully-discrete problems presented in Chapter 3, addressing the combined effect of the LF, RK4, IM time discretizations with DGSE and MSE approximations. A general framework to study the numerical dispersion for the SE methods has been developed in [36] and analyzed for the acoustic case up to polynomial approximation degree equal to three. In [103] a complete description for the elastic case is given, based on a Rayleigh quotient approximation of the eigenvalue problem characterizing the dispersion relation. For the DGSE method, grid dispersion has been analyzed in [3, 40]. In particular in [3] the dispersion and dissipation errors of the acoustic wave equation in one space dimension are derived using the flux formulation. The results include polynomial approximation degree equal to three and conjectures on the extension to higher orders are given. Making use of the plane wave analysis, in [40] a complete description of the grid dispersion properties is carried out for both the acoustic and the elastic case.

At the best of our knowledge, for the MSE method no results are available for the grid dispersion/dissipation properties regarding the elastic wave equation. The results obtained show that both DGSE and MSE methods feature low dispersive/dissipative errors.

Chapter 5 is devoted to the implementation aspects of the non-conforming approaches in a spectral element based code. Special emphasis is given to the description of the numerical strategies used for facing integral computations present in DGSE and the MSE discretizations. Moreover, we propose an efficient way (in term of low memory storage and executing program velocity) to code DGSE and MSE approaches for wave propagations.

Numerical results for test cases are presented in Chapter 6. Here, we validate the proposed schemes on two and three dimensional benchmarks available in literature. All the results are compared with analytical solutions or with the numerical solution obtained with the SE approximation.

Chapter 7 addresses some real geophysical applications. At first we show the seismic response of a remarkable railway masonry bridge, and soft soil amplifications occurring on alluvial basin. Then, we present relevant earthquake scenarios, i.e., the case of the Grenoble valley (France) and the Canterbury plains near Christchurch (New Zealand). The latter results represent the state of the art in computational seismology.

Finally, in Chapter 8 we draw some conclusions and we outline some future perspectives.

## Chapter 1

## Motivations and model formulation

### 1.1 The physical problem

Wave propagation in heterogeneous media is a problem arising in many scientific disciplines as acoustics, electro-magnetics, fracture mechanics and elastodynamics. Usually, when considering acoustic or electromagnetic waves we are interested on their refraction across an obstacle, while when dealing with elastic waves we observe their propagation within the examined body.
Seismic waves are elastic waves of energy that travel through the earth, and are a result of an earthquake, explosion, or a volcano that imparts low-frequency acoustic energy. The direct physical effect yielded by an earthquake in the region surrounding the source consists, essentially but not exclusively, of a vibratory (or seismic) ground motion varying from point to point. A fundamental seismological and engineering problem is that of quantifying the characteristics of such motion (e.g. amplitude, duration, frequency content) at a distant point, as a function of the characteristics of the source and of the portions of the earth crust traversed by the seismic waves.
The propagation velocity of the waves depends on density and elasticity of the medium. Velocity tends to increase with depth, and ranges from approximately 2 to $8 \mathrm{~km} / \mathrm{s}$ in the earth's crust up to $13 \mathrm{~km} / \mathrm{s}$ in the deep mantle. Earthquakes create various types of waves with different velocities; when reaching seismic observatories, their different travel time enables the scientists to locate the epicentre. There are two types of seismic waves, body wave and surface waves.
Body waves travel through the interior of the earth. They follow ray-paths refracted
by the varying density and modulus (stiffness) of the earth's interior. Body waves are divided into two categories: primary ( P ) waves and secondary ( S ) waves. P waves are longitudinal (pressure) waves that can travel through any type of material, and can travel at nearly twice the speed of shear waves. S-waves are transverse (shear) in nature. These waves typically follow P waves during an earthquake and displace the ground perpendicular to the direction of propagation. S waves can travel only through solids, since fluids (liquids and gases) do not support shear stresses.
Surface waves are analogous to water waves and travel along the earth's surface. They travel slower than body waves. Because of their low frequency, long duration, and large amplitude, they can be the most destructive type of seismic wave. There are two types of surface waves: Rayleigh waves and Love waves that are the cause of the rolling and circular shearing of the ground.
All these information are resumed and described by the following elastodynamics model as we are going to explain.

### 1.2 The mathematical model

We consider an elastic medium occupying a finite region $\Omega \subset \mathbb{R}^{d}$, for $d=2,3$, with boundary $\Gamma=\partial \Omega$ and unit outward normal $\mathbf{n}=\mathbf{n}\left(x_{1}, \ldots, x_{d}\right)$ at the point $\left(x_{1}, \ldots, x_{d}\right) \in$ $\partial \Omega$. The boundary is assumed to be composed of portions $\Gamma_{D}$, where the displacement vector $\mathbf{u}$ is prescribed, $\Gamma_{N}$ where external loads apply, and $\Gamma_{N R}$ where suitable nonreflecting conditions are imposed. The portion $\Gamma_{N R}$ is in fact a fictitious boundary of the computational domain which is introduced to bound the physical domain for the numerical approximation of wave propagation problems in unbounded media. We make the assumptions that $\Gamma_{D}, \Gamma_{N}$ and $\Gamma_{N R}$ are disjoint, i.e. $\Gamma_{D} \cap \Gamma_{N}=\emptyset$ and $\Gamma_{N} \cap \Gamma_{N R}=\emptyset$ and either $\Gamma_{D}$ or $\Gamma_{N}$ can be empty, .
Here and in the sequel, an underlying bar denotes matrix or tensor quantities, while vectors are typed in bold. Having fixed the temporal interval $[0, T]$, with $T$ real and positive, the equilibrium equations for an elastic medium, subjected to an external force
f (seismic source) read:

$$
\left\{\begin{array}{rrrl}
\rho \partial_{t t} \mathbf{u}-\nabla \cdot \underline{\sigma}(\mathbf{u}) & =\mathbf{f}, & & \text { in } \Omega \times(0, T],  \tag{1.1}\\
\mathbf{u} & =\mathbf{0}, & & \text { on } \Gamma_{D} \times[0, T], \\
\underline{\sigma}(\mathbf{u}) \cdot \mathbf{n} & =\mathbf{t}, & & \text { on } \Gamma_{N} \times[0, T], \\
\text { non reflecting boundary conditions } & & \text { on } \Gamma_{N R} \times[0, T], \\
\partial_{t} \mathbf{u} & =\mathbf{u}_{1}, & & \text { in } \Omega \times\{0\}, \\
\mathbf{u} & =\mathbf{u}_{0}, & & \text { in } \Omega \times\{0\},
\end{array}\right.
$$

where $\mathbf{u}=\left(u_{1}, \ldots, u_{d}\right)^{\top}$ is the medium displacement vector, $\underline{\sigma}$ the stress tensor, $t$ the time variable and $\rho$ the material density and where $\mathbf{u}_{0}, \mathbf{u}_{1}$ are given (smooth enough) functions. Here and after $\partial_{t}$ denotes the partial derivative with respect to time, while $\nabla \cdot \underline{a}=\sum_{j=1}^{d} \frac{\partial \underline{a}_{i j}}{\partial x_{j}}$ represents the divergence of the tensor $\underline{a}$. Without loss of generality (see, for instance, [92]) we make the following further assumptions on $\Gamma$ : on $\Gamma_{D}$ the medium is rigidly fixed in the space and on $\Gamma_{N}$ we prescribe surface tractions $\mathbf{t}$. Finally, on $\Gamma_{N R}$ non-reflecting boundary conditions are imposed: from the mathematical point of view, the latter condition have the effect of introducing a fictitious traction $\mathbf{t}^{*}$, that will be defined later, which is a linear combination of space and time derivatives of the displacement $\mathbf{u}$ (cf. [107, 30], for example).
To complete the system in (1.1), we prescribe initial conditions $\mathbf{u}_{0}$ and $\mathbf{u}_{1}$ for the displacement and the velocity, respectively.
When we consider viscoelastic materials, see Chapter 6, we introduce in the system (1.1) an additional term in the form of volume forces

$$
\begin{equation*}
\mathbf{f}^{v i s c}=-2 \rho \zeta \dot{\mathbf{u}}-\rho \zeta^{2} \mathbf{u} \tag{1.2}
\end{equation*}
$$

where $\zeta=\zeta\left(x_{1}, \ldots, x_{d}\right)$ is a suitable decay factor with dimension inverse of time. Correspondingly, the equation of motion becomes

$$
\begin{equation*}
\rho \partial_{t t} \mathbf{u}-\nabla \cdot \underline{\sigma}(\mathbf{u})=\mathbf{f}+\mathbf{f}^{v i s c} \tag{1.3}
\end{equation*}
$$

The parameter $\zeta$ is supposed to be piecewise constant, as in [30], in order to model absorbing regions, thus providing an alternative or a complement to the absorbing boundary conditions. In other cases, like seismic wave propagation through heterogeneous media with strong elastic impedance, this model is used to prevent the onset of
non-physical oscillations of the numerical solution.
We define the strain tensor $\underline{\varepsilon}$ as the symmetric gradient of $\mathbf{u}$, i.e.,

$$
\underline{\varepsilon}(\mathbf{u})=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\top}\right),
$$

or equivalently

$$
\epsilon_{i j}(\mathbf{u})=\frac{1}{2}\left(\frac{\partial u_{j}}{\partial x_{i}}+\frac{\partial u_{i}}{\partial x_{j}}\right) \quad \forall i, j=1, \ldots, d
$$

since $(\nabla \mathbf{u})_{k \ell}=\frac{\partial u_{k}}{\partial x_{\ell}}$, for $\ell, k=1, \ldots, d$. The stress tensor is denoted by $\underline{\sigma}(\mathbf{u})$ such that $\sigma_{i i}(\mathbf{u})$ is the normal stress in the direction $x_{i}$ and $\sigma_{i j}(\mathbf{u})$ for $i \neq j$ is the shear stress. The stress tensor satisfies the constitutive relation (Hooke's law)

$$
\sigma_{i j}(\mathbf{u})=\lambda \sum_{j=1}^{d} \frac{\partial u_{j}}{\partial x_{j}} \delta_{i k}+2 \mu \epsilon_{i j}(\mathbf{u})=\sum_{k, \ell=1}^{d} D_{i j k \ell} \epsilon_{k \ell}(\mathbf{u}) \quad \forall i, j=1, \ldots, d
$$

where where $\lambda$ and $\mu$ are the Lamé elastic coefficients of the medium, $\delta_{i j}$ is the Kronecker delta and $D_{i j k \ell}=(\underline{\underline{\mathbf{D}}})_{i, j, k, \ell}$, is the fourth order Hooke's tensor, satisfying the symmetries

$$
D_{i j k \ell}=D_{j i k \ell}=D_{i j \ell k}=D_{k \ell i j} .
$$

We assume that $\underline{\underline{\mathbf{D}}}$ is positive definite and bounded over $\Omega$, i.e, $\exists D_{0}$ and $D_{1}$ s.t.

$$
0<D_{0} \sum_{i, j} \chi_{i j}^{2} \leq \sum_{i, j, k, \ell} \chi_{i j} D_{i j k \ell} \chi_{k \ell} \leq D_{1} \sum_{i, j} \chi_{i j}^{2} \quad \forall \underline{\chi} \neq \mathbf{0} .
$$

Moreover, since for heterogeneous media we suppose $\rho, \lambda$ and $\mu$ bounded functions of the spatial variable, not necessarily continuous, i.e., $\rho, \lambda$ and $\mu \in L^{\infty}(\Omega)$, the stress tensor is also piecewise constant over $\Omega$ and by the Hooke's law, can be written as

$$
\left[\begin{array}{c}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{array}\right]=\left[\begin{array}{ccc}
\lambda+2 \mu & \lambda & 0 \\
\lambda & \lambda+2 \mu & 0 \\
0 & 0 & \mu
\end{array}\right]\left[\begin{array}{c}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{12}
\end{array}\right]
$$

for $d=2$ and similarly for $d=3$.
The availability of accurate and reliable modeling of wave transmission along the boundaries of the discretized domain is a key issue in the simulation of wave propagation problems. While the representation of the free boundaries (typically free surfaces in geophysical application) do not present any difficulty, the modelling of continuous boundaries is a delicate issue. Ideally, such boundaries should be able to propagate any incident wave without reflections.

Let $\mathbf{n}=\left(n_{1}, n_{2}\right)$ be the unit normal to the point $\left(x_{1}, x_{2}\right) \in \partial \Omega$ and let $\boldsymbol{\tau}=\left(\tau_{1}, \tau_{2}\right)$ be the tangential unit vector at $\left(x_{1}, x_{2}\right) \in \partial \Omega$, the non-reflecting conditions on $\Gamma_{N R}$ take the form [29]

$$
\left\{\begin{align*}
\frac{\partial}{\partial n}(\mathbf{u} \cdot \mathbf{n}) & =-\frac{1}{c_{P}} \frac{\partial}{\partial t}(\mathbf{u} \cdot \mathbf{n})+\frac{c_{S}-c_{P}}{c_{P}} \frac{\partial}{\partial \tau}(\mathbf{u} \cdot \boldsymbol{\tau})  \tag{1.4}\\
\frac{\partial}{\partial n}(\mathbf{u} \cdot \boldsymbol{\tau}) & =-\frac{1}{c_{S}} \frac{\partial}{\partial t}(\mathbf{u} \cdot \boldsymbol{\tau})+\frac{c_{S}-c_{P}}{c_{P}} \frac{\partial}{\partial \tau}(\mathbf{u} \cdot \mathbf{n})
\end{align*}\right.
$$

The quantities $c_{P}$ and $c_{S}$ appearing in (1.4) are the compressional and the shear wave velocities, respectively defined as

$$
\begin{equation*}
c_{P}=\sqrt{\frac{\lambda+2 \mu}{\rho}} \quad \text { and } \quad c_{S}=\sqrt{\frac{\mu}{\rho}} \tag{1.5}
\end{equation*}
$$

and they refer to the velocity of P and S body waves respectively. Primary ( P ) and Secondary (S) waves travel from the source through the interior of the elastic medium and they follow paths refracted by the varying density and modulus (stiffness) of the materials encountered. P waves are said compressional or longitudinal waves and they are very similar to acoustic waves, in particular the particles of the material invested by P waves move in the same direction of the P wave front. S waves are transversal waves and induce on the material oscillations perpendicular to their propagating direction. An important feature of S waves is that they can not propagate in fluids, for which the Lamé coefficient $\mu=0$. Absorbing boundary conditions must be applied as natural boundary conditions, in other words $\Gamma_{N R}$ is a boundary subjected to a stress state $\underline{\sigma}^{*}$ which satisfies equation (1.4). Then, to derive the explicit expression of the fictitious traction $\mathbf{t}^{*}=\underline{\sigma}^{*}(\mathbf{u}) \cdot \mathbf{n}$ we proceed as follows.
We rewrite the stress tensor $\underline{\sigma}$ in the coordinate system $\{\boldsymbol{\tau}, \mathbf{n}\}$ as

$$
\left[\begin{array}{c}
\sigma_{11}  \tag{1.6}\\
\sigma_{22} \\
\sigma_{12}
\end{array}\right]=\left[\begin{array}{c}
\sigma_{\tau \tau} \\
\sigma_{n n} \\
\\
\sigma_{\tau n}
\end{array}\right]=\left[\begin{array}{c}
(\lambda+2 \mu) \frac{\partial u_{\tau}}{\partial \tau}+\lambda \frac{\partial u_{n}}{\partial n} \\
(\lambda+2 \mu) \frac{\partial u_{n}}{\partial n}+\lambda \frac{\partial u_{\tau}}{\partial \tau} \\
\mu\left(\frac{\partial u_{\tau}}{\partial \tau}+\frac{\partial u_{n}}{\partial \tau}\right)
\end{array}\right]
$$

We use equation (1.4) to express derivatives with respect to the normal direction as a combination of derivatives with respect to the tangential direction and with respect to
time so that equation (1.6) becomes

$$
\left[\begin{array}{c}
\sigma_{\tau \tau} \\
\sigma_{n n} \\
\sigma_{\tau n}
\end{array}\right]=\left[\begin{array}{c}
(\lambda+2 \mu) \frac{\partial u_{\tau}}{\partial \tau}+\lambda\left(-\frac{1}{c_{P}} \frac{\partial u_{n}}{\partial t}+\frac{c_{S}-c_{P}}{c_{P}} \frac{\partial u_{\tau}}{\partial \tau}\right) \\
(\lambda+2 \mu)\left(-\frac{1}{c_{P}} \frac{\partial u_{n}}{\partial t}+\frac{c_{S}-c_{P}}{c_{P}} \frac{\partial u_{\tau}}{\partial \tau}\right)+\lambda \frac{\partial u_{\tau}}{\partial \tau} \\
\mu \frac{\partial u_{\tau}}{\partial \tau}+\mu\left(-\frac{1}{c_{S}} \frac{\partial u_{n}}{\partial t}+\frac{c_{S}-c_{P}}{c_{S}} \frac{\partial u_{n}}{\partial \tau}\right)
\end{array}\right]
$$

In this system of coordinates, the force for surface unit $\mathbf{t}^{*}$ is

$$
\left[\begin{array}{c}
t_{\tau}^{*} \\
t_{n}^{*}
\end{array}\right]=\left[\begin{array}{c}
\sigma_{\tau n} \\
\sigma_{n n}
\end{array}\right]=\left[\begin{array}{c}
\frac{\mu\left(2 c_{S}-c_{P}\right)}{c_{S}} \frac{\partial u_{n}}{\partial \tau}-\frac{\mu}{c_{S}} \frac{\partial u_{\tau}}{\partial t} \\
\frac{\lambda c_{S}+2 \mu\left(c_{S}-c_{P}\right)}{c_{P}} \frac{\partial u_{\tau}}{\partial \tau}-\frac{\lambda+2 \mu}{c_{P}} \frac{\partial u_{n}}{\partial t}
\end{array}\right]
$$

Computing in the above equation normal and tangential derivatives as $\frac{\partial}{\partial n}=n_{1} \frac{\partial}{\partial x_{1}}+$ $n_{2} \frac{\partial}{\partial x_{2}}$ and $\frac{\partial}{\partial \tau}=\tau_{1} \frac{\partial}{\partial x_{1}}+\tau_{2} \frac{\partial}{\partial x_{2}}=n_{2} \frac{\partial}{\partial x_{1}}-n_{1} \frac{\partial}{\partial x_{2}}$ we obtain

$$
\left[\begin{array}{c}
t_{\tau}^{*} \\
t_{n}^{*}
\end{array}\right]=\left[\begin{array}{c}
\frac{\mu\left(2 c_{S}-c_{P}\right)}{c_{S}}\left[n_{1} n_{2}\left(\frac{\partial u_{1}}{\partial x_{1}}-\frac{\partial u_{2}}{\partial x_{2}}\right)-n_{1}^{2} \frac{\partial u_{1}}{\partial x_{2}}+n_{2}^{2} \frac{\partial u_{2}}{\partial x_{1}}\right]-\frac{\mu}{c_{S}}\left(\frac{\partial u_{1}}{\partial t} n_{2}-\frac{\partial u_{2}}{\partial t} n_{1}\right) \\
\frac{\lambda c_{S}+2 \mu\left(c_{S}-c_{P}\right)}{c_{P}}\left[n_{2}^{2} \frac{\partial u_{1}}{\partial x_{1}}-n_{1} n_{2}\left(\frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial u_{2}}{\partial x_{1}}\right)+n_{1}^{2} \frac{\partial u_{2}}{\partial x_{2}}\right]-\frac{\lambda+2 \mu}{c_{P}}\left(\frac{\partial u_{1}}{\partial t} n_{1}+\frac{\partial u_{2}}{\partial t} n_{2}\right)
\end{array}\right]
$$

Finally, since $\mathbf{t}^{*}$ is expressed in the local coordinate system, we project it on the global coordinate system

$$
\mathbf{t}^{*}=\left[\begin{array}{c}
t_{1}^{*}  \tag{1.7}\\
t_{2}^{*}
\end{array}\right]=\left[\begin{array}{c}
t_{\tau}^{*} n_{2}+t_{n}^{*} n_{1} \\
t_{n}^{*} n_{2}-t_{\tau}^{*} n_{1}
\end{array}\right]
$$

For $d=3$ non-reflecting boundary conditions are given by (see [30])

$$
\left\{\begin{align*}
\frac{\partial}{\partial n}(\mathbf{u} \cdot \mathbf{n}) & =-\frac{1}{c_{P}} \frac{\partial}{\partial t}(\mathbf{u} \cdot \mathbf{n})+\frac{c_{S}-c_{P}}{c_{P}}\left[\frac{\partial}{\partial \tau_{1}}\left(\mathbf{u} \cdot \boldsymbol{\tau}_{\mathbf{1}}\right)+\frac{\partial}{\partial \tau_{2}}\left(\mathbf{u} \cdot \boldsymbol{\tau}_{\mathbf{2}}\right)\right]  \tag{1.8}\\
\frac{\partial}{\partial n}\left(\mathbf{u} \cdot \boldsymbol{\tau}_{\mathbf{1}}\right) & =-\frac{1}{c_{S}} \frac{\partial}{\partial t}\left(\mathbf{u} \cdot \boldsymbol{\tau}_{\mathbf{1}}\right)+\frac{c_{S}-c_{P}}{c_{P}} \frac{\partial}{\partial \tau_{1}}(\mathbf{u} \cdot \mathbf{n}) \\
\frac{\partial}{\partial n}\left(\mathbf{u} \cdot \boldsymbol{\tau}_{\mathbf{2}}\right) & =-\frac{1}{c_{S}} \frac{\partial}{\partial t}\left(\mathbf{u} \cdot \boldsymbol{\tau}_{\mathbf{2}}\right)+\frac{c_{S}-c_{P}}{c_{P}} \frac{\partial}{\partial \tau_{2}}(\mathbf{u} \cdot \mathbf{n})
\end{align*}\right.
$$

where $\boldsymbol{\tau}_{\mathbf{1}}$ and $\boldsymbol{\tau}_{\mathbf{2}}$ are two arbitrary mutually orthogonal unit vectors on the plane orthogonal to $\boldsymbol{n}$, the normal to $\Gamma_{N R}$, such that $\left\{\boldsymbol{\tau}_{\mathbf{1}}, \boldsymbol{\tau}_{\mathbf{2}}, \boldsymbol{n}\right\}$ defines a right handed Cartesian system. Starting to (1.8) it is possible to deduce an analogous of (1.7) for the definition of absorbing boundary conditions on a three dimensional framework. We refer to [29] for a detailed description of the derivation along with the illustration of a procedure for the practical choice of the axes $\boldsymbol{\tau}_{\mathbf{1}}$ and $\boldsymbol{\tau}_{\boldsymbol{2}}$.

### 1.3 The variational formulation

Before recasting the problem in a variational form we introduce the following notation. We denote by $\mathbf{X}$ the $d$-direct product of the functional space $X$ by itself and introduce the following product operators defined for scalar, vectorial and tensorial quantities:

$$
\begin{array}{lll}
a \cdot b=a b, & (a, b)_{\Omega}=\int_{\Omega} a \cdot b d \Omega & \forall a, b \in L^{2}(\Omega), \\
\mathbf{a} \cdot \mathbf{b}=\sum_{i=1}^{d} a_{i} b_{i}, & (\mathbf{a}, \mathbf{b})_{\Omega}=\int_{\Omega} \mathbf{a} \cdot \mathbf{b} d \Omega & \forall \mathbf{a}, \mathbf{b} \in \mathbf{L}^{2}(\Omega), \\
\underline{a}: \underline{b}=\sum_{i, j=1}^{d} a_{i j} b_{i j}, & (\underline{a}, \underline{b})_{\Omega}=\int_{\Omega} \underline{a}: \underline{b} d \Omega & \forall \underline{a}, \underline{b} \in\left[\mathbf{L}^{2}(\Omega)\right]^{d},
\end{array}
$$

respectively. By multiplying the first equation in (1.1) for a regular enough function $\mathbf{v}$ (candidate to represent an admissible displacement), integrating by parts over the domain $\Omega$, using the Green's formula:

$$
-(\nabla \cdot \underline{\sigma}(\mathbf{u}), \mathbf{v})_{\Omega}=(\underline{\sigma}(\mathbf{u}), \underline{\varepsilon}(\mathbf{v}))_{\Omega}-(\mathbf{v}, \underline{\sigma}(\mathbf{u}) \cdot \mathbf{n})_{\Gamma}
$$

and imposing the boundary conditions, the variational formulation of (1.1) reads: $\forall t \in$ $(0, T]$ find $\mathbf{u}=\mathbf{u}(t) \in V$ such that

$$
\begin{equation*}
\mathrm{d}_{t t}(\rho \mathbf{u}, \mathbf{v})_{\Omega}+\mathcal{A}(\mathbf{u}, \mathbf{v})_{\Omega}=\mathcal{L}(\mathbf{v}) \quad \forall \mathbf{v} \in V, \tag{1.9}
\end{equation*}
$$

where the bilinear form $\mathcal{A}: V \times V \rightarrow \mathbb{R}^{d}$ is defined as

$$
\mathcal{A}(\mathbf{u}, \mathbf{v})_{\Omega}=(\underline{\sigma}(\mathbf{u}), \underline{\varepsilon}(\mathbf{v}))_{\Omega},
$$

and the linear functional $\mathcal{L}: V \rightarrow \mathbb{R}^{d}$ as

$$
\mathcal{L}(\mathbf{v})=(\mathbf{t}, \mathbf{v})_{\Gamma_{N}}+\left(\mathbf{t}^{*}, \mathbf{v}\right)_{\Gamma_{N R}}+(\mathbf{f}, \mathbf{v})_{\Omega} .
$$

Here $V$ is the Sobolev space $V=\left\{\mathbf{v} \in \mathbf{H}^{2}(\Omega): \mathbf{v}=\mathbf{0}\right.$ on $\left.\Gamma_{D}\right\}$, where $L^{2}(\Omega)$ is the space of square integrable functions over $\Omega$ and $H^{2}(\Omega)$ is the space of functions in $L^{2}(\Omega)$ such that for every multi-index $\alpha$ such that $|\alpha| \leq 2$ the weak partial derivative $\partial^{\alpha} u$ belongs to $L^{2}(\Omega)$. We recall that it can be proved that the bilinear form $\mathcal{A}(\cdot, \cdot)$ is symmetric, $V$-elliptic and continuous [94]. These conditions imply that problem (1.9) admits a unique solution $\mathbf{u} \in \mathcal{C}^{0}((0, T) ; V) \cap \mathcal{C}^{1}\left((0, T) ; \mathbf{L}^{2}(\Omega)\right)$ satisfying suitable stability estimates [24, 94], provided that $\rho \in L^{\infty}(\Omega)$ is a strictly positive function, and
that $\mathbf{u}_{0} \in V, \mathbf{u}_{1} \in \mathbf{L}^{2}(\Omega)$ and $\mathbf{f} \in \mathbf{L}^{2}(\Omega \times(0, T))$.
By introducing a finite dimensional space $V_{\delta}$ which is a suitable approximation of $V$, the semi-discrete approximation of (1.9) reads : $\forall t \in(0, T]$ find $\mathbf{u}_{\delta}=\mathbf{u}_{\delta}(t) \in V_{\delta}$ such that

$$
\begin{equation*}
\mathrm{d}_{t t}\left(\rho \mathbf{u}_{\delta}, \mathbf{v}\right)_{\Omega}+\mathcal{A}\left(\mathbf{u}_{\delta}, \mathbf{v}\right)_{\Omega}=\mathcal{L}(\mathbf{v}) \quad \forall \mathbf{v} \in V_{\delta} \tag{1.10}
\end{equation*}
$$

In the next section we will explain how to construct $V_{\delta}$ for two different families of non-conforming domain decomposition methods, namely, the Discontinuous Galerkin spectral element (DGSE) method and the Mortar spectral element (MSE) method. The reasons for using non-conforming DGSE and MSE discretizations can be summarized in the following lines. Firstly, the flexibility in handling complex geometries, retaining the high order accuracy of spectral elements methods for locally smooth solutions.
Secondly, since they are based on the weak formulation of the elastodynamics equations, they handle naturally both interface continuity and free boundary conditions, allowing very accurate resolutions of evanescent interface and surface waves. Moreover, they guarantee geometrical and polynomial flexibility that is an important task for simulating correctly the wave-front field in complex wave phenomena such as soil-structure interaction problems or seismic response of sedimentary basins (cf. Chapters 6 and 7), accommodating discontinuities, not only in the parameters, but also in the wavefield. Finally, they retain a high level parallel structure, thus well suited for parallel computations.

## Chapter 2

## Non-conforming Galerkin spectral formulations

We first introduce the non-conforming Galerkin spectral formulations in a $d=2$ dimensional setting, to ease the presentation. The extension to three dimensional problems can be obtained similarly.
At the first level, we subdivide $\Omega$ into $K$ non overlapping polygonal subdomains $\Omega_{k}$, $k=1, \ldots, K$, of size $H_{j}=\operatorname{diam}\left(\Omega_{j}\right)$, with sufficiently smooth boundary $\partial \Omega_{k}$, such that $\bar{\Omega}=\bigcup_{k=1}^{K} \bar{\Omega}_{k}$ with $\Omega_{k} \cap \Omega_{\ell}=\emptyset$ if $k \neq \ell$ and we define the skeleton of this (macro) decomposition as $\mathcal{S}=\bigcup_{k=1}^{K} \partial \Omega_{k} \backslash \partial \Omega$.
Note that this (macro) decomposition can be geometrically non-conforming, i.e., for two neighbouring subdomains $\Omega_{k}, \Omega_{\ell}$, the interface $\gamma=\partial \Omega_{k} \cap \partial \Omega_{\ell}$ may not be a complete side of $\Omega_{k}$ or $\Omega_{\ell}$ (see Figure 2.1).
Then problem (1.1) is solved in each $\Omega_{k}$ together with transmission conditions to ensure that the local solution is the restriction to $\Omega_{k} \times(0, T]$ of the global solution. For the elastic problem (1.1) the transmission conditions read: (TC1) $\llbracket \mathbf{u} \rrbracket=0$ and (TC2) $\llbracket \underline{\sigma} \rrbracket=\mathbf{0}$, where $\llbracket \cdot \rrbracket$ denotes the jump of a quantity across a given interface.
Next, in each $\Omega_{k}$ we introduce a partition $\mathcal{T}_{h_{k}}$, made by quadrilaterals elements $\Omega_{k}^{j}$, with typical linear size $h_{k}$, say $h_{k}=\max _{j} h_{k}^{j}$ with $h_{k}^{j}=\operatorname{diam}\left(\Omega_{k}^{j}\right)$, and $\bar{\Omega}_{k}=\bigcup_{j=1}^{J_{k}} \bar{\Omega}_{k}^{j}$ (see Figure 2.1). We remark that the global partition $\mathcal{T}=\bigcup_{k=1}^{K} \mathcal{T}_{h_{k}}$ must preserve the boundary decomposition introduced in (1.1).
Let us set $\widehat{\Omega}=(-1,1)^{d}$ and suppose that there exists a suitable invertible mapping $\mathbf{F}_{k}^{j}: \widehat{\Omega} \rightarrow \Omega_{k}^{j}$ with (positive) Jacobian $J_{\Omega_{k}^{j}}$. This (meso) partition is instead geomet-


Figure 2.1: Example of a two dimensional subdomain partition. In this case $K=3$ and $\bar{\Omega}=$ $\bar{\Omega}_{1} \cup \bar{\Omega}_{2} \cup \bar{\Omega}_{3}$, with $\bar{\Omega}_{1}=\bigcup_{j=1}^{12} \bar{\Omega}_{1}^{j}, \bar{\Omega}_{2}=\bigcup_{j=1}^{4} \bar{\Omega}_{2}^{j}$ and $\bar{\Omega}_{3}=\bigcup_{j=1}^{3} \bar{\Omega}_{3}^{j}$.
rically conforming in each $\Omega_{k}$, thus the intersection of two elements $\Omega_{k}^{j}, \Omega_{k}^{\ell}, \ell \neq j$, is either empty, or a vertex, or an edge of both $\Omega_{k}^{j}$ and $\Omega_{k}^{\ell}$ (see Figure 2.1).
We thus have that

$$
\int_{\Omega_{k}} f=\sum_{\Omega_{k}^{j} \in \mathcal{T}_{h_{k}}} \int_{\Omega_{k}^{j}} f=\sum_{\Omega_{k}^{j} \in \mathcal{T}_{h_{k}}} \int_{\hat{\Omega}}\left(f \circ \mathbf{F}_{k}^{j}\right) J_{\Omega_{k}^{j}}
$$

The third (micro) level will be represented by the so-called Gauss-Lobatto-Legendre (GLL) points in each mesh element $\Omega_{k}^{j}$. Let $\mathbf{Q}_{N_{k}}(\widehat{\Omega})$ be the space of functions defined on $\widehat{\Omega}$ that are algebraic polynomials of degree less than or equal to $N_{k} \geq 2$ in each coordinate direction, and let

$$
\mathbf{Q}_{N_{k}}\left(\Omega_{k}^{j}\right)=\left\{v=\widehat{v} \circ \mathbf{F}_{k}^{j-1}: \widehat{v} \in \mathbf{Q}_{N_{k}}(\widehat{\Omega})\right\}
$$

We define the finite dimensional space $X_{\delta}\left(\Omega_{k}\right)$ as

$$
X_{\delta}\left(\Omega_{k}\right)=\left\{v_{\delta} \in \mathcal{C}^{0}\left(\bar{\Omega}_{k}\right): v_{\delta \mid \Omega_{k}^{j}} \in \mathbf{Q}_{N_{k}}\left(\Omega_{k}^{j}\right) \forall \Omega_{k}^{j} \in \mathcal{T}_{h_{k}}\right\}
$$

and finally

$$
V_{\delta}=\left\{\mathbf{v}_{\delta} \in \mathbf{L}^{2}(\Omega): \mathbf{v}_{\delta \mid \Omega_{k}} \in \mathbf{X}_{\delta}\left(\Omega_{k}\right) \forall k=1, \ldots, K: \mathbf{v}_{\delta \mid \Gamma_{D}}=\mathbf{0}\right\}
$$

where $\delta=\{\mathbf{H}, \mathbf{h}, \mathbf{N}\}$ with $\mathbf{H}=\left(H_{1}, \ldots, H_{K}\right), \mathbf{h}=\left(h_{1}, \ldots, h_{K}\right)$ and $\mathbf{N}=\left(N_{1}, \ldots, N_{K}\right)$ $K$-uplets of discretization parameters. Each component $h_{k}$ and $N_{k}$ represents the mesh
size and the degree of the polynomial interpolation in the subdomain $\Omega_{k}$, respectively. In order to construct a nodal basis for $V_{\delta}$, we introduce on each element $\Omega_{k}^{j}$ a set of interpolation points $\left\{\mathbf{p}_{i}\right\}$ and corresponding degrees of freedom which allow to identify uniquely a piecewise polynomial function in $V_{\delta}$. We remark that, by the definition of the space $V_{\delta}$, the basis functions will not be globally continuous on the whole domain $\Omega$.
In the spectral element approximation, the interpolation points $\left\{\mathbf{p}_{i}\right\}$ are chosen to be the GLL points. On the reference element $\widehat{\Omega}$, these points are tensor product of points defined in the reference interval $[-1,1]$ as the zeros of $\left(1-x^{2}\right) L_{N_{k}}^{\prime}$ where $L_{N_{k}}^{\prime}$ is the derivative of the Legendre polynomial $L_{N_{k}}$. This means that there exist $N_{k}+1$ points $\mathbf{p}_{i}$ for the interpolation of a polynomial of degree $N_{k}$ in $[-1,1]$, see [27] for details. As previously observed, in higher dimensions, the spectral nodes $\left\{\mathbf{p}_{i}\right\}$ are defined on the reference element $\widehat{\Omega}=[-1,1]^{d}$, via tensor product of the one dimensional distribution, and are then mapped onto the generic element $\Omega_{k}^{j}$ in the physical space through $\mathbf{F}_{k}^{j}$. In the spectral element (SE) method, such interpolation points are also used as quadrature points. Thus, we have

$$
\int_{\widehat{\Omega}}\left(f \circ \mathbf{F}_{k}^{j}\right) J_{\Omega_{k}^{j}} \approx \sum_{i=1}^{\left(N_{k}+1\right)^{d}}\left(f \circ \mathbf{F}_{k}^{j}\right)\left(\mathbf{p}_{i}\right) J_{\Omega_{k}^{j}}\left(\mathbf{p}_{i}\right) w_{i},
$$

where $w_{i}$ are the weights of the GLL quadrature formula which is exact for all ( $f \circ$ $\left.\mathbf{F}_{k}^{j}\right) J_{\Omega_{k}^{j}} \in \mathbf{Q}_{2 N_{k}-1}(\widehat{\Omega})$. The spectral shape functions $\boldsymbol{\Psi}_{i} \in V_{\delta}$ are defined as $\boldsymbol{\Psi}_{i}\left(\mathbf{p}_{j}\right)=\delta_{i j}$, $i, j=1, \ldots,\left(N_{k}+1\right)^{d}$, where $\delta_{i j}$ is the Kronecker symbol. It is straightforward to see that the restriction of any spectral function to $\Omega_{k}^{j}$ either coincides with a Lagrange polynomial or vanishes. Moreover the support of any shape function is limited to the neighbouring elements if the spectral node lies on the interface between two or more elements, while it is confined to only one element for internal nodes.

To introduce the non-conforming Discontinuous Galerkin (DG) and Mortar variational formulation, we write the equilibrium equations for a generic $\Omega_{k}$, integrate it by parts and sum over $\Omega_{k}^{j} \in \mathcal{T}_{h_{k}}$. What we obtain is an equivalent form of the equation (1.9). For each $t \in(0, T]$, we now seek for a $K$-uplet ( $\mathbf{u}_{\delta, 1}, \ldots, \mathbf{u}_{\delta, K}$ ) of functions, one for each subdomain $\Omega_{k}$. Problem (1.10) is then equivalent to: $\forall t \in(0, T]$ find $\left(\mathbf{u}_{\delta, 1}(t), \ldots, \mathbf{u}_{\delta, K}(t)\right) \in V_{\delta}$ such that

$$
\begin{equation*}
\sum_{k=1}^{K}\left(\mathrm{~d}_{t t}\left(\rho \mathbf{u}_{\delta, k}, \mathbf{v}_{k}\right)_{\Omega_{k}}+\mathcal{A}\left(\mathbf{u}_{\delta, k}, \mathbf{v}_{k}\right)_{\Omega_{k}}+\mathcal{B}\left(\mathbf{u}_{\delta, k}, \mathbf{v}_{k}\right)_{\partial \Omega_{k} \backslash \partial \Omega}\right)=\sum_{k=1}^{K} \mathcal{L}\left(\mathbf{v}_{k}\right)_{\Omega_{k}}, \tag{2.1}
\end{equation*}
$$



Figure 2.2: Example of non-conforming decomposition.
for all $\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{K}\right) \in V_{\delta}$, where

$$
\begin{equation*}
\mathcal{A}(\mathbf{u}, \mathbf{v})_{\Omega_{k}}=(\underline{\sigma}(\mathbf{u}), \underline{\varepsilon}(\mathbf{v}))_{\Omega_{k}}, \quad \text { and } \quad \mathcal{B}(\mathbf{u}, \mathbf{v})_{\partial \Omega_{k} \backslash \partial \Omega}=(\underline{\sigma}(\mathbf{u}) \cdot \mathbf{n}, \mathbf{v})_{\partial \Omega_{k} \backslash \partial \Omega} \tag{2.2}
\end{equation*}
$$

Depending on the chosen non-conforming approach, the functional space $V_{\delta}$ is completed by additional conditions on $\mathbf{u}_{\delta, k}, k=1, \ldots, K$, on $\mathcal{S}$ which ensure that $\mathbf{u}_{\delta, k}$ is the restriction to $\Omega_{k}$ of $\mathbf{u}_{\delta} \in \mathbf{H}^{1}(\Omega)$. The bilinear form $\mathcal{B}(\cdot, \cdot)$ may either be zero or gather all the contributions $\left(\sigma\left(\mathbf{u}_{\delta, k}\right) \cdot \mathbf{n}_{k}, \mathbf{v}_{k}\right)_{\partial \Omega_{k} \backslash \partial \Omega}, k=1, \ldots, K$, depending on the chosen approach. In fact, TC1 is imposed by introducing a weak continuity condition on the skeleton $\mathcal{S}$ compatible with the considered formulations while TC2 is enforced strongly. In both situations this lead to a strongly consistent numerical method. This means that the exact solution satisfies the numerical scheme for each choice of $\mathbf{h}$ and $\mathbf{N}$, [91].
Equation (2.1) represents the starting point to introduce the Discontinuous Galerkin and the Mortar variational formulation. With both formulations we will be able to treat more general situations like (i) geometric non-conformity and (ii) functional nonconformity (i.e. variable polynomial approximation degrees).
In (i) the partitions $\mathcal{T}_{k}$ and $\mathcal{T}_{\ell}$, of different subdomains $\Omega_{k}$ and $\Omega_{\ell}$ can have different mesh sizes $h_{k}$ and $h_{\ell}$ : in fact, the practical importance of the proposed methods for elastodynamics problems lies on the possibility of using computational grids with different local mesh sizes to take into account sharp variations in the physical parameters of the media.

Furthermore, the vertices of elements $\Omega_{k}^{j}$ and $\Omega_{\ell}^{i}$ lying on the skeleton $\mathcal{S}$ do not necessarily have to match, not even in the case $h_{k} \approx h_{\ell}$ (Figure 2.2).
In (ii) we use different polynomial approximation degrees in each subdomain to get
higher precision without refining too much the grid only in the subdomain of interest. Moreover, as we show in Chapter 4, it is evident that high order methods do not significantly suffer from numerical dispersion. The combination of (i) and (ii) yields approximate solutions that are both numerically accurate and computationally cheap. Obviously, interface conditions other than those we consider are possible as well: an intuitive alternative is offered by pointwise matching conditions which require different spectral solutions to match on a particular set of points lying on $\mathcal{S}$. The Mortar or Discontinuous Galerkin approach is preferred to the pointwise matching since it brings optimal convergence rate, which is not the case for methods based on pointwise conditions (see [18] for the elliptic case), without affecting significantly the computational effort.
In the sequel, we describe in detail the DG and Mortar non-conforming methods. To ease the presentation, we suppose that each partition $\mathcal{T}_{h_{k}}$ of $\Omega_{k}$ consists in only one element, this means that each subdomain is in fact a spectral element (i.e., $h_{k}=H_{k}$ ). The more general case follows from similar arguments.

### 2.1 The Discontinuous Galerkin spectral element method

Before going into the detail of the DG spectral formulation let us introduce some notation that will be useful in the sequel. Let us subdivide the skeleton $\mathcal{S}$ in elementary components as follows:

$$
\begin{equation*}
\overline{\mathcal{S}}=\bigcup_{j=1}^{M} \bar{\gamma}_{j}, \quad \text { with } \gamma_{i} \cap \gamma_{j}=\emptyset, \quad \text { if } i \neq j \tag{2.3}
\end{equation*}
$$

where each element $\bar{\gamma}_{j}=\left(\partial \bar{\Omega}_{k(j)} \cap \partial \bar{\Omega}_{\ell(j)}\right) \backslash \partial \Omega$, for some different positive integers $k$ and $\ell$ : this decomposition is unique (see Figure 2.3). Next we collect all the edges in the set $\mathcal{F}_{I}$.
For any pair of neighbouring subdomains $\Omega_{i}$ and $\Omega_{j}$ that share a non trivial edge $\gamma \in \mathcal{F}_{I}$, we denote by $\mathbf{v}_{i}, \underline{\sigma}_{i}$ (resp. $\mathbf{v}_{j}, \underline{\sigma}_{j}$ ) the restriction to $\Omega_{i}$ (resp. $\Omega_{j}$ ) of regular enough functions $\mathbf{v}, \underline{\boldsymbol{\sigma}}$. We also denote by $\mathbf{n}_{i}$ (resp. $\mathbf{n}_{j}$ ) the exterior unit normal to $\Omega_{i}$ (resp. $\Omega_{j}$ ).
On each $\gamma \in \mathcal{F}_{I}$ we define the average and jump operators for $\mathbf{v}$ and $\underline{\sigma}$ as follows:

$$
\begin{equation*}
\{\mathbf{v}\}=\frac{1}{2}\left(\mathbf{v}_{i}+\mathbf{v}_{j}\right), \quad \llbracket \mathbf{v} \rrbracket=\mathbf{v}_{i} \otimes \mathbf{n}_{i}+\mathbf{v}_{j} \otimes \mathbf{n}_{j} \tag{2.4}
\end{equation*}
$$



Figure 2.3: Non-conforming domain decomposition (left) and skeleton structure (right) showing the elementary components (dark continuous lines).
and

$$
\begin{equation*}
\{\underline{\sigma}\}=\frac{1}{2}\left(\underline{\sigma}_{i}+\underline{\sigma}_{j}\right), \quad \llbracket \underline{\sigma} \rrbracket=\underline{\sigma}_{i} \cdot \mathbf{n}_{i}+\underline{\sigma}_{j} \cdot \mathbf{n}_{j}, \tag{2.5}
\end{equation*}
$$

where $\mathbf{a} \otimes \mathbf{b} \in \mathbb{R}^{d \times d}$ is the tensor with entries $(\mathbf{a} \otimes \mathbf{b})_{i j}=a_{i} b_{j}, 1 \leq i, j \leq d$, for all $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{d}$.
Starting from (2.1), the application of jump and average operators defined in (2.4)(2.5) and the imposition of condition TC2, i.e., continuity of tractions across $\mathcal{S}$, we deduce that

$$
\begin{equation*}
\sum_{k=1}^{K}(\underline{\sigma}(\mathbf{u}) \cdot \mathbf{n}, \mathbf{v})_{\partial \Omega_{k} \backslash \partial \Omega}=\sum_{j=1}^{M}(\{\underline{\sigma}(\mathbf{u})\}, \llbracket \mathbf{v} \rrbracket)_{\gamma_{j}} . \tag{2.6}
\end{equation*}
$$

Since also TC1 holds, i.e., $\llbracket \mathbf{u} \rrbracket=\underline{0}$ is zero across $\mathcal{S}$, we can further add other terms in (2.6) that penalize and control the jumps of the numerical solution,

$$
\theta \sum_{j=1}^{M}\left(\llbracket \mathbf{u}_{\delta} \rrbracket,\{\underline{\sigma}(\mathbf{v})\}\right)_{\gamma_{j}}+\sum_{j=1}^{M} \eta_{\gamma_{j}}\left(\llbracket \mathbf{u}_{\delta} \rrbracket, \llbracket \mathbf{v} \rrbracket\right)_{\gamma_{j}},
$$

with $\theta=\{-1,0,1\}$ and $\eta_{\gamma_{j}}$ positive constants depending on the discretization parameters $\mathbf{h}$ and $\mathbf{N}$ and on the Lamé coefficients. The terms do not affect consistency of the method and are added with the purpose of providing more generality and better stability properties to the scheme (see [95, 96]).
In this context we choose $\eta_{\gamma_{j}}=\alpha\{\lambda+2 \mu\}_{A} \mathrm{~N}_{j}^{2} / \mathrm{h}_{j}$, where $\{q\}_{A}$ represents the harmonic average of the quantity $q$, defined by $\{q\}_{A}=2 q_{k(j)} q_{\ell(j)} /\left(q_{k(j)}+q_{\ell(j)}\right), \mathrm{N}_{\mathrm{j}}=$
$\max \left(N_{k(j)}, N_{\ell(j)}\right), \mathrm{h}_{\mathrm{j}}=\min \left(h_{k(j)}^{d-1}, h_{\ell(j)}^{d-1}\right)$ and $\alpha$ is a positive constant at disposal. The semi-discrete DG formulation reads:
$\forall t \in(0, T]$ find $\mathbf{u}_{\delta}=\left(\mathbf{u}_{\delta, 1}(t), \ldots, \mathbf{u}_{\delta, K}(t)\right) \in V_{\delta}^{D G} \equiv V_{\delta}$ such that

$$
\begin{equation*}
\sum_{k=1}^{K}\left(\mathrm{~d}_{t t}\left(\rho \mathbf{u}_{\delta}, \mathbf{v}\right)_{\Omega_{k}}+\mathcal{A}\left(\mathbf{u}_{\delta}, \mathbf{v}\right)_{\Omega_{k}}\right)+\sum_{j=1}^{M} \mathcal{B}\left(\mathbf{u}_{\delta}, \mathbf{v}\right)_{\gamma_{j}}=\sum_{k=1}^{K} \mathcal{L}\left(\mathbf{v}_{k}\right) \tag{2.7}
\end{equation*}
$$

for all $\mathbf{v}=\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{K}\right) \in V_{\delta}^{D G}$, with

$$
\begin{equation*}
\mathcal{B}(\mathbf{u}, \mathbf{v})_{\gamma_{j}}=-(\{\underline{\sigma}(\mathbf{u})\}, \llbracket \mathbf{v} \rrbracket)_{\gamma_{j}}+\theta(\llbracket \mathbf{u} \rrbracket,\{\underline{\sigma}(\mathbf{v})\})_{\gamma_{j}}+\eta_{\gamma_{j}}(\llbracket \mathbf{u} \rrbracket, \llbracket \mathbf{v} \rrbracket)_{\gamma_{j}} . \tag{2.8}
\end{equation*}
$$

Corresponding to different choices of $\theta$ we obtain different DG schemes, namely: $\theta=-1$ (resp. $\theta=1$ ) leads to the symmetric (resp. non-symmetric) interior penalty method SIPG (resp. NIPG), while $\theta=0$ corresponds to the so-called incomplete interior penalty method IIPG (see [9, 95, 96, 98] for more details).

### 2.2 The Mortar spectral element method

In this section we introduce the Mortar spectral element (MSE) method for the solution of (2.1). The emphasis is on the numerical formulation, implementation and on the illustration of its flexibility and accuracy. To illustrate the key points, we consider the free-vertex variant of the MSE method [42, 16]. The constrained-vertex strategy can be implemented in a similar framework. For this latter technique the theoretical analysis is given in [19, 18, 73].
The MSE method relaxes the $\mathbf{H}^{1}$-continuity requirements of the conforming spectralelement method by considering each element (or in the general case each subdomain) separately and achieving matching or patching conditions through a variational process. The mortars play the role of gluing the bricks of the spectral construction. Through the use of mortars, one can also couple domains where spectral elements are employed with others treated by finite elements [18].
To begin, we denote by $\Gamma_{k}^{\ell}, \ell=1, \ldots, 2 d$, the edges of each subdomain $\Omega_{k}, k=1, \ldots, K$, so that

$$
\partial \Omega_{k}=\bigcup_{\ell=1}^{2 d} \bar{\Gamma}_{k}^{\ell}
$$



Figure 2.4: Non-conforming domain decomposition (left) and skeleton structure (right) showing a cross-point (•), a virtual vertex ( $\square$ ), the mortars (dark continuous lines) and the non-mortars (dark dashed lines).

We then represent the skeleton $\mathcal{S}$ as the union of elementary non-empty components called mortars (or masters), more precisely

$$
\begin{equation*}
\mathcal{S}=\bigcup_{k=1}^{K}\left(\partial \Omega_{k} \backslash \partial \Omega\right)=\bigcup_{m=1}^{M} \bar{\gamma}_{m}, \quad \text { with } \gamma_{m} \cap \gamma_{n}=\emptyset, \quad \text { if } m \neq n, \tag{2.9}
\end{equation*}
$$

where each mortar is a whole edge $\Gamma_{k(m)}^{\ell(m)}$ of a specific element $\Omega_{k(m)}$ and $m$ is an arbitrary numbering $m=1, \ldots, M$, with $M$ a positive integer. Those edges $\Gamma_{k}^{\ell}$ that do not coincide with a mortar are called non-mortars (or slaves) and provide a dual description of the skeleton, as

$$
\mathcal{S}=\bigcup_{m \text { mortar }} \gamma_{m}^{+}=\bigcup_{n \text { non }- \text { mortar }} \gamma_{n}^{-} .
$$

The intersection of the closures of the mortars defines a set of vertices or cross-points

$$
\mathcal{V}=\left\{\mathbf{x}_{q}=\left(\bar{\gamma}_{r}^{+} \cap \bar{\gamma}_{s}^{+}\right), \mathbf{x}_{q} \notin \bar{\gamma}_{m}^{+}, m=1, \ldots, M\right\},
$$

where $q$ is an arbitrary numbering $q=1, \ldots, \mathrm{~V}$. We define as well the set $\widetilde{\mathcal{V}}$ of virtual vertices (that are not cross-points) as

$$
\widetilde{\mathcal{V}}=\left\{\widetilde{\mathbf{x}}_{q}=\left(\bar{\gamma}_{r}^{+} \cap \gamma_{s}^{+}\right)\right\},
$$

where $q$ is an arbitrary numbering $q=1, \ldots, \widetilde{\mathrm{~V}}$ (see Figure 2.4).

We define $\Lambda_{\delta}\left(\Gamma_{k}^{\ell}\right)=\mathbf{Q}_{N_{k}}\left(\Gamma_{k}^{\ell}\right)$, the space of the traces of functions of $X_{\delta}\left(\Omega_{k}\right)$ over $\Gamma_{k}^{\ell}$ and we also introduce $\widehat{\Lambda}_{\delta}\left(\Gamma_{k}^{\ell}\right)=\mathbf{Q}_{N_{k}-2}\left(\Gamma_{k}^{\ell}\right)$.
We can now define the non-conforming spectral element discretization space $\widetilde{V}_{\delta}$ as the space of functions $\mathbf{v}_{\delta} \in V_{\delta}$ that satisfy the following additional mortar matching condition:
(MC) let $\Phi$ be the mortar function associated with $\mathbf{v}_{\delta}$, i.e., a function that is continuous on $\mathcal{S}$, zero on $\partial \Omega$ and such that on each mortar $\gamma_{m}=\Gamma_{k(m)}^{\ell(m)}$ it coincides with the restriction of $\mathbf{v}_{\delta, k}=\mathbf{v}_{\delta \mid \Omega_{k}}$ to $\gamma_{m}$; then, for all indices $(k, \ell)$ such that $\Gamma_{k}^{\ell}$ is contained in $\mathcal{S}$ but $(k, \ell) \neq(k(m), \ell(m))$ for all $m=1, \ldots, M$ (that is for all indices $(k, \ell)$ such that $\Gamma_{k}^{\ell}$ is a non-mortar) we require that:

$$
\begin{equation*}
\int_{\Gamma_{k}^{\ell}}\left(\mathbf{v}_{\delta, k}-\Phi\right) \cdot \widehat{\Phi}=0 \quad \forall \widehat{\Phi} \in\left[\widehat{\Lambda}_{\delta}\left(\Gamma_{k}^{\ell}\right)\right]^{d} \tag{2.10}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathbf{v}_{\delta \mid \Omega_{k}}\left(\mathbf{x}_{q}\right)=\Phi\left(\mathbf{x}_{q}\right), \quad \forall \mathbf{x}_{q} \in \mathcal{V} \cup \widetilde{\mathcal{V}} \tag{2.11}
\end{equation*}
$$

The integral matching condition (2.10) represents a minimization of the jump of the functions at internal boundaries with respect to the $L^{2}$-norm and is the counterpart in the Mortar framework of condition TC1. The vertex condition (2.11) ensures exact continuity at cross-points. The Mortar spectral formulation is obtained by solving in each subdomain $\Omega_{k}$ the elastodynamics variational problem (2.1) with homogeneous Neumann boundary conditions on $\mathcal{S}\left(\underline{\sigma}(\mathbf{u}) \cdot \mathbf{n}=\mathbf{0}\right.$ so that $\sum_{k} \mathcal{B}(\mathbf{u}, \mathbf{v})_{\partial \Omega_{k} \backslash \partial \Omega}$ is identically zero, i.e., TC2 is satisfied), and enforcing weak continuity of the displacement on $\mathcal{S}$ with mortar condition (2.10). Thus, the semi-discrete Mortar spectral formulation reads: $\forall t \in(0, T]$ find $\left(\mathbf{u}_{\delta, 1}(t), \ldots, \mathbf{u}_{\delta, K}(t)\right) \in V_{\delta}^{\text {mortar }}$ such that

$$
\begin{equation*}
\sum_{k=1}^{K} d_{t t}\left(\rho \mathbf{u}_{\delta, k}, \mathbf{v}_{k}\right)_{\Omega_{k}}+\mathcal{A}\left(\mathbf{u}_{\delta, k}, \mathbf{v}_{k}\right)_{\Omega_{k}}=\sum_{k=1}^{K} \mathcal{L}\left(\mathbf{v}_{k}\right) \tag{2.12}
\end{equation*}
$$

for all $\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{K}\right) \in V_{\delta}^{\text {mortar }}$ where

$$
V_{\delta}^{\text {mortar }}=\left\{\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{K}\right) \in V_{\delta}: \text { mortar condition } \mathbf{M C} \text { is satisifed }\right\} .
$$

The Mortar Element method was originally proposed as a non-overlapping domain decomposition approach, however recently it has been generalized to the case of overlapping subdomains [47, 75, 93]. The overlapping version may be quite useful in elastodynamics modelling to treat subdomains with complex shaped boundaries (see an application in Section 7.2). Let us consider the two cases presented in Figure 2.5.


Figure 2.5: Example of rectangular domain $\Omega$ where the surface $\mathcal{S}$ separates two different physical materials. Non overlapping subdomains and meshes (left), holes as non meshed subdomains (shadowed areas) and overlapping subdomains and meshes (right).

On the one hand, the rectangular domain $\Omega$ is partitioned into two non-overlapping subdomains $\Omega_{1}, \Omega_{2}$ and the skeleton $\mathcal{S}$ of the decomposition coincides with the separation surface between two different materials such that elastic waves propagate faster in $\Omega_{2}$ than in $\Omega_{1}$. By adapting the mesh size $h_{k}$ in each subdomain $\Omega_{k}$ according to the propagation velocity of the elastic waves in the subdomain, one reasonably selects $h_{1}>h_{2}$. However, $h_{2}$ has to be small enough to follow the shape of $\mathcal{S}$ and $h_{1}$ cannot be too large otherwise some holes appear close to the surface $\mathcal{S}$. As a consequence, $h_{1} \sim h_{2}$ in a neighbourhood of $\mathcal{S}$ resulting in a large number of unknowns to consider in both subdomains. The mortar matching condition allows to transfer the displacement from the set of master interpolation points to the set of slave ones and both sets of points are located on the $(d-1)$-dimensional surface $\mathcal{S}$. Note that numerical results are independent of the choice of the master and of the slave subdomains.

On the other hand, the rectangular domain $\Omega$ is partitioned into two overlapping subdomains, namely, $\Omega_{1}$ which is the bottom left-handed subdomain under the dashed polyhedral surface AB and $\Omega_{2}$ the top right-handed subdomain over the solid line $\mathcal{S}$. These two subdomains overlap in the region between $\mathcal{S}$ and the surface $A B$. In this case, we can have $h_{1}>h_{2}$ everywhere in $\Omega_{1}$ and the mortar matching condition allows to transfer the displacement from the set of interpolation points of $\Omega_{1}$ which are contained in the $d$-dimensional region bounded by the polyhedral surfaces AB and CD to the set of interpolation points of $\Omega_{2}$ which are on the $(d-1)$-dimensional surface $\mathcal{S}$. Indeed, in the overlapping case, the slave subdomain always covers the master one. Moreover, the slave subdomain is chosen as the one where the mesh best describes the surface $\mathcal{S}$ and the master subdomain contains the source of elastic waves. In the overlapping case, the matching condition reads:
(MCO) let $\Phi$ be a function that is equal to $\mathbf{v}_{\delta, k}$ in the $d$-dimensional elements of master subdomain $\Omega_{k}$ containing a part of $\mathcal{S}$, and zero elsewhere. Then, for each slave subdomain $\Omega_{i}$ such that $\partial \Omega_{i} \cap \mathcal{S} \neq \emptyset$, we require that:

$$
\begin{equation*}
\int_{\mathcal{S}}\left(\mathbf{v}_{\delta, i}-\Phi\right) \cdot \widehat{\Phi}=0 \quad \forall \widehat{\Phi} \in\left[\Lambda_{\delta, i}(\mathcal{S})\right]^{d} \tag{2.13}
\end{equation*}
$$

where $\Lambda_{\delta, i}(\mathcal{S})$ is the space of the traces over $\mathcal{S}$ of functions belonging to $X_{\delta}\left(\Omega_{i}\right)$.

### 2.3 Error analysis

In this section we introduce some notation and present a priori error estimates for the semi-discrete formulations (2.7) and (2.12) respectively. For the DG formulation (2.7), we show, in a suitable mesh-dependent energy norm, error estimates that are optimal with respect to the mesh size $\mathbf{h}$ and suboptimal with respect to the polynomial approximation degree $\mathbf{N}$. Such results are in agreement with those proved in [98, 96, 97] for a slightly different DG method.
For the MSE formulation (2.12), in agreement with [19, 17], we prove an optimal error bound in both $\mathbf{h}$ and $\mathbf{N}$, using the $\mathbf{H}^{1}$-broken norm.
For the error analysis we consider the problem (1.9) defined in $\Omega \subset \mathbb{R}^{2}$ with $\partial \Omega=\Gamma_{N} \cup$ $\Gamma_{D}$. We suppose that its unique solution $\mathbf{u}$ is regular enough so that all the norms we introduce are well defined. Moreover, in the following, $C$ will denote a positive constant that varies at each occurrence but is independent of the discretization parameters $\mathbf{h}$ and $\mathbf{N}$. We also assume $\Omega$ to be partitioned into $K$ non overlapping quadrilaterals $\Omega_{1}, \ldots, \Omega_{K}$ (i.e., $H_{1}=h_{1}, \ldots, H_{K}=h_{K}$ ) and that $\mathcal{S}$ is subdivided in $M$ elementary components $\gamma_{1}, \ldots, \gamma_{M}$ (resp. non-mortar edges $\gamma_{1}^{-}, \ldots, \gamma_{M}^{-}$) for the DGSE case (resp. for the MSE case). The more general situation can be obtained using similar arguments.
For $\Omega_{k} \subset \bar{\Omega}$ we denote by $\|\cdot\|_{p, \Omega_{k}}$ (resp. $\left.|\cdot|_{p, \Omega_{k}}\right)$ the $\mathbf{H}^{p}\left(\Omega_{k}\right)$ norm (resp. seminorm). When $\Omega_{k}=\Omega$ we simply write $\|\cdot\|_{p}=\|\cdot\|_{p, \Omega}$ (resp. $|\cdot|_{p}=|\cdot|_{p, \Omega}$ ). Since we are dealing with time dependent functions, we take the standard approach of treating these as maps from time into a Banach space $X$ and set

$$
\|\mathbf{u}\|_{L^{p}(0, t ; X)}=\left(\int_{0}^{t}\|\mathbf{u}\|_{X}^{p}\right)^{1 / p}, \quad 0 \leq t \leq T, 1 \leq p<\infty
$$

with the obvious modifications when $p=\infty$.

### 2.3.1 Semi-discrete error estimates - DGSE method

To analyze the DG formulation (2.7) we introduce the enriched space $V(\delta)=V_{\delta} \oplus$ $\left(\mathbf{H}^{2}(\Omega) \cap \mathbf{H}_{\Gamma_{D}}^{1}(\Omega)\right)$ and define the following mesh-dependent norms on $V_{\delta}$ and $V(\delta)$ :

$$
\begin{equation*}
\left\|\mathbf{v}_{\delta}\right\|_{D G}=\left(\sum_{k=1}^{K}\left\|\underline{\underline{\mathbf{D}}}^{1 / 2} \underline{\varepsilon}\left(\mathbf{v}_{\delta}\right)\right\|_{0, \varepsilon_{k}}^{2}+\sum_{j=1}^{M} \eta_{\gamma_{j}}\| \| \mathbf{v}_{\delta}\| \|_{0, \gamma_{j}}^{2}\right)^{1 / 2} \quad \forall \mathbf{v}_{\delta} \in V_{\delta}, \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\|\mathbf{v}\|_{D G}=\left(\|\mathbf{v}\|_{D G}^{2}+\sum_{k=1}^{K}\left(\frac{h_{k}}{N_{k}^{2}}\right)^{2}|\mathbf{v}|_{2, \Omega_{k}}^{2}\right)^{1 / 2} \quad \forall \mathbf{v} \in V(\delta)\right. \tag{2.15}
\end{equation*}
$$

Notice that, when restricted to $V_{\delta}$, these two norms are uniformly equivalent, thanks to a local inverse inequality [9]. We also set

$$
\begin{equation*}
\mathcal{A}_{D G}(\mathbf{u}, \mathbf{v})=\sum_{k=1}^{K} \mathcal{A}(\mathbf{u}, \mathbf{v})_{\Omega_{k}}+\sum_{j=1}^{M} \mathcal{B}(\mathbf{u}, \mathbf{v})_{\gamma_{j}} \quad \forall \mathbf{u}, \mathbf{v} \in V(\delta) \tag{2.16}
\end{equation*}
$$

Lemma 1. There exist two positive constants $M$ and $\kappa$ such that:

$$
\begin{array}{rlrl}
\mathcal{A}_{D G}(\mathbf{u}, \mathbf{v}) & \leq M\|\mathbf{u}\|\left\|_{D G}^{2}\right\| \mathbf{v}\| \|_{D G}^{2} & & \forall \mathbf{u}, \mathbf{v} \in V(\delta), \\
\mathcal{A}_{D G}\left(\mathbf{u}_{\delta}, \mathbf{u}_{\delta}\right) \geq \kappa\left\|\mathbf{u}_{\delta}\right\|_{D G}^{2} & & \forall \mathbf{u}_{\delta} \in V_{\delta} . \tag{2.18}
\end{array}
$$

For $\theta=0,-1$ the last inequality holds provided that $\eta_{\gamma_{j}}$ is chosen sufficiently large $\forall \gamma_{j} \in \mathcal{F}_{I}$.

## Proof.

Inequality (2.17) follows from the definition of the $\|\|\cdot\|\|_{D G}$-norm (2.14) by applying the Cauchy-Schwarz and trace inequality [9]. Concerning estimate (2.18), if $\theta=-1$ (2.18) holds with $\kappa=1$ (and is indeed an equality). If $\theta=-1$ or 0 we observe that by the trace and inverse inequalities, supposing that $N_{k} / N_{j} \approx 1$ and $h_{k} / h_{j} \approx 1$, we get $\forall \gamma_{j} \in \mathcal{F}_{I}: \gamma_{j} \subset \partial \bar{\Omega}_{k}$

$$
\|\{\underline{\sigma}(\mathbf{u})\}\|_{0, \gamma_{j}}^{2} \leq C \frac{N_{j}^{2}}{h_{j}}\left(\|\mathbf{u}\|_{D G}^{2}+\frac{h_{k}^{2}}{N_{k}^{4}}|\mathbf{u}|_{2, \Omega_{k}}^{2}\right) \leq C \frac{N_{j}^{2}}{h_{j}}\|\mathbf{u}\|_{D G}^{2} \quad \forall \mathbf{u} \in V_{\delta},
$$

see [9]. Setting $\delta^{*}=\min _{j}\{\lambda+2 \mu\}_{A, \gamma_{j}}$ we deduce

$$
\sum_{j=1}^{M}\left|(\{\underline{\sigma}(\mathbf{u})\}, \llbracket \mathbf{u} \rrbracket)_{\gamma_{j}}\right| \leq \frac{C}{\alpha \delta^{*}}\|\mathbf{u}\|_{D G}^{2} \sum_{j=1}^{M} \eta_{\gamma_{j}}\| \| \mathbf{u} \rrbracket\left\|_{0, \gamma_{j}}^{2} \leq \frac{C}{\alpha \delta^{*}}\right\| \mathbf{u} \|_{D G}^{2} .
$$

Then, it holds

$$
\begin{aligned}
\mathcal{A}_{D G}(\mathbf{u}, \mathbf{u}) & \geq\|\mathbf{u}\|_{D G}^{2}-2\left|\sum_{j=1}^{M}(\{\underline{\sigma}(\mathbf{u})\}, \llbracket \mathbf{u} \rrbracket)_{\gamma_{j}}\right| \\
& \geq\left(1-2 C / \alpha \delta^{*}\right)\|\mathbf{u}\|_{D G}^{2}
\end{aligned}
$$

Choosing $\alpha$ sufficiently large so that $1-2 C / \alpha \delta^{*}$ is bounded away from zero we have (2.18).

We recall from [10] the following approximation result. For any $\Omega_{k} \subset \Omega, \gamma_{j} \in \mathcal{F}_{I}$ and $\mathbf{u} \in \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)$ there exists a sequence $\mathbf{u}_{\mathcal{I}} \in \mathbf{Q}_{N_{k}}\left(\Omega_{k}\right)$, for $N_{k}=1,2, \ldots$, such that

$$
\begin{align*}
\left\|\mathbf{u}-\mathbf{u}_{\mathcal{I}}\right\|_{q, \Omega_{k}} & \leq C \frac{h_{k}^{m_{k}-q}}{N_{k}^{s_{k}-q}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}, \quad 0 \leq q \leq s_{k}  \tag{2.19}\\
\left\|\mathbf{u}-\mathbf{u}_{\mathcal{I}}\right\|_{0, \gamma_{j}} & \leq C \frac{h_{k}^{m_{k}-1 / 2}}{N_{k}^{s_{k}-1 / 2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}, \quad s_{k}>1 / 2 \tag{2.20}
\end{align*}
$$

where $m_{k}=\min \left(N_{k}+1, s_{k}\right)$ and $C$ is a positive constant independent of $h_{k}$ and $N_{k}$. For further use we also introduce the projection operator $\Pi: V \longrightarrow V_{\delta}$ such that

$$
\begin{equation*}
\mathcal{A}_{D G}(\Pi \mathbf{u}, \mathbf{v})=\mathcal{A}_{D G}(\mathbf{u}, \mathbf{v}) \quad \forall \mathbf{v} \in V_{\delta} \tag{2.21}
\end{equation*}
$$

Notice that $\Pi \mathbf{u}$ is well defined thanks to Lemma 1. Moreover, since $\Pi \mathbf{u}$ is a projection, we clearly have

$$
\begin{aligned}
\|\mathbf{u}-\Pi \mathbf{u}\| \|_{D G}^{2} & \leq 2\left\|\left|\mathbf{u}-\mathbf{u}_{\mathcal{I}}\right|\right\|_{D G}^{2}+2\left\|\mid \mathbf{u}_{\mathcal{I}}-\Pi \mathbf{u}\right\| \|_{D G}^{2} \\
& \leq 2\| \| \mathbf{u}-\mathbf{u}_{\mathcal{I}}\left|\left\|_{D G}^{2}+\frac{2 M}{\kappa}\right\|\left\|\mathbf{u}_{\mathcal{I}}-\mathbf{u}\right\|\left\|_{D G}^{2}\right\|\right| \mathbf{u}-\Pi \mathbf{u}\| \|_{D G}^{2} \\
& \left.\leq 2\left\|\left|\mathbf{u}-\mathbf{u}_{\mathcal{I}}\right|\right\|_{D G}^{2}+\frac{M}{\kappa \epsilon}\left\|\mathbf{u}-\mathbf{u}_{\mathcal{I}}\right\|\left\|_{D G}^{2}+\frac{M \epsilon}{\kappa}\right\| \right\rvert\, \mathbf{u}-\Pi \mathbf{u}\| \|_{D G}^{2}
\end{aligned}
$$

for any positive constant $\epsilon$. Therefore for $\epsilon=\kappa / 2 M$ we have

$$
\|\mathbf{u}-\Pi \mathbf{u}\|\left\|_{D G}^{2} \leq C \mid\right\| \mathbf{u}-\mathbf{u}_{\mathcal{I}}\| \|_{D G}^{2}
$$

Finally, by using (2.19)-(2.20), it is easy to see that $\Pi \mathbf{u}$ satisfies the following approximation property.

Lemma 2. There exists a positive constant $C$ such that

$$
\begin{equation*}
\|\mathbf{u}-\Pi \mathbf{u}\|_{D G} \leq C\left(\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right)^{1 / 2} \tag{2.22}
\end{equation*}
$$

Moreover, it holds

$$
\begin{equation*}
\|\mathbf{u}-\Pi \mathbf{u}\|_{0} \leq C\left(\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right)^{1 / 2} \tag{2.23}
\end{equation*}
$$

where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.
Proof. We start showing inequality (2.22). Let $\boldsymbol{\chi}=\mathbf{u}-\mathbf{u}_{\mathcal{I}}$. By using the trace and inverse inequalities and the interpolation estimates (2.19)-(2.20) it follows

$$
\begin{aligned}
\|\boldsymbol{\chi}\|_{D G}^{2} & =\|\boldsymbol{\chi}\|_{D G}^{2}+\sum_{k=1}^{K}\left(\frac{h_{k}}{N_{k}^{2}}\right)^{2}|\boldsymbol{\chi}|_{2, \Omega_{k}}^{2} \\
& \leq C \sum_{k=1}^{K}\|\nabla \boldsymbol{\chi}\|_{0, \Omega_{k}}^{2}+\left.\sum_{j=1}^{M} \eta_{\gamma_{j}}\left|\|\llbracket \boldsymbol{\chi}\| \|_{0, \gamma_{j}}^{2}+\sum_{k=1}^{K}\left(\frac{h_{k}}{N_{k}^{2}}\right)^{2}\right| \boldsymbol{\chi}\right|_{2, \Omega_{k}} ^{2} \\
& \leq C\left[\sum_{k=1}^{K} \frac{h_{k}^{m_{k}-2}}{N_{k}^{s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}+\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2} \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right] \\
& \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2},
\end{aligned}
$$

where $N_{k} \geq 1, m_{k}=\min \left(N_{k}+1, s_{k}\right)$. Next, we show (2.23). We set $\boldsymbol{\chi}=\Pi \mathbf{u}-\mathbf{u}$. We assume that $\Omega$ is sufficiently smooth so that the solution of the dual problem

$$
\left\{\begin{array}{rrr}
-\nabla \cdot \underline{\sigma}(\boldsymbol{\Phi}) & =\boldsymbol{\chi}, & \text { in } \Omega, \\
\mathbf{\Phi} & =\mathbf{0}, & \text { on } \partial \Omega,
\end{array}\right.
$$

belongs to $\mathbf{H}^{2}(\Omega)$, with continuous dependence on $\boldsymbol{\chi}$, i.e., $\exists C>0$ :

$$
\begin{equation*}
\|\boldsymbol{\Phi}\|_{2} \leq C\|\chi\|_{0} \tag{2.24}
\end{equation*}
$$

Integrating by parts element-wise yields:

$$
\|\boldsymbol{\chi}\|_{0}^{2}=(-\nabla \cdot \underline{\sigma}(\boldsymbol{\Phi}), \boldsymbol{\chi})_{\Omega}=\sum_{k=1}^{K}\left[(\underline{\sigma}(\boldsymbol{\Phi}), \nabla \boldsymbol{\chi})_{\Omega_{k}}-(\underline{\sigma}(\boldsymbol{\Phi}) \cdot \mathbf{n}, \boldsymbol{\chi})_{\partial \Omega_{k} \backslash \partial \Omega}\right] .
$$

Thanks to the symmetry of $\underline{\sigma}$ and (2.6) we obtain

$$
\|\boldsymbol{\chi}\|_{0}^{2}=\sum_{k=1}^{K}(\underline{\sigma}(\boldsymbol{\Phi}): \underline{\varepsilon}(\boldsymbol{\chi}))_{\Omega_{k}}-\sum_{j=1}^{M}(\{\underline{\sigma}(\boldsymbol{\Phi})\}, \llbracket \chi \rrbracket)_{\gamma_{j}},
$$

since thanks to the regularity of $\boldsymbol{\Phi}, \llbracket \underline{\sigma}(\mathbf{\Phi}) \rrbracket=\mathbf{0}$ on each $\gamma_{j}$. By subtracting the orthogonality equation for any $\boldsymbol{\Phi}^{*} \in V_{\delta}: \mathcal{A}_{D G}\left(\boldsymbol{\chi}, \boldsymbol{\Phi}^{*}\right)=\mathbf{0}$, using the symmetry of $\underline{\sigma}$ and the regularity of $\boldsymbol{\Phi}$ we have

$$
\begin{aligned}
\|\chi\|_{0}^{2}= & \sum_{k=1}^{K}\left(\underline{\sigma}\left(\boldsymbol{\Phi}-\mathbf{\Phi}^{*}\right): \underline{\varepsilon}(\boldsymbol{\chi})\right)_{\Omega_{k}}-(1+\theta) \sum_{j=1}^{M}(\{\underline{\sigma}(\mathbf{\Phi})\}, \llbracket \chi \rrbracket)_{\gamma_{j}} \\
& +\theta \sum_{j=1}^{M}\left(\left\{\underline{\sigma}\left(\boldsymbol{\Phi}-\mathbf{\Phi}^{*}\right)\right\}, \llbracket \chi \rrbracket\right)_{\gamma_{j}}+\sum_{j=1}^{M}\left(\{\underline{\sigma}(\boldsymbol{\chi})\}, \llbracket \mathbf{\Phi}-\mathbf{\Phi}^{*} \rrbracket\right)_{\gamma_{j}} \\
& -\sum_{j=1}^{M} \eta_{\gamma_{j}}\left(\llbracket \underline{\sigma}(\boldsymbol{\chi}) \rrbracket, \llbracket \mathbf{\Phi}-\mathbf{\Phi}^{*} \rrbracket\right)_{\gamma_{j}}
\end{aligned}
$$

By using the trace and inverse inequalities, the estimate (2.24) and the approximation property (2.22) we have

$$
\|\boldsymbol{\chi}\|_{0, \Omega_{k}}^{2} \leq C \frac{h_{k}}{N_{k}^{1 / 2}}\|\boldsymbol{\Phi}\|_{2, \Omega_{k}}\| \| \boldsymbol{\chi}\left\|_{D G} \leq C \frac{h_{k}}{N_{k}^{1 / 2}}\right\| \boldsymbol{\chi}\left\|_{0, \Omega_{k}} \mid\right\| \boldsymbol{\chi}\| \|_{D G}
$$

The inequality (2.23) follows now using (2.22).

Let now introduce the bilinear form

$$
\begin{equation*}
\mathcal{A}_{D G}^{*}(\mathbf{u}, \mathbf{v})=\mathcal{A}_{D G}(\mathbf{u}, \mathbf{v})+\sum_{j=1}^{M} \eta_{\gamma_{j}}\left(\llbracket \partial_{t} \mathbf{u} \rrbracket, \llbracket \mathbf{v} \rrbracket\right)_{\gamma_{j}} \quad \forall \mathbf{u}, \mathbf{v} \in V(\delta) \tag{2.25}
\end{equation*}
$$

Notice that in the formulation (2.25) introduced in [98, 97] , the presence of the (consistent) penalty term $\left(\llbracket \partial_{t} \mathbf{u} \rrbracket, \llbracket \mathbf{v} \rrbracket\right)_{\gamma_{j}}$ has not a clear physical meaning, but it provides an auxiliary aid to to prove optimal error estimate in $\mathbf{h}$ and suboptimal in $\mathbf{N}$ for the DG scheme. In the sequel we will use the results in $[98,97]$ to complete the analysis. Now, for all $0 \leq t \leq T$ we set $\mathbf{u}_{D G}=\mathbf{u}_{D G}(t)$ and $\mathbf{u}_{D G}^{*}=\mathbf{u}_{D G}^{*}(t)$ the unique solutions in $V_{\delta}$ of the problems

$$
\begin{align*}
\mathrm{d}_{t t}\left(\rho \mathbf{u}_{D G}, \mathbf{v}\right)+\mathcal{A}_{D G}\left(\mathbf{u}_{D G}, \mathbf{v}\right)=\mathcal{L}(\mathbf{v}), & \forall \mathbf{v} \in V_{\delta}  \tag{2.26}\\
\mathrm{d}_{t t}\left(\rho \mathbf{u}_{D G}^{*}, \mathbf{v}\right)+\mathcal{A}_{D G}^{*}\left(\mathbf{u}_{D G}^{*}, \mathbf{v}\right)=\mathcal{L}(\mathbf{v}), & \forall \mathbf{v} \in V_{\delta} \tag{2.27}
\end{align*}
$$

respectively. From Lemma 1 and standard techniques, follows that the variational problem in (2.26) is well posed. The same is true for (2.27). From the results given in [98, 97], the estimates (2.22) and (2.23), we have

Lemma 3. There exists a positive constant $C$ such that for all $t \in[0, T]$

$$
\begin{equation*}
\left\|\mid\left(\mathbf{u}-\mathbf{u}_{D G}^{*}\right)(t)\right\|_{D G} \leq C\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\|\mathbf{u}\|_{H^{2}\left(0, t ; \mathbf{H}^{\left.s_{k}\left(\Omega_{k}\right)\right)}\right.}^{2}\right\}^{1 / 2} \tag{2.28}
\end{equation*}
$$

where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.
The proof of Lemma 3 in given in [98, 97]. We report it for the sake of clarity. Proof. Let $\Pi \mathbf{u}$ be defined as in (2.21). By the triangle inequality we have

$$
\left\|\left\|\mathbf{u}-\mathbf{u}_{D G}^{*}\left|\left\|_{D G} \leq\right\|\right| \mathbf{u}-\Pi \mathbf{u}\right\|_{D G}+\right\|\left\|\mathbf{u}-\mathbf{u}_{D G}^{*}\right\| \|_{D G}=T_{1}+T_{2}
$$

Estimate (2.22) yields

$$
\begin{equation*}
\left|T_{1}\right| \leq C\left(\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right)^{1 / 2} \tag{2.29}
\end{equation*}
$$

For the term $T_{2}$ we set $\boldsymbol{\chi}=\mathbf{u}_{D G}^{*}-\Pi \mathbf{u}$ and $\boldsymbol{\xi}=\mathbf{u}-\Pi \mathbf{u}$. We have for $t>0$

$$
\left(\rho \boldsymbol{\chi}_{t t}, \mathbf{v}\right)+\mathcal{A}_{D G}^{*}(\boldsymbol{\chi}, \mathbf{v})=\left(\rho \boldsymbol{\xi}_{t t}, \mathbf{v}\right)+\mathcal{A}_{D G}^{*}(\boldsymbol{\xi}, \mathbf{v}) \quad \forall \mathbf{v} \in L^{2}\left(0, T ; V_{\delta}\right)
$$

Denoting by $J(\mathbf{u}, \mathbf{v})=\sum_{j=1}^{M} \eta_{\gamma_{j}}(\llbracket \mathbf{u} \rrbracket, \llbracket \mathbf{v} \rrbracket)_{\gamma_{j}}$ and recalling (2.21), the above equation reduces to

$$
\begin{equation*}
\left(\rho \boldsymbol{\chi}_{t t}, \mathbf{v}\right)+\mathcal{A}_{D G}^{*}(\boldsymbol{\chi}, \mathbf{v})=\left(\rho \boldsymbol{\xi}_{t t}, \mathbf{v}\right)+J\left(\boldsymbol{\xi}_{t}, \mathbf{v}\right) \quad \forall \mathbf{v} \in L^{2}\left(0, T ; V_{\delta}\right) \tag{2.30}
\end{equation*}
$$

By choosing $\mathbf{v}=\chi_{t}$, the error equation (2.30) becomes

$$
\left(\rho \boldsymbol{\chi}_{t t}, \boldsymbol{\chi}_{t}\right)+\mathcal{A}_{D G}\left(\boldsymbol{\chi}, \boldsymbol{\chi}_{t}\right)+J\left(\boldsymbol{\chi}_{t}, \boldsymbol{\chi}_{t}\right)=\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right)+J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\chi}_{t}\right)
$$

We can rewrite the above equation as follows

$$
\begin{aligned}
\frac{1}{2} d_{t}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2} & +\sum_{k=1}^{K}\left(\underline{\sigma}(\boldsymbol{\chi}), \underline{\varepsilon}\left(\boldsymbol{\chi}_{t}\right)\right)_{\Omega_{k}}+J\left(\boldsymbol{\chi}, \boldsymbol{\chi}_{t}\right)+J\left(\boldsymbol{\chi}_{t}, \boldsymbol{\chi}_{t}\right)=\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right) \\
& +J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\chi}_{t}\right)+\sum_{j=1}^{M}\left(\{\underline{\sigma}(\boldsymbol{\chi})\}, \llbracket \boldsymbol{\chi}_{t} \rrbracket\right)_{\gamma_{j}}-\theta \sum_{j=1}^{M}\left(\llbracket \boldsymbol{\chi} \rrbracket,\left\{\underline{\sigma}\left(\boldsymbol{\chi}_{t}\right)\right\}\right)_{\gamma_{j}}
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
\frac{1}{2} d_{t}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2} & +\frac{1}{2} d_{t}\|\boldsymbol{\chi}\|_{D G}^{2}+J\left(\boldsymbol{\chi}_{t}, \boldsymbol{\chi}_{t}\right)=\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right)+J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\chi}_{t}\right) \\
& +\sum_{j=1}^{M}\left(\{\underline{\sigma}(\boldsymbol{\chi})\}, \llbracket \boldsymbol{\chi}_{t} \rrbracket\right)_{\gamma_{j}}-\theta \sum_{j=1}^{M}\left(\llbracket \boldsymbol{\chi} \rrbracket,\left\{\underline{\sigma}\left(\boldsymbol{\chi}_{t}\right)\right\}\right)_{\gamma_{j}} \tag{2.31}
\end{align*}
$$

Therefore, integrating (2.31) in time between 0 and $t$ and noting that by definition $\boldsymbol{\chi}(0)=\mathbf{0}$, we obtain:

$$
\begin{align*}
\frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(t)\right\|_{0}^{2} & +\frac{1}{2}\|\boldsymbol{\chi}(t)\|_{D G}^{2}+\int_{0}^{t} J\left(\boldsymbol{\chi}_{t}, \boldsymbol{\chi}_{t}\right)=\int_{0}^{t}\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right)+\int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\chi}_{t}\right) \\
& -\theta \sum_{j=1}^{M}(\llbracket \boldsymbol{\chi} \rrbracket,\{\underline{\sigma}(\boldsymbol{\chi})\})_{\gamma_{j}}(t)+(1+\theta) \int_{0}^{t} \sum_{j=1}^{M}\left(\{\underline{\sigma}(\boldsymbol{\chi})\}, \llbracket \boldsymbol{\chi}_{t} \rrbracket\right)_{\gamma_{j}} \\
& +\frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2} \tag{2.32}
\end{align*}
$$

We now bound each of the terms on the right-hand side of (2.32) that involves integrals on $\gamma_{j}$, using the trace inequality:

$$
\begin{aligned}
\left|(1+\theta) \int_{0}^{t} \sum_{j=1}^{M}\left(\{\underline{\sigma}(\chi)\}, \llbracket \chi_{t} \rrbracket\right)_{\gamma_{j}}\right| & \leq \frac{C}{2 \epsilon} \int_{0}^{t}\|\chi\|_{D G}^{2}+\frac{\epsilon}{2} \int_{0}^{t} J\left(\chi_{t}, \chi_{t}\right), \\
\left|\theta \sum_{j=1}^{M}(\llbracket \chi \rrbracket,\{\underline{\sigma}(\chi)\})_{\gamma_{j}}\right| & \leq \frac{\hat{\epsilon}}{2}\|\chi\|_{D G}^{2}+\frac{C}{2 \hat{\epsilon} \alpha} J(\chi, \chi),
\end{aligned}
$$

$\forall \epsilon, \hat{\epsilon}>0$. We also have

$$
\int_{0}^{t}\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right) \leq \int_{0}^{t} \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2}+\int_{0}^{t} \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}
$$

and

$$
\int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\chi}_{t}\right) \leq \frac{C}{2 \epsilon} \int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\xi}_{t}\right)+\frac{\epsilon}{2} \int_{0}^{t} J\left(\boldsymbol{\chi}_{t}, \boldsymbol{\chi}_{t}\right)
$$

Then, equation (2.32) reduces to

$$
\begin{align*}
& \frac{1}{2}\left\|\rho^{1 / 2} \chi_{t}(t)\right\|_{0}^{2}+\left(\frac{1}{2}-\frac{\hat{\epsilon}}{2}\right)\|\boldsymbol{\chi}(t)\|_{D G}^{2}+(1-\epsilon) \int_{0}^{t} J\left(\boldsymbol{\chi}_{t}, \boldsymbol{\chi}_{t}\right)-\frac{C}{2 \hat{\epsilon} \alpha} J(\boldsymbol{\chi}, \boldsymbol{\chi}) \\
& \leq \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2}+\frac{C}{2 \epsilon} \int_{0}^{t}\|\boldsymbol{\chi}\|_{D G}^{2}+\int_{0}^{t} \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2} \\
&+\int_{0}^{t} \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}+\frac{C}{2 \epsilon} \int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\xi}_{t}\right) \tag{2.33}
\end{align*}
$$

Taking $\epsilon=1 / 4, \hat{\epsilon}=1 / 2$ and $\alpha \geq 4 C$ we have

$$
\begin{array}{r}
\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(t)\right\|_{0}^{2}+\|\boldsymbol{\chi}(t)\|_{D G}^{2} \leq C\left[\int_{0}^{t}\left(\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2}+\|\boldsymbol{\chi}\|_{D G}^{2}\right)\right. \\
\left.+\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2}+\int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}+\int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\xi}_{t}\right)\right]
\end{array}
$$

By applying the Gronwall's lemma [92] we obtain

$$
\begin{aligned}
\left\|\rho^{1 / 2} \chi_{t}(t)\right\|_{0}^{2}+\|\boldsymbol{\chi}(t)\|_{D G}^{2} \leq & C\left[\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2}\right. \\
& \left.+\int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}+\int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\xi}_{t}\right)\right] .
\end{aligned}
$$

By the approximation property (2.22) it holds:

$$
\begin{aligned}
\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2} & \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}}}\left\|\mathbf{u}_{t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2} \\
\int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2} & \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\left\|\mathbf{u}_{t t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2} \\
\int_{0}^{t} J\left(\boldsymbol{\xi}_{t}, \boldsymbol{\xi}_{t}\right) & \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\left\|\mathbf{u}_{t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left|T_{2}\right| \leq C\left(\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\left[\left\|\mathbf{u}_{t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}+\left\|\mathbf{u}_{t t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}\right]\right)^{1 / 2} \tag{2.34}
\end{equation*}
$$

Then, (2.28) follows by combining the estimate (2.29) and (2.34) and taking the supremum over all $t \in[0, T]$.

For $\mathbf{u}_{D G}$ we have the following convergence result.
Theorem 1. Suppose that $\mathbf{u}_{D G} \in H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)$ for any $\Omega_{k} \subset \Omega$. There exists a positive constant $C$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\| \|\left(\mathbf{u}-\mathbf{u}_{D G}\right)(t)\| \|_{D G} \leq C\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-3}}\|\mathbf{u}\|_{H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}\right\}^{1 / 2} \tag{2.35}
\end{equation*}
$$

where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.

Proof. Let $\mathbf{u}_{D G}^{*} \in V_{\delta}$ be the solution of (2.27). From Lemma 1 we can show that

$$
\begin{equation*}
\left\|\left\|\left(\mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right)(t)\right\|\right\|_{D G} \leq C\| \|\left(\mathbf{u}-\mathbf{u}_{D G}^{*}\right)(t)\| \|_{D G} \quad \forall t \in[0, T] . \tag{2.36}
\end{equation*}
$$

In fact, it holds

$$
\begin{aligned}
\left\|\mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right\|_{D G}^{2} & \leq C\left\|\mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right\|_{D G}^{2} \\
& \leq \frac{C}{\kappa} \mathcal{A}_{D G}\left(\mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}, \mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right) \\
& =\frac{C}{\kappa} \mathcal{A}_{D G}\left(\mathbf{u}-\mathbf{u}_{D G}^{*}, \mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right) \\
& \leq \frac{C M}{\kappa}\| \| \mathbf{u}-\mathbf{u}_{D G}^{*}\left\|_{D G}\right\|\left\|\mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right\| \|_{D G}
\end{aligned}
$$

Now, by the triangle inequality,

$$
\left\|\left\|\left(\mathbf{u}-\mathbf{u}_{D G}\right)(t)\right\|\right\|_{D G} \leq\| \|\left(\mathbf{u}-\mathbf{u}_{D G}^{*}\right)(t)\left\|_{D G}+\right\|\left\|\left(\mathbf{u}_{D G}-\mathbf{u}_{D G}^{*}\right)(t)\right\| \|_{D G}
$$

then, the desired result is obtained using (2.28)-(2.36) and taking the supremum over all $t \in[0, T]$.

### 2.3.2 Semi-discrete error estimates - MSE method

We now move to the error analysis for the MSE method semi-discretization (2.12). Let $\mathbf{H}^{1 / 2}\left(\partial \Omega_{k}\right)$ be the trace space of $\mathbf{H}^{1}\left(\Omega_{k}\right)$ on $\partial \Omega_{k}$, endowed with the norm

$$
\|\mathbf{u}\|_{1 / 2, \partial \Omega_{k}}=\left(\|\mathbf{u}\|_{0, \Omega_{k}}^{2}+|\mathbf{u}|_{1 / 2, \partial \Omega_{k}}^{2}\right)^{1 / 2}
$$

with $|\mathbf{u}|_{1 / 2, \partial \Omega_{k}}=\min _{\mathbf{v}_{\mid \partial \Omega_{k}}=\mathbf{u}}|\mathbf{v}|_{1, \Omega_{k}}$, and for any $\gamma \subset \partial \Omega_{k}$, define the space $\mathbf{H}_{00}^{1 / 2}(\gamma)$ as

$$
\mathbf{H}_{00}^{1 / 2}(\gamma)=\left\{\mathbf{u} \in \mathbf{H}^{1 / 2}(\gamma): \widehat{\mathbf{u}} \in \mathbf{H}^{1 / 2}\left(\partial \Omega_{k}\right)\right\}
$$

where $\widehat{\mathbf{u}}$ is the extension by zero of $\mathbf{u}$ to $\partial \Omega_{k}$, see [1]. Moreover we introduce the mesh-dependent norm

$$
\|\mathbf{u}\|_{*}=\left(\sum_{k=1}^{K}\|\mathbf{u}\|_{1, \Omega_{k}}^{2}\right)^{1 / 2} \quad \forall \mathbf{u} \in V(\delta)
$$

and we define the bilinear form $\mathcal{A}_{M}(\cdot, \cdot)$ by

$$
\mathcal{A}_{M}(\mathbf{u}, \mathbf{v})=\sum_{k=1}^{K} \mathcal{A}(\mathbf{u}, \mathbf{v})_{\Omega_{k}} \quad \forall \mathbf{u}, \mathbf{v} \in V(\delta)
$$

We have the following properties for $\mathcal{A}_{M}(\cdot, \cdot)$.

Lemma 4. There exists two positive constants $M$ and $\kappa$, independent of $\boldsymbol{h}$ and $\boldsymbol{N}$, such that

$$
\begin{gather*}
\mathcal{A}_{M}(\mathbf{u}, \mathbf{v}) \leq M\|\mathbf{u}\|_{*}\|\mathbf{v}\|_{*} \quad \forall \mathbf{u}, \mathbf{v} \in V(\delta)  \tag{2.37}\\
\mathcal{A}_{M}\left(\mathbf{u}_{\delta}, \mathbf{u}_{\delta}\right) \geq \kappa\left\|\mathbf{u}_{\delta}\right\|_{*}^{2} \quad \forall \mathbf{u}_{\delta} \in V_{\delta}^{\text {mortar }} \tag{2.38}
\end{gather*}
$$

## Proof.

Inequality (2.37) is a direct consequence of the Cauchy-Schwarz inequality, while (2.38) is easily obtained using the generalized Korn's first inequality and the Poincaré inequality for $\mathbf{u}_{\delta} \in V_{\delta}^{\text {mortar }}$, see [23].

The crucial point of the MSE method error analysis relies on the construction of a modified elliptic projection operator $\Pi$ from $V$ to $V_{\delta}^{\text {mortar }}$ satisfying optimal error estimate with respect to both $\mathbf{h}$ and $\mathbf{N}$. In order to define it we need some preliminary approximation results that we recall from [19, 21, 17].
For any non-mortar side $\gamma_{n}^{-}$of $\mathcal{S}$ such that $\gamma_{n}^{-}=\gamma_{n(k)}^{-} \subset \partial \bar{\Omega}_{k}$, we define the projection operator

$$
\boldsymbol{\pi}_{n}:\left[L^{2}\left(\gamma_{n}^{-}\right)\right]^{2} \longrightarrow\left[\Lambda_{\delta}\left(\gamma_{n}^{-}\right)\right]^{2} \cap \mathbf{H}_{0}^{1}\left(\gamma_{n}^{-}\right),
$$

by

$$
\begin{equation*}
\int_{\gamma_{n}^{-}}\left(\mathbf{v}-\boldsymbol{\pi}_{n} \mathbf{v}\right) \cdot \widehat{\Phi}=0 \quad \forall \widehat{\Phi} \in\left[\widehat{\Lambda}_{\delta}\left(\gamma_{n}^{-}\right)\right]^{2} \tag{2.39}
\end{equation*}
$$

Then, see [21], for any non-negative real numbers $s$ and $q$ it holds

$$
\left\|\mathbf{v}-\boldsymbol{\pi}_{n} \mathbf{v}\right\|_{-q, \gamma_{n}^{-}} \leq C\left(\frac{h_{k}}{N_{k}}\right)^{q+s}\|\mathbf{v}\|_{s, \gamma_{n}^{-}} \quad \forall \mathbf{v} \in \mathbf{H}^{s}\left(\gamma_{n}^{-}\right)
$$

We now define a lifting operator $\mathcal{R}_{n}:\left[\Lambda_{\delta}\left(\gamma_{n}^{-}\right)\right]^{2} \cap \mathbf{H}_{0}^{1}\left(\gamma_{n}^{-}\right) \longrightarrow\left[X_{\delta}\left(\Omega_{k}\right)\right]^{2}$ such that $\mathcal{R}_{n} \mathbf{v}=\mathbf{v}$ on $\gamma_{n}^{-}, \mathcal{R}_{n}$ vanishes on each side of $\Omega_{k}$ except on $\gamma_{n}^{-}$and satisfies (see [22])

$$
\left\|\mathcal{R}_{n} \mathbf{v}\right\|_{1, \Omega_{k}} \leq C\|\mathbf{v}\|_{1 / 2, \gamma_{n}^{-}} \quad \forall \mathbf{v} \in\left[\Lambda_{\delta}\left(\gamma_{n}^{-}\right)\right]^{2} \cap \mathbf{H}_{0}^{1}\left(\gamma_{n}^{-}\right) .
$$

Moreover we introduce the operator $\mathcal{P}: V \longrightarrow V_{\delta}^{\text {mortar }}$ defined by

$$
\begin{equation*}
\mathcal{P} \mathbf{u}=\sum_{k=1}^{K}\left(\mathbf{u}_{\mathcal{I}_{\Omega_{k}}}+\sum_{\Gamma_{k}^{\ell} \subset \partial \bar{\Omega}_{k}} \varrho_{k}^{\ell}\right) \tag{2.40}
\end{equation*}
$$

where $\mathbf{u}_{\mathcal{I}}$ satisfies (2.19)-(2.20) and

$$
\varrho_{k}^{l}= \begin{cases}\mathbf{0}, & \text { if } \Gamma_{k}^{\ell} \text { is a mortar edge } \\ \mathcal{R}_{n}\left[\boldsymbol{\pi}_{n}\left(\mathbf{u}-\mathbf{u}_{\mathcal{I}}\right)_{\left.\right|_{\gamma_{n}^{-}}}\right], & \text {if } \gamma_{n}^{-}=\Gamma_{k(n)}^{\ell(n)} \text { is a non-mortar edge. }\end{cases}
$$

Finally we state the following approximation result (see [19] for the proof).
Lemma 5. There exists a positive constant $C$, independent of $\boldsymbol{h}$ and $\boldsymbol{N}$ such that for any $\mathbf{v} \in \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)$ it holds

$$
\begin{equation*}
\|\mathbf{v}-\mathcal{P} \mathbf{v}\|_{1, \Omega_{k}} \leq C \frac{h_{k}^{m_{k}-1}}{N_{k}^{s_{k}-1}}\|\mathbf{v}\|_{s_{k}, \Omega_{k}}, \quad s_{k}>3 / 2 \tag{2.41}
\end{equation*}
$$

with $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.
We now define the modified elliptic projection $\Pi: V \rightarrow V_{\delta}^{\text {mortar }}$ as:

$$
\begin{equation*}
\mathcal{A}_{M}(\mathbf{u}-\Pi \mathbf{u}, \mathbf{v})-\sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \mathbf{v} \rrbracket)_{\gamma_{n}^{-}}=\mathbf{0} \quad \forall \mathbf{v} \in V_{\delta}^{\text {mortar }} \tag{2.42}
\end{equation*}
$$

Note that $\Pi \mathbf{u} \in V_{\delta}^{\text {mortar }}$ is well defined since the bilinear form $\mathcal{A}_{M}(\cdot, \cdot)$ satisfies the coercive property (2.38).

Lemma 6. There exists a positive constant $C$ such that

$$
\begin{equation*}
\|\mathbf{u}-\Pi \mathbf{u}\|_{*} \leq C\left(\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right)^{1 / 2} \quad s_{k}>3 / 2 \tag{2.43}
\end{equation*}
$$

with $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$. Moreover it holds

$$
\begin{equation*}
\|\mathbf{u}-\Pi \mathbf{u}\|_{0} \leq C\left(\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right)^{1 / 2} \tag{2.44}
\end{equation*}
$$

Proof. Using the projection operator introduced in (2.40) we rewrite the equation (2.42) obtaining

$$
\mathcal{A}_{M}(\mathcal{P} \mathbf{u}-\Pi \mathbf{u}, \chi)=-\mathcal{A}_{M}(\mathbf{u}-\mathcal{P} \mathbf{u}, \chi)+\sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \chi \rrbracket)_{\gamma_{n}^{-}}=\mathbf{0} \quad \forall \chi \in V_{\delta}^{\text {mortar }}
$$

Choosing $\boldsymbol{\chi}=\mathcal{P} \mathbf{u}-\Pi \mathbf{u}$ and using the boundedness and coercive property (2.37) and (2.38) respectively, we have

$$
\kappa\|\chi\|_{*}^{2} \leq M\|\mathbf{u}-\mathcal{P} \mathbf{u}\|_{*}\|\chi\|_{*}+\sum_{n=1}^{M}\left|(\underline{\sigma}(\mathbf{u}), \llbracket \chi \rrbracket)_{\gamma_{n}^{-}}\right|
$$

Now, from [21, Proposition 3.1] we have

$$
\begin{equation*}
\sum_{n}\left|(\underline{\sigma}(\mathbf{u}): \llbracket \chi \rrbracket)_{\gamma_{n}^{-}}\right| \leq C \sum_{k=1}^{K} \frac{h_{k}^{m_{k}-1}}{N_{k}^{s_{k}-1}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}\|\boldsymbol{\chi}\|_{*} \tag{2.45}
\end{equation*}
$$

Therefore,

$$
\|\boldsymbol{\chi}\|_{*} \leq C\left[\|\mathbf{u}-\mathcal{P} \mathbf{u}\|_{*}+\sum_{k=1}^{K} \frac{h_{k}^{m_{k}-1}}{N_{k}^{s_{k}-1}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}\right]
$$

(2.43) is obtained combining the above inequality with the estimate (2.41) and using the triangle inequality

$$
\|\mathbf{u}-\Pi \mathbf{u}\|_{*} \leq\|\mathbf{u}-\mathcal{P} \mathbf{u}\|_{*}+\|\mathcal{P} \mathbf{u}-\Pi \mathbf{u}\|_{*}
$$

To prove (2.44) we set $\boldsymbol{\chi}=\Pi \mathbf{u}-\mathbf{u}$. By duality arguments (see proof of Lemma 2) and integrating by parts on each element yields:

$$
\|\chi\|_{0}^{2}=(-\nabla \cdot \underline{\sigma}(\Phi), \chi)_{\Omega}=\mathcal{A}_{M}(\Phi, \chi)-\sum_{n=1}^{M}(\underline{\sigma}(\Phi), \llbracket \chi \rrbracket)_{\gamma_{n}^{-}}
$$

or equivalently,

$$
\|\boldsymbol{\chi}\|_{0}^{2}=\mathcal{A}_{M}(\mathbf{\Phi}-\mathcal{P} \boldsymbol{\Phi}, \boldsymbol{\chi})+\mathcal{A}_{M}(\mathcal{P} \boldsymbol{\Phi}, \boldsymbol{\chi})-\sum_{n=1}^{M}(\underline{\sigma}(\boldsymbol{\Phi}), \llbracket \chi \rrbracket)_{\gamma_{n}^{-}}
$$

Using the symmetry of $\underline{\sigma}$ and the properties (2.42) and (2.39) we have

$$
\begin{aligned}
&\|\boldsymbol{\chi}\|_{0}^{2}=\mathcal{A}_{M}(\mathbf{\Phi}-\mathcal{P} \boldsymbol{\Phi}, \boldsymbol{\chi})+\sum_{n}(\underline{\sigma}(\mathbf{u}), \llbracket \mathcal{P} \boldsymbol{\Phi} \rrbracket)_{\gamma_{n}^{-}} \\
&-\sum_{n=1}^{M}\left(\left(\underline{\sigma}(\boldsymbol{\Phi})-\boldsymbol{\pi}_{n} \underline{\sigma}(\mathbf{\Phi})\right), \llbracket \boldsymbol{\chi} \rrbracket\right)_{\gamma_{n}^{-}}
\end{aligned}
$$

We now bound the three terms on the right-hand side of the above equation. Using (2.37) we have

$$
\left|\mathcal{A}_{M}(\boldsymbol{\Phi}-\mathcal{P} \boldsymbol{\Phi}, \boldsymbol{\chi})_{\Omega_{k}}\right| \leq C \frac{h_{k}}{N_{k}}\|\boldsymbol{\chi}\|_{0}\|\boldsymbol{\chi}\|_{1, \Omega_{k}}
$$

for any $\Omega_{k}, k=1, \ldots, K$. By trace inequality we obtain

$$
\begin{aligned}
\left|(\underline{\sigma}(\mathbf{u}): \llbracket \mathcal{P} \boldsymbol{\Phi} \rrbracket)_{\gamma_{n}^{-}}\right| & \leq C \frac{h_{k}^{m_{k}}}{N_{k}^{s_{k}}}\|\boldsymbol{\chi}\|_{0}\|\mathbf{u}\|_{s_{k}, \Omega_{k}} \\
\left|\left(\left(\underline{\sigma}(\mathbf{\Phi})-\boldsymbol{\pi}_{n} \underline{\sigma}(\mathbf{\Phi})\right), \llbracket \boldsymbol{\chi} \rrbracket\right)_{\gamma_{n}^{-}}\right| & \leq C \frac{h_{k}}{N_{k}}\|\boldsymbol{\chi}\|_{0}\|\boldsymbol{\chi}\|_{1, \Omega_{k}}
\end{aligned}
$$

for any $\gamma_{n}^{-} \subset \partial \bar{\Omega}_{k}$. Therefore we conclude combining the above estimates with (2.43).

Let $\mathbf{u}_{M}=\mathbf{u}_{M}(t)$ be the solution of the variational problem (2.12) in $V_{\delta}^{\text {mortar }}$ or equivalently of

$$
\begin{equation*}
\left(\rho \partial_{t t} \mathbf{u}_{M}, \mathbf{v}\right)+\mathcal{A}_{M}\left(\mathbf{u}_{M}, \mathbf{v}\right)=\mathcal{L}(\mathbf{v}) \quad \forall \mathbf{v} \in V_{\delta}^{\text {mortar }} \tag{2.46}
\end{equation*}
$$

From the results given in $[19,17]$, the estimate $(2.43)$ and (2.44) we have the following
Lemma 7. There exists a positive constant $C$ such that for all $t \in[0, T]$ it holds

$$
\begin{equation*}
\left\|\left(\Pi \mathbf{u}-\mathbf{u}_{M}\right)(t)\right\|_{*} \leq C\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}\right\}^{1 / 2} \tag{2.47}
\end{equation*}
$$

where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.
Proof. We introduce the modified elliptic projection $\Pi \mathbf{u}$ as in (2.42) and we set $\boldsymbol{\xi}=\mathbf{u}-\Pi \mathbf{u}$ and $\boldsymbol{\chi}=\mathbf{u}_{M}-\Pi \mathbf{u}$. When multiplying the first line in (1.1) by a function $\mathbf{v}=\mathbf{v}(t) \in L^{2}\left(0, T ; V_{\delta}^{\text {mortar }}\right)$ and integrating by parts on each $\Omega_{k}$, we observe that

$$
\left(\rho \partial_{t t} \mathbf{u}, \mathbf{v}\right)+\mathcal{A}_{M}(\mathbf{u}, \mathbf{v})+\sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \mathbf{v} \rrbracket)_{\gamma_{n}^{-}}=\mathcal{L}(\mathbf{v})
$$

Now subtracting (2.46) from the above equation we have, for any $\mathbf{v} \in L^{2}\left(0, T ; V_{\delta}^{\text {mortar }}\right)$,

$$
\left(\rho \partial_{t t}\left(\mathbf{u}-\mathbf{u}_{M}\right), \mathbf{v}\right)+\mathcal{A}_{M}\left(\mathbf{u}-\mathbf{u}_{M}, \mathbf{v}\right)+\sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \mathbf{v} \rrbracket)_{\gamma_{n}^{-}}=0
$$

or equivalently,

$$
\left(\rho \boldsymbol{\chi}_{t t}, \mathbf{v}\right)+\mathcal{A}_{M}(\boldsymbol{\chi}, \mathbf{v})=\left(\rho \boldsymbol{\xi}_{t t}, \mathbf{v}\right)+\mathcal{A}_{M}(\boldsymbol{\xi}, \mathbf{v})+\sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \mathbf{v} \rrbracket)_{\gamma_{n}^{-}}
$$

Choosing $\mathbf{v}=\boldsymbol{\chi}_{t}$ and using the property (2.42) we obtain

$$
\left(\rho \boldsymbol{\chi}_{t t}, \boldsymbol{\chi}_{t}\right)+\mathcal{A}_{M}\left(\boldsymbol{\chi}, \boldsymbol{\chi}_{t}\right)=\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right)+2 \sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \mathbf{v} \rrbracket)_{\gamma_{n}^{-}}
$$

We rewrite it as follows

$$
\begin{align*}
\frac{1}{2} d_{t}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2}+\frac{1}{2} d_{t} \mathcal{A}_{M}(\boldsymbol{\chi}, \boldsymbol{\chi}) & =\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right)+2 \sum_{n=1}^{M}\left(d_{t}(\underline{\sigma}(\mathbf{u}), \llbracket \chi \rrbracket)_{\gamma_{n}^{-}}\right. \\
& -2 \sum_{n=1}^{M}\left(\underline{\sigma}\left(\mathbf{u}_{t}\right), \llbracket \boldsymbol{\chi}_{t} \rrbracket\right)_{\gamma_{n}^{-}} \tag{2.48}
\end{align*}
$$

Therefore, integrating (2.48) in time between 0 and $t$, noting that by definition $\chi(0)=0$ and using (2.38) we obtain

$$
\begin{array}{r}
\frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(t)\right\|_{0}^{2}+\frac{\kappa}{2}\|\boldsymbol{\chi}(t)\|_{*}^{2} \leq \int_{0}^{t}\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right)+2 \sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \boldsymbol{\chi} \rrbracket)_{\gamma_{n}^{-}}(t) \\
-2 \int_{0}^{t} \sum_{n=1}^{M}\left(\underline{\sigma}\left(\mathbf{u}_{t}\right), \llbracket \boldsymbol{\chi}_{t} \rrbracket\right)_{\gamma_{n}^{-}}+\frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2} \tag{2.49}
\end{array}
$$

We now bound each of the terms in the right-hand side of (2.49) that involves integrals on $\gamma_{n}^{-}$, using the trace inequality:

$$
\begin{aligned}
\left|2 \int_{0}^{t} \sum_{n=1}^{M}\left(\underline{\sigma}\left(\mathbf{u}_{t}\right), \llbracket \boldsymbol{\chi} \rrbracket\right)_{\gamma_{n}^{-}}\right| & \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}} \int_{0}^{t}\left\|\mathbf{u}_{t}\right\|_{s_{k}, \Omega_{k}}^{2}+\frac{1}{2} \int_{0}^{t}\|\boldsymbol{\chi}\|_{*}^{2}, \\
\left|2 \sum_{n=1}^{M}(\underline{\sigma}(\mathbf{u}), \llbracket \boldsymbol{\chi} \rrbracket)_{\gamma_{n}^{-}}\right| & \leq \frac{C}{2 \epsilon} \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}+\frac{\epsilon}{2}\|\boldsymbol{\chi}\|_{*}^{2},
\end{aligned}
$$

$\forall \epsilon>0$. We also have

$$
\int_{0}^{t}\left(\rho \boldsymbol{\xi}_{t t}, \boldsymbol{\chi}_{t}\right) \leq \int_{0}^{t} \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2}+\int_{0}^{t} \frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}
$$

Then, inequality (2.49) yields

$$
\begin{array}{r}
\frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(t)\right\|_{0}^{2}+\left(\frac{\kappa}{2}-\frac{\epsilon}{2}\right)\|\boldsymbol{\chi}(t)\|_{*}^{2} \leq \frac{1}{2} \int_{0}^{t}\left(\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2}+\|\boldsymbol{\chi}\|_{*}^{2}\right) \\
+\frac{1}{2} \int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}+\frac{C}{2 \epsilon} \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}+\frac{1}{2}\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2} \\
+C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}} \int_{0}^{t}\left\|\mathbf{u}_{t}\right\|_{s_{k}, \Omega_{k}}^{2} \tag{2.50}
\end{array}
$$

Choosing $\epsilon$ such that $\kappa-\epsilon$ is bounded away from 0 we obtain

$$
\begin{aligned}
& \left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(t)\right\|_{0}^{2}+\|\boldsymbol{\chi}(t)\|_{*}^{2} \leq C\left[\int_{0}^{t}\left(\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}\right\|_{0}^{2}+\|\boldsymbol{\chi}\|_{*}^{2}\right)+\int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}\right. \\
& \left.\quad+\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}+\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2}+\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}} \int_{0}^{t}\left\|\mathbf{u}_{t}\right\|_{s_{k}, \Omega_{k}}^{2}\right]
\end{aligned}
$$

By applying the Gronwall's lemma [92] it holds

$$
\begin{aligned}
\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(t)\right\|_{0}^{2}+\|\boldsymbol{\chi}(t)\|_{*}^{2} & \leq C\left[\int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2}+\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{s_{k}, \Omega_{k}}^{2}\right. \\
& \left.+\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2}+\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}} \int_{0}^{t}\left\|\mathbf{u}_{t}\right\|_{s_{k}, \Omega_{k}}^{2}\right]
\end{aligned}
$$

Using the approximation properties (2.43)-(2.44) it follows that:

$$
\begin{aligned}
\left\|\rho^{1 / 2} \boldsymbol{\chi}_{t}(0)\right\|_{0}^{2} & \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}}}\left\|\mathbf{u}_{t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2} \\
\int_{0}^{t}\left\|\rho^{1 / 2} \boldsymbol{\xi}_{t t}\right\|_{0}^{2} & \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\left\|\mathbf{u}_{t t}\right\|_{L^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}
\end{aligned}
$$

Therefore we have

$$
\|\chi(t)\|_{*}^{2} \leq C \sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{H^{2}\left(0, t ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}
$$

For $\mathbf{u}_{M}$ it holds the following convergence result.
Theorem 2. Suppose that $\mathbf{u}_{M} \in H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)$ for any $\Omega_{k} \subset \Omega$. There exists a positive constant $C$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|\left(\mathbf{u}-\mathbf{u}_{M}\right)(t)\right\|_{*} \leq C\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}-2}}{N_{k}^{2 s_{k}-2}}\|\mathbf{u}\|_{H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}\right\}^{1 / 2} \tag{2.51}
\end{equation*}
$$

where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.
The proof of Theorem 2 is obtained using the triangle inequality, estimates (2.43)(2.44) and (2.47) and taking the supremum over all $t \in[0, T]$.

### 2.3.3 Semi-discrete $L^{2}$-error estimates - DGSE/MSE methods

Starting from the estimates in Theorems 1 and 2 and using standard duality arguments it is possible to prove the following $L^{2}$-error estimates for the $\mathbf{u}_{D G}$ and $\mathbf{u}_{M}$ semi-discrete solutions, respectively. Here, for the sake of brevity we report only the final result.

Theorem 3. There exists two positive constant $C_{1}$ and $C_{2}$ such that

$$
\sup _{t \in[0, T]}\left\|\left(\mathbf{u}-\mathbf{u}_{D G}\right)(t)\right\|_{0} \leq C_{1}\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}-1}}\|\mathbf{u}\|_{H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}\right\}^{1 / 2}
$$

and

$$
\sup _{t \in[0, T]}\left\|\left(\mathbf{u}-\mathbf{u}_{M}\right)(t)\right\|_{0} \leq C_{2}\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}}}\|\mathbf{u}\|_{H^{2}\left(0, T ; \mathbf{H}^{s_{k}}\left(\Omega_{k}\right)\right)}^{2}\right\}^{1 / 2}
$$

where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.

We remark that in the family of DGSE approximations the above result holds for the SIPG method but is no longer true when the NIPG method is applied [9]. In this case the NIPG solution satisfies a $L^{2}$-error estimate similar to (2.35).

### 2.4 Algebraic formulation of the semi-discrete formulations

For simplicity we consider the elastodynamics equation (1.1) in a bounded domain $\Omega \subset \mathbb{R}^{2}$ with mixed Dirichlet Neumann boundary condition, thus $\Gamma_{D} \cup \Gamma_{N} \equiv \Gamma$, $\Gamma_{N R}=\emptyset$. To ease the presentation let also suppose that $\Omega$ is partitioned into $K$ non-overlapping spectral elements $\Omega_{1}, \ldots, \Omega_{K}$ so that $\overline{\mathcal{S}}=\bigcap_{k=1}^{K} \partial \bar{\Omega}_{k} \backslash \Gamma$. The more general case can be obtained with similar arguments. The extension of this theory to viscoelastic external forces and absorbing boundary conditions is addressed in Sections 2.4.1 and 2.4.2 respectively, while the algorithmic aspects and implementation issues are discussed in Chapter 5.
We denote by $D=\sum_{k=1}^{K}\left(N_{k}+1\right)^{2}$ the dimension of each component of $V_{\delta}$ and we introduce a basis $\left\{\boldsymbol{\Psi}_{i}^{1}, \boldsymbol{\Psi}_{i}^{2}\right\}_{i=1}^{D}$ for the finite dimensional space $V_{\delta}$, where $\boldsymbol{\Psi}_{i}^{1}=\left(\Psi_{i}^{1}, 0\right)^{\top}$ and $\boldsymbol{\Psi}_{i}^{2}=\left(0, \Psi_{i}^{2}\right)^{\top}$. Dropping the subscript $\delta$, we write the trial functions $\mathbf{u} \in V_{\delta}$ as linear combination of the basis functions, i.e.,

$$
\mathbf{u}(\mathbf{x}, t)=\sum_{j=1}^{D}\left[\begin{array}{c}
\Psi_{j}^{1}(\mathbf{x})  \tag{2.52}\\
0
\end{array}\right] U_{j}^{1}(t)+\sum_{j=1}^{D}\left[\begin{array}{c}
0 \\
\Psi_{j}^{2}(\mathbf{x})
\end{array}\right] U_{j}^{2}(t)
$$

Next, we define

$$
a_{k}=1+\sum_{j=1}^{k-1}\left(N_{j}+1\right)^{2} \quad \text { and } \quad b_{k}=\sum_{j=1}^{k}\left(N_{j}+1\right)^{2}
$$

and we order the basis functions such that

$$
\begin{equation*}
\mathbf{u}_{\Omega_{k}}=\left(u_{1}, u_{2}\right)_{\Omega_{k}}^{\top}=\left(\sum_{j=a_{k}}^{b_{k}} \Psi_{j}^{1} U_{j, k}^{1}, \sum_{j=a_{k}}^{b_{k}} \Psi_{j}^{2} U_{j, k}^{2}\right)^{\top} \tag{2.53}
\end{equation*}
$$

for $k=1, \ldots, K$. With the notation just introduced, we write the equation (2.1) for any test function $\boldsymbol{\Psi}_{j}^{\ell}(\mathbf{x})$, for $\ell=1,2$, in the space $V_{\delta}$ and we obtain the following set of ordinary differential equations:

$$
\begin{equation*}
\underline{\mathrm{M}} \ddot{\mathbf{U}}+\underline{\mathrm{A}} \mathbf{U}+\underline{\mathrm{B}} \mathbf{U}=\mathbf{F}^{e x t}, \tag{2.54}
\end{equation*}
$$

or equivalently

$$
\left[\begin{array}{cc}
\underline{\mathrm{M}}^{1} & \underline{0}  \tag{2.55}\\
\underline{0} & \underline{\mathrm{M}}^{2}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{U}}^{1} \\
\ddot{\mathrm{U}}^{2}
\end{array}\right]+\left[\begin{array}{ll}
\underline{\mathrm{A}}^{1}+\underline{\mathrm{B}}^{1} & \underline{\mathrm{~A}}^{2}+\underline{\mathrm{B}}^{2} \\
\underline{\mathrm{~A}}^{3}+\underline{\mathrm{B}}^{3} & \underline{\mathrm{~A}}^{4}+\underline{B}^{4}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}^{1} \\
\mathbf{U}^{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{F}^{e x t, 1} \\
\mathbf{F}^{e x t, 2}
\end{array}\right],
$$

where $\ddot{\mathbf{U}}$ represents the vector of nodal acceleration and $\mathbf{F}^{e x t}$ the vector of externally applied loads defined as

$$
F_{i}^{e x t, \ell}=\left(\mathbf{t}, \mathbf{\Psi}_{i}^{\ell}\right)_{\Gamma_{N}}+\left(\mathbf{f}, \mathbf{\Psi}_{i}^{\ell}\right)_{\Omega}, \quad \text { for } \ell=1,2
$$

As a consequence of assumptions on the basis functions, the mass matrices $\underline{\mathrm{M}}^{1}$ and $\underline{\mathrm{M}}^{2}$ have a block diagonal structure $\underline{\mathrm{M}}^{\ell}=\operatorname{diag}\left(\underline{\mathrm{M}}_{1}^{\ell}, \underline{\mathrm{M}}_{2}^{\ell}, \ldots, \underline{\mathrm{M}}_{K}^{\ell}\right), \ell=1,2$, where each block $\underline{\mathrm{M}}_{k}^{\ell}$ is associated to the spectral element $\Omega_{k}$ and

$$
\begin{equation*}
\mathrm{M}_{k}^{\ell}(i, j)=\left(\rho \Psi_{j}^{\ell}, \Psi_{i}^{\ell}\right)_{\Omega_{k}}, \quad \text { for } i, j=a_{k}, \ldots, b_{k} \tag{2.56}
\end{equation*}
$$

The matrix $\underline{A}$ associated to the bilinear form $\mathcal{A}(\cdot, \cdot)$ defined in (2.2) takes the form

$$
\underline{A}=\left[\begin{array}{ll}
\underline{\mathrm{A}}^{1} & \underline{\mathrm{~A}}^{2} \\
\underline{\mathrm{~A}}^{3} & \underline{\mathrm{~A}}^{4}
\end{array}\right],
$$

where the block diagonal matrices $\underline{\mathrm{A}}^{\ell}, \ell=1, \ldots, 4$, are equal to $\underline{\mathrm{A}}^{\ell}=\operatorname{diag}\left(\underline{\mathrm{A}}_{1}^{\ell}, \underline{\mathrm{A}}_{2}^{\ell}, \ldots, \underline{\mathrm{A}}_{K}^{\ell}\right)$. The elements of the matrices $\underline{\mathrm{A}}_{k}^{\ell}$, for $\ell=1, \ldots, 4$ and $k=1, . ., K$ are defined by

$$
\begin{array}{ll}
\mathrm{A}_{k}^{1}(i, j)=\mathcal{A}\left(\underline{\sigma}\left(\boldsymbol{\Psi}_{j}^{1}\right), \underline{\varepsilon}\left(\boldsymbol{\Psi}_{i}^{1}\right)\right)_{\Omega_{k}}, & \mathrm{~A}_{k}^{2}(i, j)=\mathcal{A}\left(\underline{\sigma}\left(\boldsymbol{\Psi}_{j}^{2}\right), \underline{\varepsilon}\left(\boldsymbol{\Psi}_{i}^{1}\right)\right)_{\Omega_{k}}, \\
\mathrm{~A}_{k}^{3}(i, j)=\mathcal{A}\left(\underline{\sigma}\left(\boldsymbol{\Psi}_{j}^{1}\right), \underline{\varepsilon}\left(\boldsymbol{\Psi}_{i}^{2}\right)\right)_{\Omega_{k}}, & \mathrm{~A}_{k}^{4}(i, j)=\mathcal{A}\left(\underline{\sigma}\left(\boldsymbol{\Psi}_{j}^{2}\right), \underline{\varepsilon}\left(\boldsymbol{\Psi}_{i}^{2}\right)\right)_{\Omega_{k}}, \tag{2.57}
\end{array}
$$

for $i, j=a_{k}, \ldots, b_{k}$, or equivalently by

$$
\begin{aligned}
\mathrm{A}_{k}^{1}(i, j) & =\left([\lambda+2 \mu] \frac{\partial \Psi_{j}^{1}}{\partial x_{1}}, \frac{\partial \Psi_{i}^{1}}{\partial x_{1}}\right)_{\Omega_{k}}+\left(\mu \frac{\partial \Psi_{j}^{1}}{\partial x_{2}}, \frac{\partial \Psi_{i}^{1}}{\partial x_{2}}\right)_{\Omega_{k}} \\
\mathrm{~A}_{k}^{2}(i, j) & =\left(\lambda \frac{\partial \Psi_{j}^{2}}{\partial x_{2}}, \frac{\partial \Psi_{i}^{1}}{\partial x_{1}}\right)_{\Omega_{k}}+\left(\mu \frac{\partial \Psi_{j}^{2}}{\partial x_{1}}, \frac{\partial \Psi_{i}^{1}}{\partial x_{2}}\right)_{\Omega_{k}} \\
\mathrm{~A}_{k}^{3}(i, j) & =\left(\mu \frac{\partial \Psi_{j}^{1}}{\partial x_{2}}, \frac{\partial \Psi_{i}^{2}}{\partial x_{1}}\right)_{\Omega_{k}}+\left(\lambda \frac{\partial \Psi_{j}^{1}}{\partial x_{1}}, \frac{\partial \Psi_{i}^{2}}{\partial x_{2}}\right)_{\Omega_{k}} \\
\mathrm{~A}_{k}^{4}(i, j) & =\left([\lambda+2 \mu] \frac{\partial \Psi_{j}^{2}}{\partial x_{2}}, \frac{\partial \Psi_{i}^{2}}{\partial x_{2}}\right)_{\Omega_{k}}+\left(\mu \frac{\partial \Psi_{j}^{2}}{\partial x_{1}}, \frac{\partial \Psi_{i}^{2}}{\partial x_{1}}\right)_{\Omega_{k}}
\end{aligned}
$$

by definitions of the stress and strain tensors $\underline{\sigma}$ and $\underline{\varepsilon}$, respectively. We remark that the matrices $\underline{M}$ and $\underline{A}$ are very similar to those resulting from the discretization of the elastodynamics equation (1.9) with conforming spectral element method (see [26, 27]). The matrix $\underline{B}$, associated to the bilinear form $\mathcal{B}(\cdot, \cdot)$ defined in (2.2), is the one that takes into account the discontinuity of the numerical solution across the skeleton $\mathcal{S}$. In the DG approach it is given by

$$
\underline{\mathrm{B}}=\left[\begin{array}{ll}
\underline{\mathrm{B}}^{1} & \underline{\mathrm{~B}}^{2} \\
\underline{\mathrm{~B}}^{3} & \underline{\underline{B}}^{4}
\end{array}\right],
$$

where

$$
\underline{\mathrm{B}}^{\ell}=\left[\begin{array}{ccc}
\underline{\mathrm{B}}_{1,1}^{\ell} & \cdots & \underline{\mathrm{B}}_{1, K}^{\ell} \\
\vdots & \ddots & \vdots \\
\underline{\mathrm{B}}_{K, 1}^{\ell} & \cdots & \underline{\mathrm{B}}_{K, K}^{\ell}
\end{array}\right], \quad \text { for } \ell=1, \ldots, 4
$$

In particular the elements of each matrix $\underline{\mathrm{B}}_{k, n}^{1}$ are defined by:

$$
\begin{align*}
\mathrm{B}_{k, n}^{1}(i, j)= & \sum_{\gamma \in \mathcal{F}_{I}} \mathcal{B}\left(\boldsymbol{\Psi}_{j}^{1}, \boldsymbol{\Psi}_{i}^{1}\right)_{\gamma} \\
= & \sum_{\gamma \in \mathcal{F}_{I}}-\int_{\gamma}\left\{\underline{\sigma}\left(\boldsymbol{\Psi}_{j}^{1}\right)\right\}: \llbracket \boldsymbol{\Psi}_{i}^{1} \rrbracket+\theta \int_{\gamma} \llbracket \boldsymbol{\Psi}_{j}^{1} \rrbracket:\left\{\underline{\sigma}\left(\boldsymbol{\Psi}_{i}^{1}\right)\right\} \\
& \quad+\eta_{\gamma} \int_{\gamma} \llbracket \boldsymbol{\Psi}_{j}^{1} \rrbracket: \llbracket \boldsymbol{\Psi}_{i}^{1} \rrbracket \tag{2.58}
\end{align*}
$$

for $i=a_{k}, \ldots, b_{k}$ and $j=a_{n}, \ldots, b_{n}$. The elements of the matrices $\underline{B}_{k, n}^{\ell}$, for $\ell=2,3,4$, are defined in a similar way.
The situation is a little bit more complicated in the Mortar approach, since the weak continuity condition across the skeleton $\mathcal{S}$ does not appear explicitly in the variational equation but it is a constraint in the functional space $V_{\delta}^{\text {mortar }}$ : in fact, in the Mortar Variational Formulation, $\mathcal{B}(\cdot, \cdot)=0$ implies that $\underline{B}$ is a null matrix.
To account for MC we need to modify (2.55) as follows. Without loss of generality let us suppose that $\gamma_{n}^{-}$is a non-mortar edge contained in $\mathcal{S}$ and moreover that it is shared by two subdomains $\Omega_{m}$ and $\Omega_{n}$. We call master the side of $\gamma_{n}^{-}$belonging to $\bar{\Omega}_{m}$ and slave the other side. Thus, the mortar conditions MC can be recast as:
(i) $\boldsymbol{\Phi}=\mathbf{u}_{m}$ on $\gamma_{n}^{-}$,
(ii) $\int_{\gamma_{n}^{-}}\left(\mathbf{u}_{n}-\mathbf{u}_{m}\right) \cdot \widehat{\Phi}=0 \quad \forall \widehat{\Phi} \in\left[\widehat{\Lambda}_{\delta}\left(\gamma_{n}^{-}\right)\right]^{2}$.

We remark that when interfaces do not match geometrically, i.e. $\gamma_{n}^{-}$is shared by $M^{*}+1$ subdomains $\Omega_{n}, \Omega_{m(1)}, \ldots, \Omega_{m\left(M^{*}\right)}$, condition (ii) reads as

$$
\sum_{\ell=1}^{M^{*}} \int_{\gamma_{n}^{-} \cap \partial \bar{\Omega}_{m(\ell)}}\left(\mathbf{u}_{n}-\mathbf{u}_{m(\ell)}\right) \cdot \widehat{\Phi}=0 \quad \forall \widehat{\Phi} \in\left[\widehat{\Lambda}_{\delta}\left(\gamma_{n}^{-}\right)\right]^{d}
$$

Then the following arguments have to be intended for each integral in the above expression. Now, for the spectral element $\Omega_{n}$ (resp. $\Omega_{m}$ ) we order first the $N_{n}+1$ (resp. $N_{m}+1$ ) degrees of freedom (d.o.f.) associated to the spectral nodes $\mathbf{p}_{i}$ that live in $\gamma_{n}^{-}$ and next the d.o.f. associated to the remaining spectral nodes $\mathbf{p}_{i}$. With this assumptions the restriction of the function $\mathbf{u}_{n}$ on $\gamma_{n}^{-}$is rewritten as

$$
\mathbf{u}_{\left.n\right|_{\gamma_{n}^{-}}}=\left(\sum_{j=1}^{N_{n}+1} \Psi_{j}^{1} U_{j, n}^{1}, \sum_{j=1}^{N_{n}+1} \Psi_{j}^{2} U_{j, n}^{2}\right)^{\top}
$$

and the same for the function $\mathbf{u}_{\left.m\right|_{\gamma_{n}^{-}}}$. Hence, by definition of scalar product, the mortar condition (ii) becomes

$$
\begin{equation*}
\int_{\gamma_{n}^{-}}\left(u_{1, n}-u_{1, m}\right) \widehat{\Phi}^{1}+\int_{\gamma_{n}^{-}}\left(u_{2, n}-u_{2, m}\right) \widehat{\Phi}^{2}=0 \quad \forall \widehat{\Phi}^{1}, \widehat{\Phi}^{2} \in \widehat{\Lambda}_{\delta}\left(\gamma_{n}^{-}\right) \tag{2.59}
\end{equation*}
$$

Since the integrals in (2.59) concern separately the two components of the displacement, we focus the attention onto one of them, dropping the subscripts 1 and 2 to ease the notation. The other one is treated in the same manner. For the slave side of the mortar we obtain

$$
\begin{equation*}
\int_{\gamma_{n}^{-}} u_{n} \widehat{\Phi}_{i}=\sum_{j=1}^{N_{n}+1} U_{j, n} \int_{\gamma_{n}^{-}} \Psi_{j} \widehat{\Phi}_{i}=\sum_{j=1}^{N_{n}+1} R_{i, j} U_{j, n}, \quad \text { for } i=1, . ., N_{n}-1 \tag{2.60}
\end{equation*}
$$

where $R_{i, j}=\int_{\gamma_{n}^{-}} \Psi_{j} \widehat{\Phi}_{i}$. For the master side, using the mortar condition (i), we have that

$$
\begin{equation*}
\int_{\gamma_{n}^{-}} u_{m} \widehat{\Phi}_{i}=\sum_{j=1}^{N_{m}+1} U_{j, m} \int_{\gamma_{n}^{-}} \Phi_{j} \widehat{\Phi}_{i}=\sum_{j=1}^{N_{m}+1} P_{i, j} U_{j, m}, \quad \text { for } i=1, . ., N_{n}-1 \tag{2.61}
\end{equation*}
$$

with $P_{i, j}=\int_{\gamma_{n}^{-}} \Phi_{j} \widehat{\Phi}_{i}$. One may use (2.60)-(2.61) to recast the mortar constraint MC in matrix notation

$$
\underline{R}\left[\begin{array}{c}
U_{1, n}  \tag{2.62}\\
\vdots \\
U_{N_{n}+1, n}
\end{array}\right]=\underline{P}\left[\begin{array}{c}
U_{1, m} \\
\vdots \\
U_{N_{m}+1, m}
\end{array}\right]
$$

Now, to compute numerically the matrices $\underline{R}$ and $\underline{P}$ we use suitable quadrature formulas depending if we are on the slave or in the master side of the mortar. We choose $N_{n}+1$ GLL nodes to evaluate the integrals $\int_{\gamma_{n}^{-}} \Psi_{j} \widehat{\Phi}_{i} d s$ such that the matrix $\underline{R}$ takes a special structure. In fact, because of this choice the interior part $\underline{R}_{i n t}$ is diagonal. The first and the last columns are full but they are concerned only with d.o.f. (namely, $U_{1, n}$ and $U_{N_{n}+1, n}$ ) but do not depend on the matching conditions. We observe also that the matrix $\underline{P}$ is full. Then the local projection operator can be written in a matrix form as

$$
\left[\begin{array}{c}
U_{2, n} \\
\vdots \\
U_{N_{n}, n}
\end{array}\right]=\underbrace{\underline{R}_{i n t}^{-1}\left[\begin{array}{ccccc}
P_{1,1} & \cdots & P_{1, N_{m}+1} & -R_{1,1} & -R_{1, N_{n}+1} \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
P_{N_{n}-1,1} & \cdots & P_{N_{n}-1, N_{m}+1} & -R_{N_{n}-1,1} & -R_{N_{n}-1, N_{n}+1}
\end{array}\right]}_{\underline{Q}_{n}}\left[\begin{array}{c}
U_{1, m} \\
\vdots \\
U_{N_{m}+1, m} \\
U_{1, n} \\
U_{N_{n}+1, n}
\end{array}\right]
$$

Thanks to the projection operator $\underline{Q}_{n}$, we are then able to recover the slave unknowns in $\gamma_{n}^{-}$once we know the master ones. To obtain a global projection operator $\underline{\widetilde{Q}}$ we proceed as follows. For each component of $\mathbf{u}$ we denote by $\mathbf{U}_{\text {slave }}$ the vector of unknowns associated to d.o.f. that lay on the slave side of $\mathcal{S}$ and by $\mathbf{U}_{\text {master }}$ the vector of unknowns associated to all the remaining d.o.f. Then, for each $\gamma_{n}^{-}$belonging to the skeleton $\mathcal{S}$ we build the local projection operator $\underline{Q}_{n}$ and we store it into the matrix $\widetilde{\widetilde{Q}}$. In this way $\underline{\widetilde{Q}}$ has a block structure of the form

$$
\underline{\widetilde{Q}}=\left[\begin{array}{ll}
\widehat{\underline{Q}} & \underline{0}  \tag{2.63}\\
\underline{0} & \underline{\widehat{Q}}
\end{array}\right]
$$

where $\underline{\widehat{Q}}$ is a block diagonal matrix with a block equal to the identity and the other equal to the rectangular matrix $\underline{Q}$ containing all the local matrices $\underline{Q}_{n}$. Thus, we have that the global linear system can be expressed as

$$
\begin{equation*}
\underline{\widetilde{Q}}^{\top} \underline{\widetilde{\mathrm{M}}} \underline{\widetilde{Q}} \ddot{U}_{m a s t e r}+\underline{\widetilde{Q}}^{\top} \underline{\widetilde{\mathrm{A}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{m a s t e r}=\underline{\widetilde{Q}}^{\top} \mathbf{F}^{e x t} \tag{2.64}
\end{equation*}
$$

where the matrices $\underline{\widetilde{M}}$ and $\underline{\widetilde{\mathbb{A}}}$ have columns and rows modified with respect to the ones of $\underline{M}$ and $\underline{A}$ according to latter assumptions on the unknowns reordering. All the terms appearing in the matrices of the two algebraic formulation are computed using GaussLobatto quadrature rule in which the quadrature points coincide with the GLL points. We remark that since the term $\Psi_{j}^{\ell} \Psi_{i}^{\ell} \in Q_{N_{k}}$, for some $k$, while the Gauss-Lobatto rule with $N_{k}$ points is exact for polynomials up to degree $2 N_{k}-1$ in each variable, the spectral mass matrix $\underline{M}$ is slightly under integrated. However, the final accuracy of spectral methods is maintained [26].

### 2.4.1 Structural damping

When using equation (1.3) to model viscoelastic materials, very useful for seismic applications, we must compute additional external forces:

$$
\begin{equation*}
\mathbf{F}^{v i s c}=-\underline{\mathrm{C}} \dot{\mathbf{U}}-\underline{\mathrm{D}} \mathbf{U}, \tag{2.65}
\end{equation*}
$$

or equivalently

$$
\left[\begin{array}{c}
\mathbf{F}^{v i s c, 1} \\
\mathbf{F}^{v i s c, 2}
\end{array}\right]=-\left[\begin{array}{cc}
\underline{\mathrm{C}}^{1} & \underline{0} \\
\underline{0} & \underline{\mathrm{C}}^{2}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{U}}^{1} \\
\dot{\mathbf{U}}^{2}
\end{array}\right]-\left[\begin{array}{cc}
\underline{\mathrm{D}}^{1} & \underline{0} \\
\underline{0} & \underline{\mathrm{D}}^{2}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}^{1} \\
\mathbf{U}^{2}
\end{array}\right],
$$

where the matrices $\underline{\mathrm{C}}^{\ell}$ and $\underline{\mathrm{D}}^{\ell}$, for $\ell=1,2$, are block diagonal. Each block $\underline{\mathrm{C}}_{k}^{\ell}$ and $\underline{\mathrm{D}}_{k}^{\ell}$ is associated to a spectral element $\Omega_{k}$ and

$$
\begin{equation*}
\mathrm{C}_{k}^{\ell}(i, j)=\left(\rho \zeta \Psi_{j}^{\ell}, \Psi_{i}^{\ell}\right)_{\Omega_{k}}, \quad \mathrm{D}_{k}^{\ell}(i, j)=\left(\rho \zeta^{2} \Psi_{j}^{\ell}, \Psi_{i}^{\ell}\right)_{\Omega_{k}}, \quad \text { for } i, j=a_{k}, \ldots, b_{k}, \tag{2.66}
\end{equation*}
$$

respectively. Then, the DGSE system becomes:

$$
\begin{equation*}
\underline{\mathrm{M}} \ddot{\mathbf{U}}+\underline{\mathrm{C}} \dot{\mathbf{U}}+(\underline{\mathrm{A}}+\underline{\mathrm{B}}+\underline{\mathrm{D}}) \mathbf{U}=\mathbf{F}^{e x t}, \tag{2.67}
\end{equation*}
$$

where $\dot{\mathbf{U}}$ represents the nodal velocity vector.
Obviously when MSE method is considered, the above system is modified as explained in the previous section (see 2.64). This leads to the final system

$$
\begin{equation*}
\underline{\widetilde{\mathrm{Q}}}^{\top} \underline{\tilde{\mathrm{M}}} \underline{\mathrm{Q}}_{\text {master }}+\underline{\widetilde{Q}}^{\top} \underline{\widetilde{\mathrm{C}}} \underline{\widetilde{Q}} \dot{\mathbf{U}}_{\text {master }}+\underline{\widetilde{\mathrm{Q}}}^{\top}(\underline{\widetilde{\mathrm{A}}}+\underline{\widetilde{\mathrm{D}}}) \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{\text {master }}=\underline{\widetilde{\mathrm{Q}}}^{\top} \mathbf{F}^{e x t} . \tag{2.68}
\end{equation*}
$$

### 2.4.2 Absorbing boundary conditions

Special attention must be paid if absorbing boundary conditions (ABC) are considered in the model (1.1). As we described in Section 1.2, ABCs are prescribed on $\Gamma_{N R}$ introducing fictitious tractions $\mathbf{t}^{*}$ depending on space and time derivatives of $\mathbf{u}$ as in (1.7). At the discrete level ABCs are in the form

$$
\begin{equation*}
\mathbf{F}^{a b c}=\underline{\mathbf{S}} \dot{\mathbf{U}}+\underline{\mathrm{R}} \mathbf{U}, \tag{2.69}
\end{equation*}
$$

or equivalently

$$
\left[\begin{array}{l}
\mathbf{F}^{a b c, 1} \\
\mathbf{F}^{a b c, 2}
\end{array}\right]=\left[\begin{array}{cc}
\underline{\mathrm{S}}^{1} & \underline{0} \\
\underline{0} & \underline{\mathrm{~S}}^{2}
\end{array}\right]\left[\begin{array}{l}
\dot{\mathbf{U}}^{1} \\
\dot{\mathbf{U}}^{2}
\end{array}\right]+\left[\begin{array}{ll}
\underline{\mathrm{R}}^{1} & \underline{\mathrm{R}}^{2} \\
\underline{\mathrm{R}}^{3} & \underline{\mathrm{R}}^{4}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}^{1} \\
\mathbf{U}^{2}
\end{array}\right] .
$$

On the one hand, the block matrices $\underline{S}^{\ell}$, for $\ell=1,2$, are diagonal and each block $\underline{S}_{k}^{\ell}$ associated to an $\Omega_{k}$ such that $\gamma_{k}^{*}=\partial \Omega_{k} \cap \Gamma_{N R} \neq \emptyset$, is defined by

$$
\begin{equation*}
\mathrm{S}_{k}^{\ell}(i, j)=\left(c_{\ell} \Psi_{j}^{\ell}, \Psi_{i}^{\ell}\right)_{\gamma_{k}^{*}}, \quad i, j=a_{k}, \ldots, b_{k} \tag{2.70}
\end{equation*}
$$

with

$$
\begin{align*}
c_{1} & =\left[-\frac{\lambda+2 \mu}{c_{P}}\left(n_{1} n_{2}+n_{1}^{2}\right)-\frac{\mu}{c_{S}}\left(n_{1} n_{2}+n_{2}^{2}\right)\right]  \tag{2.71}\\
c_{2} & =\left[-\frac{\lambda+2 \mu}{c_{P}}\left(n_{1} n_{2}+n_{2}^{2}\right)+\frac{\mu}{c_{S}}\left(n_{1} n_{2}+n_{1}^{2}\right)\right] . \tag{2.72}
\end{align*}
$$

On the other hand, matrices $\underline{\mathrm{R}}^{\ell}$, for $\ell=1, . ., 4$, are still block diagonal, i.e.,

$$
\begin{equation*}
\underline{\mathrm{R}}^{\ell}=\operatorname{diag}\left(\underline{\mathrm{R}}_{1}^{\ell}, \cdots, \underline{\mathrm{R}}_{K}^{\ell}\right) \tag{2.73}
\end{equation*}
$$

but each $\underline{\mathrm{R}}_{k}^{\ell}$, for $k=1, \ldots, K$ is non diagonal. In fact, setting

$$
c_{3}=\frac{\mu\left(2 c_{S}-c_{P}\right)}{c_{S}} \quad \text { and } \quad c_{4}=\frac{\lambda c_{S}+2 \mu\left(c_{S}-c_{P}\right)}{c_{P}}
$$

it is possible to write the blocks $\underline{\mathrm{R}}_{k}^{\ell}$ in the following form

$$
\begin{aligned}
& \underline{\mathrm{R}}_{k}^{1}(i, j)=\left(\left[c_{3} n_{1} n_{2}^{2}+c_{4} n_{1} n_{2}^{2}\right] \Psi_{j}^{1}, \frac{\partial \Psi_{i}^{1}}{\partial x_{1}}\right)_{\gamma_{k}^{*}}+\left(\left[-c_{3} n_{1}^{2} n_{2}-c_{4} n_{1}^{2} n_{2}\right] \Psi_{j}^{1}, \frac{\partial \Psi_{i}^{1}}{\partial x_{2}}\right)_{\gamma_{k}^{*}} \\
& \underline{\mathrm{R}}_{k}^{2}(i, j)=\left(\left[c_{3} n_{2}^{3}-c_{4} n_{1}^{2} n_{2}\right] \Psi_{j}^{1}, \frac{\partial \Psi_{i}^{2}}{\partial x_{1}}\right)_{\gamma_{k}^{*}}+\left(\left[-c_{3} n_{1} n_{2}^{2}+c_{4} n_{1}^{3}\right] \Psi_{j}^{1}, \frac{\partial \Psi_{i}^{2}}{\partial x_{2}}\right)_{\gamma_{k}^{*}} \\
& \underline{\mathrm{R}}_{k}^{3}(i, j)=\left(\left[-c_{3} n_{1}^{2} n_{2}+c_{4} n_{2}^{3}\right] \Psi_{j}^{2}, \frac{\partial \Psi_{i}^{1}}{\partial x_{1}}\right)_{\gamma_{k}^{*}}+\left(\left[c_{3} n_{1}^{3}-c_{4} n_{1} n_{2}^{2}\right] \Psi_{j}^{2}, \frac{\partial \Psi_{i}^{1}}{\partial x_{2}}\right)_{\gamma_{k}^{*}} \\
& \underline{\mathrm{R}}_{k}^{4}(i, j)=\left(\left[c_{3} n_{1} n_{2}^{2}-c_{4} n_{1} n_{2}^{2}\right] \Psi_{j}^{2}, \frac{\partial \Psi_{i}^{2}}{\partial x_{1}}\right)_{\gamma_{k}^{*}}+\left(\left[c_{3} n_{1}^{2} n_{2}+c_{4} n_{1}^{2} n_{2}\right] \Psi_{j}^{2}, \frac{\partial \Psi_{i}^{2}}{\partial x_{2}}\right)_{\gamma_{k}^{*}}
\end{aligned}
$$

for $i, j=a_{k}, \ldots, b_{k}$. Finally, taking into account of both viscoelastic and absorbing terms, i.e., (2.65) and (2.69) respectively, the global discretized system reads

$$
\begin{equation*}
\underline{\mathrm{M}} \ddot{\mathbf{U}}+(\underline{\mathrm{C}}-\underline{\mathrm{S}}) \dot{\mathbf{U}}+(\underline{\mathrm{A}}+\underline{\mathrm{B}}+\underline{\mathrm{D}}-\underline{\mathrm{R}}) \mathbf{U}=\mathbf{F}^{e x t} \tag{2.74}
\end{equation*}
$$

for the DGSE method and
for the MSE method, respectively. In the next chapter we describe three time integration schemes that we adopted for solving (2.74) and (2.75). In particular we focused on the leap-frog scheme, the fourth order explicit Runge-Kutta method and the Implicit Midpoint method.

### 2.5 Extension to three dimensional problems

Non-conforming discretizations can be used as well for the approximation of three dimensional problems and the general theory (such as the formulation, the discretization and the error analysis) follows easily from the results presented in the previous sections. However, for three dimensional wave propagations we decide to implement and study only the DGSE method. In fact, as we will see in Chapter 7, to simulate realistic earthquake scenarios, an efficient numerical algorithm well suited for parallel computations is mandatory. Form an algorithmic point of view, the interface integrals introduced with the bilinear form $\mathcal{B}(\cdot, \cdot)$ in (2.8) are easier to compute than the mortar condition MC defined in the MSE formulation.
Indeed, as we will see in Chapter 5 the definition of the space of multipliers $\widehat{\Lambda}_{\delta}$ is quite elaborate in two dimension and it is almost prohibitive in three dimension. For this reason, it is preferable to use in a three dimensional framework, a different Mortar approach in which the mortar constraint is directly imposed into the weak formulation, e.g. [69, 15]. At the algebraic level this technique leads to a saddle-point problem and special solvers are needed for the solution of the resulting algebraic system.
On the contrary, using the DGSE method, no modifications occur to the algebraic system (2.55) and this yields enormous advantages from the computational point of view. Since we allow the possibility of dealing with meshes independently defined with respect to the neighbouring ones, the algorithmic key point resides on the computation of interface integrals having support on the elementary components (now intersection of quadrilateral surfaces). The procedure we follow is very similar to that described for the general two dimensional configurations, so we refer to Chapter 5 for a detailed description.

## Chapter 3

## Time discretization

In this chapter we describe three different approaches for solving the ordinary differential system of equations (2.74) and (2.75), resulting from the DGSE or MSE semidiscretization, respectively. Since DGSE and MSE methods are high-order techniques (see Chapter 2.3), we are looking for time integration schemes that preserve also in time their good approximations properties. In particular, these methods must be stable (with a not too restrictive CFL condition) and must produce low dispersion and dissipation errors during the propagation of the wavefield. Moreover they must be computationally cheap in terms of both memory storage and computational time.

In the following we describe three different time integration schemes, namely the leapfrog (LF) finite difference method, the implicit midpoint (IM) method and the fourth order explicit Runge-Kutta (RK4) method, see [91]. The development of much general high order semi implicit and implicit integration schemes and the related preconditioners is under investigation.

The LF scheme, which is the most popular time-stepping scheme for wave propagation $[35,62,61,63,50,39,34,36,79,12]$, belongs to the family of the Newmark methods [91, 92]. It is second order accurate, explicit and conditionally stable.

The IM scheme comes from the family of the Runge-Kutta methods [68] and it is still second order accurate but implicit and unconditionally stable.
At the best of our knowledge, implicit time integration schemes have been applied coupled only with finite differences or collocation methods to solve acoustic [54] and elastic wave propagation problems [118]. The main advantage of this approach relies on their unconditioned stability, that allows to choose a time integration step ten times larger
than in the explicit case [118].
For higher order accurate time integration schemes we consider the Runge-Kutta approach [25]. Other high order methods proposed for the discretization in time are Taylor-Galerkin method [39], the ADER-DG method [57, 41], the rapid expansion method $[112,64]$ and the symplectic method [105, 85, 112]. A comparison of these methods is beyond of the scope of this present work and will be the subject of future research.
High order Runge-Kutta schemes are one step methods that increase their accuracy at the price of increasing the number of functional evaluations at each time level, thus sacrifying linearity. These methods are studied and applied in wave propagation [54, 71] because they are highly accurate and low dispersive. Moreover, in the explicit case their absolute stability region is not more restrictive than the LF one (cf. Chapter 4). Here and in the following we analyze in detail the four stage Runge-Kutta method RK4, that is explicit, fourth order accurate and conditionally stable.
In this chapter the attention is focused on the analysis of LF, IM and RK4 time discretizations when coupled to DGSE and MSE semi-discretizations and on the corresponding fully discrete formulations.

### 3.1 Fully-discrete formulations

To ease the notation we present the analysis in absence of viscoelastic materials and absorbing forces, i.e, starting from the algebraic systems (2.54) and (2.64) coming from the DG and Mortar formulations. Moreover we suppose that $\Omega \subset \mathbb{R}^{2}$ is partitioned into $K$ non-overlapping spectral elements $\Omega_{1}, \ldots, \Omega_{K}$. The more general situation and the extension to three dimensional problems can be obtained straightforwardly with similar arguments.

### 3.1.1 Leap-frog finite difference method

Here and in the following we call $\mathbf{V}=\dot{\mathbf{U}}$ the vector of nodal velocities and we prescribe initial conditions $\mathbf{U}(0)=\mathbf{u}_{0}$ and $\mathbf{V}(0)=\mathbf{u}_{1}$.Consider the system (2.54). Let now subdivide the interval $(0, T]$ into $N$ subinterval of amplitude $\Delta t=T / N$ and set $t_{n}=$ $n \Delta t$, for $n=1, \ldots, N$.

## Time integration for the DGSE method

The Newmark method [94] applied to (2.54) consists in finding the approximations $\left\{\mathbf{U}\left(t_{n}\right)\right\}_{n}$ to $\mathbf{u}\left(t_{n}\right)$ such that

$$
\begin{array}{r}
{\left[\underline{\mathrm{M}}+\Delta t^{2} \beta(\underline{\mathrm{~A}}+\underline{\mathrm{B}})\right] \mathbf{U}\left(t_{n+1}\right)=\left[2 \underline{\mathrm{M}}-\Delta t^{2}\left(\frac{1}{2}-2 \beta+\vartheta\right)(\underline{\mathrm{A}}+\underline{\mathrm{B}})\right] \mathbf{U}\left(t_{n}\right)} \\
-\left[\underline{\mathrm{M}}+\Delta t^{2}\left(\frac{1}{2}+\beta-\vartheta\right)\right] \mathbf{U}\left(t_{n-1}\right) \\
+\Delta t^{2}\left[\beta \mathbf{F}^{e x t}\left(t_{n+1}\right)+\left(\frac{1}{2}-2 \beta+\vartheta\right) \mathbf{F}^{e x t}\left(t_{n}\right)+\left(\frac{1}{2}+\beta-\vartheta\right) \mathbf{F}^{e x t}\left(t_{n-1}\right)\right], \quad n \geq 2 \tag{3.1}
\end{array}
$$

with

$$
\begin{array}{r}
{\left[\underline{\mathrm{M}}+\Delta t^{2} \beta(\underline{\mathrm{~A}}+\underline{\mathrm{B}})\right] \mathbf{U}\left(t_{1}\right)=\left[\underline{\mathrm{M}}-\Delta t^{2}\left(\frac{1}{2}-\beta\right)(\underline{\mathrm{A}}+\underline{\mathrm{B}})\right] \mathbf{U}\left(t_{0}\right)-\Delta t \underline{\mathrm{M}} \mathbf{V}\left(t_{0}\right)} \\
+\Delta t^{2}\left[\beta \mathbf{F}^{e x t}\left(t_{1}\right)+\left(\frac{1}{2}-\beta\right) \mathbf{F}^{e x t}\left(t_{0}\right)\right] . \tag{3.2}
\end{array}
$$

Notice that, at each time step $t_{n+1}$ the solution of (3.3) can be obtained provided $\mathbf{U}\left(t_{n}\right)$ and $\mathbf{U}\left(t_{n-1}\right)$ are known.
Here, $\beta \geq 0$ and $\vartheta \geq \frac{1}{2}$ are parameters to be chosen. We recall that for $\vartheta=\frac{1}{2}$ the Newmark scheme is second order accurate in time, whereas it is only first order accurate for $\vartheta>\frac{1}{2}$. For $\beta=0$ the Newmark scheme (3.2)-(3.1) requires at each time step the solution of a linear system with the mass matrix $\underline{M}$. However, because elements are decoupled, $\underline{M}$ is block-diagonal with each block of size equal to the number of degrees of freedom in the element. Therefore, it can be inverted at very low computational cost and the scheme is essentially fully explicit. Indeed, due to the choice of the basis functions, $\underline{M}$ reduces to a diagonal matrix, cf. Section (2.4). With $\vartheta=\frac{1}{2}$, the explicit Newmark method corresponds to the standard leap-frog scheme. For $\beta>0$, the resulting scheme is implicit and involves the solution of a linear system of equations with a positive definite matrix $\underline{\mathrm{M}}+\Delta t^{2} \beta(\underline{\mathrm{~A}}+\underline{\mathrm{B}})$ at each time step. We finally note that the secondorder Newmark scheme with $\vartheta=\frac{1}{2}$ is unconditionally stable for $\beta \geq \frac{1}{4}$, whereas for $0 \leq \beta<\frac{1}{4}$ the time step $\Delta t$ has to be restricted by a CFL condition, [94]. In the case $\beta=0$, this restriction depends on the maximum eigenvalue of the matrix $\underline{A}+\underline{B}$, see Chapter 4 for more details. For $\vartheta=1 / 2$ and $\beta=0$, the explicit Newmark method (3.1) corresponds to the standard leap-frog scheme

$$
\begin{equation*}
\underline{\mathrm{M}} \mathbf{U}\left(t_{n+1}\right)=\left[2 \underline{\mathrm{M}}-\Delta t^{2}(\underline{\mathrm{~A}}+\underline{\mathrm{B}})\right] \mathbf{U}\left(t_{n}\right)-\underline{\mathrm{M}} \mathbf{U}\left(t_{n-1}\right)+\Delta t^{2} \mathbf{F}^{e x t}\left(t_{n}\right), \tag{3.3}
\end{equation*}
$$

for $n=1, \ldots, N$, with

$$
\underline{\mathrm{M}} \mathbf{U}\left(t_{1}\right)=\left[\underline{\mathrm{M}}-\frac{\Delta t^{2}}{2}(\underline{\mathrm{~A}}+\underline{\mathrm{B}})\right] \mathbf{U}\left(t_{0}\right)-\Delta t \underline{\mathrm{M}} \mathbf{V}\left(t_{0}\right)+\frac{\Delta t^{2}}{2} \mathbf{F}^{e x t}\left(t_{0}\right) .
$$

## Time integration for the MSE method

Consider now the system (2.64) coming from the Mortar semi-discretization. Setting $\vartheta=1 / 2$ and $\beta=0$ in (3.2)-(3.1), the leap-frog scheme is given by

$$
\begin{equation*}
\underline{\widetilde{\mathbf{Q}}}^{\top} \underline{\tilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{m s}\left(t_{n+1}\right)=\underline{\widetilde{\mathrm{Q}}}^{\top}\left[\left(2 \underline{\widetilde{\mathrm{M}}}-\Delta t^{2} \underline{\widetilde{\mathrm{~A}}}\right) \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{m s}\left(t_{n}\right)-\underline{\widetilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{m s}\left(t_{n-1}\right)+\Delta t^{2} \mathbf{F}^{e x t}\left(t_{n}\right)\right], \quad n \geq 2, \tag{3.4}
\end{equation*}
$$

with

$$
\underline{\widetilde{\mathrm{Q}}}^{\top} \underline{\tilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{m s}\left(t_{1}\right)=\underline{\widetilde{\mathrm{Q}}}^{\top}\left[\left(\underline{\tilde{\mathrm{M}}}-\frac{\Delta t^{2}}{2} \underline{\widetilde{\mathrm{~A}}}\right) \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{m s}\left(t_{0}\right)-\Delta t \underline{\tilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{V}_{m s}\left(t_{0}\right)+\frac{\Delta t^{2}}{2} \mathbf{F}^{e x t}\left(t_{n}\right)\right] .
$$

Here and in the following the abbreviations $m s$ and $s l$ stand for master and slave, respectively. In the MSE method the matrix $\underline{\widetilde{Q}^{\top}} \underline{\widetilde{M}} \underline{\widetilde{Q}}$ is non-diagonal, but taking advantage of the structure of $\widetilde{\mathbb{Q}}$ it is possible to split the linear system (3.4) as follows

$$
\left[\begin{array}{cc}
\underline{\mathbf{M}}_{m s}^{\mathcal{I}} & 0  \tag{3.5}\\
0 & \widetilde{\widetilde{\mathbf{M}}}_{m s}^{\mathcal{S}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}_{m s}^{\mathcal{I}}\left(t_{n+1}\right) \\
\mathbf{U}_{m s}^{\mathcal{S}}\left(t_{n+1}\right)
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{m s}^{\mathcal{I}} \\
\widetilde{\mathbf{b}}_{m s}^{\mathcal{S}}
\end{array}\right], \quad n \geq 2,
$$

with

$$
\mathbf{b}=\left[\left(2 \underline{\widetilde{\mathbf{M}}}-\Delta t^{2} \underline{\widetilde{\widetilde{A}}}\right) \underline{\widetilde{\mathrm{Q}}} \mathbf{U}\left(t_{n}\right)-\underline{\widetilde{\mathrm{M}}} \underline{\widetilde{\mathbf{Q}}} \mathbf{U}\left(t_{n-1}\right)+\Delta t^{2} \mathbf{F}^{e x t}\left(t_{n}\right)\right], \quad n \geq 2,
$$

and where

The superscripts $\mathcal{I}$ and $\mathcal{S}$ identify those unknowns belonging to the interior or to the skeleton of the domain respectively.
At each time step, it is possible to solve separately the two blocks of the linear system (3.5). The first block is diagonal and then easily solvable. The second one is a block matrix with identical blocks on the diagonal. Then, we perform the LU-factorization (see [91]) of one of the two blocks and then we solve separately for the two components. This technique does not increase too much the computational cost because of the very low dimension of this system with respect to the full one (3.5).

### 3.1.2 Runge-Kutta 4

We now move on the description of Runge-Kutta time integration scheme, starting from the four-stage Runge-Kutta method.

## Time integration for the DGSE method

Using the notation introduced in Section 3.1.1, we rewrite (2.54) as the following first order system of equations

$$
\left[\begin{array}{cc}
\underline{\mathrm{I}} & \underline{0}  \tag{3.7}\\
\underline{0} & \underline{\mathrm{M}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{U}}(t) \\
\dot{\mathbf{V}}(t)
\end{array}\right]=\left[\begin{array}{cc}
\underline{0} & \underline{\mathrm{I}} \\
-(\underline{A}+\underline{\mathrm{B}}) & \underline{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}(t) \\
\mathbf{V}(t)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{F}^{e x t}(t)
\end{array}\right],
$$

where $\underline{I}$ is the identity matrix. Now, setting $\mathbf{W}(t)=[\mathbf{U}(t) \mathbf{V}(t)]^{\top},(3.7)$ becomes

$$
\begin{equation*}
\dot{\mathbf{W}}(t)=\mathbf{g}(t, \mathbf{W}(t)) \tag{3.8}
\end{equation*}
$$

with

$$
\mathbf{g}(t, \mathbf{W}(t))=\left[\begin{array}{cc}
\underline{0} & \underline{\mathrm{I}}  \tag{3.9}\\
-\underline{\mathrm{M}}^{-1}(\underline{A}+\underline{\mathrm{B}}) & \underline{0}
\end{array}\right] \mathbf{W}(t)+\left[\begin{array}{c}
\mathbf{0} \\
\underline{\mathrm{M}}^{-1} \mathbf{F}^{e x t}(t)
\end{array}\right]
$$

The Runge-Kutta method can be written as

$$
\begin{equation*}
\mathbf{W}\left(t_{n+1}\right)=\mathbf{W}\left(t_{n}\right)+\Delta t \mathbf{G}\left(t_{n}, \mathbf{W}\left(t_{n}\right)\right) \tag{3.10}
\end{equation*}
$$

where $\mathbf{G}$ is the incremental function defined as

$$
\begin{aligned}
\mathbf{G}\left(t_{n}, \mathbf{W}\left(t_{n}\right)\right) & =\sum_{i=1}^{s} b_{i} \mathbf{K}_{i} \\
\mathbf{K}_{i} & =\mathbf{g}\left(t_{n}+c_{i} \Delta t, \mathbf{W}\left(t_{n}\right)+\Delta t \sum_{j=1}^{s} a_{i j} \mathbf{K}_{j}\right), \quad i=1,2, \ldots, 4
\end{aligned}
$$

The coefficients $\left\{a_{i j}\right\},\left\{c_{i}\right\}$ and $\left\{b_{i}\right\}$ fully characterize the RK methods and they are collected in the following Butcher array, [91]

| $c_{1}$ | $a_{11}$ | $a_{12}$ | $\cdots$ | $a_{14}$ |
| :---: | :---: | :---: | :---: | :---: |
| $c_{2}$ | $a_{21}$ | $a_{22}$ |  | $a_{24}$ |
| $c_{3}$ | $\vdots$ |  | $\ddots$ | $\vdots$ |
| $c_{4}$ | $a_{41}$ | $a_{42}$ | $\cdots$ | $a_{44}$ |
|  | $b_{1}$ | $b_{2}$ | $\cdots$ | $b_{4}$ |

where the following condition holds

$$
c_{i}=\sum_{j=1}^{4} a_{i j}, \quad i=1, \ldots, 4
$$

If the coefficients $a_{i j}$ are equal to zero for $j \geq i$, with $i=1,2, \ldots, 4$, then each $\mathbf{K}_{i}$ can be explicitly computed in term of $i-1$ coefficients $\mathbf{K}_{1}, \ldots, \mathbf{K}_{i-1}$ that have already been determined. In such a case the RK method is explicit. Otherwise, it is implicit and solving a non-linear system of size 4 is necessary for computing the coefficients of $\mathbf{K}_{i}$. In the case we are interested in, i.e. the fourth order explicit RK4, the Butcher array takes the form

$$
\begin{array}{c|cccc}
0 & & & & \\
\frac{1}{2} & \frac{1}{2} & & & \\
\frac{1}{2} & 0 & \frac{1}{2} & & \\
1 & 0 & 0 & 1 & \\
\hline & \frac{1}{6} & \frac{1}{3} & \frac{1}{3} & \frac{1}{6}
\end{array}
$$

and consequently (3.10) becomes

$$
\begin{equation*}
\mathbf{W}\left(t_{n+1}\right)=\mathbf{W}\left(t_{n}\right)+\frac{\Delta t}{6}\left(\mathbf{K}_{1}+2 \mathbf{K}_{2}+2 \mathbf{K}_{3}+\mathbf{K}_{4}\right) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{K}_{1}=\mathbf{g}\left(t_{n}, \mathbf{W}\left(t_{n}\right)\right) \\
& \mathbf{K}_{2}=\mathbf{g}\left(t_{n+\frac{1}{2}}, \mathbf{W}\left(t_{n}\right)+\frac{\Delta t}{2} \mathbf{K}_{1}\right) \\
& \mathbf{K}_{3}=\mathbf{g}\left(t_{n+\frac{1}{2}}, \mathbf{W}\left(t_{n}\right)+\frac{\Delta t}{2} \mathbf{K}_{2}\right) \\
& \mathbf{K}_{4}=\mathbf{g}\left(t_{n+1}, \mathbf{W}\left(t_{n}\right)+\Delta t \mathbf{K}_{3}\right)
\end{aligned}
$$

Notice that, since $\sum_{i=1}^{4} b_{i}=1$, the RK4 method is consistent [25]. Moreover 4 is the maximum number of stages for which the order of the method is not less than the number of stages itself, see $[68,91]$ for details. Notice that the number of unknowns in (3.11) is twice with respect to the LF scheme and five different vectors $\mathbf{K}_{1}, \ldots, \mathbf{K}_{4}$ and $\mathbf{W}\left(t_{n}\right)$ must be stored at each time step to compute the solution at the next time step.

## Time integration for the MSE method

As in the previous case we rewrite (2.64) as the following first order system of equations

Setting $\underline{\widetilde{H}}_{m s}=\operatorname{diag}\left(\underline{\mathrm{H}}_{m s}^{1}+\underline{Q}^{\top} \underline{\mathrm{H}}_{s l}^{1} \underline{Q}, \underline{\mathrm{H}}_{m s}^{2}+\underline{Q}^{\top} \underline{\mathrm{H}}_{s l}^{2} \underline{Q}\right)$, for $\underline{\mathrm{H}}=\underline{\mathrm{I}}, \underline{\mathrm{A}}, \underline{\mathrm{M}}$ and $\widetilde{\mathbf{F}}_{m s}^{e x t}$ and taking advantage of the structure of $\underline{\mathbb{Q}}$ it is possible to rewrite the above system in the form

$$
\left[\begin{array}{cccc}
\underline{\mathrm{I}}_{m s}^{\mathcal{I}} & \widetilde{\mathrm{I}}^{\underline{S}} & \underline{0} & \underline{0}  \tag{3.13}\\
\underline{0} & \underline{\underline{0}} & \underline{0} \\
\underline{0} & \underline{0} & \underline{\mathrm{M}}_{m s}^{\mathcal{I}} & \underline{0} \\
\underline{0} & \underline{0} & \underline{0} & \widetilde{\underline{M}}_{m s}^{\mathcal{S}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{U}}_{m s}^{\mathcal{I}}(t) \\
\dot{\mathbf{U}}_{m s}^{\mathcal{S}}(t) \\
\dot{\mathbf{V}}_{m s}^{I}(t) \\
\dot{\mathbf{V}}_{m s}^{\mathcal{S}}(t)
\end{array}\right]=\left[\begin{array}{cccc}
\underline{0} & \underline{0} & \underline{\mathbf{I}}_{m s}^{\mathcal{I}} & \underline{0} \\
\underline{0} & \underline{0} & \underline{0} & \widetilde{\underline{I}}_{m s} \\
-\underline{\mathbf{A}}_{m s}^{\mathcal{S}} & \underline{0} & \underline{\widetilde{\widetilde{A}}_{m s}^{\mathcal{S}}} & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}_{m s}^{\mathcal{I}}(t) \\
\mathbf{U}_{m s}^{\mathcal{S}}(t) \\
\mathbf{V}_{m s}^{\mathcal{I}}(t) \\
\mathbf{V}_{m s}^{\mathcal{S}}(t)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{F}_{m s}^{e x t, \mathcal{I}}(t) \\
\widetilde{\mathbf{F}}_{m s}^{e x t, \mathcal{S}}(t)
\end{array}\right],
$$

Let $\mathbf{W}_{m s}^{\mathcal{I}}(t)=\left[\mathbf{U}_{m s}^{\mathcal{I}}(t) \mathbf{V}_{m s}^{\mathcal{I}}(t)\right]^{\top}\left(\operatorname{resp} . \mathbf{W}_{m s}^{\mathcal{S}}(t)=\left[\mathbf{U}_{m s}^{\mathcal{S}}(t) \quad \mathbf{V}_{m s}^{\mathcal{S}}(t)\right]^{\top}\right)$ be the vector containing the master nodal displacements and velocities, belonging to the interior (resp. skeleton) of the domain.

Then, we decouple (3.13) in two linear systems of the following form

$$
\begin{equation*}
\dot{\mathbf{W}}_{m s}^{\mathcal{I}}(t)=\mathbf{g}_{1}\left(t, \mathbf{W}_{m s}^{\mathcal{I}}(t)\right) \tag{3.14}
\end{equation*}
$$

where

$$
\mathbf{g}_{1}(t, \mathbf{W}(t))=\left[\begin{array}{cc}
\underline{0} & \underline{\mathbf{I}}_{m s}^{\mathcal{I}}  \tag{3.15}\\
-\left(\underline{\mathbf{M}}_{m s}^{\mathcal{I}}\right)^{-1} \underline{\mathrm{~A}}_{m s}^{\mathcal{I}} & \underline{0}
\end{array}\right] \mathbf{W}(t)+\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{F}_{m s}^{e x t, \mathcal{I}}(t)
\end{array}\right]
$$

and

$$
\begin{equation*}
\underline{\mathrm{N}}_{m s}^{\mathcal{S}} \dot{\mathbf{W}}_{m s}^{\mathcal{S}}(t)=\mathbf{g}_{2}\left(t, \mathbf{W}_{m s}^{\mathcal{S}}(t)\right), \tag{3.16}
\end{equation*}
$$

where

$$
\underline{N}_{m s}^{\mathcal{S}}=\left[\begin{array}{cc}
\widetilde{\underline{I}}_{m s}^{\mathcal{S}} & \underline{0}  \tag{3.17}\\
\underline{0} & \widetilde{\widetilde{\mathbf{M}}}_{m s}^{\mathcal{S}}
\end{array}\right] \quad \text { and } \quad \mathbf{g}_{2}(t, \mathbf{W})=\left[\begin{array}{cc}
\underline{0} & \widetilde{\mathrm{I}}_{m s}^{\mathcal{S}} \\
-\widetilde{\widetilde{\mathcal{A}}}_{m s}^{\mathcal{S}} & \underline{0}
\end{array}\right] \mathbf{W}(t)+\left[\begin{array}{c}
\mathbf{0} \\
\widetilde{\mathbf{F}}_{m s}^{e x t, \mathcal{S}}(t)
\end{array}\right] .
$$

On the one hand the RK4 method applied to (3.14) produces a time integration scheme similar to that described in Section 3.1.2. On the other hand when RK4 is derived for (3.16), at each intermediate step between $t_{n}$ and $t_{n+1}$ we need to solve four linear systems. In fact, in this last case RK4 method reads

$$
\underline{\mathrm{N}}_{m s}^{\mathcal{S}} \dot{\mathbf{W}}_{m s}^{\mathcal{S}}\left(t_{n+1}\right)=\underline{\mathrm{N}}_{m s}^{\mathcal{S}} \dot{\mathbf{W}}_{m s}^{\mathcal{S}}\left(t_{n}\right)+\frac{\Delta t}{6}\left(\mathbf{K}_{m s, 1}^{\mathcal{S}}+2 \mathbf{K}_{m s, 2}^{\mathcal{S}}+2 \mathbf{K}_{m s, 3}^{\mathcal{S}}+\mathbf{K}_{m s, 4}^{\mathcal{S}}\right)
$$

with

$$
\begin{align*}
& \underline{\mathrm{N}}_{m s}^{\mathcal{S}} \mathbf{K}_{m s, 1}^{\mathcal{S}}=\mathbf{g}_{2}\left(t_{n}, \mathbf{W}\left(t_{n}\right)\right), \\
& \underline{\mathrm{N}}_{m s}^{\mathcal{S}} \mathbf{K}_{m s, 2}^{\mathcal{S}}=\mathbf{g}_{2}\left(t_{n+\frac{1}{2}}, \mathbf{W}\left(t_{n}\right)+\frac{\Delta t}{2} \mathbf{K}_{m s, 1}^{\mathcal{S}}\right), \\
& \underline{\mathbf{N}}_{m s}^{\mathcal{S}} \mathbf{K}_{m s, 3}^{\mathcal{S}}=\mathbf{g}_{2}\left(t_{n+\frac{1}{2}}, \mathbf{W}\left(t_{n}\right)+\frac{\Delta t}{2} \mathbf{K}_{m s, 2}^{\mathcal{S}}\right), \\
& \underline{\mathbf{N}}_{m s}^{\mathcal{S}} \mathbf{K}_{m s, 4}^{\mathcal{S}}=\mathbf{g}_{2}\left(t_{n+1}, \mathbf{W}\left(t_{n}\right)+\Delta t \mathbf{K}_{m s, 3}^{\mathcal{S}}\right) . \tag{3.18}
\end{align*}
$$

Fortunately, as described in Section 3.1.2 each system in (3.18) has the same structure as (3.6) and involves only master unknowns on the skeleton. For this reason, even in this case it is possible to solve each linear system in (3.18) in a low computational cost, for example with an LU-factorization, [91]. We also remark that, as usual, slave unknowns on the interfaces are recovered using the master ones. In particular, we have that

$$
\mathbf{W}_{s l}^{\mathcal{S}}(t)=\left[\begin{array}{c}
\mathbf{U}_{s l}^{\mathcal{S}}(t)  \tag{3.19}\\
\mathbf{V}_{s l}^{\mathcal{S}}(t)
\end{array}\right]=\left[\begin{array}{ll}
\underline{Q} & \underline{0} \\
\underline{0} & \underline{Q}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}_{m s}^{\mathcal{S}}(t) \\
\mathbf{V}_{m s}^{\mathcal{S}}(t)
\end{array}\right]=\left[\begin{array}{cc}
\underline{Q} & \underline{0} \\
\underline{0} & \underline{Q}
\end{array}\right] \mathbf{W}_{m s}^{\mathcal{S}}(t)
$$

and then

$$
\mathbf{K}_{s l, i}^{\mathcal{S}}=\left[\begin{array}{cc}
\underline{Q} & \underline{0} \\
\underline{0} & \underline{Q}
\end{array}\right] \mathbf{K}_{m s, i}^{\mathcal{S}}, \quad i=1, \ldots, 4
$$

To ensure stability, the explicit LF and RK4 schemes must satisfy the usual Courant-Friedrichs-Levy (CFL) condition (see [92]) that imposes a restriction on $\Delta t$. We see in Chapter 4 that this limitation is proportional to the minimal distance between two neighbouring spectral nodes of the numerical grid. Since this distance scales as $h_{k} N_{k}^{-2}$ ( $h_{k}$ size of the spectral element $\Omega_{k}$ ), the stability requirement on $\Delta t$ may become too restrictive for very large polynomial degrees $N_{k}$. For these cases an implicit time scheme is recommended.

### 3.1.3 Implicit midpoint method

To derive the expression of the implicit midpoint (IM) method for the time integration of the DGSE and Mortar semi-discrete formulations we proceed as follows.

## Time integration for the DGSE method

Let us start considering the following system of ordinary differential equations

$$
\left\{\begin{array}{l}
\dot{\mathbf{W}}(t)=\mathbf{g}(t, \mathbf{W}(t)), \quad t \in[0, T],  \tag{3.20}\\
\mathbf{W}(0)=\mathbf{W}_{0},
\end{array}\right.
$$

where $\mathbf{g}(t, \mathbf{W}(t))$ is the real vector-valued function defined in (3.9). Since $\mathbf{g}$ is linear and continuous with respect to $t$, then the solution of (3.20) satisfies

$$
\begin{equation*}
\mathbf{W}(t)-\mathbf{W}_{0}=\int_{0}^{t} \mathbf{g}(\tau, \mathbf{W}(\tau)) \tag{3.21}
\end{equation*}
$$

Now, if a quadrature formula with $s$ nodes in $\left(t_{n}, t_{n+1}\right)$ is employed to approximate the integral of $\mathbf{g}$, which we assume for simplicity to depend only on $t$, we get

$$
\int_{t_{n}}^{t_{n+1}} \mathbf{g}(\tau) \approx \Delta t \sum_{i=1}^{s} b_{i} \mathbf{g}\left(t_{n}+c_{j} \Delta t\right)
$$

having denoted by $b_{j}$ the weights and by $t_{n}+c_{j} \Delta t$ the quadrature nodes. It can be proved (see [25]) that for any RK formula (3.10), there exists a correspondence between the coefficients $b_{j}, c_{j}$ of the formula and the weights and nodes of a Gauss quadrature rule (see, [68], Section 5.11). Once the $s$ coefficients $c_{j}$ have been found, we can construct RK methods of order $2 s$, by determining the coefficients $a_{i j}$ and $b_{j}$ as being the solutions of the linear systems

$$
\begin{aligned}
\sum_{j=1}^{s} c_{j}^{k-1} a_{i j} & =\frac{1}{k} c_{i}^{k}, \quad k=1,2, \ldots, s, \quad i=1, \ldots, s \\
\sum_{j=1}^{s} c_{j}^{k-1} b_{j} & =1 / k, \quad k=1, \ldots, s .
\end{aligned}
$$

In particular, if Gauss-Legendre quadrature rule is employed, it is possible to attain the maximum possible order $2 s$ for a fixed number of stages $s$. The IM is a special one step method of order two of the form

$$
\mathbf{W}\left(t_{n+1}\right)=\mathbf{W}\left(t_{n}\right)+\Delta \operatorname{tg}\left(t_{n}+\frac{\Delta t}{2}, \frac{\mathbf{W}\left(t_{n}\right)+\mathbf{W}\left(t_{n+1}\right)}{2}\right), \quad n=0, \ldots, N, \quad \frac{\frac{1}{2}}{\frac{1}{2}} .
$$

The IM method applied to DGSE discretization becomes

$$
\left[\begin{array}{cc}
\underline{\mathrm{I}} & -\frac{\Delta t}{2} \underline{\mathrm{I}}  \tag{3.23}\\
\frac{\Delta t}{2}(\underline{\mathrm{~A}}+\underline{\mathrm{B}}) & \underline{\mathrm{M}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}\left(t_{n+1}\right) \\
\mathbf{V}\left(t_{n+1}\right)
\end{array}\right]=\left[\begin{array}{cc}
\underline{\mathrm{I}} & \frac{\Delta t}{2} \underline{\mathrm{I}} \\
-\frac{\Delta t}{2}(\underline{\mathrm{~A}}+\underline{\mathrm{B}}) & \underline{\mathrm{M}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}\left(t_{n}\right) \\
\mathbf{V}\left(t_{n}\right)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\Delta t \mathbf{F}^{e x t}\left(t_{n+\frac{1}{2}}\right)
\end{array}\right]
$$

The solution of (3.23) is obtained as follows. From the first equation of (3.23) we deduce that

$$
\begin{equation*}
\mathbf{U}\left(t_{n+1}\right)=\mathbf{U}\left(t_{n}\right)+\frac{\Delta t}{2}\left(\mathbf{V}\left(t_{n}\right)+\mathbf{V}\left(t_{n+1}\right)\right) \tag{3.24}
\end{equation*}
$$

Then, by substituting (3.24) in the second equation of (3.23) we obtain

$$
\begin{equation*}
\left[\frac{\Delta t}{4}(\underline{\mathrm{~A}}+\underline{\mathrm{B}})+\underline{\mathrm{M}}\right] \mathbf{V}\left(t_{n+1}\right)=\mathbf{b} \tag{3.25}
\end{equation*}
$$

with

$$
\mathbf{b}=\mathbf{F}^{e x t}\left(t_{n+\frac{1}{2}}\right)-(\underline{\mathrm{A}}+\underline{\mathrm{B}}) \mathbf{U}\left(t_{n}\right)-\left[\frac{\Delta t}{4}(\underline{\mathrm{~A}}+\underline{\mathrm{B}})-\underline{\mathrm{M}}\right] \mathbf{V}\left(t_{n}\right)
$$

Due to (2.18) we have that the matrix in (3.25) is positive definite (thus invertible). Moreover it is symmetric if the SIPG method (2.7) is considered. So, at least in this case, the Conjugate Gradient method can be used to solve the linear systems (3.25). If absorbing boundary conditions are taken into account equation (3.25) becomes

$$
\left[\frac{\Delta t}{4}(\underline{\mathrm{~A}}+\underline{\mathrm{B}}-\underline{\mathrm{R}})+\underline{\mathrm{M}}-\frac{\Delta t}{2} \underline{\mathrm{~S}}\right] \mathbf{V}\left(t_{n+1}\right)=\mathbf{b}
$$

where the matrices $\underline{\mathrm{R}}$ and $\underline{\mathrm{S}}$ are defined in (2.70) and (2.73), respectively,

$$
\mathbf{b}=\mathbf{F}^{e x t}\left(t_{n+\frac{1}{2}}\right)-(\underline{\mathrm{A}}+\underline{\mathrm{B}}-\underline{\mathrm{R}}) \mathbf{U}\left(t_{n}\right)-\left[\frac{\Delta t}{4}(\underline{\mathrm{~A}}+\underline{\mathrm{B}}-\underline{\mathrm{R}})+\underline{\mathrm{M}}-\frac{\Delta t}{2} \underline{\mathrm{~S}}\right] \mathbf{V}\left(t_{n}\right) .
$$

In this case the resulting matrix is non-symmetric, even if the SIPG method is considered. Then, a preconditioned iterative method is mandatory. For example one can use the ILUT factorization and then the GMRES method, see [91].

## Time integration for the MSE method

In order to write the final linear systems coming from the IM time discretization we subdivide the unknowns in master and slave ones using the notation introduced in Section 3.1.2. For interior unknowns $\mathbf{W}_{m s}^{\mathcal{I}}(t)=\left[\mathbf{U}_{m s}^{\mathcal{I}}(t) \mathbf{V}_{m s}^{\mathcal{I}}(t)\right]^{\top}$ the IM method reduces to

$$
\mathbf{W}_{m s}^{\mathcal{I}}\left(t_{n+1}\right)=\mathbf{W}_{m s}^{\mathcal{I}}\left(t_{n}\right)+\Delta t \mathbf{g}_{1}\left(t_{n}+\frac{\Delta t}{2}, \frac{\mathbf{W}\left(t_{n}\right)+\mathbf{W}\left(t_{n+1}\right)}{2}\right), \quad n=0, \ldots, N-1
$$

where $\mathbf{g}_{1}$ is defined as in (3.15). In matrix notation the above equation becomes

$$
\left[\begin{array}{cc}
\underline{\mathbf{I}}_{m s}^{I} & -\frac{\Delta t}{2} \mathbf{I}_{m s}^{\mathcal{I}}  \tag{3.26}\\
\frac{\Delta t}{2} \underline{\mathbf{A}}_{m s}^{I} & \underline{\underline{M}}_{m s}^{\mathcal{I}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}_{m s}^{\mathcal{I}}\left(t_{n+1}\right) \\
\mathbf{V}_{m s}^{\mathcal{I}}\left(t_{n+1}\right)
\end{array}\right]=\left[\begin{array}{cc}
\underline{\mathbf{I}}_{m s}^{\mathcal{I}} & \frac{\Delta t}{2} \mathbf{I}^{\mathcal{I}} \\
-\frac{\Delta t}{2} \underline{\mathbf{A}}_{m s}^{\mathcal{I}} & \underline{\mathbf{M}}_{m s}^{\mathcal{I}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{\mathbf { U } _ { m s } ^ { I } ( t _ { n } )} \\
\mathbf{V}_{m s}^{I}\left(t_{n}\right)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\Delta t \mathbf{F}_{m s}^{e x t, \mathcal{I}}\left(t_{n+\frac{1}{2}}\right)
\end{array}\right],
$$

for $n=0, \ldots, N-1$, which is similar to (3.23).
For master skeleton unknowns $\mathbf{W}_{m s}^{\mathcal{S}}(t)=\left[\mathbf{U}_{m s}^{\mathcal{S}}(t) \mathbf{V}_{m s}^{\mathcal{S}}(t)\right]^{\top}$, at each time level we have

$$
\mathbf{W}_{m s}^{\mathcal{S}}\left(t_{n+1}\right)=\mathbf{W}_{m s}^{\mathcal{S}}\left(t_{n}\right)+\Delta t \mathbf{g}_{2}\left(t_{n}+\frac{\Delta t}{2}, \frac{\mathbf{W}\left(t_{n}\right)+\mathbf{W}\left(t_{n+1}\right)}{2}\right), \quad n=0, \ldots, N-1
$$

where $\mathbf{g}_{2}$ is defined in (3.17), or equivalently

$$
\left[\begin{array}{cc}
\widetilde{\underline{I}}_{m s}^{\mathcal{S}} & -\frac{\Delta t}{2} \widetilde{\mathrm{I}}_{m s}^{\mathcal{S}} \\
\frac{\Delta t}{2} \widetilde{\mathrm{~A}}_{m s}^{\mathcal{S}} & \widetilde{\underline{\mathrm{M}}}_{m s}^{\mathcal{S}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}_{m s}^{\mathcal{S}}\left(t_{n+1}\right) \\
\mathbf{V}_{m s}^{\mathcal{S}}\left(t_{n+1}\right)
\end{array}\right]=\left[\begin{array}{cc}
\widetilde{\underline{I}}_{m s}^{\mathcal{S}} & \frac{\Delta t}{2} \widetilde{\mathrm{I}}^{\mathcal{S}} \\
-\frac{\Delta t}{2} \widetilde{\mathrm{~A}}_{m s}^{\mathcal{S}} & \underline{\widetilde{\mathbb{M}}}_{m s}^{\mathcal{S}}
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}_{m s}^{\mathcal{S}}\left(t_{n}\right) \\
\mathbf{V}_{m s}^{\mathcal{S}}\left(t_{n}\right)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\Delta t \widetilde{\mathbf{F}}_{m s}^{e x t, \mathcal{S}}\left(t_{\left.n+\frac{1}{2}\right)}\right)
\end{array}\right]
$$

Then, we project the solution of (3.27) to recover the slave unknowns $\mathbf{W}_{s l}^{\mathcal{S}}\left(t_{n+1}\right)$ at the interfaces. As for DGSE discretization to solve both systems (3.26)-(3.27) we the GMRES iterative method preconditioned by the ILUT factorization.

### 3.2 Fully-discrete error estimates

As mentioned at the beginning of this chapter, we sketch the proof of the fully discrete error estimates form the DG and Mortar formulations. We recall that the discrete formulation of problems (2.7) and (2.12) is obtained by approximating time derivatives with either LF, RK4 or IM methods as described in Section 3.1. For the LF scheme, at each time step $t_{n}=n \Delta t, n \geq 2$, the problem reads: find $\mathbf{u}_{\delta}\left(t_{n}\right) \in V_{\delta}$ such that

$$
\begin{align*}
\sum_{k=1}^{K} \frac{1}{\Delta t^{2}}\left(\rho\left(\mathbf{u}_{\delta}\left(t_{n}\right)-2 \mathbf{u}_{\delta}\left(t_{n-1}\right)+\mathbf{u}_{\delta}\left(t_{n-2}\right)\right), \mathbf{v}\right)_{\Omega_{k}} & +\sum_{k=1}^{K} \mathcal{A}\left(\mathbf{u}_{\delta}\left(t_{n-1}\right), \mathbf{v}\right)_{\Omega_{k}} \\
+ & \sum_{j=1}^{M} \mathcal{B}\left(\mathbf{u}_{\delta}\left(t_{n-1}\right), \mathbf{v}\right)_{\gamma_{j}} \tag{3.28}
\end{align*}=\sum_{k=1}^{K} \mathcal{L}\left(\mathbf{v}_{k}\right) \quad \forall \mathbf{v} \in V_{\delta} .
$$

for the DGSE case, and: find $\mathbf{u}_{\delta}\left(t_{n}\right) \in V_{\delta}^{\text {mortar }}$ such that

$$
\begin{align*}
\sum_{k=1}^{K} \frac{1}{\Delta t^{2}}\left(\rho\left(\mathbf{u}_{\delta}\left(t_{n}\right)-2 \mathbf{u}_{\delta}\left(t_{n-1}\right)+\mathbf{u}_{\delta}\left(t_{n-2}\right)\right)\right. & , \mathbf{v})_{\Omega_{k}}+\sum_{k=1}^{K} \mathcal{A}\left(\mathbf{u}_{\delta}\left(t_{n-1}\right), \mathbf{v}\right)_{\Omega_{k}} \\
& =\sum_{k=1}^{K} \mathcal{L}\left(\mathbf{v}_{k}\right) \quad \forall \mathbf{v} \in V_{\delta}^{\text {mortar }} \tag{3.29}
\end{align*}
$$

for the MSE case, respectively. Comparing the fully discrete solution (3.28) (resp. (3.29)) with the semi-discrete solution (2.7) (resp. (2.12)) using estimate (2.35) (resp. (2.51)) and standard techniques it is possible to prove the following result.

Theorem 4. Suppose that $\mathbf{u}_{0}, \mathbf{u}_{1}, \mathbf{f}, \mathbf{t}$ and the solution $\mathbf{u}$ of (1.1) are sufficiently smooth. Then, there exists a constant $C=C\left(\mathbf{u}_{0}, \mathbf{u}_{1}, \mathbf{f}, \mathbf{t}, \mathbf{u}\right)$ such that it holds

$$
\left\|\mathbf{u}\left(t_{n}\right)-\mathbf{u}_{D G}\left(t_{n}\right)\right\|_{D G} \leq C\left(\Delta t^{2}+\sum_{k=1}^{K} \frac{h_{k}^{m_{k}-1}}{N_{k}^{s_{k}-3 / 2}}\right) \quad \forall n \geq 2
$$

for the DGSE method, and

$$
\left\|\mathbf{u}\left(t_{n}\right)-\mathbf{u}_{M}\left(t_{n}\right)\right\|_{*} \leq C\left(\Delta t^{2}+\sum_{k=1}^{K} \frac{h_{k}^{m_{k}-1}}{N_{k}^{s_{k}-1}}\right) \quad \forall n \geq 2
$$

for the MSE method, where $N_{k} \geq 1$ and $m_{k}=\min \left(N_{k}+1, s_{k}\right)$.
See [97] for the proof. Since Runge-Kutta methods are non-linear with respect to u the proof of fully discrete estimates is more involved than that for the leap-frog scheme. We recall that the local truncation error $\boldsymbol{\tau}_{n+1}(\Delta t)$ at the observation time $t_{n+1}$ of the RK method (3.10) is defined by the relation

$$
\Delta t \boldsymbol{\tau}_{n+1}(\Delta t)=\mathbf{Y}\left(t_{n+1}\right)-\mathbf{Y}\left(t_{n}\right)-\Delta t \mathbf{G}\left(t_{n}, \mathbf{Y}\left(t_{n}\right)\right)
$$

where $\mathbf{Y}(t)$ is the exact solution of the Cauchy problem (3.8) for the DGSE method or (3.14)-(3.16) for the MSE method. Moreover we have the following

Definition 1. The method (3.10) is consistent if

$$
\boldsymbol{\tau}(\Delta t)=\max _{n}\left|\boldsymbol{\tau}_{n}(\Delta t)\right| \rightarrow 0 \quad \text { as } \quad \Delta t \rightarrow 0
$$

and it is of order $p \geq 1$ with respect to $\Delta t$ if

$$
\boldsymbol{\tau}(\Delta t)=\mathcal{O}\left(\Delta t^{p}\right) \quad \text { as } \quad \Delta t \rightarrow 0
$$

Since RK methods are one-step methods, consistency implies stability and, in turn, convergence. Since RK4 and IM methods are both consistent, estimates on the local truncation error can be derived [68]; however, these estimates are often too involved to be profitably used. We only recall that if a RK scheme has a local truncation error of order $\Delta t^{p}$, for any $t_{n}$, then also the convergence order will be equal to $p$, see [91]. For RK4 and IM methods it is possible to show that $p=4$ and $p=2$ respectively, as it is stated in the following

Proposition 1. The order of an s-stage explicit $R K$ method cannot be greater than s. Moreover, there do not exist $s$-stage explicit $R K$ methods with order $s$ if $s \geq 5$. As far as implicit schemes are concerned, the maximum achievable order using stages is equal to $2 s$.


Figure 3.1: Domain decomposition where $\Omega=\Omega_{1} \cup \Omega_{2}$. The skeleton $\mathcal{S}=\partial \Omega_{1} \cap \partial \Omega_{2}$.

For the proof see [25].
Now, we consider the following test which has the aim of validating the convergence order for the LF, RK4 and IM coupled with DGSE and MSE discretizations. In particular we want to estimate the exponent $p$ such that

$$
\begin{equation*}
\left\|\left(\mathbf{u}-\mathbf{u}_{\delta}\right)(t)\right\|_{0} \leq C\left(\Delta t^{p}+o\left(\Delta t^{p}\right)\right), \quad \text { for } t \in[0, T] \tag{3.30}
\end{equation*}
$$

where $\mathbf{u}_{\delta}$ can be either the discrete solution obtained with the DGSE ( $\mathbf{u}_{D G}$ ) or the MSE ( $\mathbf{u}_{M}$ ) methods. To validate the above result let us consider an elastic medium occupying the finite region $\Omega=\left(-\frac{1}{2}, \frac{1}{2}\right) \times(-1,1)$ with $\Omega=\Omega_{1} \cup \Omega_{2}$ and $h_{1}=h_{2}=\frac{1}{4}$, see Figure 3.1. We assume also that homogeneous Neumann boundary conditions are imposed on $\partial \Omega, \rho=1$ and that the Lamé elastic coefficients are set equal to $\lambda=0$ and $\mu=\frac{1}{2}$. Moreover, we impose initial conditions such that the exact solution for the problem (1.1) in $\Omega$ is

$$
\mathbf{u}\left(x_{1}, x_{2}, t\right)=\sin (t)\left[\begin{array}{l}
\sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)  \tag{3.31}\\
\cos \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)
\end{array}\right], \quad \text { for } t \in[0, T]
$$

Then we fix the polynomial order of approximation $N_{1}=N_{2}=8$.
Since $\mathbf{u} \in \mathcal{C}^{\infty}\left([0, T], \mathcal{C}^{\infty}(\Omega)\right)$, we expect that the spatial-discretization error in Theroem 4 is negligible with respect to the time-discretization error. In Figure 3.2 we show the behaviour of the time-discretization error (3.30) for the LF, RK4 and IM schemes


Figure 3.2: Computed error $\left\|\mathbf{u}_{\delta}(T)-\mathbf{u}(T)\right\|_{0, \Omega}, T=20$, with respect to the time step $\Delta t$ for the LF, RK4 and IM methods coupled with DGSE (left) and MSE (right) methods respectively.
coupled with DGSE and MSE space-discretization, respectively. As expected we obtain $p=4$ for the RK4 and $p=2$ for the LF and the IM methods.

## Chapter 4

## Analysis of grid dispersion, dissipation and stability

For wave propagation problems, the accuracy of the approximate solution relies on the dispersion and the dissipation properties of the numerical scheme employed. The dispersion and dissipation errors are the numerical noises related to grid spacing, which have a negative effect on accuracy. They occur because the computed velocity of highfrequency waves in the grid is different from the real velocity. This is called grid dispersion/dissipation because it is originated by the grid and it can occur even when the physical problem is not dispersive/dissipative. For instance, consider a displacement profile $\mathbf{u}=\mathbf{f}(x-\alpha t)$ that represents a travelling perturbation with velocity $\alpha$ in an unbounded homogeneous mono dimensional domain, see Figure 4.1. In this case, once the wave profile $\mathbf{f}(x)$ has been defined at the time $t=0$, for $t=t^{*}>0$ the profile will move undistorted in the direction of the $x$ axis of the amount $\alpha t^{*}$. When introducing a numerical scheme, the wave velocity in the computational grid is an approximation $\alpha_{h}$ of the real velocity $\alpha$. The less $\alpha_{h}$ differs from $\alpha$ (low dispersion/dissipation) and the more the computed profile $\mathbf{u}_{\delta}$ will be similar to the exact displacement $\mathbf{u}$. On the other hand, the more the numerical velocity $\alpha_{h}$ differs from $\alpha$ the more $\mathbf{u}_{\delta}$ provides a rough approximation of $\mathbf{u}$, see Figure 4.1.

The grid dispersion error is defined as the relative error between the computed velocity $\alpha_{h}$ and real one $\alpha$, i.e., $e=1-\alpha_{h} / \alpha$. In particular, since each elastic bi-dimensional wave can be written as a superposition of shear ( S ) and compressional ( P ) waves, we


Figure 4.1: Displacement profile $\mathbf{u}=\mathbf{f}\left(x-\alpha t\right.$ ) (solid line) and computed profile $\mathbf{u}_{\delta}$ affected by dispersion and dissipation (dashed line).
analyze separately S and P grid dispersion errors, i.e.,

$$
e_{S}=c_{S, h} / c_{S}-1 \quad \text { and } \quad e_{P}=c_{P, h} / c_{P}-1,
$$

being $c_{S, h}\left(c_{P, h}\right)$ and $c_{S}\left(c_{P}\right)$ the approximated shear (resp. compressional) and exact shear (resp. compressional) velocities. We define dissipation error as the maximum ratio between the amplitudes $\left\|\mathbf{f}\left(x-\alpha_{h} t\right)\right\|_{\infty} /\|\mathbf{f}(x-\alpha t)\|_{\infty}$. As described for the dispersion error, we consider separately the P and the S dissipation errors.

We remark that the error introduced by the grid dispersion/dissipation depends on the combined effect of space and time discretizations. For such a reason, in the first part of this chapter we address the grid dispersion/dissipation properties of the nonconforming techniques introduced in Chapter 2, deriving dispersion/dissipation relations for the semi-discrete problems (2.54) and (2.64). Moreover, we compare the results with those obtained using standard SE techniques, [103]. In the second part, we extend this analysis to the corresponding fully-discrete problems presented in Chapter 3, addressing the combined effect of the LF, RK4, IM time discretizations with DGSE and MSE approximations. Finally, the technical stability analysis is carried out for LF and RK4 methods. Indeed, explicit time integration schemes, as the LF and RK4 methods, are conditionally stable and, in order to be stable, they must satisfy the Courant-FriedrichsLevy (CFL) condition [91], that imposes a restrictions on the time step employed in the
numerical scheme.
Before going into the detail of the grid dispersion analysis we introduce some notation useful in the sequel. A generalized framework to describe a plane wave travelling in an arbitrary direction is the following

$$
\begin{equation*}
\mathbf{a}(\mathbf{x}, t)=\mathbf{a}_{0} \cos (\boldsymbol{\kappa} \cdot \mathbf{x}-\omega t+\varphi) \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{\kappa}=\left(\kappa_{x}, \kappa_{y}\right)$ is the wave vector which components $\kappa_{x}, \kappa_{y}$ and magnitude $|\boldsymbol{\kappa}|=$ $2 \pi / L$. The direction of the wave vector $\boldsymbol{\kappa}$ is the direction the plane wave is travelling. Here, $L$ is the wave length, $\omega$ the angular frequency, $\varphi$ the phase shift and $\mathbf{x}$ the position vector which defines a point in the two-dimensional space. In the following, we choose a more general formulation that employs the following representation in the complex plane

$$
\begin{equation*}
\mathbf{U}(\mathbf{x}, t)=\mathbf{a}_{0} e^{i(\boldsymbol{\kappa} \cdot \mathbf{x}-\omega t+\varphi)} \tag{4.2}
\end{equation*}
$$

We observe that the first term on the right hand side equals the real form of the plane wave (4.1). The complex form of the plane wave (4.2) can be simplified by using the complex valued amplitude $\mathbf{c}=\mathbf{a}_{0} e^{i \varphi}$, in place of the real valued amplitude $\mathbf{a}_{0}$. More precisely, (4.2) can be written as

$$
\mathbf{U}(\mathbf{x}, t)=\mathbf{c} e^{i(\boldsymbol{\kappa} \cdot \mathbf{x}-\omega t)}
$$

where the real part of the above equation represents the physical plane wave. Without loss of generality, in the following analysis we consider plane waves with unitary amplitude $\mathbf{c}=1$.

### 4.1 Grid dispersion and dissipation errors for semi-discrete approximations

In this section we present the Von Neumann analysis [91], which provides the lowest sampling ratio, i.e., the minimum number of discretization points per wavelength such that the numerical solution has a prescribed accuracy.
Let us consider the wave equation (1.1) in an isotropic, elastic, unbounded domain $\Omega \subset \mathbb{R}^{2}$, with $\mathbf{u}(\mathbf{x}, t) \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$ for all $t$. We also assume $\mathbf{f} \equiv 0$ : this is not a limitation. We point out that the above assumptions are standard when dealing with the Von Neumann's method (plane wave analysis), see [2, 3, 4, 40, 36, 108, 84, 76]. At


Figure 4.2: Periodic grid made by square elements with sides parallel to the coordinate axis. The reference element $\Omega_{C}$ with sides $\gamma_{f}$ and neighbouring elements $\Omega_{f}$, for $f=\{R, L, T, B\}$.
the discrete level we assume that $\Omega$ is partitioned into non-overlapping spectral elements $\Omega_{k}$ having uniform size $h$. This partition is supposed to be periodic and made by square elements with sides parallel to the coordinate axes (cf. Figure 4.2). We also suppose that the polynomial approximation degree is equal to $N$ in each $\Omega_{k}$.

## Semi-discrete grid dispersion error: DGSE method

We present the analysis of grid dispersion for the DGSE method, see also [40] for the scalar case. Let $\boldsymbol{\Psi}^{\ell, \Omega_{f}}$, $\ell=1,2$ be the basis functions with support in $\Omega_{f}$ with $f \in\{C, T, B, L, R\}$ (cf. Figure 4.2). Without loss of generality, we suppose that the test and trial functions can be written as

$$
\boldsymbol{\Psi}_{i}^{\ell}=\left\{\begin{array}{l}
\boldsymbol{\Psi}_{i}^{\ell, \Omega_{C}} \text { in } \Omega_{C},  \tag{4.3}\\
\mathbf{0} \text { otherwise },
\end{array} \quad \text { and } \boldsymbol{\Psi}_{j}^{\ell}=\left\{\begin{array}{l}
\boldsymbol{\Psi}_{j}^{\ell, \Omega_{C}} \text { in } \Omega_{C}, \\
\boldsymbol{\Psi}_{j}^{\ell, \Omega_{f}} \text { in } \Omega_{f}, f \in\{T, B, L, R\}, \\
\mathbf{0} \text { otherwise },
\end{array}\right.\right.
$$

respectively. By rewriting equation (2.55), we obtain a rectangular linear system, in the unknowns

$$
\begin{equation*}
\mathbf{U}^{\ell}=\left[\mathbf{U}^{\ell, \Omega_{C}}, \mathbf{U}^{\ell, \Omega_{T}}, \mathbf{U}^{\ell, \Omega_{B}}, \mathbf{U}^{\ell, \Omega_{L}}, \mathbf{U}^{\ell, \Omega_{R}}\right], \quad \ell=1,2 \tag{4.4}
\end{equation*}
$$

that is underdetermined because the number of columns, $10(N+1)^{2}$, exceeds the number of rows, $2(N+1)^{2}$. To reduce it into a square linear system, we make use of the following

### 4.1 Grid dispersion and dissipation errors for semi-discrete approximations

plane wave hypotheses. Let us assume that the displacement is a plane wave, i.e., in $\Omega_{C}$ we have

$$
\begin{equation*}
U_{j}^{\ell, \Omega_{C}}=e^{i\left(\boldsymbol{\kappa} \cdot \mathbf{p}_{j}-\omega t\right)}, \ell=1,2, \tag{4.5}
\end{equation*}
$$

where $\boldsymbol{\kappa}=\left(k_{x}, k_{y}\right)$ is the wave vector and $\mathbf{p}_{j}$ contains the $j^{\text {th }}$ node in Cartesian coordinates. The above assumption implies that

$$
\begin{equation*}
U_{j}^{\ell, \Omega_{f}}=e^{\beta_{f}} U_{j}^{\ell, \Omega_{C}}, \ell=1,2, \tag{4.6}
\end{equation*}
$$

with $\beta_{f}=\left\{-i k_{y} h, i k_{y} h,-i k_{x} h, i k_{x} h\right\}$ and $f=\{T, B, R, L\}$, respectively. Substituting (4.6) in (4.4) lead to the following modified linear system of equations of dimension $2(N+1)^{2}$ :

$$
\left[\begin{array}{cc}
\underline{\mathrm{M}}^{1} & \underline{0}  \tag{4.7}\\
\underline{0} & \underline{\mathrm{M}}^{2}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathrm{U}}^{1, \Omega_{C}} \\
\ddot{\mathrm{U}}^{2, \Omega_{C}}
\end{array}\right]+\left[\begin{array}{ll}
\underline{\mathrm{A}}^{1}+\widetilde{\underline{\mathrm{B}}}^{1} & \underline{\mathrm{~A}}^{2}+\widetilde{\widetilde{\mathrm{B}}}^{2} \\
\underline{\mathrm{~A}}^{3}+\underline{\widetilde{\mathrm{B}}}^{3} & \underline{\mathrm{~A}}^{4}+\widetilde{\widetilde{\mathrm{B}}}^{4}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}^{1, \Omega_{C}} \\
\mathbf{U}^{2, \Omega_{C}}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0}
\end{array}\right],
$$

where $\underline{\mathrm{M}}^{i}, i=1,2$, and $\underline{\mathrm{A}}^{i}, i=1, \ldots, 4$, are defined in (2.56) and (2.57), respectively. The matrices $\widetilde{\widetilde{B}}^{\ell}$, for $\ell=1, \ldots 4$, are defined taking into account the hypothesis of periodicity and the plane wave assumption (4.5). For example, $\underline{\widetilde{B}}^{1}$ is given by

$$
\underline{\widetilde{\mathrm{B}}}^{1}(i, j)=\underline{\mathrm{B}}^{1}(i, j)+\sum_{f=\{T, B, R, L\}} e^{\beta_{f}} \underline{\mathrm{~B}}^{1, f}(i, j), \quad i, j=1, \ldots,(N+1)^{2},
$$

where

$$
\begin{aligned}
\underline{\mathrm{B}}^{1}(i, j) & =\sum_{f=\{T, B, R, L\}}-\int_{\gamma_{f}}\left\{\underline{\sigma}\left(\boldsymbol{\Psi}_{j}^{1, \Omega_{C}}\right)\right\}: \llbracket \mathbf{\Psi}_{i}^{1, \Omega_{C}} \rrbracket \\
& +\theta \int_{\gamma_{f}} \llbracket \boldsymbol{\Psi}_{j}^{1, \Omega_{C}} \rrbracket:\left\{\underline{\sigma}\left(\boldsymbol{\Psi}_{i}^{1, \Omega_{C}}\right)\right\}+\eta_{f} \int_{\gamma_{f}} \llbracket \boldsymbol{\Psi}_{j}^{1, \Omega_{C}} \rrbracket: \llbracket \mathbf{\Psi}_{i}^{1, \Omega_{C}} \rrbracket,
\end{aligned}
$$

and

$$
\begin{aligned}
\underline{\mathrm{B}}^{1, f}(i, j)= & -\int_{\gamma_{f}}\left\{\underline{\sigma}\left(\mathbf{\Psi}_{j}^{1, \Omega_{f}}\right)\right\}: \llbracket \boldsymbol{\Psi}_{i}^{1, \Omega_{C}} \rrbracket+\theta \int_{\gamma_{f}} \llbracket \boldsymbol{\Psi}_{j}^{1, \Omega_{f}} \rrbracket:\left\{\underline{\sigma}\left(\mathbf{\Psi}_{i}^{1, \Omega_{C}}\right)\right\} \\
& +\eta_{f} \int_{\gamma_{f}} \llbracket \boldsymbol{\Psi}_{j}^{1, \Omega_{f}} \rrbracket: \llbracket \boldsymbol{\Psi}_{i}^{1, \Omega_{C}} \rrbracket .
\end{aligned}
$$

The matrices $\widetilde{\mathrm{B}}^{\ell}$ for $\ell=2,3,4$ are defined analogously. Now, taking the second derivative of $\mathbf{U}^{\ell, \Omega_{C}}$ with respect to time, and setting $\underline{\widetilde{K}}=\underline{A}+\underline{\widetilde{B}}$ we obtain the following generalized eigenvalue problem

$$
\begin{equation*}
\underline{\widetilde{K}} \mathbf{U}^{\Omega_{C}}=\Lambda \underline{\mathbf{M}} \mathbf{U}^{\Omega_{C}}, \tag{4.8}
\end{equation*}
$$

where $\Lambda=\omega_{h}^{2}$, with $\omega_{h}$ the angular frequency at which the wave is travelling. As observed in $[39,40]$ and in [102], the number of eigenvalues of problem (4.8) naturally exceeds the number of admissible physical modes. Then, we need a strategy to select which eigenvalues correspond to the compressional $\left(c_{P}\right)$ and the shear $\left(c_{S}\right)$ wave velocities. This can be done by computing all the velocities associated to the eigenvalues of (4.8) and then comparing them to the real $c_{P}$ and $c_{S}$ velocities defined in (1.5). We denote by $\Lambda_{P}$ and $\Lambda_{S}$ the eigenvalues that realize the best approximations $c_{P, h}$ and $c_{S, h}$ of $c_{P}$ and $c_{S}$, respectively.

Note that whenever IIPG and NIPG discretizations are employed, system (4.8) is no longer symmetric, thus complex eigenvalues might arise. However, in [40] it has been pointed out that $\Lambda_{P}$ and $\Lambda_{S}$ are, in fact, always real numbers. Next, we define the grid dispersion of pressure and shear waves as the ratio between the numerical velocity at which the wave travels in the grid and the physical velocity. By definition, the numerical shear velocity $c_{S, h}$ is given by

$$
c_{S, h}=h \omega_{h} /(2 \pi \delta)
$$

where $\delta=h /(N L)$ is the sampling ratio (or equivalently $\delta^{-1}$ is the number of GLL points per wavelength), and $L$ is the wavelength of the plane wave. We have that

$$
c_{S, h}=h \sqrt{\Lambda_{S}} /(2 \pi \delta)
$$

and therefore the grid dispersion is the relative error in the velocity, given by

$$
e_{S}=c_{S, h} / c_{S}-1
$$

Analogously we set

$$
c_{P, h}=h \sqrt{\Lambda_{P}} /(2 \pi \delta) \quad \text { and } \quad e_{P}=c_{P, h} / c_{P}-1 .
$$

We remark that in the definition of $e_{S}$ and $e_{P}$ the sign of the error indicates if the numerical approximation causes a delay (negative sign) or an acceleration (positive sign) of the travelling wave. The grid dispersion error will depend on the sampling ratio $\delta$, the wave vector $\boldsymbol{\kappa}$, the degree of the basis function $N$ and on the velocities $c_{P}$ and $c_{S}$. For the DGSE method the grid dispersion errors will depend also on the stability parameter $\eta$.

### 4.1 Grid dispersion and dissipation errors for semi-discrete approximatio68



Figure 4.3: Periodic grid made by square elements with sides parallel to the coordinate axis. The reference element $\Omega_{C}$ with sides $\gamma_{f}$ and neighbouring elements $\Omega_{f}$, for $f=\{R, L, T, B\}$. The solid lines $(-)$ are the master edges and the dashed lines (--) are the slave edges.

## Semi-discrete grid dispersion error: MSE method

In order to carry out the dispersion analysis for the MSE method, we adopt a strategy similar to the one described for the DGSE method. The goal is to obtain a generalized eigenvalue problem associated only to the degrees of freedom belonging to $\Omega_{C}$. Under the same hypothesis of regularity and periodicity of the mesh, we observe that the skeleton of the partition is uniquely defined once the master and slave edges for the reference element $\Omega_{C}$ are selected. Consider the configuration shown in Figure 4.3: this is the unique, up to a rotation, possible combination of master and slave edges for $\Omega_{C}$ that does not violate the hypothesis of grid periodicity. We next rewrite the ODE system (2.54) in the MSE framework. Using (4.3) we obtain

$$
\begin{equation*}
\underline{\mathrm{M}} \ddot{\mathbf{U}}^{\Omega_{C}}+\underline{\mathrm{A}} \mathbf{U}^{\Omega_{C}}=\mathbf{0}, \tag{4.9}
\end{equation*}
$$

where $\underline{\mathrm{M}}$ and $\underline{\mathrm{A}}$ are defined in (2.56) and (2.57), respectively. Next, we impose the mortar conditions MC1 on the slave unknowns at the interfaces $\gamma_{B}$ and $\gamma_{R}$. In particular, for $\ell=1,2$ and $f=\{R, B\}$, we have that

$$
\begin{equation*}
\sum_{j: \mathbf{p}_{j} \in \gamma_{f}} U_{j}^{\ell, \Omega_{C}} \int_{\gamma_{f}} \Psi_{j}^{\ell, \Omega_{C}} \widehat{\Phi}_{i}^{\ell}=\sum_{j: \mathbf{p}_{j} \in \gamma_{f}} U_{j}^{\ell, \Omega_{f}} \int_{\gamma_{f}} \Psi_{j}^{\ell, \Omega_{f}} \widehat{\Phi}_{i}^{\ell} \quad \forall \widehat{\Phi}_{i}^{\ell} \in \widehat{\Lambda}_{\delta}\left(\gamma_{f}\right) \tag{4.10}
\end{equation*}
$$

To recast these conditions in terms of unknowns and basis functions defined only on $\Omega_{C}$ we simply notice that, by periodicity,

$$
\begin{equation*}
\Psi_{j}^{\ell, \Omega_{R}}{ }_{{\gamma_{\gamma}}_{R}}=\Psi_{j}^{\ell, \Omega_{C}}{ }_{{\gamma_{\gamma}}} \quad \text { and } \Psi_{j}^{\ell, \Omega_{B}}{ }_{\left.\right|_{\gamma_{B}}}=\Psi_{j}^{\ell, \Omega_{C}}{ }_{\left.\right|_{\gamma_{T}}}, \quad \ell=1,2 \tag{4.11}
\end{equation*}
$$

and by the plane wave assumption, equation (4.6) holds. By substituting (4.11) in (4.10) we obtain

$$
\begin{equation*}
\sum_{j: \mathbf{p}_{j} \in \gamma_{f}} U_{j}^{\ell, \Omega_{C}} \int_{\gamma_{f}} \Psi_{j}^{\ell, \Omega_{C}} \widehat{\Phi}_{i}^{\ell}=\sum_{j: \mathbf{p}_{j} \in \gamma_{f}} e^{\beta_{f}} U_{j}^{\ell, \Omega_{C}} \int_{\gamma_{f}} \Psi_{j}^{\ell, \Omega_{f}} \widehat{\Phi}_{i}^{\ell} \quad \forall \widehat{\Phi}_{i}^{\ell} \in \widehat{\Lambda}_{\delta}\left(\gamma_{f}\right) \tag{4.12}
\end{equation*}
$$

for $\ell=1,2$ and $f=\{B, R\}$. We remark that equation (4.12) links slave unknowns in $\Omega_{C}$ to master unknowns still in $\Omega_{C}$ : this means that the matrix projection $\widetilde{\mathbb{Q}}$ refers only to the element $\Omega_{C}$. We use then $\underline{\widetilde{Q}}$ to reduce the linear system (4.9) to a linear system in the master unknowns only

$$
\begin{equation*}
\underline{\mathrm{Q}}^{\top} \underline{\widetilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}} \ddot{\mathrm{U}}_{\text {master }}^{\Omega_{C}}+\underline{\mathrm{Q}}^{\top} \underline{\widetilde{\mathrm{A}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{\text {master }}^{\Omega_{C}}=\mathbf{0} . \tag{4.13}
\end{equation*}
$$

We notice that $\underline{\widetilde{Q}}$ has always a block diagonal structure like (2.63) where each block $\underline{\widehat{Q}}$ is modified according to (4.12). Taking the second derivative of the displacement with respect to time and defining $\underline{\widetilde{K}}=\underline{\widetilde{Q}}^{\top} \underline{\widetilde{A}} \underline{\widetilde{Q}}$, we finally obtain the following generalized eigenvalue problem of size $2\left(N^{2}+3\right)$

$$
\begin{equation*}
\underline{\widetilde{\mathrm{K}}} \mathbf{U}_{\text {master }}^{\Omega_{C}}=\Lambda \underline{\widetilde{\mathrm{Q}}}{ }^{\top} \underline{\widetilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{U}_{\text {master }}^{\Omega_{C}} \tag{4.14}
\end{equation*}
$$

where $\Lambda=\omega_{h}^{2}$ as before.

## Numerical Results

Now, we analyze the semi-discrete grid dispersion errors for both the MSE and the DGSE formulations from three different points of view: (i) the convergence with respect to the polynomial degree $N$, (ii) the convergence with respect to the sampling ratio $\delta$, and (iii) the numerical anisotropy introduced by the grid dispersion. Finally, we compare the obtained results with the analogous ones obtained with the conforming SE method. The grid dispersion analysis for the semi-discrete SE formulation has been obtained with technique similar to the one described in the MSE case, and the results obtained are in agreement with [40, 103].

In the first set of experiments, we fix the ratio between the velocities $r=c_{P} / c_{S}=2$ (notice that is a very common choice in geophysical applications), the incidence angle


Figure 4.4: Grid dispersion versus the polynomial degree N : sampling ratio $\delta=0.2$ and incident angle $\theta=\pi / 4$.
$\theta=\pi / 4$ and, for the DGSE method, we set $\eta=2 N^{2} / h$. In Figure 4.4 we show the grid dispersion errors versus the polynomial approximation degree $N$, fixing $\delta=0.2$ (i.e., 5 grid points per wavelength). All the non-conforming approaches, except the NIPG, feature the same spectral convergence of the SE method. Indeed, the SIPG and the MSE methods reach the threshold value $\approx 10^{-13}$ for $N=6$ while the NIPG for $N=9$. The grid dispersion error as a function of sampling ratio $\delta$ is shown in Figure 4.5 for $N=2, . ., 5$, respectively. The aim of this set of experiments is to establish a relation between the absolute value $\left|e_{S}\right|$, resp. $\left|e_{P}\right|$, and the mesh size $h$ (i.e., determine $q$, resp. $q^{\prime}$, such that $\left|e_{S}\right|=\mathcal{O}\left(h^{q}\right)$, resp. $\left.\left|e_{P}\right|=\mathcal{O}\left(h^{q^{\prime}}\right)\right)$. The computed order of convergence is then given by the slope of the lines in Figure 4.5. From the results reported in Figure 4.5 it seems that both the SIPG and SE methods converge with optimal order $q=q^{\prime}=\mathcal{O}(2 N)$; whereas a suboptimal order $q=q^{\prime}=\mathcal{O}(N+1)$ is observed for both NIPG and MSE methods. These results are in agreement with [6], where it is shown that the symmetric DG methods approximate with an optimal rate the spectrum of compact operators, whereas the non-symmetric DG methods are suboptimal in the approximation of the spectrum.
Finally, in Figure 4.6, we show the anisotropy (that is the ratio $c_{S, h} / c_{S}$ and the ratio $c_{P, h} / c_{P}$ ) introduced by the numerical schemes. We consider $N=2,3,4$ and five points per wavelength. For $N>4$ the anisotropy is less than $10^{-6}$. We notice that, for $N=2$, in the SIPG and in the MSE methods the waves are slightly delayed for all possible incident angles while in the NIPG method the waves are accelerated. In Table 4.1 we


Figure 4.5: Grid dispersion versus the sampling ratio $\delta$ for $N=2,3,4,5$.
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(d) Anisotropy curves $c_{P, h} / c_{P}$ of the SIPG (left) and NIPG (right).

Figure 4.6: Anisotropy curves. Sampling ratio $\delta=0.2$ for polynomial degrees $N=2(--), N=3(-)$ and $N=4(.-)$. For visualization purposes, the grid dispersion has been magnified by a factor 10 .
(a) S-anisotropy

| N | SE | SIPG | NIPG | MSE |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $1.2684 \mathrm{e}-03$ | $2.7156 \mathrm{e}-03$ | $1.7540 \mathrm{e}-02$ | $2.3728 \mathrm{e}-02$ |
| 3 | $8.7429 \mathrm{e}-06$ | $7.5949 \mathrm{e}-06$ | $2.7196 \mathrm{e}-04$ | $2.2247 \mathrm{e}-04$ |
| 4 | $4.2894 \mathrm{e}-08$ | $5.2818 \mathrm{e}-08$ | $2.4372 \mathrm{e}-05$ | $1.3029 \mathrm{e}-06$ |

(b) P-anisotropy

| N | SE | SIPG | NIPG | MSE |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $9.8805 \mathrm{e}-04$ | $1.5402 \mathrm{e}-02$ | $2.8146 \mathrm{e}-02$ | $8.8991 \mathrm{e}-02$ |
| 3 | $6.8628 \mathrm{e}-06$ | $1.8732 \mathrm{e}-05$ | $5.6250 \mathrm{e}-04$ | $2.4218 \mathrm{e}-04$ |
| 4 | $3.1687 \mathrm{e}-08$ | $3.3492 \mathrm{e}-07$ | $6.8619 \mathrm{e}-05$ | $1.5325 \mathrm{e}-06$ |

Table 4.1: Maximum value $\max _{0 \leq \theta \leq 2 \pi}\left|e_{S}\right|$ (top) and $\max _{0 \leq \theta \leq 2 \pi}\left|e_{P}\right|$ (bottom) for $N=2,3,4$.
also report the maximum value $\max _{0 \leq \theta \leq 2 \pi}\left|e_{S}\right|$ and $\max _{0 \leq \theta \leq 2 \pi}\left|e_{P}\right|$, respectively. From these results it can be inferred that all the methods perform in a very similar way and the dispersion errors are negligible.

## Dissipation error for semi-discrete approximations

To quantify the semi-discrete dissipation error, we still assume that the displacement u is a plane wave of the form (4.5). Since $\boldsymbol{\kappa}$ has real components, it follows that the wave has amplitude

$$
\begin{equation*}
\left|e^{i\left(\boldsymbol{\kappa} \cdot \mathbf{x}_{j}-\omega t\right)}\right|=e^{t \operatorname{Im}(\omega)} \quad \forall \mathbf{x}_{j}, \quad \forall t>0 \tag{4.15}
\end{equation*}
$$

Thus it decays exponentially if $\operatorname{Im}(\omega)<0$. If $\operatorname{Im}(\omega)=0$ the plane wave amplitude is equal to 1 for all $t>0$. Therefore, a discrete scheme is:

- non dissipative if $\operatorname{Im}\left(\omega_{h}\right)=0$ for all $\boldsymbol{\kappa}$,
- dissipative if $\operatorname{Im}\left(\omega_{h}\right)<0$ for all $\boldsymbol{\kappa} \neq \mathbf{0}$,
where $\omega_{h}$ is related to solutions of the associated generalized eigenvalue problems (4.8) or (4.14) in the DG or Mortar case, respectively. Note that $\omega_{h}$ can be either $\omega_{S, h}$ or $\omega_{P, h}$, depending if we are considering $S$ - or $P$-waves.
For the semi-discrete dissipation error, in Table 4.2 (resp. Table 4.3) we report the values of $\operatorname{Im}\left(\omega_{h}\right)$ for the semi-discrete problems (4.8) and (4.14) respectively, varying the polynomial approximation degree $N$ (resp. the sampling ratio $\delta$ ). We fix the incident

|  | SE |  | SIPG |  | MSE |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $N$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $-1.8687 \mathrm{e}-16$ | $-1.6884 \mathrm{e}-16$ | $-6.9782 \mathrm{e}-16$ | $-9.6888 \mathrm{e}-16$ | $-5.5165 \mathrm{e}-16$ | $-2.5680 \mathrm{e}-16$ |
| 3 | $-1.2386 \mathrm{e}-15$ | $-1.1085 \mathrm{e}-15$ | $8.8005 \mathrm{e}-16$ | $3.2135 \mathrm{e}-16$ | $8.0515 \mathrm{e}-16$ | $-2.5558 \mathrm{e}-16$ |
| 4 | $-1.1744 \mathrm{e}-16$ | $3.1257 \mathrm{e}-16$ | $-4.2113 \mathrm{e}-15$ | $-5.0858 \mathrm{e}-16$ | $3.1670 \mathrm{e}-15$ | $6.1221 \mathrm{e}-16$ |
| 5 | $1.4644 \mathrm{e}-15$ | $8.9666 \mathrm{e}-16$ | $-1.9977 \mathrm{e}-15$ | $-6.5793 \mathrm{e}-15$ | $-2.1894 \mathrm{e}-15$ | $-4.6190 \mathrm{e}-15$ |
| 6 | $-6.0645 \mathrm{e}-16$ | $8.0892 \mathrm{e}-17$ | $-3.4844 \mathrm{e}-15$ | $4.8253 \mathrm{e}-15$ | $-4.1583 \mathrm{e}-15$ | $5.8972 \mathrm{e}-15$ |
| 7 | $-1.5149 \mathrm{e}-14$ | $-7.2159 \mathrm{e}-15$ | $3.7452 \mathrm{e}-15$ | $-8.5995 \mathrm{e}-15$ | $1.1333 \mathrm{e}-14$ | $-4.3412 \mathrm{e}-15$ |
| 8 | $-7.2058 \mathrm{e}-15$ | $-6.2394 \mathrm{e}-15$ | $-1.4276 \mathrm{e}-14$ | $-1.4739 \mathrm{e}-14$ | $9.7548 \mathrm{e}-15$ | $1.0194 \mathrm{e}-14$ |
| 9 | $7.5118 \mathrm{e}-16$ | $-2.6108 \mathrm{e}-15$ | $2.3753 \mathrm{e}-14$ | $-6.2472 \mathrm{e}-15$ | $-7.6537 \mathrm{e}-15$ | $-9.0125 \mathrm{e}-15$ |
| 10 | $4.2337 \mathrm{e}-15$ | $2.5439 \mathrm{e}-15$ | $-5.1072 \mathrm{e}-14$ | $2.3077 \mathrm{e}-14$ | $-1.5956 \mathrm{e}-14$ | $1.0328 \mathrm{e}-14$ |

Table 4.2: Computed values of $\operatorname{Im}\left(\omega_{S, h}\right)$ and $\operatorname{Im}\left(\omega_{P, h}\right) . N=2, . ., 9, \delta=0.2$ and $\theta=\pi / 4$.

|  | SE |  | SIPG |  | MSE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / \delta$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $-4.6681 \mathrm{e}-17$ | $-1.7229 \mathrm{e}-16$ | $-1.7660 \mathrm{e}-15$ | $-5.4334 \mathrm{e}-16$ | $7.9602 \mathrm{e}-16$ | $-3.9736 \mathrm{e}-16$ |
| 4 | $-1.1896 \mathrm{e}-15$ | $-1.8173 \mathrm{e}-15$ | $-3.2565 \mathrm{e}-15$ | $2.0011 \mathrm{e}-15$ | $1.6631 \mathrm{e}-15$ | $-1.8589 \mathrm{e}-15$ |
| 6 | $-8.5509 \mathrm{e}-16$ | $1.9686 \mathrm{e}-15$ | $-3.8813 \mathrm{e}-15$ | $7.3660 \mathrm{e}-16$ | $3.9770 \mathrm{e}-16$ | $-1.4470 \mathrm{e}-16$ |
| 8 | $1.7380 \mathrm{e}-15$ | $-3.8377 \mathrm{e}-16$ | $1.3998 \mathrm{e}-15$ | $1.8561 \mathrm{e}-15$ | $-2.4063 \mathrm{e}-15$ | $2.2529 \mathrm{e}-15$ |
| 10 | $-4.8637 \mathrm{e}-16$ | $-1.1671 \mathrm{e}-15$ | $8.1446 \mathrm{e}-16$ | $4.6269 \mathrm{e}-16$ | $-3.8415 \mathrm{e}-15$ | $-2.9109 \mathrm{e}-16$ |

Table 4.3: Computed values of $\operatorname{Im}\left(\omega_{S, h}\right)$ and $\operatorname{Im}\left(\omega_{P, h}\right)$ varying the sampling ratio $\delta . \quad N=4$ and $\theta=\pi / 4$.
angle $\theta=\pi / 4$ and we compare the results with those obtained with SE discretizations. From the results reported in Table 4.2 and 4.3 we can conclude that all the methods considered are non dissipative. Similar conclusions can be inferred using different values of the incident angle $\theta$. These results are not reported for the sake of brevity.

### 4.2 Grid dispersion and dissipation errors for fully-discrete approximations

In this section we investigate the dissipation and dispersion properties of the DGSE and MSE methods when coupled with the LF, RK4 and IM time integration schemes. With
this perspective we start considering the following problem

$$
\begin{equation*}
\underline{\widehat{M}} \ddot{\mathbf{U}}+\underline{\widehat{\mathrm{K}}} \mathbf{U}=\mathbf{0} \tag{4.16}
\end{equation*}
$$

where all the terms appearing in the above equation are defined on the reference element $\Omega_{C}$ (we omit the superscripts to ease the notation). In the DG framework $\underline{\widehat{K}}=\underline{\mathrm{A}}+\underline{\widetilde{B}}$ and $\underline{\widehat{M}}=\underline{M}(c f .(4.8))$, whereas in the Mortar approach $\underline{\widehat{K}}=\underline{\underline{Q}}^{\top} \underline{\widetilde{A}} \underline{\widetilde{Q}}$ and $\underline{\widehat{M}}=\underline{\widetilde{Q}^{\top}} \underline{\widetilde{M}} \underline{\widetilde{Q}}$ (cf. (4.14). Now, approximating the second order derivative in (4.16) with one of the numerical schemes introduced in Chapter 3 we obtain different generalized eigenvalue problems, from which we can infer the dispersion relation we are interested in. Among all the DG methods considered so far, in the following we will address only the performance of the SIPG scheme since, as shown in the previous section, it has better grid dispersion properties than the NIPG.

## Leap-frog time integration scheme

Assuming that the solution is the plane wave given in (4.5), substituting this expression in (4.16) and employing the leap-frog scheme for the discretization of the time derivative we obtain

$$
\begin{equation*}
\underline{\widehat{M}} \frac{1}{\Delta t^{2}}\left(e^{-i \omega_{h} t_{n+1}}-2 e^{-i \omega_{h} t_{n}}+e^{-i \omega_{h} t_{n-1}}\right) \mathbf{u}_{0}+\underline{\widehat{K}} e^{-i \omega_{h} t_{n}} \mathbf{u}_{0}=\mathbf{0} \tag{4.17}
\end{equation*}
$$

for $n=1, \ldots, N-1$, where $\mathbf{u}_{0}$ is the initial condition related to the amplitude of the plane wave. System (4.17) can be rewritten in an equivalent form as follows

$$
\underline{\widehat{\mathbb{M}}} \frac{1}{\Delta t^{2}}\left(2-e^{-i \omega_{h} \Delta t}-e^{i \omega_{h} \Delta t}\right) \mathbf{u}_{0}=\underline{\widehat{K}} e^{-i \omega_{h} t_{n}} \mathbf{u}_{0} .
$$

Now, notice that

$$
2-e^{-i \omega_{h} \Delta t}-e^{i \omega_{h} \Delta t}=2\left(\cos \left(\omega_{h} \Delta t\right)-1\right)=4 \sin ^{2}\left(\frac{\omega_{h} \Delta t}{2}\right)
$$

We thus obtain the following fully-discrete eigenvalue problem

$$
\begin{equation*}
\underline{\widehat{K}} \mathbf{u}_{0}=\Lambda \underline{\widehat{M}} \mathbf{u}_{0} \tag{4.18}
\end{equation*}
$$

for (3.3) or (3.4) respectively, depending on the degrees of freedom inside the reference element $\Omega_{C}$ and where

$$
\Lambda=\frac{4}{\Delta t^{2}} \sin ^{2}\left(\frac{\omega_{h} \Delta t}{2}\right)
$$

### 4.2 Grid dispersion and dissipation errors for fully-discrete approximations

or equivalently

$$
\omega_{h}=\frac{2}{\Delta t} \arcsin \left(\frac{\Delta t}{2} \sqrt{\Lambda}\right)
$$

Then, the grid dispersion can be obtained as described in Section 4.1. More precisely, the grid dispersion for the leap-frog scheme can be obtained by computing the velocities $c_{S, h}$ and $c_{P, h}$ associated to the eigenvalues of (4.18) and comparing them to the $c_{P}$ and $c_{S}$ velocities defined in (1.5). We remark that the grid dispersion errors for the angular frequencies

$$
e_{S}=\frac{\omega_{S, h}}{\omega_{S}}-1 \quad \text { and } \quad e_{P}=\frac{\omega_{P, h}}{\omega_{P}}-1,
$$

are equivalent to those introduced in Section 4.1 for the velocities $c_{S, h}$ and $c_{P, h}$.

## Runge-Kutta 4 time integration scheme

To determine the grid dispersion relation for the RK4 method we rewrite system (4.16) in the form

$$
\left[\begin{array}{c}
\dot{\mathbf{U}}(t) \\
\dot{\mathbf{V}}(t)
\end{array}\right]=\left[\begin{array}{cc}
\underline{0} & \underline{\underline{\mathrm{I}}} \\
-\underline{\widehat{\mathbf{M}}}^{-1} \underline{\widehat{\mathrm{~K}}} & \underline{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{U}(t) \\
\mathbf{V}(t)
\end{array}\right],
$$

or in a compact form

$$
\begin{equation*}
\dot{\mathbf{W}}(t)=\underline{\widehat{\mathbf{T}}} \mathbf{W}(t) . \tag{4.19}
\end{equation*}
$$

where all the terms appearing in the above equation refer to $\Omega_{C}$. Now, applying the Runge-Kutta 4 scheme defined in (3.10) to the above system of ODE we can express the coefficients $\mathbf{K}_{1}, \mathbf{K}_{2}, \mathbf{K}_{3}$ and $\mathbf{K}_{4}$ as

$$
\begin{aligned}
& \mathbf{K}_{1}=\widehat{\mathbf{T}} \mathbf{W}\left(t_{n}\right), \\
& \mathbf{K}_{2}=\left(\widehat{\widehat{\mathbb{T}}}+\frac{\Delta t}{2} \widehat{\mathrm{~T}}^{2}\right) \mathbf{W}\left(t_{n}\right), \\
& \mathbf{K}_{3}=\left(\underline{\widehat{\mathbb{T}}}+\frac{\Delta t}{2} \widehat{\mathbf{T}}^{2}+\frac{\Delta t^{2}}{4} \widehat{\mathbf{T}}^{3}\right) \mathbf{W}\left(t_{n}\right), \\
& \mathbf{K}_{4}=\left(\widehat{\widehat{T}}+\Delta t \widehat{\mathrm{~T}}^{2}+\frac{\Delta t^{2}}{2} \widehat{\mathbf{T}}^{3}+\frac{\Delta t^{3}}{4} \widehat{\mathbf{T}}^{4}\right) \mathbf{W}\left(t_{n}\right) .
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
\mathbf{W}\left(t_{n+1}\right)=\sum_{k=0}^{4} \frac{(\Delta t \widehat{\underline{T}})^{k}}{k!} \mathbf{W}\left(t_{n}\right) \tag{4.20}
\end{equation*}
$$

Since both the velocity and the displacement are plane waves, it holds

$$
\mathbf{W}(t)=\left[\begin{array}{l}
\mathbf{1} \\
\mathbf{1}
\end{array}\right] e^{i\left(\boldsymbol{\kappa} \cdot \mathbf{p}_{j}-\omega t\right)}
$$

with 1 identity vector. Substituting the above expression in (4.20) leads to the following eigenvalue problem

$$
\begin{equation*}
\sum_{k=0}^{4} \frac{(\Delta t \underline{\widehat{\mathrm{~T}}})^{k}}{k!} \mathbf{W}(0)=\Lambda \mathbf{W}(0) \tag{4.21}
\end{equation*}
$$

where $\Lambda=e^{-i \omega_{h} \Delta t}$. We therefore have the following fully-discrete dispersion relations

$$
\begin{equation*}
\omega_{h, S}=\Re e\left[\frac{i}{\Delta t} \log \left(\Lambda_{S}\right)\right] \quad \text { and } \quad \omega_{h, P}=\Re e\left[\frac{i}{\Delta t} \log \left(\Lambda_{P}\right)\right] \tag{4.22}
\end{equation*}
$$

## Implicit midpoint time integration scheme

We apply the IM method described in Section 3.1.3 to the system (4.16) to obtain

$$
\left[\begin{array}{cc}
\widehat{\widehat{\mathrm{I}}} & -\frac{\Delta t}{2} \underline{\mathrm{I}} \\
\frac{\Delta t}{2} \underline{\widehat{\mathrm{~K}}} & \underline{\widehat{\mathrm{M}}}
\end{array}\right] \mathbf{W}\left(t_{n+1}\right)=\left[\begin{array}{cc}
\underline{\mathrm{I}} & \frac{\Delta t}{2} \widehat{\mathrm{I}} \\
-\frac{\Delta t}{2} \underline{\widehat{\mathrm{~K}}} & \underline{\widehat{\mathrm{M}}}
\end{array}\right] \mathbf{W}\left(t_{n}\right)
$$

where all the matrices are modified according to the plane wave assumptions (4.5). Now, proceeding as before we obtain the following generalized eigenvalue problem

$$
\left[\begin{array}{cc}
\widehat{\underline{\mathrm{I}}} & -\frac{\Delta t}{2} \widehat{\mathrm{I}}  \tag{4.23}\\
\frac{\Delta t}{2} \underline{\widehat{\mathrm{~K}}} & \underline{\widehat{\mathrm{M}}}
\end{array}\right] \Lambda \mathbf{W}(0)=\left[\begin{array}{cc}
\underline{\underline{\mathrm{I}}} & \frac{\Delta t \widehat{\mathrm{I}}}{2} \\
-\frac{\Delta t}{2} \underline{\widehat{\mathrm{~K}}} & \underline{\widehat{\mathrm{M}}}
\end{array}\right] \mathbf{W}(0)
$$

with dispersion relations given by

$$
\omega_{h, S}=\Re e\left[\frac{i}{\Delta t} \log \left(\Lambda_{S}\right)\right] \quad \text { and } \quad \omega_{h, P}=\Re e\left[\frac{i}{\Delta t} \log \left(\Lambda_{P}\right)\right]
$$

Notice that the above relations have the same form of (4.22) but they are different because they refer to different eigenvalue problems.

## Numerical Results

In this section we address the different time integration schemes LF, RK and IM coupled with the DGSE and the MSE formulations. In this case the fully-discrete grid dispersion error will depend not only $N, \delta$ and $\boldsymbol{\kappa}$ but also on the time step $\Delta t$. In particular, we expect that the fully-discrete dispersion errors tend to the semi-discrete dispersion errors as $\Delta t$ goes to zero.

First, we analyze the convergence with respect to the polynomial degree $N$, then the convergence with respect to the sampling ratio $\delta$ and finally the numerical anisotropy
introduced by the fully-discrete grid dispersion. All the results are compared with the ones obtained by the semi-discrete formulation. Throughout the section when needed we have chosen $\Delta t$ in such a way that the resulting scheme is stable.

In the first test case we set the shear and compressional wave velocities such that $r=c_{P} / c_{S}=2$ and the incidence angle $\theta=\pi / 4$. As usual, for the SIPG method, we fix the parameter $\eta=2 N^{2} / h$. For all the considered time integration methods, in Figure 4.7 we show the computed shear grid dispersion error $e_{S}$ versus the polynomial approximation degree $N$ for different choices of discretization steps $\Delta t$. The analogous results obtained for the compressional grid dispersion error $e_{P}$ are shown in Figure 4.8. All the results are compared with the analogous one obtained in the semi-discrete case. It is clear that as $\Delta t$ goes to zero, the fully-discrete error tends to the semi-discrete one. In particular when $\Delta t \leq 10^{-3}$ both $e_{S}$ and $e_{P}$ turn out to be negligible, indeed $e_{S}$ and $e_{P}$ are less than $10^{-6}$.
We also notice that the LF scheme outperforms the IM scheme. Indeed, when LF scheme is coupled with SIPG or MSE methods the error is of order $10^{-6}$ when $N \geq 3$ and $\Delta t \leq 10^{-2}$. On the other hand, to obtain the same accuracy with the IM scheme we need $N \geq 5$ and $\Delta t \leq 10^{-3}$. The explicit RK4 method has better dispersion properties than LF and IM methods, since the threshold value $10^{-6}$ is reached with $N \geq 4$ and $\Delta t \leq 10^{-1}$.
Now, let us consider the same set of parameters $r, \delta$ and $\theta$ as before and fix $\Delta t=10^{-3}$. In Figure 4.9 we compare the fully-discrete grid dispersion errors for different polynomial degrees $N$. The results are in agreement with analogous ones obtained for the corresponding semi-discrete formulations (cf. Figure 4.4). We observe that for $N \geq 6$ the SE, SIPG and MSE methods are equivalent in terms of grid dispersion.
Next, we fix $N=4, \theta=\pi / 4$ and $r=2$ and we address the behaviour of the fully discrete dispersion error as a function of the sampling ratio $\delta$. The results obtained in Figures 4.10-4.11 show that at least 5 points per wavelength (vertical dashed line) and $\Delta t \leq 10^{-2}$ are enough to have a grid dispersion error less than $10^{-6}$. These results are in agreement with the analogous ones reported in Figures 4.7-4.8 and 4.9 for the semi-discrete case. In Figure 4.12 we compare the grid dispersion errors obtained with $\Delta t=10^{-3}$ for SE, SIPG and MSE discretizations. From the graphics it is evident that all methods considered are low-dispersive and have the same behaviour for $\delta \leq 0.1$ (number of points per wavelength greater than 10). If $\delta \leq 0.1$ the SIPG method is


Figure 4.7: Shear grid dispersion error $e_{S}$ versus the polynomial degree $\mathrm{N}: \delta=0.2$ and incident angle $\theta=\pi / 4$. Comparison between fully-discretization (dashed lines) and semi-discretization (solid lines) for SIPG (left column) and MSE (right column) methods.


Figure 4.8: Shear grid dispersion error $e_{P}$ versus the polynomial degree $\mathrm{N}: \delta=0.2$ and incident angle $\theta=\pi / 4$. Comparison between fully-discretization (dashed lines) and semi-discretization (solid lines) for SIPG (left column) and MSE (right column) methods.


Figure 4.9: Fully-discrete dispersion errors $e_{S}$ (left) and $e_{P}$ (right) obtained with $\Delta t=10^{-3}, r=$ $2, \delta=0.2$ and $\theta=\pi / 4$. Comparison between SE, SIPG and MSE discretizations coupled with the LF (top), RK (middle) and IM (bottom) time integration schemes.


Figure 4.10: Fully-discrete shear grid dispersion versus the sampling ratio $\delta: N=4$. Comparison with the SIPG (left) and the MSE (right) fully-discrete formulations (dashed lines) and the corresponding semi-discrete formulations (solid line.) The threshold $\delta=0.2$ is shown with a dashed vertical line.

(b) SIPG - Runge-Kutta 4 (left) and MSE - Runge-Kutta 4 (right).


(c) SIPG - implicit midpoint method (left) and MSE - implicit midpoint method (right).

Figure 4.11: Fully-discrete compressional grid dispersion versus the sampling ratio $\delta: N=4$. Comparison with the SIPG (left) and the MSE (right) fully-discrete formulations (dashed lines) and the corresponding semi-discrete formulations (solid line.) The threshold $\delta=0.2$ is shown with a dashed vertical line.

| N | method | LF |  | RK |  | IM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 |  | $e_{S}$ | $e_{P}$ | $e_{S}$ | $e_{P}$ | $e_{S}$ | $e_{P}$ |
|  | SE | $9.1325 \mathrm{e}-4$ | $9.1324 \mathrm{e}-4$ | $9.1326 \mathrm{e}-4$ | $9.1326 \mathrm{e}-4$ | $9.1327 \mathrm{e}-4$ | $9.1329 \mathrm{e}-4$ |
|  | SIPG | $3.1768 \mathrm{e}-3$ | $8.4215 \mathrm{e}-3$ | $3.1768 \mathrm{e}-3$ | $8.4215 \mathrm{e}-3$ | $3.1768 \mathrm{e}-3$ | $8.4215 \mathrm{e}-3$ |
|  | MSE | $3.5424 \mathrm{e}-2$ | $6.2759 \mathrm{e}-2$ | $3.5424 \mathrm{e}-2$ | $6.2759 \mathrm{e}-2$ | $3.5424 \mathrm{e}-2$ | $6.2759 \mathrm{e}-2$ |
| 3 | SE | $6.5154 \mathrm{e}-6$ | $6.5072 \mathrm{e}-6$ | $6.5237 \mathrm{e}-6$ | $6.5237 \mathrm{e}-6$ | $6.5401 \mathrm{e}-6$ | $6.5565 \mathrm{e}-6$ |
|  | SIPG | $9.5991 \mathrm{e}-6$ | $2.43323 \mathrm{e}-5$ | $9.6073 \mathrm{e}-6$ | $2.3340 \mathrm{e}-5$ | $9.6238 \mathrm{e}-6$ | $2.3372 \mathrm{e}-5$ |
|  | MSE | $3.3503 \mathrm{e}-4$ | $1.4030 \mathrm{e}-4$ | $3.3503 \mathrm{e}-4$ | $1.4031 \mathrm{e}-4$ | $3.3505 \mathrm{e}-4$ | $1.4034 \mathrm{e}-4$ |
| 4 | SE | $2.2038 \mathrm{e}-8$ | $1.3813 \mathrm{e}-8$ | $3.0263 \mathrm{e}-8$ | $3.0263 \mathrm{e}-8$ | $4.6714 \mathrm{e}-8$ | $6.3161 \mathrm{e}-8$ |
|  | SIPG | $7.9786 \mathrm{e}-8$ | $2.3355 \mathrm{e}-7$ | $8.8012 \mathrm{e}-8$ | $2.5000 \mathrm{e}-7$ | $1.0446 \mathrm{e}-7$ | $2.8290 \mathrm{e}-7$ |
|  | MSE | $1.9357 \mathrm{e}-6$ | $6.2759 \mathrm{e}-7$ | $1.9439 \mathrm{e}-6$ | $8.5602 \mathrm{e}-7$ | $1.9603 \mathrm{e}-6$ | $8.8892 \mathrm{e}-7$ |

Table 4.4: Maximum value $\max _{0 \leq \theta \leq 2 \pi}\left|e_{S}\right|$ and $\max _{0 \leq \theta \leq 2 \pi}\left|e_{P}\right|$, fixing $\delta=0.2, r=2$ and $\Delta t=10^{-3}$, computed with the SE, SIPG and MSE discretizations and all the time integration schemes.
preferable to MSE method.
To analyze the anisotropy introduced by time integration schemes, we fix $N=3, \delta=0.2$, $r=2$ and $\Delta t=10^{-3}$. We compare the results with the semi-discrete ones reported in Figure 4.6. In Figure 4.13 we plot the ratios $c_{S, h} / c_{S}$ and $c_{P, h} / c_{P}$ varying the incident angle $\theta$. To catch the small nuances between LF, RK4 and IM coupled wit SE, SIPG, MSE discretizations we report in Table 4.4 the maximum value $\max _{0<\theta<2 \pi}\left|e_{S}\right|$ and $\max _{0<\theta<2 \pi}\left|e_{P}\right|$ respectively.
We consider polynomial degree $N=2,3,4$. For higher degrees the anisotropy is very small for all the practical purposes. Table 4.4 confirms that SIPG is lower dispersive with respect to the MSE method.

## Dissipation error for fully-discrete approximations

In this section we address the dissipation error introduced by the DGSE and MSE discretization coupled with LF, RK4 and IM time integration schemes. As in the semidiscrete analysis the amplitude of the plane wave is given by

$$
\left|e^{i\left(\kappa \cdot \mathbf{x}_{j}-\omega t_{n}\right)}\right|=e^{t_{n} \operatorname{Im}(\omega)} \quad \forall \mathbf{x}_{j}, \quad \forall t_{n} \in[0, T]
$$

with $\omega$ replaced by the numerical values $\omega_{S, h}, \omega_{P, h}$, for S - or P-waves respectively. Clearly $\omega_{S, h}$ and $\omega_{P, h}$ depend on the chosen time integration scheme considered. Table 4.5 shows the computed values of $\operatorname{Im}\left(\omega_{S, h}\right)$ and $\operatorname{Im}\left(\omega_{P, h}\right)$ for the fully-discrete methods obtained with the LF, RK4 and IM time integration schemes for different choices of the


Figure 4.12: Shear (left) and compressional (right) fully-discrete dispersion errors versus the sampling ratio $\delta: N=4, r=2$ and $\theta=\pi / 4$. Comparison between SE, SIPG, MSE formulations coupled with the LF (top), RK (middle) and IM (bottom) time integration schemes.

(b) Runge-Kutta 4 time integration scheme.

(c) Implicit midpoint method time integration scheme.

Figure 4.13: Fully-discrete numerical anisotropy for S- (left) and P- (right) waves: $N=3$ and $\delta=0.2$. All results are magnified by a factor $10^{3}$.
polynomial approximation degree $N$, fixing $\Delta t=10^{-3}$. The analogous results obtained with $N=4$ and varying the sampling ration $\delta$ are shown in Table 4.6. We remark that all the considered methods do not suffer from global dissipation error. In particular with the SIPG-LF and MSE-LF methods we obtain the lowest dissipation errors.

### 4.3 Stability analysis

In this section we examine the stability properties for the explicit time integration schemes LF and RK4. The aim of this analysis is to establish a criterion that determines the largest time step $\Delta t$ that we are allowed to use such that the discrete solution remains bounded with respect to the problem's data. In the literature this is known as the Courant, Friedrichs and Lewy (CFL) condition and imposes a restriction on the time step of the form

$$
\Delta t \leq C_{\mathrm{CFL}} \frac{\Delta x}{c_{P}},
$$

where $\Delta x$ is the minimum distance between two neighbouring discretization nodes, $c_{P}$ is the P wave velocity. We recall that the Courant number $C_{\mathrm{CFL}}$ depends on the dimension, the order of the scheme and the mesh geometry. In the applications is empirically chosen to be between $0.3-0.6$, see for example [ $61,60,85,30]$. In the following solving a generalized eigenvalue problem, we derive instead precise bounds for the $C_{\text {CFL }}$ constant, both for the SIPG and MSE discretizations coupled with LF and the RK4 method. All the results will be compared with the analogous ones obtained with the SE methods.

## Leap-frog time integration scheme

Let us start considering the eigenvalue problem (4.18). In order to make explicit the dependence of $\Lambda$ on either the mesh size $h$ and the polynomial approximation degree $N$, we rewrite (4.18) as

$$
\begin{equation*}
\underline{\widehat{\mathrm{K}}} \mathbf{U}=\Lambda^{\prime} \underline{\hat{\mathrm{M}}} \mathbf{U}, \tag{4.24}
\end{equation*}
$$

with $\Lambda^{\prime}=(h / \Delta t)^{2} \sin ^{2}\left(\omega_{h} \Delta t / 2\right)$. Defining the stability parameter $q=c_{P} \Delta t / h$, we deduce the relation

$$
q^{2} \Lambda^{\prime}=c_{P}^{2} \sin ^{2}\left(\frac{\omega_{h} \Delta t}{2}\right) \leq c_{P}^{2}
$$

or equivalently

$$
\begin{equation*}
q \leq c_{P} \frac{1}{\sqrt{\Lambda^{\prime}}}=C_{\mathrm{CFL}}\left(\Lambda^{\prime}\right) \tag{4.25}
\end{equation*}
$$

(a) LF time integration scheme.

|  | SE-LF |  | SIPG-LF |  | MSE-LF |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $N$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $-1.8687 \mathrm{e}-16$ | $-1.6884 \mathrm{e}-16$ | $-6.9782 \mathrm{e}-16$ | $-9.6888 \mathrm{e}-16$ | $-5.5165 \mathrm{e}-16$ | $-2.5680 \mathrm{e}-16$ |
| 3 | $-1.2386 \mathrm{e}-15$ | $-1.1085 \mathrm{e}-15$ | $8.8005 \mathrm{e}-16$ | $3.2135 \mathrm{e}-16$ | $8.0515 \mathrm{e}-16$ | $-2.5558 \mathrm{e}-16$ |
| 4 | $-1.1744 \mathrm{e}-16$ | $3.1257 \mathrm{e}-16$ | $-4.2113 \mathrm{e}-15$ | $-5.0858 \mathrm{e}-16$ | $3.1670 \mathrm{e}-15$ | $6.1221 \mathrm{e}-16$ |
| 5 | $1.4644 \mathrm{e}-15$ | $8.9666 \mathrm{e}-16$ | $-1.9977 \mathrm{e}-15$ | $-6.5793 \mathrm{e}-15$ | $-2.1894 \mathrm{e}-15$ | $-4.6190 \mathrm{e}-15$ |
| 6 | $-6.0645 \mathrm{e}-16$ | $8.0892 \mathrm{e}-17$ | $-3.4844 \mathrm{e}-15$ | $4.8253 \mathrm{e}-15$ | $-4.1583 \mathrm{e}-15$ | $5.8972 \mathrm{e}-15$ |
| 7 | $-1.5149 \mathrm{e}-14$ | $-7.2159 \mathrm{e}-15$ | $3.7452 \mathrm{e}-15$ | $-8.5995 \mathrm{e}-15$ | $1.1333 \mathrm{e}-14$ | $-4.3412 \mathrm{e}-15$ |
| 8 | $-7.2058 \mathrm{e}-15$ | $-6.2394 \mathrm{e}-15$ | $-1.4276 \mathrm{e}-14$ | $-1.4739 \mathrm{e}-14$ | $9.7548 \mathrm{e}-15$ | $1.0194 \mathrm{e}-14$ |
| 9 | $7.5118 \mathrm{e}-16$ | $-2.6108 \mathrm{e}-15$ | $2.3753 \mathrm{e}-14$ | $-6.2472 \mathrm{e}-15$ | $-7.6537 \mathrm{e}-15$ | $-9.0125 \mathrm{e}-15$ |
| 10 | $4.2337 \mathrm{e}-15$ | $2.5439 \mathrm{e}-15$ | $-5.1072 \mathrm{e}-14$ | $2.3077 \mathrm{e}-14$ | $-1.5956 \mathrm{e}-14$ | $1.0328 \mathrm{e}-14$ |

(b) RK4 time integration scheme.

|  | SE-RK |  | SIPG-RK |  | MSE-RK |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $N$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $8.8818 \mathrm{e}-13$ | $-9.9920 \mathrm{e}-13$ | $4.4409 \mathrm{e}-13$ | $-1.1102 \mathrm{e}-12$ | $4.4409 \mathrm{e}-13$ | $-1.1102 \mathrm{e}-12$ |
| 3 | $-9.9920 \mathrm{e}-13$ | $-9.9920 \mathrm{e}-13$ | $-5.5511 \mathrm{e}-13$ | $6.6613 \mathrm{e}-13$ | $-5.5511 \mathrm{e}-13$ | $6.6613 \mathrm{e}-13$ |
| 4 | $-9.9920 \mathrm{e}-13$ | $-1.8874 \mathrm{e}-12$ | $3.1086 \mathrm{e}-12$ | $3.7748 \mathrm{e}-12$ | $3.1086 \mathrm{e}-12$ | $3.7748 \mathrm{e}-12$ |
| 5 | $1.3323 \mathrm{e}-12$ | $4.6629 \mathrm{e}-12$ | $2.4425 \mathrm{e}-12$ | $4.4409 \mathrm{e}-13$ | $2.4425 \mathrm{e}-12$ | $4.4409 \mathrm{e}-13$ |
| 6 | $1.1546 \mathrm{e}-11$ | $-6.4393 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ | $3.3307 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ | $3.3307 \mathrm{e}-12$ |
| 7 | $-1.9984 \mathrm{e}-12$ | $2.6645 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ | $-6.4393 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ | $-6.4393 \mathrm{e}-12$ |
| 8 | $-1.9651 \mathrm{e}-11$ | $3.9080 \mathrm{e}-11$ | $-1.2212 \mathrm{e}-12$ | $-6.5503 \mathrm{e}-12$ | $-1.2212 \mathrm{e}-12$ | $-6.5503 \mathrm{e}-12$ |
| 9 | $1.5543 \mathrm{e}-12$ | $-5.5511 \mathrm{e}-13$ | $1.6653 \mathrm{e}-11$ | $-9.8810 \mathrm{e}-12$ | $1.6653 \mathrm{e}-11$ | $-9.8810 \mathrm{e}-12$ |
| 10 | $-7.9936 \mathrm{e}-12$ | $1.1324 \mathrm{e}-11$ | $-2.8866 \mathrm{e}-12$ | $-1.1102 \mathrm{e}-13$ | $-2.8866 \mathrm{e}-12$ | $-1.1102 \mathrm{e}-13$ |

(c) IM time integration scheme.

|  | SE-IM |  | SIPG-IM |  | MSE-IM |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $N$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
| 2 | $-3.3307 \mathrm{e}-13$ | $1.5543 \mathrm{e}-12$ | $-6.6613 \mathrm{e}-13$ | $1.5543 \mathrm{e}-12$ | $-6.6613 \mathrm{e}-13$ | $1.5543 \mathrm{e}-12$ |
| 3 | $-8.8818 \mathrm{e}-13$ | $6.6613 \mathrm{e}-13$ | $-4.4409 \mathrm{e}-13$ | $3.5527 \mathrm{e}-12$ | $-4.4409 \mathrm{e}-13$ | $3.5527 \mathrm{e}-12$ |
| 4 | $1.5543 \mathrm{e}-12$ | $-4.6629 \mathrm{e}-12$ | $2.4425 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ | $2.4425 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ |
| 5 | $-1.1102 \mathrm{e}-13$ | $4.6629 \mathrm{e}-12$ | $-2.2204 \mathrm{e}-12$ | $-3.1086 \mathrm{e}-12$ | $-2.2204 \mathrm{e}-12$ | $-3.1086 \mathrm{e}-12$ |
| 6 | $4.4409 \mathrm{e}-13$ | $2.2204 \mathrm{e}-13$ | $1.1768 \mathrm{e}-11$ | $6.6613 \mathrm{e}-13$ | $1.1768 \mathrm{e}-11$ | $6.6613 \mathrm{e}-13$ |
| 7 | $4.6629 \mathrm{e}-12$ | $-6.3283 \mathrm{e}-12$ | $7.1054 \mathrm{e}-12$ | $-1.0325 \mathrm{e}-11$ | $7.1054 \mathrm{e}-12$ | $-1.0325 \mathrm{e}-11$ |
| 8 | $3.3974 \mathrm{e}-12$ | $-6.8834 \mathrm{e}-12$ | $1.3323 \mathrm{e}-12$ | $-3.3307 \mathrm{e}-13$ | $1.3323 \mathrm{e}-12$ | $-3.3307 \mathrm{e}-13$ |
| 9 | $1.1990 \mathrm{e}-11$ | $-2.9976 \mathrm{e}-11$ | $1.1102 \mathrm{e}-11$ | $-2.0317 \mathrm{e}-11$ | $1.1102 \mathrm{e}-11$ | $-2.0317 \mathrm{e}-11$ |
| 10 | $4.5532 \mathrm{e}-12$ | $-9.6589 \mathrm{e}-12$ | $-8.7708 \mathrm{e}-12$ | $-1.1102 \mathrm{e}-13$ | $-8.7708 \mathrm{e}-12$ | $-1.1102 \mathrm{e}-13$ |

Table 4.5: Computed values of $\operatorname{Im}\left(\omega_{S, h}\right)$ and $\operatorname{Im}\left(\omega_{P, h}\right)$ for $N=2, . ., 9: \delta=0.2, \theta=\pi / 4$ and $\Delta t=10^{-3}$.
(a) LF time integration scheme.

|  | SE-LF |  | SIPG-LF |  | MSE-LF |  |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
| $1 / \delta$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $-4.6681 \mathrm{e}-17$ | $-1.7229 \mathrm{e}-16$ | $-1.7660 \mathrm{e}-15$ | $-5.4334 \mathrm{e}-16$ | $7.9602 \mathrm{e}-16$ | $-3.9736 \mathrm{e}-16$ |
| 4 | $-1.1896 \mathrm{e}-15$ | $-1.8173 \mathrm{e}-15$ | $-3.2565 \mathrm{e}-15$ | $2.0011 \mathrm{e}-15$ | $1.6631 \mathrm{e}-15$ | $-1.8589 \mathrm{e}-15$ |
| 6 | $-8.5509 \mathrm{e}-16$ | $1.9686 \mathrm{e}-15$ | $-3.8813 \mathrm{e}-15$ | $7.3660 \mathrm{e}-16$ | $3.9770 \mathrm{e}-16$ | $-1.4470 \mathrm{e}-16$ |
| 8 | $1.7380 \mathrm{e}-15$ | $-3.8377 \mathrm{e}-16$ | $1.3998 \mathrm{e}-15$ | $1.8561 \mathrm{e}-15$ | $-2.4063 \mathrm{e}-15$ | $2.2529 \mathrm{e}-15$ |
| 10 | $-4.8637 \mathrm{e}-16$ | $-1.1671 \mathrm{e}-15$ | $8.1446 \mathrm{e}-16$ | $4.6269 \mathrm{e}-16$ | $-3.8415 \mathrm{e}-15$ | $-2.9109 \mathrm{e}-16$ |

(b) RK4 time integration scheme.

|  | SE-RK |  | SIPG-RK |  | MSE-RK |  |
| :---: | :---: | ---: | ---: | ---: | ---: | :---: |
| $1 / \delta$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $-3.3307 \mathrm{e}-13$ | $-1.7764 \mathrm{e}-12$ | $1.9984 \mathrm{e}-12$ | $-6.6613 \mathrm{e}-13$ | $2.4425 \mathrm{e}-12$ | $-2.5535 \mathrm{e}-12$ |
| 4 | $-2.3315 \mathrm{e}-12$ | $3.5527 \mathrm{e}-12$ | $-5.5511 \mathrm{e}-13$ | $-9.9920 \mathrm{e}-13$ | $-1.8874 \mathrm{e}-12$ | $2.8866 \mathrm{e}-12$ |
| 6 | $1.9984 \mathrm{e}-12$ | $-4.9960 \mathrm{e}-12$ | $1.9984 \mathrm{e}-12$ | $-5.7732 \mathrm{e}-12$ | $-4.9960 \mathrm{e}-12$ | $1.7764 \mathrm{e}-12$ |
| 8 | $-2.2204 \mathrm{e}-13$ | $4.4409 \mathrm{e}-13$ | $1.7764 \mathrm{e}-12$ | $-1.2768 \mathrm{e}-11$ | $3.7748 \mathrm{e}-12$ | $3.9968 \mathrm{e}-12$ |
| 10 | $-4.2188 \mathrm{e}-12$ | $2.8866 \mathrm{e}-12$ | $1.4655 \mathrm{e}-11$ | $5.9952 \mathrm{e}-12$ | $7.3275 \mathrm{e}-12$ | $2.2204 \mathrm{e}-12$ |

(c) IM time integration scheme.

|  | SE-IM |  | SIPG-IM |  | MSE-IM |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $1 / \delta$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ | $\operatorname{Im}\left(\omega_{S, h}\right)$ | $\operatorname{Im}\left(\omega_{P, h}\right)$ |
|  |  |  |  |  |  |  |
| 2 | $-2.3315 \mathrm{e}-12$ | $2.2204 \mathrm{e}-13$ | $4.4409 \mathrm{e}-13$ | $-4.3299 \mathrm{e}-12$ | $1.7764 \mathrm{e}-12$ | $1.1102 \mathrm{e}-12$ |
| 4 | $1.3323 \mathrm{e}-12$ | $-2.8866 \mathrm{e}-12$ | $-5.5511 \mathrm{e}-13$ | $-3.6637 \mathrm{e}-12$ | $-4.4409 \mathrm{e}-13$ | $-2.9976 \mathrm{e}-12$ |
| 6 | $2.4425 \mathrm{e}-12$ | $3.7748 \mathrm{e}-12$ | $-6.6613 \mathrm{e}-13$ | $-7.8826 \mathrm{e}-12$ | $6.6613 \mathrm{e}-13$ | $2.2204 \mathrm{e}-12$ |
| 8 | $-3.1086 \mathrm{e}-12$ | $4.2188 \mathrm{e}-12$ | $-1.3545 \mathrm{e}-11$ | $-2.3315 \mathrm{e}-12$ | $-4.6629 \mathrm{e}-12$ | $-3.3307 \mathrm{e}-12$ |
| 10 | $5.5511 \mathrm{e}-12$ | $-1.0991 \mathrm{e}-11$ | $9.5479 \mathrm{e}-12$ | $-2.2204 \mathrm{e}-12$ | $2.6645 \mathrm{e}-12$ | $-1.7764 \mathrm{e}-12$ |

Table 4.6: Values of $\operatorname{Im}\left(\omega_{S, h}\right)$ and $\operatorname{Im}\left(\omega_{P, h}\right)$ varying the sampling ratio $\delta: N=4, \theta=\pi / 4$ and $\Delta t=10^{-3}$.

As noted in [39], $C_{\text {CFL }}$ is a function of $\Lambda^{\prime}$ and therefore depends implicitly on the wave vector $\boldsymbol{\kappa}$ through the matrices $\underline{\widehat{\mathrm{K}}}$ and $\underline{\widehat{\mathrm{M}}}$. Moreover, inequality (4.25) must be fulfilled for all the eigenvalues and all the wave vectors $\boldsymbol{\kappa}=2 \pi \delta / h(\cos (\theta), \sin (\theta))$.
Thus, the stability condition is given by

$$
\begin{equation*}
q=\min _{1 \leq j \leq \nu} \min _{0 \leq \theta \leq 2 \pi} C_{\mathrm{CFL}}\left(\Lambda_{j}^{\prime}(\theta)\right), \tag{4.26}
\end{equation*}
$$

where $\theta$ is the incident angle of the plane wave and $\nu$ is the number of the eigenvalues of problem (4.24). We remark that condition (4.26) is equivalent to require that

$$
q \leq \frac{c(\lambda, \mu)}{\sqrt{\Lambda_{\max }}}
$$

where $\Lambda_{\text {max }}$ is the largest eigenvalue of problem (4.24) and $c(\lambda, \mu)$ is a positive constant that depends on the Lamé coefficients $\lambda$ and $\mu$. Thus, by estimating $\Lambda_{\max }$ in terms of $h$ and $N$, it is possible to determine a bound for $q$.
In the DG approach, the bilinear form $\widehat{\mathcal{K}}(\cdot, \cdot)$ associated to the matrix $\widehat{\widehat{\mathrm{K}}}$ in (4.18) takes the form

$$
\begin{aligned}
& \widehat{\mathcal{K}}(\mathbf{u}, \mathbf{v})=\int_{\Omega_{C}} \underline{\sigma}(\mathbf{u}): \underline{\varepsilon}(\mathbf{v})-\sum_{f=\{T, B, R, L\}} \int_{\gamma_{f}} \underline{\sigma}(\mathbf{u}): \mathbf{v} \otimes \mathbf{n} \\
& +\theta \int_{\gamma_{f}}\left(\mathbf{u}-\mathbf{g}_{f}\right) \otimes \mathbf{n}: \underline{\sigma}(\mathbf{v})+\eta_{f} \int_{\gamma_{f}}\left(\mathbf{u}-\mathbf{g}_{f}\right) \otimes \mathbf{n}: \mathbf{v} \otimes \mathbf{n}
\end{aligned}
$$

where the functions $\mathbf{u}, \mathbf{v} \in V_{\delta}^{D G}$ are zero outside $\Omega_{C}$, and $\mathbf{n}$ is the normal unit vector pointing outside $\Omega_{C}$. According to the plane wave hypothesis (4.5), we take

$$
\mathbf{g}_{f}=e^{\beta_{f}} \mathbf{u}, \quad \text { for } \quad f=\{T, B, L, R\} .
$$

Following [7] we obtain

$$
\widehat{\mathcal{K}}(\mathbf{u}, \mathbf{u}) \leq c(\lambda, \mu, \alpha) \frac{N^{4}}{h^{2}}\|\mathbf{u}\|_{0, \Omega_{C}}^{2} .
$$

Thus, for the generalized eigenvalue problem (4.24), we can derive the estimate

$$
\Lambda_{\max } \leq c(\lambda, \mu, \alpha) \frac{N^{4}}{h^{2}}
$$

and, consequently,

$$
\begin{equation*}
\Lambda_{\max }^{\prime} \leq c(\lambda, \mu, \alpha) N^{4} \tag{4.27}
\end{equation*}
$$

For the MSE method we observe that writing $\Lambda_{\max }^{\prime}$ through the generalized Rayleigh quotient yields

$$
\begin{align*}
& \Lambda_{\max }^{\prime}=\sup _{\mathbf{v} \in \mathbb{R}^{2 m} \backslash\{\mathbf{0}\}} \frac{(\underline{\widehat{\mathrm{K}}} \mathbf{v}, \mathbf{v})_{\Omega_{C}}}{(\underline{\widehat{\mathrm{M}}} \mathbf{v}, \mathbf{v})_{\Omega_{C}}}=\sup _{\mathbf{v} \in \mathbb{R}^{2 m} \backslash\{\mathbf{0}\}} \frac{\left(\underline{\widetilde{\mathrm{Q}}^{\top}} \underline{\widetilde{\mathrm{A}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{v}, \mathbf{v}\right)_{\Omega_{C}}}{\left(\underline{\widetilde{\mathrm{Q}}^{\top}} \underline{\widetilde{\mathrm{M}} \widetilde{\mathrm{Q}} \mathbf{v}}, \mathbf{v}\right)_{\Omega_{C}}} \\
& =\sup _{\mathbf{v} \in \mathbb{R}^{2 m} \backslash\{\mathbf{0}\}} \frac{(\underline{\widetilde{\mathrm{A}}} \underline{\widetilde{\mathrm{Q}}} \mathbf{v}, \underline{\widetilde{\mathrm{Q}}} \mathbf{v})_{\Omega_{C}}}{(\underline{\widetilde{\mathrm{M}}} \underline{\widetilde{\mathrm{Q}}}, \underline{\widetilde{\mathrm{Q}}} \mathbf{v})_{\Omega_{C}}}=\sup _{\substack{\mathbf{w}=\widetilde{\widetilde{Q}} \mathbf{v} \in \mathbb{R}^{2 n} \backslash\{\mathbf{0}\} \\
\exists i=1, \ldots, 2 m: \mathbf{v} \cdot \mathbf{e}_{i} \neq \mathbf{0}}} \frac{(\underline{\widetilde{\mathrm{A}}} \mathbf{w}, \mathbf{w})_{\Omega_{C}}}{(\widetilde{\mathrm{M}} \mathbf{w}, \mathbf{w})_{\Omega_{C}}} \\
& \leq \sup _{\mathbf{v} \in \mathbb{R}^{2 n} \backslash\{\mathbf{0}\}} \frac{(\underline{\tilde{\mathrm{A}}} \mathbf{v}, \mathbf{v})_{\Omega_{C}}}{(\underline{\tilde{\mathrm{M}}} \mathbf{v}, \mathbf{v})_{\Omega_{C}}}=\sup _{\mathbf{v} \in \mathbb{R}^{2 n} \backslash\{\mathbf{0}\}} \frac{(\underline{\mathrm{A}} \mathbf{v}, \mathbf{v})_{\Omega_{C}}}{(\underline{\mathrm{M}} \mathbf{v}, \mathbf{v})_{\Omega_{C}}}, \tag{4.28}
\end{align*}
$$

where $m=\left(N^{2}+3\right)$ and $n=(N+1)^{2}$. In this way, we obtain an upper bound for the maximum eigenvalue of (4.24) when using MSE approximation. Indeed, the last term in (4.28) is exactly the maximum eigenvalue of the SE discretization for which the following estimate holds (cf. [20])

$$
\begin{equation*}
c_{1} N^{4} \leq \Lambda_{\max }^{\prime} \leq c_{2} N^{4} \tag{4.29}
\end{equation*}
$$

for $c_{1}$ and $c_{2}$ positive constants. Finally, we can resume the stability analysis in the following statement.

Proposition 2. For every $\mu>0, \lambda \geq 0$ and $\alpha \geq \alpha_{\min }>0$, the CFL condition (4.25) is satisfied for both the MSE and SIPG methods if there exists a positive constant $c^{*}(\lambda, \mu, \alpha)$ such that

$$
\begin{equation*}
q \leq \frac{c^{*}(\lambda, \mu, \alpha)}{N^{2}} \tag{4.30}
\end{equation*}
$$

Moreover, for the MSE and the NIPG methods it holds $\alpha_{\min }=0$ and $c^{*}(\lambda, \mu, \alpha)=$ $c^{*}(\lambda, \mu)$.

We remark that for the SIPG, the constant $c^{*}(\lambda, \mu, \alpha)$ is proportional to $\alpha^{-1 / 2}$ (cf. [7]). Then a less restrictive bound for $q$ in (4.30) is achieved when $\alpha=\alpha_{\min }$. Moreover, it is possible to determine exactly the threshold value $\alpha_{\min }$ (cf. [45] for the elliptic case), but this is beyond the objective of this study. For the numerical simulations in Section 4.3 we choose $\alpha=1$.

## Runge-Kutta 4 time integration scheme

To derive the CFL condition for the fully-discrete scheme resulting from the RK4 integration, let us consider the ordinary differential system of equations (4.19). Suppose
that the matrix $\underline{\widehat{T}}$ is diagonalizable in $\mathbb{C}$, that means that there exists a complete set of $m$ linearly independent eigenvectors $\mathbf{Y}_{k}$ satisfying

$$
\begin{equation*}
\widehat{\widehat{T}} \mathbf{Y}_{k}=\xi_{k} \mathbf{Y}_{k}, \quad k=1, \ldots, m \tag{4.31}
\end{equation*}
$$

where $m=4(N+1)^{2}$ (resp. $m=4\left(N^{2}+3\right)$ ) for SIPG (resp. MSE) discretizations. Let $\underline{Y}=\left[\mathbf{Y}_{1}, \mathbf{Y}_{2}, \ldots, \mathbf{Y}_{m}\right]$ and $\underline{\Sigma}=\left[\xi_{1}, \ldots, \xi_{m}\right]$ be the matrices containing the eigenvectors and the eigenvalues of (4.31). Then, we obtain

$$
\underline{\widehat{T}}=\underline{Y} \underline{\Sigma} \underline{Y}^{-1} \quad \text { and } \quad \underline{\Sigma}=\underline{Y}^{-1} \underline{\widehat{T}} \underline{Y} .
$$

Multiplying equation (4.19) by $\underline{Y}^{-1}$ on both sides and introducing $\underline{I}=\underline{Y Y}^{-1}$ we have the following equivalent system of ordinary differential equations

$$
\underline{\mathrm{Y}}^{-1} \dot{\mathbf{W}}(t)=\left(\underline{\mathrm{Y}}^{-1} \widehat{\mathrm{~T}} \mathrm{Y}\right) \underline{\mathrm{Y}}^{-1} \mathbf{W}(t)
$$

that by setting $\mathbf{Z}(t)=\underline{Y}^{-1} \mathbf{W}(t)$, can be rewritten as

$$
\dot{\mathbf{Z}}(t)=\underline{\Sigma} \mathbf{Z}(t)
$$

This is a diagonal system of ordinary differential equations, i.e., $m$ independent scalar equations, one for each component of $\mathbf{Z}$. The $k$-th such equation reads

$$
\begin{equation*}
\dot{Z}_{k}(t)=\xi_{k} Z_{k}(t), \quad k=1, \ldots, m \tag{4.32}
\end{equation*}
$$

When applying the RK4 method to the above system we obtain $m$ independent scalar equations of the form

$$
Z_{k}\left(t_{n+1}\right)=\mathcal{R}\left(\Delta t \xi_{k}\right) Z_{k}\left(t_{n}\right), \quad k=1, \ldots, m
$$

where

$$
\mathcal{R}(z)=\sum_{j=0}^{4} \frac{z^{j}}{j!}
$$

For the method to be stable, each of the resulting scalar problems must be stable, and this clearly imply that $\Delta t \xi_{k}$ must be in the stability region of the RK4 method for all $k$. The region of stability (more properly called region of absolute stability) of a one step method, is simply given by $S=\{z \in \mathbb{C}:|\mathcal{R}(z)| \leq 1\}$, see [91]. We notice that it is possible to obtain an equivalent estimate starting from

$$
\mathbf{W}\left(t_{n+1}\right)=\sum_{k=0}^{4} \frac{(\Delta t \widehat{\widehat{\mathrm{~T}}})^{k}}{k!} \mathbf{W}\left(t_{n}\right)
$$

and noticing that the region of absolute stability

$$
S^{\prime}=\left\{z \in \mathbb{C}: z=\operatorname{eig}\left(\sum_{k=0}^{4} \frac{(\Delta t \widehat{\mathrm{~T}})^{k}}{k!}\right) \quad \text { and } \quad|z| \leq 1\right\}
$$

is such that $S^{\prime}=S$. Moreover, we remark that, if we are able to estimate the region of absolute stability $S$ or $S^{\prime}$ automatically this provide a limitation for $\Delta t$. As we will see in the next section, $C_{\mathrm{CFL}}$ behaves as $C_{\mathrm{CFL}} \lesssim N^{-2}$, as for the leap-frog scheme.

## Numerical Results

To estimate the stability parameter $q$ for the LF scheme we fix $\delta=0.2$ and the ratio $r=1.414$. This choice gives a restrictive stability condition: higher values of $r=c_{P} / c_{S}$ lead milder stability conditions [39]. As for the grid dispersion analysis we have fixed $\eta=2 N^{2} / h$ for the SIPG and the NIPG methods. In Table 4.7-(a) are shown the estimated threshold values for $q$, for $N=2, \ldots, 10$. The constants for the SIPG method are around 70 percent with respect to the ones of the SE method, while for the MSE method are around 95 percent. The NIPG method has constants always more restrictive than those of the SIPG method.

In Table 4.7-(a) it is also shown the asymptotic behaviour of the $q$ constant with respect to $N(N$-rate $)$, computed as the average of the rates obtained for $N=2, \ldots, 20$ : as expected the decay rate of $q$ is approximately proportional to $N^{-2}$. In Figure 4.14 we show the computed value of $\Lambda_{\max }^{\prime}$ versus the polynomial degree $N$. In agreement with the theoretical estimate $\Lambda_{\max }^{\prime} \approx N^{-4}$. In practice, the time step is often bounded, not by the size of the spectral elements $h$, but by the smaller space increment $\Delta x$ between to neighbouring spectral nodes. In Table 4.7-(b) we compute the upper bounds for the modified stability parameter $q^{\prime}=c_{P} \Delta t / \Delta x$. It is evident that the CFL condition (4.26) is less restrictive for the MSE method than for the SIPG scheme. We have repeated the same set of experiments employing the RK4 integration scheme. In order to compare the RK4 method with the LF scheme, we fix the same set of parameters, i.e., $r=1.414$, $\delta=0.2$ and $\eta=2 N^{2} / h$ for the SIPG scheme.

As described in the previous section to compute the stability constant for the RK4 method we consider a large set of combinations $(\Delta t, \theta)$ for polynomial degrees $N=$ $2, \ldots 10$. In Table 4.8-(a) we report the computed values obtained with the SE, SIPG and MSE discretizations together with the asymptotic rate (N-rate). As for the LF scheme, the trend for the RK4 method is approximately proportional to $N^{-2}$ and the


Figure 4.14: $\Lambda_{\max }^{\prime}$ (cf. (4.27) and (4.29)) versus the polynomial degree $N$ for the generalized eigenvalue problem (4.24).

| $(\mathrm{a})$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | SE | MSE | SIPG | NIPG | N | SE | MSE | SIPG | NIPG |  |
| 2 | 0.3376 | 0.3333 | 0.2621 | 0.2163 |  | 2 | 0.6752 | 0.6667 | 0.5241 | 0.4326 |
| 3 | 0.1967 | 0.1770 | 0.1368 | 0.1045 |  | 3 | 0.7115 | 0.6403 | 0.4951 | 0.3782 |
| 4 | 0.1206 | 0.1118 | 0.0795 | 0.0607 |  | 4 | 0.6983 | 0.6474 | 0.4607 | 0.3516 |
| 5 | 0.0827 | 0.0776 | 0.0530 | 0.0400 |  | 5 | 0.7039 | 0.6608 | 0.4515 | 0.3409 |
| 6 | 0.0596 | 0.0570 | 0.0374 | 0.0281 |  | 6 | 0.7017 | 0.6712 | 0.4400 | 0.3315 |
| 7 | 0.0449 | 0.0434 | 0.0280 | 0.0210 |  | 7 | 0.7009 | 0.6769 | 0.4360 | 0.3273 |
| 8 | 0.0351 | 0.0342 | 0.0216 | 0.0162 |  | 8 | 0.7005 | 0.6819 | 0.4303 | 0.3228 |
| 9 | 0.0281 | 0.0277 | 0.0172 | 0.0129 |  | 9 | 0.6994 | 0.6878 | 0.4282 | 0.3206 |
| 10 | 0.0231 | 0.0227 | 0.0140 | 0.0105 |  | 10 | 0.6995 | 0.6871 | 0.4247 | 0.3180 |
|  |  |  |  |  |  |  |  |  |  |  |
| $N$ N-rate | -1.8463 | -1.8253 | -1.9247 | -1.9360 | average | 0.6990 | 0.6689 | 0.4545 | 0.3471 |  |

Table 4.7: LF method. Computed upper bound for the stability parameter $q=c_{P} \Delta t / h$ (a) and $q^{\prime}=c_{P} \Delta t / \Delta x$ (b) for $r=1.414$. Rate of decay of $q$ with respect to $N$ (a). Stability parameter $q^{\prime}$ proportional to $q N^{2}$ thus constant for different choices of $\Delta x(\mathrm{~b})$.

| $(\mathrm{a})$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | SE | MSE | SIPG |  | N | SE | MSE | SIPG |
| 2 | 0.4815 | 0.4175 | 0.3739 |  | 2 | 0.9630 | 0.8350 | 0.7478 |
| 3 | 0.2835 | 0.2505 | 0.1972 |  | 3 | 1.0257 | 0.9063 | 0.7135 |
| 4 | 0.1715 | 0.1585 | 0.1165 |  | 4 | 0.9932 | 0.9179 | 0.6747 |
| 5 | 0.1175 | 0.1100 | 0.0762 |  | 5 | 1.0002 | 0.9364 | 0.6487 |
| 6 | 0.0845 | 0.0810 | 0.0560 |  | 6 | 0.9954 | 0.9542 | 0.6597 |
| 7 | 0.0640 | 0.0586 | 0.0408 |  | 7 | 0.9980 | 0.9138 | 0.6362 |
| 8 | 0.0500 | 0.0450 | 0.0307 |  | 8 | 0.9976 | 0.8978 | 0.6125 |
| 9 | 0.0400 | 0.0360 | 0.0257 |  | 9 | 0.9942 | 0.8948 | 0.6388 |
| 10 | 0.0330 | 0.0295 | 0.0200 |  | 10 | 1.0000 | 0.8940 | 0.6061 |
|  |  |  |  |  |  |  |  |  |
| $N$-rate | -1.8348 | -1.8513 | -1.9597 |  | average | 0.9964 | 0.9056 | 0.6598 |

Table 4.8: RK4 method. Computed upper bound for the stability parameter $q=c_{P} \Delta t / h$ (a) and $q^{\prime}=c_{P} \Delta t / \Delta x$ (b) for $r=1.414$. Rate of decay of $q$ with respect to $N$ (a). Stability parameter $q^{\prime}$ proportional to $q N^{2}$ thus constant for different choices of $\Delta x(\mathrm{~b})$.
$N$-rate is computed using polynomial degree up to 20 . In the family of DG strategies NIPG and IIPG approaches have $C_{\text {CFL }}$ bounds always lower than SIPG. The results confirm that stability bounds are less restrictive for the MSE method with respect to the SIPG. In particular the former are around 90 percent of the SE ones while the latter around 65 percent.

In Table 4.8-(b) we also report the estimated bound for the modified stability parameter $q^{\prime}=c_{P} \Delta t / \Delta x$, i.e., $q$ scaled by the minimum distance $\Delta x$ between two consecutive GLL-nodes. Comparing Tables 4.7-(b) and 4.8-(b) we notice that in this case the RK4 stability bounds are less restrictive of the LF ones, so from this point of view RK4 is preferable to LF.

## Chapter 5

## Implementation issues

In this chapter we detail the algorithmic aspects of the DGSE and MSE formulations, describing their implementation in a spectral element based code.

In Section 5.1 we describe the strategy employed to compute the integrals appearing in the algebraic formulations (2.54) and (2.64), respectively. We give special attention to the non-conforming part of the semi-discretizations (2.7) and (2.12) describing in detail the procedure adopted to compute the interface terms and the mortar condition $\mathbf{M C}$. In Section 5.2 we compare the DG and Mortar semi-discretizations from the efficiency view point. We remark that in this context the word "efficiency" means both low memory storage and computational time.

### 5.1 Numerical integration

As described in Chapter 2 we supposed $\Omega$ subdivided into $K$ non overlapping subdomains $\Omega_{k}, k=1, \ldots, K$, such that $\bar{\Omega}=\bigcup_{k=1}^{K} \bar{\Omega}_{k}$ with $\Omega_{k} \cap \Omega_{\ell}=\emptyset$ if $k \neq \ell$. Moreover, in each $\Omega_{k}$ we introduce a partitioning $\mathcal{T}_{h_{k}}$, made by quadrilaterals elements $\Omega_{k}^{j}$, with granularity $h_{k}$. We denote by $\Gamma_{j(k)}^{\ell}, \ell=1, \ldots, 4$, the boundary edges of each $\Omega_{k}^{j}$ (see Figure 5.1 (left)).


| $\Omega_{2}^{1}$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- |

Figure 5.1: Left: example of subdomain partitio into $K=3$ subdomains ( $\bar{\Omega}=\bar{\Omega}_{1} \cup \bar{\Omega}_{2} \cup \bar{\Omega}_{3}$ ) with $\bar{\Omega}_{1}=\bigcup_{j=1}^{3} \bar{\Omega}_{1}^{j}, \bar{\Omega}_{2}=\bigcup_{j=1}^{2} \bar{\Omega}_{2}^{j}$ and $\bar{\Omega}_{3}=\bar{\Omega}_{3}^{1}$. Right: edges $\gamma_{1}, \ldots, \gamma_{6}$.

## Interface integrals for the DGSE method

In the DGSE approach the skeleton of the decomposition is defined as the union of elementary components, i.e.,

$$
\mathcal{S}=\bigcup_{k=1}^{K} \partial \Omega_{k} \backslash \partial \Omega=\bigcup_{i=1}^{M} \gamma_{i}
$$

where $\gamma_{i}=\Gamma_{j(k)}^{\ell} \cap \Gamma_{j^{\prime}\left(k^{\prime}\right)}^{\ell^{\prime}}$ for some triples $(j, k, \ell)$ and $\left(j^{\prime}, k^{\prime}, \ell^{\prime}\right)$ with $k \neq k^{\prime}$. To easy the notation we let $\Omega^{+}$and $\Omega^{-}$be two elements that shear the edge $\gamma_{i}$, see Figure 5.2. We recall that the bilinear form $\mathcal{B}(\cdot, \cdot)$ is given by

$$
\mathcal{B}(\mathbf{u}, \mathbf{v})_{\gamma_{i}}=-(\{\underline{\sigma}(\mathbf{u})\}, \llbracket \mathbf{v} \rrbracket)_{\gamma_{i}}+\theta(\llbracket \mathbf{u} \rrbracket,\{\underline{\sigma}(\mathbf{v})\})_{\gamma_{i}}+\eta_{\gamma_{i}}(\llbracket \mathbf{u} \rrbracket, \llbracket \mathbf{v} \rrbracket)_{\gamma_{i}}
$$

cf. (2.8). Using the definition of $\{\cdot\}$ and $\llbracket \cdot \rrbracket$ introduced in (2.4) and (2.5), respectively we have

$$
\begin{aligned}
\mathcal{B}(\mathbf{u}, \mathbf{v})_{\gamma_{i}}= & -\frac{1}{2}\left(\underline{\sigma}\left(\mathbf{u}^{+}\right)+\underline{\sigma}\left(\mathbf{u}^{-}\right), \mathbf{v}^{+} \otimes \mathbf{n}^{+}+\mathbf{v}^{-} \otimes \mathbf{n}^{-}\right)_{\gamma_{i}} \\
& +\frac{\theta}{2}\left(\mathbf{u}^{+} \otimes \mathbf{n}^{+}+\mathbf{u}^{-} \otimes \mathbf{n}^{-}, \underline{\sigma}\left(\mathbf{v}^{+}\right)+\underline{\sigma}\left(\mathbf{v}^{-}\right)\right)_{\gamma_{i}} \\
& +\eta_{\gamma_{i}}\left(\mathbf{u}^{+} \otimes \mathbf{n}^{+}+\mathbf{u}^{-} \otimes \mathbf{n}^{-}, \mathbf{v}^{+} \otimes \mathbf{n}^{+}+\mathbf{v}^{-} \otimes \mathbf{n}^{-}\right)_{\gamma_{i}}
\end{aligned}
$$

The above integrals are computed for each element $\Omega^{+}$of the meso decomposition that has an edge $\gamma_{i} \in \mathcal{S}$. So when we look to $\gamma_{i}$ from $\Omega^{+}$we consider only the contributions

$$
\begin{align*}
\mathcal{B}(\mathbf{u}, \mathbf{v})_{\gamma_{i}}= & -\frac{1}{2}\left(\underline{\sigma}\left(\mathbf{u}^{+}\right)+\underline{\sigma}\left(\mathbf{u}^{-}\right), \mathbf{v}^{+} \otimes \mathbf{n}^{+}\right)_{\gamma_{i}} \\
& +\frac{\theta}{2}\left(\mathbf{u}^{+} \otimes \mathbf{n}^{+}+\mathbf{u}^{-} \otimes \mathbf{n}^{-}, \underline{\sigma}\left(\mathbf{v}^{+}\right)\right)_{\gamma_{i}} \\
& +\eta_{\gamma_{i}}\left(\mathbf{u}^{+} \otimes \mathbf{n}^{+}+\mathbf{u}^{-} \otimes \mathbf{n}^{-}, \mathbf{v}^{+} \otimes \mathbf{n}^{+}\right)_{\gamma_{i}} \tag{5.1}
\end{align*}
$$

while when we look to $\gamma_{i}$ from $\Omega^{-}$we compute

$$
\begin{align*}
\mathcal{B}(\mathbf{u}, \mathbf{v})_{\gamma_{i}}= & -\frac{1}{2}\left(\underline{\sigma}\left(\mathbf{u}^{+}\right)+\underline{\sigma}\left(\mathbf{u}^{-}\right), \mathbf{v}^{-} \otimes \mathbf{n}^{-}\right)_{\gamma_{i}} \\
& +\frac{\theta}{2}\left(\mathbf{u}^{+} \otimes \mathbf{n}^{+}+\mathbf{u}^{-} \otimes \mathbf{n}^{-}, \underline{\sigma}\left(\mathbf{v}^{-}\right)\right)_{\gamma_{i}} \\
& +\eta_{\gamma_{i}}\left(\mathbf{u}^{+} \otimes \mathbf{n}^{+}+\mathbf{u}^{-} \otimes \mathbf{n}^{-}, \mathbf{v}^{-} \otimes \mathbf{n}^{-}\right)_{\gamma_{i}} \tag{5.2}
\end{align*}
$$

Now, as a reference example, we consider the integral $\left(\underline{\sigma}\left(\mathbf{u}^{+}\right)+\underline{\sigma}\left(\mathbf{u}^{-}\right), \mathbf{v}^{+} \otimes \mathbf{n}^{+}\right)_{\gamma_{i}}$. All the other terms in (5.1) and (5.2) can be treated similarly. By choosing as a test function $\mathbf{v}=\left(\Psi_{i}^{1}, \Psi_{i}^{2}\right)^{\top}$ we have

$$
\begin{aligned}
\left(\underline{\sigma}\left(\mathbf{u}^{+}\right)+\underline{\sigma}\left(\mathbf{u}^{-}\right), \mathbf{v}^{+} \otimes \mathbf{n}^{+}\right)_{\gamma_{i}} & =\left(\sigma_{11}\left(\mathbf{u}^{+}\right), \Psi_{i}^{1,+} n^{1,+}\right)_{\gamma_{i}}+\left(\sigma_{12}\left(\mathbf{u}^{+}\right), \Psi_{i}^{1,+} n^{2,+}\right)_{\gamma_{i}} \\
& +\left(\sigma_{21}\left(\mathbf{u}^{+}\right), \Psi_{i}^{2,+} n^{1,+}\right)_{\gamma_{i}}+\left(\sigma_{22}\left(\mathbf{u}^{+}\right), \Psi_{i}^{2,+} n^{2,+}\right)_{\gamma_{i}} \\
& =\left(\sigma_{11}\left(\mathbf{u}^{-}\right), \Psi_{i}^{1,+} n^{1,+}\right)_{\gamma_{i}}+\left(\sigma_{12}\left(\mathbf{u}^{-}\right), \Psi_{i}^{1,+} n^{2,+}\right)_{\gamma_{i}} \\
& +\left(\sigma_{21}\left(\mathbf{u}^{-}\right), \Psi_{i}^{2,+} n^{1,+}\right)_{\gamma_{i}}+\left(\sigma_{22}\left(\mathbf{u}^{-}\right), \Psi_{i}^{2,+} n^{2,+}\right)_{\gamma_{i}}
\end{aligned}
$$

for $i=a^{+}, \ldots, b^{+}$, with $a^{+}, b^{+}$positive integers (depending on the unknowns numeration). Then, noticing that

$$
\begin{aligned}
\sigma_{11}\left(\mathbf{u}^{ \pm}\right) & =\{\lambda+2 \mu\}_{A} \frac{\partial u_{1}^{ \pm}}{\partial x_{1}}+\{\lambda\}_{A} \frac{\partial u_{2}^{ \pm}}{\partial x_{2}} \\
\sigma_{12}\left(\mathbf{u}^{ \pm}\right) & =\{\mu\}_{A}\left(\frac{\partial u_{1}^{ \pm}}{\partial x_{2}}+\frac{\partial u_{2}^{ \pm}}{\partial x_{1}}\right), \\
\sigma_{21}\left(\mathbf{u}^{ \pm}\right) & =\{\mu\}_{A}\left(\frac{\partial u_{2}^{ \pm}}{\partial x_{1}}+\frac{\partial u_{1}^{ \pm}}{\partial x_{2}}\right), \\
\sigma_{22}\left(\mathbf{u}^{ \pm}\right) & =\{\lambda+2 \mu\}_{A} \frac{\partial u_{2}^{ \pm}}{\partial x_{2}}+\{\lambda\}_{A} \frac{\partial u_{1}^{ \pm}}{\partial x_{1}},
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\left(\underline{\sigma}\left(\mathbf{u}^{+}\right), \mathbf{v}^{+} \otimes \mathbf{n}^{+}\right)_{\gamma_{i}}= & \sum_{j=a^{+}}^{b^{+}} U_{j}^{1,+}\left\{c_{1}\left(\frac{\partial \Psi_{j}^{1,+}}{\partial x_{1}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}+c_{2}\left(\frac{\partial \Psi_{j}^{1,+}}{\partial x_{1}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}\right. \\
& \left.+c_{3}\left(\frac{\partial \Psi_{j}^{1,+}}{\partial x_{2}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}+c_{4}\left(\frac{\partial \Psi_{j}^{1,+}}{\partial x_{2}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}\right\} \\
+ & \sum_{j=a^{+}}^{b^{+}} U_{j}^{2,+}\left\{c_{5}\left(\frac{\partial \Psi_{j}^{2,+}}{\partial x_{2}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}+c_{2}\left(\frac{\partial \Psi_{j}^{2,+}}{\partial x_{2}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}\right. \\
& \left.+c_{3}\left(\frac{\partial \Psi_{j}^{2,+}}{\partial x_{1}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}+c_{4}\left(\frac{\partial \Psi_{j}^{2,+}}{\partial x_{1}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}\right\} .
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\underline{\sigma}\left(\mathbf{u}^{-}\right), \mathbf{v}^{+} \otimes \mathbf{n}^{+}\right)_{\gamma_{i}}= & \sum_{j=a^{-}}^{b^{-}} U_{j}^{1,-}\left\{c_{1}\left(\frac{\partial \Psi_{j}^{1,-}}{\partial x_{1}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}+c_{2}\left(\frac{\partial \Psi_{j}^{1,-}}{\partial x_{1}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}\right. \\
& \left.+c_{3}\left(\frac{\partial \Psi_{j}^{1,-}}{\partial x_{2}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}+c_{4}\left(\frac{\partial \Psi_{j}^{1,-}}{\partial x_{2}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}\right\} \\
+ & \sum_{j=a^{-}}^{b_{j}^{-}} U_{j}^{2,-}\left\{c_{5}\left(\frac{\partial \Psi_{j}^{2,-}}{\partial x_{2}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}+c_{2}\left(\frac{\partial \Psi_{j}^{2,-}}{\partial x_{2}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}\right. \\
& \left.+c_{3}\left(\frac{\partial \Psi_{j}^{2,-}}{\partial x_{1}}, \Psi_{i}^{1,+}\right)_{\gamma_{i}}+c_{4}\left(\frac{\partial \Psi_{j}^{2,-}}{\partial x_{1}}, \Psi_{i}^{2,+}\right)_{\gamma_{i}}\right\} .
\end{aligned}
$$

with $a^{-}, b^{+}$positive integer (depending on the unknowns numeration) and

$$
\begin{aligned}
& c_{1}=\{\lambda+2 \mu\}_{A} n^{1,+}, \\
& c_{2}=\{\lambda\}_{A} n^{2,+}, \\
& c_{3}=\{\mu\}_{A} n^{2,+}, \\
& c_{4}=\{\mu\}_{A} n^{1,+}, \\
& c_{5}=\{\lambda+2 \mu\}_{A} n^{2,+} .
\end{aligned}
$$

Now, the key point is how to compute the quantities

$$
\begin{equation*}
\left(\frac{\partial \Psi_{j}^{ \pm}}{\partial x_{1}}, \Psi_{i}^{+}\right)_{\gamma_{i}} \quad \text { and } \quad\left(\frac{\partial \Psi_{j}^{ \pm}}{\partial x_{2}}, \Psi_{i}^{+}\right)_{\gamma_{i}} \tag{5.3}
\end{equation*}
$$

In order to do that, we recall that the any element $\Omega$ is the image through a bilinear map $\mathbf{F}$ of the reference element $\widehat{\Omega}=(-1,1)^{2}$. This means that the physical variables $\left(x_{1}, x_{2}\right) \in \Omega$ depends on the local variables $(\xi, \eta) \in \widehat{\Omega}$ through $\mathbf{F}$, i.e. $\mathbf{F}(\xi, \eta)=$ $\left(x_{1}(\xi, \eta), x_{2}(\xi, \eta)\right)$. Therefore, it holds

$$
\begin{aligned}
& \frac{\partial \Psi_{i}}{\partial \xi}=\frac{\partial x_{1}}{\partial \xi} \frac{\partial \Psi_{i}}{\partial x_{1}}+\frac{\partial x_{1}}{\partial \xi} \frac{\partial \Psi_{i}}{\partial x_{2}}, \\
& \frac{\partial \Psi_{i}}{\partial \eta}=\frac{\partial x_{1}}{\partial \eta} \frac{\partial \Psi_{i}}{\partial x_{1}}+\frac{\partial x_{2}}{\partial \eta} \frac{\partial \Psi_{i}}{\partial x_{2}},
\end{aligned}
$$

or, in matrix form,

$$
\left[\begin{array}{l}
\frac{\partial \Psi_{i}}{\partial \xi}  \tag{5.4}\\
\frac{\partial \Psi_{i}}{\partial \eta}
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial x_{1}}{\partial \xi} & \frac{\partial x_{2}}{\partial \xi} \\
\frac{\partial x_{1}}{\partial \eta} & \frac{\partial x_{2}}{\partial \eta}
\end{array}\right]\left[\begin{array}{l}
\frac{\partial \Psi_{i}}{\partial x_{1}} \\
\frac{\partial \Psi_{i}}{\partial x_{2}}
\end{array}\right]=J\left[\begin{array}{l}
\frac{\partial \Psi_{i}}{\partial x_{1}} \\
\frac{\partial \Psi_{i}}{\partial x_{2}}
\end{array}\right],
$$

where

$$
J=\frac{\partial x_{1}}{\partial \xi} \frac{\partial x_{2}}{\partial \eta}-\frac{\partial x_{1}}{\partial \eta} \frac{\partial x_{2}}{\partial \xi}
$$

is the Jacobian of the map $\mathbf{F}$. From (5.4) we derive

$$
\begin{aligned}
& \frac{\partial \Psi_{i}}{\partial x_{1}}=\left(\frac{\partial x_{2}}{\partial \eta} \frac{\partial \Psi_{i}}{\partial \xi}-\frac{\partial x_{2}}{\partial \xi} \frac{\partial \Psi_{i}}{\partial \eta}\right) / J \\
& \frac{\partial \Psi_{i}}{\partial x_{2}}=\left(\frac{\partial x_{1}}{\partial \xi} \frac{\partial \Psi_{i}}{\partial \eta}-\frac{\partial x_{1}}{\partial \eta} \frac{\partial \Psi_{i}}{\partial \xi}\right) / J
\end{aligned}
$$

Then the integrals (5.3) becomes

$$
\begin{aligned}
\int_{\gamma_{i}} \frac{\partial \Psi_{j}^{ \pm}}{\partial x_{1}} \Psi_{i}^{+} & =\int_{\widehat{\gamma_{i}}}\left(\frac{\partial x_{2}^{ \pm}}{\partial \eta} \frac{\partial \Psi_{j}^{ \pm}}{\partial \xi}-\frac{\partial x_{2}^{ \pm}}{\partial \xi} \frac{\partial \Psi_{j}^{ \pm}}{\partial \eta}\right) \Psi_{i}^{+} \\
\int_{\gamma_{i}} \frac{\partial \Psi_{j}^{ \pm}}{\partial x_{2}} \Psi_{i}^{+} & =\int_{\widehat{\gamma_{i}}}\left(\frac{\partial x_{1}^{ \pm}}{\partial \xi} \frac{\partial \Psi_{j}^{ \pm}}{\partial \eta}-\frac{\partial x_{1}^{ \pm}}{\partial \eta} \frac{\partial \Psi_{j}^{ \pm}}{\partial \xi}\right) \Psi_{i}^{+}
\end{aligned}
$$

where $\gamma_{i}=\mathbf{F}\left(\widehat{\gamma}_{i}\right)$. Now, to compute the above integrals we use a GLL quadrature rule with $N^{*}$ nodes. Here $N^{*}$ is chosen so that the resulting formula is exact for the integrand under consideration. Therefore we have

$$
\begin{align*}
& A=\int_{\widehat{\gamma_{i}}}\left(\frac{\partial x_{2}^{ \pm}}{\partial \eta} \frac{\partial \Psi_{j}^{ \pm}}{\partial \xi}-\frac{\partial x_{2}^{ \pm}}{\partial \xi} \frac{\partial \Psi_{j}^{ \pm}}{\partial \eta}\right) \Psi_{i}^{+}=\frac{\left|\widehat{\gamma}_{i}\right|}{2} \sum_{k=1}^{N^{*}}\left(\frac{\partial x_{2}^{ \pm}}{\partial \eta} \frac{\partial \Psi_{j}^{ \pm}}{\partial \xi}-\frac{\partial x_{2}^{ \pm}}{\partial \xi} \frac{\partial \Psi_{j}^{ \pm}}{\partial \eta}\right)\left(\mathbf{p}_{k}\right) \Psi_{i}^{+}\left(\mathbf{p}_{k}\right) w_{k}  \tag{5.5}\\
& B=\int_{\widehat{\gamma_{i}}}\left(\frac{\partial x_{1}^{ \pm}}{\partial \xi} \frac{\partial \Psi_{j}^{ \pm}}{\partial \eta}-\frac{\partial x_{1}^{ \pm}}{\partial \eta} \frac{\partial \Psi_{j}^{ \pm}}{\partial \xi}\right) \Psi_{i}^{+}=\frac{\left|\widehat{\gamma_{i}}\right|}{2} \sum_{k=1}^{N^{*}}\left(\frac{\partial x_{1}^{ \pm}}{\partial \xi} \frac{\partial \Psi_{j}^{ \pm}}{\partial \eta}-\frac{\partial x_{1}^{ \pm}}{\partial \eta} \frac{\partial \Psi_{j}^{ \pm}}{\partial \xi}\right)\left(\mathbf{p}_{k}\right) \Psi_{i}^{+}\left(\mathbf{p}_{k}\right) w_{k} \tag{5.6}
\end{align*}
$$



Figure 5.2: Domain decomposition for DGSE discretizations. In this case $\bar{\gamma}_{i}=\partial \bar{\Omega}^{+} \cap \partial \bar{\Omega}^{-}$. Bilinear maps $\mathbf{F}^{+}, \mathbf{F}^{-}$used to map $\Omega^{+}$and $\Omega^{-}$to the reference element $\widehat{\Omega}$.



Figure 5.3: Example of domain decomposition with MSE method. In this case $\mathcal{S}=\gamma_{1}^{-} \cup \gamma_{2}^{-}$.
where $\{\mathbf{p}, w\}$ are the quadrature nodes and weights respectively. We remark that if $N^{+}$, resp. $N^{-}$, is the polynomial degree in $\Omega^{+}$, resp. $\Omega^{-}$each function $\Psi_{j}^{ \pm}$, and $\Psi_{i}^{+}$, is obtained by tensor product of monodimensional polynomial functions of degree $N^{+}$, resp. $N^{-}$, i.e.,

$$
\begin{aligned}
\Psi_{j}^{ \pm}(\xi, \eta) & =\phi_{r}^{ \pm}(\xi) \phi_{s}^{ \pm}(\eta), \\
\Psi_{i}^{+}(\xi, \eta) & \text { with } j=(s-1) N^{ \pm}+r \\
\phi_{m}^{+}(\xi) \phi_{n}^{+}(\eta), & \text { with } i=(n-1) N^{+}+m .
\end{aligned}
$$

Moreover, setting $\mathbf{p}_{k}=\left(p_{k}^{ \pm}, q_{k}^{ \pm}\right)$, (5.5)-(5.6) have to be intended as

$$
\begin{aligned}
& A=\frac{\mid \widehat{\gamma} i}{2} \sum_{k=1}^{N^{*}}\left(\frac{\partial x_{2}^{ \pm}}{\partial \eta}\left(p_{k}^{ \pm}\right) \frac{\partial \phi_{r}^{ \pm}}{\partial \xi}\left(p_{k}^{ \pm}\right) \phi_{s}^{ \pm}\left(q_{k}^{ \pm}\right)-\frac{\partial x_{2}^{ \pm}}{\partial \xi}\left(q_{k}^{ \pm}\right) \phi_{r}^{ \pm}\left(p_{k}^{ \pm}\right) \frac{\partial \phi_{s}^{ \pm}}{\partial \eta}\left(q_{k}^{ \pm}\right)\right) \phi_{m}^{+}\left(p_{k}^{+}\right) \phi_{n}^{+}\left(q_{k}^{+}\right) w_{k}, \\
& B=\frac{\left|\widehat{\gamma_{i}}\right|}{2} \sum_{k=1}^{N^{*}}\left(\frac{\partial x_{1}^{ \pm}}{\partial \xi}\left(q_{k}^{ \pm}\right) \phi_{r}^{ \pm}\left(p_{k}^{ \pm}\right) \frac{\partial \phi_{s}^{ \pm}}{\partial \eta}\left(q_{k}^{ \pm}\right)-\frac{\partial x_{1}^{ \pm}}{\partial \eta}\left(p_{k}^{ \pm}\right) \frac{\partial \phi_{r}^{ \pm}}{\partial \xi}\left(p_{k}^{ \pm}\right) \phi_{s}^{ \pm}\left(q_{k}^{ \pm}\right)\right) \phi_{m}^{+}\left(p_{k}^{+}\right) \phi_{n}^{+}\left(q_{k}^{+}\right) w_{k},
\end{aligned}
$$

Since $\mathbf{F}^{ \pm}$is not invertible, to define the GLL points $\mathbf{p}$ on the segment $\widehat{\gamma}_{i}$ we define the quadrature point on the edge $\gamma_{i}$ and then we use the Newton-Raphson algorithm [91] to find their corresponding position on the reference element.

## Mortar condition for the MSE method

In this section we describe how the mortar condition MC, introduced in Section 2.2, is implemented in practice. We recall that in the MSE approach the skeleton $\mathcal{S}$ of the
decomposition has a dual description made by master or slave edges, i.e.,

$$
\mathcal{S}=\bigcup_{m \text { master }} \gamma_{m}^{+}=\bigcup_{\text {sslave }} \gamma_{s}^{-},
$$

and that MC holds for the slave part of $\mathcal{S}$. Moreover, each $\gamma_{s}^{-}$is a complete edge of a subdomains $\Omega_{k}$, for $k=1, \ldots, K$.
In this context, the crucial point is the definition of a basis for the space of multipliers

$$
\boldsymbol{\Lambda}_{\delta}(\mathcal{S})=\bigoplus_{\text {slave }} \boldsymbol{\Lambda}_{\delta}\left(\gamma_{s}^{-}\right)
$$

Since MC applies separately for the components $u^{1}, u^{2}$ of the displacement $\mathbf{u}$, see Section 2.4, here and in the sequel we consider only the first component $u^{1}$ and drop the superscripts. According to the notation introduced in Section 5.1, in each element $\Omega_{k}^{j}$ the displacement $u$ can be written as

$$
u\left(x_{1}(\xi, \eta), x_{2}(\xi, \eta)\right)=\sum_{j=1}^{\left(N_{k}+1\right)^{2}} U_{j} \Psi_{j}(\xi, \eta)=\sum_{m, n=1}^{N_{k}+1} U_{m, n} \phi_{m}(\xi) \phi_{n}(\eta)
$$

where $\phi_{m}$ and $\phi_{n}$ are the one dimensional Lagrangian interpolants of order $N_{k}$, defined by

$$
\begin{equation*}
\phi_{m}^{N_{k}}(\xi)=\frac{-L_{N_{k}}^{\prime}(\xi)\left(1-\xi^{2}\right)}{N_{k}\left(N_{k}-1\right) L_{N_{k}}\left(p_{m}^{N_{k}}\right)\left(\xi-p_{m}^{N_{k}}\right)}, \quad m=1, \ldots, N_{k}+1 . \tag{5.7}
\end{equation*}
$$

$\phi_{m}^{N_{k}} \in Q^{N_{k}}([-1,1]), \phi_{m}^{N_{k}}\left(p_{\ell}\right)=\delta_{m \ell}, m, \ell=1, \ldots, N_{k}+1$, and $L_{N_{k}}$ is the Legendre polynomial of order $N_{k}$. The points $p_{\ell}$ are the GLL points of order $N_{k}$.
For each element edge $\Gamma_{j(k)}^{\ell}$ such that $\partial \Omega_{k}^{j}=\bigcup_{\ell=1}^{4} \Gamma_{j(k)}^{\ell}$, it is possible to expand $u$ as:

$$
u\left(x_{1}(\xi), x_{2}(\xi)\right)=\sum_{m=1}^{N_{k}+1} U_{m} \phi_{m}^{N_{k}}(\xi)
$$

where $x_{1}(\xi), x_{2}(\xi)$ represents the coordinate transformation restricted to $\Gamma_{j(k)}^{\ell}$. To define a basis for the space $\Lambda_{\delta}\left(\gamma_{s}^{-}\right)$we detect whether the end points of $\gamma_{s}^{-}$coincide with the end points of $\Gamma_{j(k)}^{\ell}$, since nodal values on the vertices of $\gamma_{s}^{-}$are master unknowns. Depending on that we have to choose projection polynomials of order one or two, less than the Legendre function (5.7) of order $N_{k}$. Moreover, to avoid loosing the diagonality in the left hand side of the projection (2.62), we have:

1. If $\gamma_{s}^{-}=\Gamma_{j(k)}^{\ell}$ a basis for $\Lambda_{\delta}\left(\gamma_{s}^{-}\right)$is a set of $N_{k}-1$ polynomials of order $N_{k}-2$, which has the form

$$
\widehat{\phi}_{m}^{N_{k}-2}(\xi)=\frac{-L_{N_{k}}^{\prime}(\xi)\left(1-p_{m}^{N_{k}}\right)\left(1+p_{m}^{N_{k}}\right)}{N_{k}\left(N_{k}-1\right) L_{N_{k}}\left(p_{m}^{N_{k}}\right)\left(\xi-p_{m}^{N_{k}}\right)}, \quad m=2, \ldots, N_{k}
$$

where $p_{m}, m=2, \ldots, N_{k}$ are the GLL points, cf. Section 2.2.
2. In the general case when $\gamma_{s}^{-}=\bigcup_{j=1}^{J} \Gamma_{j(k)}^{\ell}$, with $J>1$ the basis for $\Lambda_{\delta}\left(\gamma_{s}^{-}\right)$consist of the union of basis functions for all edges $\Gamma_{j(k)}^{\ell}$.
For an edge that does not share any end points with the mortar, the basis is a set of $N_{K}+1$ Lagrangian interpolants of order $N_{k}$ :

$$
\widehat{\phi}_{m}^{N_{k}}=\phi_{m}^{N_{k}}, \quad m=1, \ldots, N_{k}+1
$$

In the last case when an edge $\Gamma_{j(k)}^{\ell}$ shares only one end point with a mortar $\gamma_{s}^{-}$, the basis functions are polynomials of order $N_{k}-1$. If the end point corresponds to $p_{1}=-1$, the polynomials are:

$$
\widehat{\phi}_{m}^{N_{k}-1}(\xi)=\frac{-L_{N_{k}}^{\prime}(\xi)(1-\xi)\left(1+p_{m}^{N_{k}}\right)}{N_{k}\left(N_{k}-1\right) L_{N_{k}}\left(p_{m}^{N_{k}}\right)\left(\xi-p_{m}^{N_{k}}\right)}, \quad m=2, \ldots, N_{k}+1
$$

Otherwise, if the end point corresponds to $p_{N_{k}+1}=1$ the polynomials are:

$$
\widehat{\phi}_{m}^{N_{k}-1}(\xi)=\frac{-L_{N_{k}}^{\prime}(\xi)\left(1-p_{m}^{N_{k}}\right)(1+\xi)}{N_{k}\left(N_{k}-1\right) L_{N_{k}}\left(p_{m}^{N_{k}}\right)\left(\xi-p_{m}^{N_{k}}\right)}, \quad m=1, \ldots, N_{k}
$$

Since, we use the Lagrangian interpolants through GLL points, the functions $\phi_{m}$ defined above, satisfy the relation $\phi_{m}\left(p_{n}\right)=\delta_{m n}$ for all nodal points $p_{n}$, except those that coincide with the end points of the mortar, see Figure 5.4.

In order to see how this definition reflects on the computation of MC let us consider as a reference case the one illustrated in Figure 5.3 , where $\mathcal{S}=\gamma_{1}^{-} \cup \gamma_{2}^{-}$with

$$
\begin{aligned}
& \gamma_{1}^{-}=\Gamma_{1(1)}^{1} \cup \Gamma_{2(1)}^{1} \cup \Gamma_{3(1)}^{1} \\
& \gamma_{2}^{-}=\Gamma_{1(3)}^{2}
\end{aligned}
$$

In this configuration, we obtain

1. $\int_{\gamma_{1}^{-}}\left(u_{1}-u_{2}\right) \widehat{\phi}=0 \quad \forall \widehat{\phi} \in \widehat{\Lambda}_{\delta}\left(\gamma_{1}^{-}\right)$,
2. $\int_{\gamma_{2}^{-}}\left(u_{3}-u_{1}-u_{2}\right) \widehat{\phi}=0 \quad \forall \widehat{\phi} \in \widehat{\Lambda}_{\delta}\left(\gamma_{2}^{-}\right)$.


Figure 5.4: Mortar edge basis functions on the reference element $(-1,1)$ for different configurations: (a) $N_{k}=2$, (b) $N_{k}=3$ and (c) $N_{k}=4$. Edge $\gamma_{i}^{-}$sharing no end points with the mortar edge (left), the left end point with the mortar edge (middle) and both end points with the mortar edge (right).


Figure 5.5: Unknowns reordering for Condition 1.

Since $\widehat{\Lambda}_{\delta}\left(\gamma_{1}^{-}\right)=\widehat{\Lambda}_{\delta}\left(\Gamma_{1(1)}^{1}\right) \oplus \widehat{\Lambda}_{\delta}\left(\Gamma_{2(1)}^{1}\right) \oplus \widehat{\Lambda}_{\delta}\left(\Gamma_{3(1)}^{1}\right)$ each function $\widehat{\phi} \in \widehat{\Lambda}_{\delta}\left(\gamma_{1}^{-}\right)$can be written as

$$
\widehat{\phi}=\widehat{\phi}^{1}+\widehat{\phi}^{2}+\widehat{\phi}^{3},
$$

with $\widehat{\phi}^{j} \in \widehat{\Lambda}_{\delta}\left(\Gamma_{j(1)}^{1}\right)$ and with $\operatorname{supp}\left(\widehat{\phi}^{j}\right) \subset \Gamma_{j(1)}^{1}$ for $j=1,2,3$. According to these definitions $\widehat{\phi}^{1}, \widehat{\phi}^{2}$ and $\widehat{\phi}^{3}$ are polynomials of degree $N_{1}-1, N_{1}$ and $N_{1}-1$, respectively. Setting $u_{k}^{j}=u_{\Omega_{\Omega_{k}^{j}}}$ we can rewrite Condition 1., as

$$
\begin{equation*}
\int_{\Gamma_{1(1)}^{1}}\left(u_{1}^{1}-u_{2}^{1}\right) \hat{\phi}^{1}+\int_{\Gamma_{2(1)}^{1} \cap \Gamma_{1(2)}^{3}}\left(u_{1}^{2}-u_{2}^{1}\right) \widehat{\phi}^{2}+\int_{\Gamma_{2(1)}^{1} \cap \Gamma_{2(2)}^{3}}\left(u_{1}^{2}-u_{2}^{2}\right) \widehat{\phi}^{2}+\int_{\Gamma_{3(1)}^{1}}\left(u_{1}^{3}-u_{2}^{2}\right) \widehat{\phi}^{3}=0 . \tag{5.8}
\end{equation*}
$$

Substituting the expression of $u_{k}^{j}$ in terms of the basis functions introduced before, and computing the integral as we are going to explain in a moment, we obtain the projection matrix $\underline{Q}_{1}$ related to the mortar $\gamma_{1}^{-}$. For simplicity let us consider the first term in (5.8) and let us suppose that the left end point of $\gamma_{1}^{-}$corresponds to $p_{1}=-1$ in the reference interval $[-1,1]$. For each $\widehat{\phi}_{i}^{1} \in \widehat{\Lambda}_{\delta}\left(\Gamma_{1(1)}^{1}\right)$ it holds

$$
\begin{equation*}
\int_{\Gamma_{1(1)}^{1}}\left(u_{1}^{1}-u_{2}^{1}\right) \widehat{\phi}_{i}^{1}=\sum_{j=1}^{N_{1}+1} U_{1, j}^{1} \int_{\Gamma_{1(1)}^{1}} \phi_{j}^{1} \widehat{\phi}_{i}^{1}-\sum_{j=1}^{N_{2}+1} U_{1, j}^{2} \int_{\Gamma_{1(1)}^{1}} \phi_{j}^{2} \widehat{\phi}_{i}^{1}=0 \quad \text { for } i=2, \ldots, N_{1}+1, \tag{5.9}
\end{equation*}
$$

or equivalently

$$
\sum_{j=2}^{N_{1}+1} U_{1, j}^{1} \int_{\Gamma_{1(1)}^{1}} \phi_{j}^{1} \widehat{\phi}_{i}^{1}=\sum_{j=1}^{N_{2}+1} U_{1, j}^{2} \int_{\Gamma_{1(1)}^{1}} \phi_{j}^{2} \widehat{\phi}_{i}^{1}-U_{1,1}^{1} \int_{\Gamma_{1(1)}^{1}} \phi_{1}^{1} \widehat{\phi}_{i}^{1} \quad \text { for } i=2, \ldots, N_{1}+1
$$



Figure 5.6: Definition of the mortar offset $s_{0}$ for different master-slave configurations. In the considered case $\Gamma_{s l}=\widehat{\gamma}=\Gamma_{1(1)}^{1}, \Gamma_{m s}=\Gamma_{1(2)}^{3}$ and $s_{0}<0$.
where we have ordered the unknowns as in Figure 5.5. To compute the integral on the left end side, we map the segment $\Gamma_{1(1)}^{1}$ onto $[-1,1]$ and we introduce the set of $N_{1}+1$ GLL nodes and weights $\left\{p_{k}, \omega_{k}\right\}$. Since $\phi_{j}^{1}\left(p_{k}\right)=\delta_{j k}$, for $j, k=1, \ldots, N_{1}+1$, we obtain

$$
\int_{\Gamma_{1(1)}^{1}} \phi_{j}^{1} \widehat{\phi}_{i}^{1}=\frac{\left|\Gamma_{1(1)}^{1}\right|}{2} \sum_{k=1}^{N_{1}+1} \phi_{j}^{1}\left(p_{k}\right) \widehat{\phi}_{i}^{1}\left(p_{k}\right) \omega_{k}=\frac{\left|\Gamma_{1(1)}^{1}\right|}{2} \delta_{j k} \widehat{\phi}_{i}^{1}\left(p_{k}\right) \omega_{k} \quad \text { for } i=2, \ldots, N_{1}+1
$$

The diagonal form of the matrix $\underline{\mathrm{R}}_{\text {int }}$ is thus preserved, see Section 2.4:

$$
\underline{\mathrm{R}}_{i n t}(i, j)=\frac{\left|\Gamma_{1(1)}^{1}\right|}{2} \delta_{i j} \omega_{j}, \quad \text { for } i, j=2, \ldots, N_{1}+1 .
$$

On the other hand to compute $\int_{\Gamma_{1(1)}^{1}} \phi_{j}^{2} \widehat{\phi}_{i}^{1}$ we need to introduce the notions of mortar offset $s_{0}[16,19]$, see Figure 5.6. Then, the integral becomes

$$
\begin{equation*}
\int_{\Gamma_{1(1)}^{1}} \phi_{j}^{2} \widehat{\phi}_{i}^{1}=\frac{\left|\Gamma_{1(1)}^{1}\right|}{2} \sum_{k=1}^{N^{*}} \phi_{j}^{2}\left(r\left(p_{k}\right)\right) \widehat{\phi}_{i}^{1}\left(s\left(p_{k}\right)\right) \omega_{k} \quad \text { for } i=2, \ldots, N_{1}+1 \tag{5.10}
\end{equation*}
$$

where $N^{*}$ is chosen such that the quadrature rule is exact for the set of polynomials under consideration. In (5.10) we introduce the coordinate transformations $r(\cdot)$ and $s(\cdot)$ for the master and the slave part of $\Gamma_{1(1)}^{1}$ respectively, i.e.,

$$
r\left(p_{k}\right)=\left\{\begin{aligned}
\frac{2\left|s_{0}\right|}{\left|\Gamma_{m s}\right|}-1+\left(1+p_{k}\right) \frac{\left|\Gamma_{s l}\right|}{\left|\Gamma_{m s}\right|} & \text { if } s_{0}<0 \\
-1+\left(1+p_{k}\right) \frac{|\widehat{\gamma}|}{\left|\Gamma_{m s}\right|} & \text { if } s_{0}>0
\end{aligned}\right.
$$

and

$$
s\left(p_{k}\right)=\left\{\begin{aligned}
-1+\left(1+p_{k}\right) \frac{|\hat{\gamma}|}{\left|\Gamma_{s l}\right|} & \text { if } s_{0}<0 \\
\frac{2 s_{0}}{\left|\Gamma_{s l}\right|}-1+\left(1+p_{k}\right) \frac{|\widehat{\gamma}|}{\left|\Gamma_{s l}\right|} & \text { if } s_{0}>0
\end{aligned}\right.
$$

To compute all the remaining integrals in (5.8) we proceed similarly, paying attention to the definition of the mortar spaces $\widehat{\Lambda}_{\delta}\left(\Gamma_{2(1)}^{1}\right)$ and $\widehat{\Lambda}_{\delta}\left(\Gamma_{3(1)}^{1}\right)$.
To impose Condition 2., we observe that since $\Gamma_{1(3)}^{2}$ shares both end point of $\gamma_{2}^{-}$the functional space $\widehat{\Lambda}_{\delta}\left(\gamma_{2}^{-}\right)=\operatorname{span}\left\{\widehat{\phi}_{i}\right\}, i=2, \ldots, N_{3}$, where $\widehat{\phi}_{i} \in \mathrm{Q}^{N_{3}-2}\left(\gamma_{2}^{-}\right)$. Then, it holds that

$$
\int_{\gamma_{2}^{-}}\left(u_{3}-u_{1}-u_{2}\right) \widehat{\phi}_{i}=\int_{\gamma_{2}^{-}}\left(u_{3}^{1}-u_{1}^{3}-u_{2}^{2}\right) \widehat{\phi}_{i},
$$

and finally

$$
\begin{aligned}
\sum_{j=2}^{N_{3}} U_{3, j}^{1} \int_{\gamma_{2}^{-}} \phi_{j}^{3} \widehat{\phi}_{i}= & \sum_{j=1}^{N_{1}+1} U_{1, j}^{3} \int_{\gamma_{1}^{+}} \phi_{j}^{1} \widehat{\phi}_{i}+\sum_{j=1}^{N_{2}+1} U_{2, j}^{2} \int_{\gamma_{2}^{+}} \phi_{j}^{2} \widehat{\phi}_{i} \\
& -U_{3,1}^{1} \int_{\gamma_{2}^{-}} \phi_{1}^{3} \widehat{\phi}_{i}-U_{3, N_{3}+1}^{1} \int_{\gamma_{2}^{-}} \phi_{N_{3}+1}^{3} \widehat{\phi}_{i} \quad \text { for } i=2, \ldots, N_{3}
\end{aligned}
$$

Now, the above integrals are computed as before.

### 5.2 Implementation details

In this section we describe the flowchart of the developed numerical code. The guidelines can be followed also in three dimensional problems in conjunction with ad-hoc strategies for parallel computations.
We refer to the general problem (1.1) with viscous forcing terms and the corresponding algebraic linear systems introduced in Section 2.4. After setting the initial condition $\mathbf{U}(0)=\mathbf{u}_{0}$ and $\mathbf{V}(0)=\mathbf{u}_{1}$, we build the skeleton $\mathcal{S}$ as explained in (2.3)-(2.9) for the DGSE or the MSE approaches respectively.
Next,

- we compute all the matrix defined in (2.74)-(2.75),
- we stored them using a sparse format, since they show a highly sparse pattern,
- we solve the resulting ODE system using a time integration scheme choosing between LF, RK4 or IM, see Chapter 3.

In Algorithm 1 we summarize the DG solution scheme.
We recall that, when using explicit LF or RK4 methods at each discrete time $t_{n}$, the matrix of the system is diagonal. On the other hand, the CFL condition has to be respected and therefore a large number of time steps is required to compute the approximated solution. When considering the IM method, larger time steps are allowed and the final time $T$ can be reached in few iteration. However at each discrete time $t_{n}$ the solution of the resulting (ill-conditioned) linear system of equations is needed. In these cases, suitable preconditioners are mandatory (especially for three dimensional problems).

In the mortar solution scheme, see Algorithm 2, a further step is required in order to identify the master and the slave decomposition of $\mathcal{S}$. Moreover, we remark that the solution is computed firstly for the master unknowns and then projected to the slave ones. At each time level, to steps are then required. Finally, we remark that all the matrix-vector products of Algorithms 1-2 can performed subdomain per subdomain.

## Algorithm 1: DG Solution Scheme

1. Set the initial conditions $\mathbf{u}_{0}$ and $\mathbf{u}_{1}$.
2. Build the skeleton $\mathcal{S}$.
3. Decompose $\mathcal{S}$ into elementary components (edges).
4. Build the matrices $\underline{\mathrm{M}}, \underline{\mathrm{A}}, \underline{\mathrm{B}}, \underline{\mathrm{C}}, \underline{\mathrm{D}}, \underline{\mathrm{R}}$ and $\underline{\mathrm{S}}$.
5. For each discrete time $t_{n}$ :

- Solve the ODE system $\underline{M} \ddot{\mathbf{U}}+(\underline{C}-\underline{S}) \dot{\mathbf{U}}+(\underline{A}+\underline{B}+\underline{D}-\underline{R}) \mathbf{U}=\mathbf{F}^{\text {ext }}$ using a suitable time integration scheme.
- If the final time $T$ is not reached set $t_{n} \leftarrow t_{n+1}$ and go to step 5 .


## Algorithm 2: Mortar Solution Scheme

1. Set the initial conditions $\mathbf{u}_{0}$ and $\mathbf{u}_{1}$.
2. Build the skeleton $\mathcal{S}$.
3. Decompose $\mathcal{S}$ into the union of master and slave edges.
4. Build the matrices $\underline{\mathrm{M}}, \underline{\mathrm{A}}, \underline{\mathrm{C}}, \underline{\mathrm{D}}, \underline{\mathrm{R}}$ and $\underline{\mathrm{S}}$ and the projection operator $\underline{Q}$ for the interface unknowns $\mathrm{U}_{\text {slave }}$.
5. For each discrete time $t_{n}$ :

- solve for the master unknowns $\mathbf{U}_{\text {master }}$ the systems
using a suitable time integration scheme.
- perform the projection on the slave unknowns;
- if the final time $T$ is not reached set $t_{n} \leftarrow t_{n+1}$ and go to step 5 .


## Chapter 6

## Numerical results for test cases

The aim of this chapter is the validation of the non-conforming approaches on two and three dimensional benchmarks. We present first a two dimensional analytical test case in order to test the accuracy of the DGSE and MSE methods when a smooth solution is considered and to validate the theoretical estimates proved in Chapter 2. Then, we show the flexibility of DGSE and MSE discretizations considering an elastic wave propagation problem on a square domain with a circular cavity. We show that, exploiting the flexibility of non-conforming grids, it is possible to obtain reliable solutions saving computational time.
In the second part of Chapter 6 we test the DGSE approach on three dimensional test cases. We consider two benchmarks widely used in the literature to validate the performance of different numerical approximations of elastodynamics problems. The first problem we consider, known in literature with the acronym LOH (Layer Over a Half space), has become in the last years a reference benchmark for all the seismic oriented codes. The results obtained with the DGSE method are satisfactory and show once again the flexibility of the DGSE discretization. The second problem consists in the seismic response of a valley having a curved profile. In this case we consider a conforming grid but different polynomial approximation degrees for the valley and the underlying bedrock. The results are in agreement with those obtained with the SE method.


Figure 6.1: First level of refinement (L1) for the grid A (left) and B (right). The end points of the skeleton $\mathcal{S}$ are highlighted by two circles.

### 6.1 Accuracy and order of convergence

We solve a wave propagation problem in $\Omega=(0,1)^{2}$, setting the elastic parameters $\lambda=\mu=\rho=1$, and choosing $\mathbf{f}$ such that the exact solution of (1.1) is

$$
\mathbf{u}(t, x, y)=\sin (\sqrt{2} \pi t)\left[\begin{array}{c}
-\sin ^{2}(\pi x) \sin (2 \pi y)  \tag{6.1}\\
\sin (2 \pi x) \sin ^{2}(\pi y)
\end{array}\right]
$$

The Dirichlet boundary conditions on $\partial \Omega$, the initial displacement $\mathbf{u}_{0}$ and the initial velocity $\mathbf{u}_{1}$ are set accordingly.

We consider a subdomain partition made by subdomain $\Omega_{1}$ and $\Omega_{2}$ with corresponding refinements $\mathcal{T}_{h_{1}}$ and $\mathcal{T}_{h_{2}}$ (cf. Figure 6.1). We denote by $N_{1}$ and $N_{2}$ the degrees of the spectral expansion in each subdomain, respectively. The skeleton is defined as $\mathcal{S}=\partial \bar{\Omega}_{1} \cap \partial \bar{\Omega}_{2}$ as it is shown in Figure 6.1. In order to investigate the convergence properties of MSE an DGSE methods with respect to $\mathbf{h}=\left(h_{1}, h_{2}\right)$ and $\mathbf{N}=\left(N_{1}, N_{2}\right)$ we address two different situations: the first corresponding to a Cartesian matching grid (Figure 6.1, left) while the second to a Cartesian non-matching grid (Figure 6.1, right), referred to as grid A and grid B, respectively. In Figure 6.1 is shown the first level (L1) of refinement for both grids, corresponding to the initial mesh sizes $h_{1}$ and $h_{2}$ for $\Omega_{1}$ and $\Omega_{2}$ respectively. At each further step of refinement (for a maximum number of four steps), we consider a uniform refinement of the grids at the previous level, in particular for grid A, $L_{i}$ refers to $h_{1}=h_{2}=2^{-i}$ whereas for grid B, $L_{i}$ refers to $h_{1}=2^{-i}$ and
$h_{2} \approx(2 / 3) h_{1}$. For the time integration we employ the second order explicit leap-frog scheme described in Chapter 3.
We have compared the results with the analogous ones obtain with the SE method. We recall that, for the SE approximations under suitable assumptions on the mesh size $\mathbf{h}$ and on the polynomial degree $\mathbf{N}$ the following a priori error bound holds (see [27])

$$
\left\|\mathbf{u}-\mathbf{u}_{\delta}\right\|_{0} \leq C\left[\Delta t^{2}+\left\{\sum_{k=1}^{K} \frac{h_{k}^{2 m_{k}}}{N_{k}^{2 s_{k}}}\|\mathbf{u}\|_{H^{s_{k}\left(\Omega_{k}\right)}}^{2}\right\}^{\frac{1}{2}}\right]
$$

where $C$ is a positive constant. Here $s_{k}$ represents the Sobolev regularity of $\mathbf{u}$ in $\Omega_{k}$, $m_{k}=\min \left(N_{k}+1, s_{k}\right)$ and $\Delta t$ the time step. Similar bounds can be proved for DGSE and MSE on the basis of the estimates in Theorem 3 in Section 2.3.3.
In particular, if the solution is analytic, we expect exponential convergence as $\mathbf{N} \rightarrow+\infty$, whereas algebraic convergence is expected whenever $\mathbf{N}$ is fixed and $\mathbf{h} \rightarrow 0$.
In the family of proposed DGSE methods, we analyze in detail the SIPG method (i.e., $\theta=-1$ in (2.8)) because it exhibits better performances in term of grid dispersion and stability (see Chapter 4).

In Figure 6.2-(a) (resp. Figure 6.2-(b)) we report (semilog scale) the computed $L^{2}$-error using the MSE and SIPG methods with grid A versus $\mathbf{N}$ (resp. degrees of freedom). The estimated error is computed at the observation time $t^{*}=2$ using $\Delta t=$ $5 \cdot 10^{-4}$.

The results show that both discretizations exhibit the same rate of convergence as the SE method. We have repeated the same set of experiments with $\Delta t=10^{-4}$. The computed errors are shown in Figure 6.3. The results confirm that SIPG and MSE methods exhibit exponential convergence in $\mathbf{N}$, until the threshold value given by $\approx \Delta t^{2}$ is reached.
Now, we fix $N_{1}=N_{2}$ and we investigate the accuracy of the SIPG and MSE methods with respect to the mesh size $h$. For each level of refinement we compute the error in the $L^{2}$-norm obtained using grid A and grid B. The algebraic order of convergence $\mathcal{O}\left(h^{N+1}\right)$ is clearly achieved in both cases for different choices of $\mathbf{N}$ and $\Delta t$ (see Figure $6.4)$.
Finally in Figure 6.5-(a) and Figure 6.5-(b) we show a qualitative analysis of stability of SIPG and MSE methods applied to this test case. The results are in agreement with those obtained in Section 4.3 and confirm that the region of stability for the MSE method is larger than that for SIPG scheme.


Figure 6.2: Computed errors: MSE (left) and SIPG (right) methods at the observation time $t^{*}=2$ $\left(\Delta t=5 \cdot 10^{-4}\right)$. The results are obtained with the grid A and the refinement level L2.


Figure 6.3: Computed errors: MSE (left) and DGSE (right) methods at the observation time $t^{*}=2$ $\left(\Delta t=1 \cdot 10^{-4}\right)$. The results are obtained with the grid A and the refinement level L2.

(b) Computed errors versus the number of degrees of freedom.

Figure 6.4: Computed errors: $N_{1}=N_{2}=2, \Delta t=10^{-3}$ (left) and $N_{1}=N_{2}=4$ and $\Delta t=10^{-4}$ (right). The error in the $L^{2}$-norm is computed at the observation time $t^{*}=2$ for all the refinement levels L1-L4. The suffixes A,B in the legend refer to the grids employed in the computation.


Figure 6.5: Stability analysis of the MSE (left) and SIPG (right) methods. The $L^{2}$-error is computed at the observation time $t^{*}=20$ with $N_{1}=N_{2}=2$. Solid lines ( - ) correspond to SE approximations, while dashed lines (- -) to non-conforming approximations.

### 6.2 Circular inclusion

This example illustrate the scattering of a plane wave by an elastic circle included in a homogeneous halfspace, see Figure 6.6. Such an example appears frequently in nondestructive testing and near surface seismic studies (cavity, gas inclusions). From the numerical point of view, the main difficulty lies on meshing the curved internal interface, specially in the case of two media with high velocity contrast where both an accurate approximation of the body and of the interface waves are mandatory.
In order to illustrate the flexibility of the proposed non-conforming approximations we consider three different cases (cf. Table 6.1):
(i) a stiff circular inclusion is included within a more compliant elastic space,
(ii) a compliant circular inclusion in a stiffer space,
(iii) a more compliant inclusion is included in a stiffer elastic space (in order to test the accuracy of DGSE and MSE methods for extremely high velocity contrast).

In all the cases the physical model is a circular inclusion of diameter 500 m embedded in the square elastic half space $(0,2000) m \times(0,-2000) m$. In Table 6.1 we report the different material properties for the three different cases considered. These parameters were borrowed form [79] and were used firstly in [90] to study a two quarter space problem, that is two elastic half-spaces in contact along a vertical material discontinuity, with special emphasis in the simulation of the interface waves travelling along the vertical interface, a geometry well suited for classical SE methods based on quadrilateral meshes. Here, we consider the scattering by an elastic circle of a plane wave travelling upwards. In this example, an interface wave is expected to travel along the circular boundary of the buried circle.

| Case | Layers | $\rho\left[\mathrm{Kg} / \mathrm{m}^{3}\right]$ | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $c_{S}[\mathrm{~m} / \mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| (i) | C | 2 | 3000 | 1732 |
|  | HS | 1 | 2000 | 1155 |
| (ii) | C | 1 | 2000 | 1155 |
|  | HS | 2 | 3000 | 1732 |
| (iii) | C | 1 | 600 | 1400 |
|  | HS | 2 | 2310 | 4000 |

Table 6.1: Dynamic and mechanical parameters for the circle (C) and the halfspace (HS).


Figure 6.6: Circular inclusion with center $C=(0,-1000) m$ and radius $R=500 \mathrm{~m}$ in the halfspace $(0,2000) m \times(0,-2000) m$.

The partition within the circle and the halfspace is designed in order to have $1 / \delta \geq 5$ points per wavelength with polynomial degree $N=4$, see Chapter 4. In particular, we have set

- test case (i): $h_{C}=100 \mathrm{~m}$ and $h_{H S}=70 \mathrm{~m}$,
- test case (ii): $h_{C}=70 m$ and $h_{H S}=100 \mathrm{~m}$,
- test case (iii): $h_{C}=35 \mathrm{~m}$ and $h_{H S}=70 \mathrm{~m}$,
for the circle (C) and the half-space respectively (HS). We apply free-surface boundary conditions, i.e. $\mathbf{t}=\mathbf{0}$, on the top of the domain, while non-reflecting boundary conditions are imposed on the remaining parts of the boundary. A Ricker plane wave with incident angle $\vartheta=0$ and modulation of 5 Hz central frequency is prescribed along the bottom boundary by an initial displacement $\mathbf{u}_{0}$ and velocity $\mathbf{u}_{1}$, see Figure 6.7. Along the curved interface, starting from the point $R_{1}=(1000,-1250) m, 50$ receivers are placed in a counter clockwise order. The wave field is propagated using the LF scheme, cf. Chapter 3 , for $T=5 s$ using a time step $\Delta t=10^{-3} s$. All the results are compared with those obtained with a conforming SE approximation choosing $N=4$ and $h_{C}=h_{H S}=35 \mathrm{~m}$ for all the cases (i)-(iii).
In Figure 6.8 we report the horizontal and vertical displacement recorded by the receivers along the interface, for the cases (i) and (ii), respectively obtained with the MSE approximation. Analogous results have been obtained with the DGSE method. Notice that the displacement turns out to be symmetric with respect the vertical axis. In Fig-



Figure 6.7: Ricker plane wave $M(t)=\left[1-2 \beta\left(t-t_{0}\right)^{2}\right] \exp \left[-\beta\left(t-t_{0}\right)^{2}\right], t_{0}=1 \mathrm{~s}$ and $\beta=246.7401 \mathrm{~s}^{-1}$.
ure 6.9 we report the displacement recorded by the receiver $R_{11}=(239.67,-1071.1) \mathrm{m}$ using respectively the DGSE and the MSE methods, respectively. In the same graphics we also plot the differences $\left(\mathbf{u}_{D G}-\mathbf{u}_{S E}\right)$ and $\left(\mathbf{u}_{M}-\mathbf{u}_{S E}\right)$, where $\mathbf{u}_{S E}$ is the solution obtained with the SE method. It can be observed that both methods give similar results in both the cases (i) and (ii), and reproduce accurately the wave front field for all observation times. In the third case, a much higher velocity contrast between the compliant circular inclusion and the surrounding space is considered. The incident wavefield is the same as in the previous examples and boundary conditions apply in the same way. The results shown in Figure 6.10 have been obtained with the DGSE method. Similar results have been obtained using the MSE method. In this case, it is evident the effect on the wavefield induced by the softer inclusion: the waves that travel across the circle are trapped within it and then phenomena of reflection and refraction arise. This is more evident from the snapshots of the computed solution shown in Figure 6.11.


Figure 6.8: Horizontal (left) and vertical (right) displacement along the circle's boundary.


Figure 6.9: Displacement recorded by $R_{11}$ and corresponding residual.


Figure 6.10: Case (iii). Horizontal and vertical displacement along the circle's boundary.


Figure 6.11: Case (iii). Displacement recorded by $R_{11}$ and corresponding residual.


Figure 6.12: Case (iii): snapshots of the horizontal and vertical displacements obtained with DGSE method.

| Layer | Depth $[\mathrm{m}]$ | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $c_{S}[\mathrm{~m} / \mathrm{s}]$ | $\rho\left[\mathrm{Kg} / \mathrm{m}^{3}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| L | $0-1000$ | 4000 | 2000 | 2600 |
| HS | $1000-17000$ | 6000 | 3464 | 2700 |

Table 6.2: Dynamic and mechanical parameters for the layer (L) and the halfspace (HS).


Figure 6.13: One of the four symmetric quarters of the LOH test case, consisting of a surface layer, 1 km thick. The hypocenter together with the receivers location are also shown.

### 6.3 Layer over a halfspace

This test case we has been proposed by [38] and it is currently a reference benchmark for the most advanced numerical codes for seismic wave propagation (see e.g., [44]). This problem is known in literature with the acronym LOH, Layer Over Halfspace. The computational domain is $\Omega=[-15,15] \times[-15,15] \times[17,0] \mathrm{km}$, with top layer having thickness 1 km . The computational domain and the material parameters are shown in Figure 6.13 and Table 6.2, respectively.

The seismic source $\mathbf{f}(\mathbf{x})=\delta\left(\mathbf{x}-\mathbf{x}_{S}\right) M(t)$ is located at the centre of $\Omega$ on the horizontal $\mathrm{x}-\mathrm{y}$ plane, i.e., $\mathbf{x}_{S}=(0,0,2) \mathrm{km}$. The source is represented by a double couple, with amplitude $M_{0}=10^{18} \mathrm{Nm}$, and the moment-rate time variation is given by

$$
M(t)=M_{0} \frac{t}{\tau^{2}} \exp (-t / \tau)
$$

Here $\tau$ is called smoothness parameter, and control the frequency content and amplitude of the source time function. For this test case we have set $\tau=0.1 s$, see Figure


Figure 6.14: Moment rate function for the LOH test.
6.14. Further details on the problem setting as well as on the source time function can be found in [38] together with the expression of the semi-analytic solution. In order to avoid dispersion errors the non-conforming mesh is designed in order to have 5 points per wavelength for both the halfspace and the layer, with polynomial degree $N=4$, see Chapter 4. Then, the spectral element dimension is $h_{H S} \approx 600 \mathrm{~m}$ in the halfspace and $h_{L} \approx 160 m$ in the top layer. The time step for the explicit second order leap-frog scheme is $\Delta t=10^{-4} \mathrm{~s}$.

The computational grid for this problem consists in 81150 spectral element for approximately $3.6 \cdot 10^{7}$ degrees of freedom when using fourth order polynomial basis. In Figure 6.15 we show the three components of the computed velocity registered by the receiver located at $(6,8,0) \mathrm{km}$. The reported results have been obtained with the DGSE method on both structured and unstructured grids (test A) as the ones shown in Figure 6.16. Figure 6.15 also shows the reference solution [38]. In each plot, we also report the relative seismogram misfit

$$
\begin{equation*}
E=\sum_{i=1}^{n_{s}}\left(\dot{\mathbf{u}}_{D G}\left(t_{i}\right)-\dot{\mathbf{u}}\left(t_{i}\right)\right)^{2} / \sum_{i=1}^{n_{s}}\left(\dot{\mathbf{u}}\left(t_{i}\right)\right)^{2} \tag{6.2}
\end{equation*}
$$

where $n_{s}$ is the number of time samples of the seismogram, $\mathbf{u}_{D G}\left(t_{i}\right)$ is the numerical value of the seismogram at sample $t_{i}$, and $\mathbf{u}\left(t_{i}\right)$ is the corresponding reference value.

Figure 6.15 shows that the relative misfits are under 20 percent and 26 percent for the structured (a) and unstructured case (b), respectively. We can improve the accuracy of the DGSE solutions without increasing the number of unknowns, considering a spectral element grid refined in the first quadrant of the top layer (test B) as it is shown in Figure 6.17. Indeed, setting $h_{L}=100 \mathrm{~m}$ and $N=2$ for the positive quadrant of the


Figure 6.15: Test A: velocity field recorded at $(6,8,0) \mathrm{km}$. Comparison between the semi-analytic solution (dashed line) and the approximated one (solid line). Relative misfit computed according with (6.2).


Figure 6.16: Test A: Structured (left) vs unstructured (right) grid used for the discretization of the top layer.


Figure 6.17: Test B: Structured (left) vs unstructured (right) refinement for the first quadrant of the top layer.
top layer and $h_{H S}=500 \mathrm{~m}$ and $N=4$ for the remaining part of the domain the total number of unknowns is approximately $3.6 \cdot 10^{7}$. With this choice the relative misfits are under 17 percent for both a structured and an unstructured refinement as it is shown in Figure 6.18. These results are promising compared to those available in literature [110, 44]. Further improvements of the results can be achieved, for instance, choosing even higher order polynomial degrees in the first quadrant.


Figure 6.18: Test B: velocity field recorded at $(6,8,0) \mathrm{km}$. Comparison between the semi-analytic solution (dashed line) and the approximated one (solid line). Relative misfit computed according with (6.2).

### 6.4 Croissant valley

In this section we present some numerical computations obtained for the prediction of the seismic response of a three dimensional alluvial valleys under incident $P$ and $S$ wave [101]. We consider incidence of plane waves of the P, SH (horizontal shear) and SV (vertical shear) type with an angle of incidence of 0 degrees with respect to the vertical plane. We have computed synthetic seismograms assuming for the incoming wave a Ricker wavelet of characteristic period $t_{P}=3 \mathrm{~s}$, see Figure 6.19. The shape of the three dimensional alluvial valley can be described as follows: the soft material is, horizontally, within a region for which the conditions $r<a$ and $R>b$ hold, where $r^{2}=x^{2}+y^{2}$ and $R^{2}=(x-a)^{2}+y^{2}$. In other words the valley zone is limited by two circumferences of radii $a$ and $b$, where $a>b$, (Figure 6.20). In this region the geometry of the interface between the sediment and the halfspace is given by

$$
\begin{equation*}
z=z(x, y)=H\left(b^{2}-R^{2}\right)\left[1-2 a(a-x) / R^{2}\right], \tag{6.3}
\end{equation*}
$$

where $H$ is a parameter that controls the valley's depth. The choice of this analytical expression is arbitrary and it is inspired by Weber's solution for the Saint-Venant stress function for the torsion of a bar of circular cross section of radius $a$ with a circular groove of radius $b$. We selected $b=0.7 a$ and $H=0.4 / a$; thus, the maximum depth is approximately $0.25 a$.
Figure 6.20 displays the contour levels of the interface, while Figure 6.21 shows a perspective of this profile. The free surface of both the alluvial deposit and the halfspace is assumed to be flat. The value for $a$ is set equal to 4 km . The material properties are described in Table 6.4 This test consists of pure SH plane wave propagation through the numerical domain of Figure 6.22. The angle of incidence is orthogonal to the free surface and the excitation consists of a Ricker type wavelet. Figure 6.23 shows three detailed views of the mesh. In Figure 6.24 we show the comparison between synthetic seismograms obtained with the SE method (red line) and the DGSE discretization (black dotted line). For both the cases, the LF scheme has been employed for the time dis-

| Layers | $\rho\left[K g / \mathrm{m}^{3}\right]$ | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $c_{S}[\mathrm{~m} / \mathrm{s}]$ | $\zeta[1 / \mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| V | 2000 | 2082 | 1000 | 0.01472 |
| HS | 2500 | 3464 | 2000 | 0.01472 |

Table 6.3: Dynamic and mechanical parameters for the valley (V) and the halfspace (HS).


Figure 6.19: Ricker time shape function with characteristic period $t_{P}=3 \mathrm{~s}$.


Figure 6.20: Left: the softer material (shaded area) is limited by two circumferences of radii $a$ and $b, a>b$. Right: Topographic contour levels of the valley's basement.


Figure 6.21: Perspective view of the irregular valley's basement. Incidence angle $\gamma$ for P , SH and SV waves. Incidence angle $\gamma$ with respect to the vertical for body waves.


Figure 6.22: The numerical mesh for the test of plane wave load with incidence angle orthogonal to the free surface. The numerical mesh has 19254 hexahedral elements and approximately $1.3 \cdot 10^{6}$ nodes with polynomial approximation degree $N=4$.


Figure 6.23: Detailed views of the meshes (a) near the border of the irregular alluvial valley, (b) top view of the irregular three dimensional valley area and (c) bottom view.
cretization ( $\Delta t=2 \cdot 10^{-3} s$, final observation time $T=40 \mathrm{~s}$ ). More precisely, in Figure 6.24 we compare the three components of the displacement recorded by the receivers $R_{1}=(0,-7680,0) m, R_{25}=(0,0,0)$ and $R_{49}=(0,7680,0) m$. For the DGSE method we have chosen $N=4$ on the bedrock and $N=3$ on the valley, while $N=4$ is assumed for the SE discretization. In Figure 6.25 we plot the $y$-component of the displacement recorded by 49 receivers equally spaced along $x$ and $y$ axes, respectively. The range of $x$ and $y$ is between $-7680 m$ and $7680 m$.
A comparison between the two numerical results shows a good agreement. Computing the misfits as in (6.2) we obtain a maximum error $E$ less than $3 \cdot 10^{-3}$ for all the displacement components.

(a) First displacement component.

(b) Second displacement component.

(c) Third displacement component

Figure 6.24: Displacements recorded by the receivers $R_{1}, R_{25}$ and $R_{49}$ along the y-axis. SE (continuous line) vs DGSE (dashed line) solutions.

(a) Second component displacement for the receivers equally spaced between $(0,-7680,0) m$ and $(0,7680,0) \mathrm{m}$.

(b) Second component displacement of the 49 receivers equally spaced between ( $-7680,0,0$ ) $m$ and $(7680,0,0) \mathrm{m}$.

Figure 6.25: Displacements recorded by 49 receivers equally spaced along $x$ (top) and $y$ (bottom) axes. SE (continuous line) vs DGSE solution (dashed line).

## Chapter 7

## Applications of geophysical interest

In this chapter we present some relevant applications of the non-conforming discretizations to problems of geophysical interest. We start presenting the seismic response of the Acquasanta railway bridge and of the Gubbio alluvial basin. The first simulation describe a soil structure interaction problem in which different scales are used for the description of the bridge and the underlying valley. With a suitable choice of the discretization parameters $\mathbf{h}$ and $\mathbf{N}$ in the non-conforming approach, we can obtain accurate results while reducing the computational cost by a factor 2 with respect to SE approximations.

The Gubbio alluvial basin is an evident example of topography amplification. Due to the different characteristic soil properties, the seismic waves that travel across the valley are amplified and trapped within the basin and reflection phenomena take place. With the non-conforming approach we can describe accurately the wave front propagating inside the valley as well as the complex geometry of the problem.
In the second part of the chapter, we propose two realistic three dimensional geophysical applications. These results are obtained with the DGSE approach. The first one concerning the valley of Grenoble (French Alps) has been the object of an international benchmark in the last years [110, 44, 35]. As for the Gubbio basin test, we can reproduce the complex interaction between the radiation mechanism and the corresponding directivity effects due to the the complicated shape of the Grenoble basin.
In the second three dimensional application we study the seismic response of the Central District Building (CBD) of Christchurch (New Zealand) during the February 22, 2011 earthquake. Here, the non conforming strategy is used to deal with different
macroscopic scales (meters for the structures and kilometers for the geophysical region) involved in the simulation. With this full-coupled analysis we can describe, at the same time, the seismic effect of the earthquake on the CDB and the wave phenomena over all the region considered. For the three dimensional simulations we make use of the software CUBIT and METIS for the mesh generation and the mesh partitioning, respectively. These commercial code are available at http://cubit.sandia.gov/ and http://glaros.dtc.umn.edu/gkhome/views/metis respectively. The simulations were performed on the Lagrange cluster located at CILEA.

### 7.1 Acquasanta railway bridge

In this section, we aim at studying a soil-structure interaction problem, namely the seismic response of a railway viaduct (Acquasanta viaduct, Genova, Italy). We consider the viscoelastic model (1.3) in the computational domain $(x, z) \in \Omega=\left(0,10^{4}\right) m \times(0, f(x))$, where $f$ describes the top profile of the bridge and of the surrounding valley, see Figure 7.2. The size of the domain is chosen in order to avoid any possible interference with reflections of the waves of interest with the spurious ones eventually arising from the absorbing boundaries. The dynamic and mechanical properties of the structure and of the surrounding soil are summarized in Table 7.1. According to the mechanical properties, we subdivide the computational grid into different regions, as shown in Figure 7.2 (top panel).
We simulate a point source load of the form $\mathbf{f}(\mathbf{x}, t)=\mathbf{g}(\mathbf{x}) M(t)$, where $\mathbf{f}$ is the external force introduced in (1.1). The function $\mathbf{g}$ describes the space distribution of the source $\mathbf{g}(\mathbf{x})=\delta\left(\mathbf{x}-\mathbf{x}_{S}\right) \hat{\mathbf{w}}$, where $\delta$ represents the Dirac distribution, $\mathbf{x}_{S}$ is the source location and $\hat{\mathbf{w}}$ is the direction of the body force. The source time history $M(\cdot)$ is given by a Ricker-type time function, see Figure 7.1, defined as

$$
\begin{equation*}
M(t)=M_{0}\left[1-2 \beta\left(t-t_{0}\right)^{2}\right] \exp \left[-\beta\left(t-t_{0}\right)^{2}\right] \tag{7.1}
\end{equation*}
$$

where $M_{0}=10^{6} \mathrm{Nm}$ is a scale factor, $t_{0}=2 \mathrm{~s}$ is the time shift, $\nu_{\max }=3 \mathrm{~Hz}$ and $\beta=\pi^{2} \nu_{\max }^{2}=9.8696 s^{-1}$ is a parameter that determines the width of the wavelet (7.1).

In Figure 7.2 we show the two different computational grids used for the numerical simulations. The conforming grid, see Figure 7.2 (left), is used with SE discretization to produce a reference solution for the problem. It provides, in fact, a sufficiently accurate


Figure 7.1: Ricker time shape fuction defined in (7.1).


Figure 7.2: Conforming (left) and non-conforming (right) grids. The full domain is displayed on the top and a zoom of the railway bridge is displayed on the bottom. The receivers R1 (on the ground) and R2 (on the bridge) are also highlighted.

| Layer | $\rho\left[\mathrm{Kg} / \mathrm{m}^{3}\right]$ | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $c_{S}[\mathrm{~m} / \mathrm{s}]$ | $\zeta[1 / \mathrm{s}]$ | $N[\mathrm{SE}]$ | $N$ [MSE/DGSE] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 (bridge) | 1750 | 1218 | 716,7 | 0.6283 | 4 | 2 |
| 2 (stiff soil) | 2400 | 1100 | 635 | 0.31416 | 4 | 2 |
| 3 (soft bedrock) | 2400 | 1100 | 635 | 0.02513 | 4 | 4 |
| 4 (medium bedrock) | 2600 | 1700 | 982 | 0.02284 | 4 | 4 |
| 5 (stiff bedrock) | 2800 | 2300 | 1330 | 0.02094 | 4 | 4 |
| 6 (stiff bedrock) | 2800 | 2300 | 1330 | 0.02094 | 4 | 4 |

Table 7.1: Dynamic and mechanical parameters and polynomial approximation degree $N$ for each subdomain of the domain decomposition (the factor $\zeta$ takes into account the viscoelastic linear soil behaviour).
discretization, as we verified that further mesh refinements generates quasi-identical seismograms. The non-conforming grid, shown in Figure 7.2 (right), is used for both DGSE and MSE simulations. In the analysis we choose the polynomial approximation degree as described in Table 7.1. It is worth highlighting that the non-conforming approximations lead to a dramatic reduction of the size of the numerical model and, hence, of the computational costs ( 102.640 unknowns for the SE method vs. 41.322 for the MSE and the DGSE methods). Such an advantage will play a major role for three dimensional engineering applications. In Figure 7.3 (resp. Figure 7.4) we analyse the synthetic seismograms recorded by the receiver R1 (resp. R2) on the top of the ground (resp. bridge) using the misfits criteria introduced in [66]. With these criteria we can evaluate in the time domain the envelope (dissipation) and the phase (dispersion) misfits between the reference signals and the ones computed with DGSE and MSE methods coupled with a leap-frog time integration scheme. The results show an excellent fit of the data received by R1 and a good fit for the data registered by receiver R2. Probably, for the latter receiver, the results are affected by grid dispersion phenomena arising when low order polynomial approximation degrees are used [8, 40, 39]. Nevertheless, in both cases the error is under 20 percent.


Figure 7.3: Analysis of the synthetic signals recorded by receiver R1, using the misfits criteria described in [66]. The graphs in the middle of the four plots represent the computed horizontal (top) and vertical (bottom) displacements obtained using conforming (solid line) and non-conforming (dashed line) approximations. TFEM: time frequency envelope misfits. TFPM: time frequency phase misfits.


Figure 7.4: Analysis of the synthetic signals recorded by receiver R2, using the misfits criteria described in [66]. The graphs in the middle of the four plots represent the computed horizontal (top) and vertical (bottom) displacements obtained using conforming (solid line) and non-conforming (dashed line) approximations. TFEM: time frequency envelope misfits. TFPM: time frequency phase misfits.

### 7.2 Gubbio alluvial basin

In this section we analyze the seismic response of an alluvial basin. We consider the viscoelastic model (1.3) in the computational domain $(x, z) \in \Omega=\left(0,2 \cdot 10^{4} \mathrm{~m}\right) \times$ $\left(-9.6 \cdot 10^{2} m, f(x)\right)$ where $f$ describes the top profile of the valley, see Figure 7.5. The bottom and the lateral boundaries are set far enough from the point source to avoid any interference of possible reflections from non-perfectly absorbing boundaries with the waves of interest that are reflected, transmitted, or converted at the material or free surfaces. We simulate a point source load as described in Section 7.1. Alternative source distributions can be expressed in terms of gradient or curl of suitable potential functions, giving rise to pure pressure and shear waves: more complex and realistic source mechanisms are based on tensorial models (cf. [46]).
In Figure 7.5, we show the two different mesh configurations. Figure 7.5 (left) shows a regular, structured grid with a mesh spacing of $h \approx 40 \mathrm{~m}$. The mesh size is chosen small enough to describe with sufficient precision the physical profile of the valley. Figure 7.5 (right) shows an irregular, overlapping quasi-structured grid with a mesh spacing $h_{1} \approx 40 m$ for layer 1 (basin) and $h_{2} \approx 120 m$ for layer 2 (bedrock). The finest mesh is used to describe the physical boundary of the valley while the coarsest mesh for the bedrock. This type of overlapping discretizations can be handled by the MSE technique described in Section 2.2. We assign constant material properties within each region as described in Table 7.2.
The regular conforming grid shown in Figure 7.5 (left) can be used to produce a reference solution for the problem with SE method and provides a sufficiently accurate discretization, since further mesh refinements generates quasi-identical seismograms. In Figures 7.6 we compare the horizontal and vertical displacement recorded by receiver R1 placed on the free surface of the valley (cf. Figure 7.5). These results have been obtained with the MSE methods coupled with the LF time integration scheme.
The high discontinuities between the mechanical properties of the materials produce high oscillations and perturbations on the wave front. All these complex phenomena

| Layer | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $c_{S}[\mathrm{~m} / \mathrm{s}]$ | $\rho\left[\mathrm{Kg} / \mathrm{m}^{3}\right]$ | $\zeta[1 / s]$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 700 | 350 | 1900 | 0.03141 |
| 2 | 3500 | 1800 | 2200 | 0.06283 |

Table 7.2: Dynamic and mechanical parameters.

(a) Conforming, structured grid with a mesh spacing of $h \approx 40 \mathrm{~m}$ at the interface between the two materials.

(b) Non-conforming, overlapping quasistructured grid with a mesh spacing $h_{1} \approx$ 40 m for layer 1 (basin) and $h_{2} \approx 120 \mathrm{~m}$ for layer 2 (bedrock).

Figure 7.5: Top: receiver R1 placed on the top of the valley and point source $\mathbf{x}_{S}$ within the bedrock. Bottom: zoom of the valley profile.
are well captured by the MSE method using fourth order spectral elements. We remark that with MSE method we reduce the computational effort for the generation of the grid as well as the problem complexity (from 61385 spectral nodes with SE method to 48091 spectral nodes with MSE one). In Figure 7.7 we show the time histories of the seismograms recorded by some receivers on the free surface of the domain, obtained again using MSE method. It can be observed that the wave that starts travelling from the point source remains trapped into the valley, where it is amplified and where phenomena of reflection and refraction arise. This phenomenon is relevant in some geophysical contexts, e.g., it has occurred in the Gubbio valley (in Italy) on the occasion of the earthquake of September 27, 1997. We refer to [106] for a detailed analysis.


Figure 7.6: Displacements recorded by the receiver R1 on the free surface fo the valley. Comparison between SE and MSE methods, $\mathrm{N}=4$.


Figure 7.7: Time histories of the receivers on the top of the surface obtained with MSE method ( $\mathrm{N}=4$ ).

| Layer | Depth $z[m]$ | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $c_{S}[\mathrm{~m} / \mathrm{s}]$ | $\rho\left[\mathrm{Kg} / \mathrm{m}^{3}\right]$ | $\zeta[1 / \mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Valley | - | $1450+1.5 \mathrm{z}$ | $300+19 \sqrt{z}$ | $2140+0.125 \mathrm{z}$ | 0.062832 |
| Bedrock 1 | $0-3000$ | 5600 | 3200 | 2720 | 0.06283 |
| Bedrock 2 | $3000-27000$ | 5920 | 3430 | 2920 | 0.06283 |

Table 7.3: Dynamic and mechanical parameters.

### 7.3 Grenoble valley

The Grenoble earthquake scenario has been analyzed during the last years in order to compare the performance of different numerical codes used for the numerical simulation of seismic wave propagation in near-fault conditions. We refer to [44, 35] for a more detailed description of the benchmark specifications and to [110] for the construction of the numerical model based on a 250 m resolution digital elevation model (DEM) of the surrounding topography and of the shape of the basin. We use a simplified description of the dynamic properties of the soil layers, based on the following polynomial variation with depth $z$, as it is shown in Table 7.3.
The spatial discretization by standard spectral elements of the Grenoble basin and the surrounding topography requires to build up a large unstructured mesh of hexahedral elements as it is described in [110]. The mesh used for SE discretization is shown in Figure 7.8 and consists of 202.477 elements, the size of which ranges from a minimum


Figure 7.8: Hexahedral spectral element mesh adopted for the computation of the Grenoble benchmark, with the SE approach [110]. Belledonne Border Fault is also shown on the right of the valley along with receivers R25 to R36. Receivers R25 up to R32 are located on the alluvial basin. Receiver R36 is located on outcrop bedrock.
of about $20 m$ (inside the alluvial basin) up to 900 m . The mesh is designed in order to propagate correctly the signal for frequencies up to 3 Hz using fourth order polynomials. A detailed description of the meshing strategy adopted to describe the geometry of the Grenoble basin can be found in [110], while other promising strategies to tackle this problem are illustrated by [31] and [109]. The mesh generation can be simplified using the non-conforming approach. Using a mesh size ranging from 100 m to 300 m inside the valley and from $300 m$ to $900 m$ elsewhere we obtain a computational domain made by 230.900 elements, as it is shown in Figure 7.9.

The numerical simulation presented here refers to the benchmark specifications denoted as "Strong motion 1" [44] and corresponds to an earthquake scenario originated by the Eastern segment of the Belledonne Border Fault, with magnitude $M_{w} \approx 6$ (Figure 7.8), geometrically defined by a $9 \times 4.5 \mathrm{~km}$ rectangle. The rupture mechanism is described in [110] and propagates circularly from the hypocenter, located in the centre of the rectangle, with velocity $v_{r}=2.8 \mathrm{~km} / \mathrm{s}$. The time dependency of the seismic moment source is described by an approximate Heaviside function:

$$
\begin{equation*}
M(t)=\frac{1}{2}\left[1+\operatorname{erf}\left(2 \frac{t-2 \tau}{\tau / 2}\right)\right] \tag{7.2}
\end{equation*}
$$



Figure 7.9: Non-conforming hexahedral spectral element mesh employed for the computation of the Grenoble benchmark, with the DGSE method (top). Mesh size ranging from 100 m to 300 m for the discretization of the valley (bottom left) and from 300 m to 900 m for the discretization of the bedrock (bottom right).


Figure 7.10: Moment rate function.
where $\operatorname{erf}(\cdot)$ is the error function and $\tau=1.116 s$ is the rise time, see Figure 7.10. These values are selected for the slip velocity to be approximately $1 \mathrm{~m} / \mathrm{s}$. The total number of spectral nodes required to model the Belledonne fault is approximately 750 .

Figure 7.11 shows the comparison of displacement waveforms, at receivers shown in Figure 7.8, obtained by the SE method, and the DGSE method with $N=4$. For both the simulations, we have employed the leap-frog scheme ( $\Delta t=2.5 \cdot 10^{-4}, T=20 \mathrm{~s}$ ). The numerical results obtained by SE and DGSE methods are in good agreement. Finally, in Figure 7.12 we report some snapshots of the radial velocity component ranging approximately from $-0.7 \mathrm{~m} / \mathrm{s}$ to $0.7 \mathrm{~m} / \mathrm{s}$ obtained with the DGSE discretization. The maps in Figure 7.12 clearly show the dramatic effect of the complex interaction between the radiation mechanism and the corresponding directivity effects with the complicated shape and the low wave propagation velocities of the Grenoble basin (topographic amplification effect).
Note that, as shown from the snapshots in Figure 7.12, the largest values of ground motion occur in the Grenoble basin along the fault strike direction and consist first of a large basin-edge induced amplification, followed by energy trapping inside the Southern part of the basin.

(b) Displacements recorded by $R_{28}$.

(c) Displacements recorded by $R_{36}$.

Figure 7.11: Displacements recorded by the receivers shown in Figure 7.8. SE (continuous line) versus DGSE (dashed line) solutions.


Figure 7.12: Snapshots of the fault radial velocity component in the Grenoble Valley, simulated by DGSE method.

### 7.4 22 February 2011 Christchurch earthquake

On 22 February 2011, an $M_{w} \approx 6.2$ earthquake struck the city and suburbs of the largest city on the South Island of New Zealand: Christchurch. The earthquake was generated by the Greendale fault located between the Australian and Pacific plates, within about 6 km from the city center.
During the last decade a set of seismic surveys across the Canterbury Plains had been carried out, but they did not revel any clear indication that a major earthquake was imminent in this particular region. Between September 2010 and December 2011 the Canterbury area experienced four major earthquake with $M_{w} \geq 6.0$ and a large number of aftershocks. The Christchurch earthquake was recorded by several digital stations of the permanent network operated by the Institute of Geological and Nuclear Sciences. Peak ground motion accelerations in the epicentral region of the earthquake range up to 1.261 g on the horizontal component and up to 1.269 g on the vertical component. The ground accelerations recorded within the city of Christchurch are among the largest ever recorded for a New Zealand earthquake, with exceptionally high vertical ground acceleration. The unusual severity of the ground shaking can be explained as a combination of four major effects; (i) the proximity of the causative fault to the city; (ii) the directivity of the ground motion toward the urban area; (iii) the strong amplification effects of the soft alluvial sediments beneath the city; and (iv) the handing wedge effect, causing a significant increase of ground shaking on the hanging wall.
The availability on this unprecedent dataset of near-fault strong ground motion, combined with the peculiar geological configuration of the Christchurch area, makes the Christchurch earthquake a relevant benchmark to test the effectiveness of numerical tools for the prediction of the variability of strong ground motion in near-fault conditions.

In [51] different numerical models were construct for the Christchurch earthquake, to check the dependence of the results on: (a) the kinematic source model, based on the information retrieved from recent seismic source inversion studies, and (b) the shape of the alluvial-bedrock interface within the Canterbury Plains. In this work the synthetic results are compared against the strong ground motion records. The misfit between simulated and recorded waveforms are evaluated in quantitative way making use of the criteria proposed by [66]. The results show that model proposed is able to reproduce with a satisfactory level of accuracy the considered earthquake scenario.


Figure 7.13: Area of the model, including part of the Canterbury Plains and the Lyttelton-Akaroa volcanic region, along with the strong ground motion stations (top). Geological A-A' cross-section (bottom).


Figure 7.14: Left: three dimensional computational domain together with depth contours of the contact between the alluvial soft sediments and the grid volcano materials (in meters). Right: zoom of the corresponding hexahedral mesh for the valley.


Figure 7.15: Photo of the CBD and its representation into the model.

The model of the region of the South Island of New Zealand covers an area of approximately $60 \times 60 \times 20 \mathrm{~km}$ around the city of Christchurch, see Figure 7.13. In the model the shape of the interface between the soft soil and the volcanic material is improved, with constrains inferred from the topography of the volcano. The alluvial basin consist of three different layers with $c_{S}$ ranging from $300 \mathrm{~m} / \mathrm{s}$ in the top 300 m to $1500 \mathrm{~m} / \mathrm{s}$ at the interface with the volcanic material. The volcano region, with $c_{S}=3175 \mathrm{~m} / \mathrm{s}$, extends down to a maximum depth of 5 km . Concerning the background geology, a horizontally layered crustal model was assumed, see Figure 7.14.
The viscoelastic property of the soil is taken into account choosing a suitable value of $\zeta$ in order to damp all the frequencies in the range up to 2 Hz [110]. Here, we consider the earthquake generate by the fault solution proposed by the Institute of Geological an Nuclear Science (GNS: data available by the GeoNET Data Center http://www.geonet.org.nz/) where the slip source time function is given as in (7.2) with rise time $\tau=0.9 \mathrm{~s}$ constant across the fault plane.
With the DGSE discretization we want to extend the results provided in [51] considering the Christchurch building district (CBD) within the same model, see Figure 7.15, occupying a $1 \mathrm{~km}^{2}$ area of the Canterbury plains. The aim is not only to study the seismic response of the most important buildings of the city damaged by the earthquake, but also to see the influence of the city on the wave propagation problem.
We chose a mesh size $h$ for the top layer of the valley ranging from 50 m (near the city) to $150 m$, and polynomial approximation degree $N=4$. For the CBD, $h$ is chosen approximately equal to $5 m$ and $N=1$. This choice leads to a computational domain made by $\approx 10^{6}$ elements and $\approx 40 \cdot 10^{6}$ unknowns. The mechanical parameters used for


Figure 7.16: Zoom of the mesh used for the discretization of the CBD and the neighbouring valley.


Figure 7.17: Map of Christchurch. The receivers REHS, CCCC and CBGS together with the CBD are highlighted.

| Layer | $c_{S}[\mathrm{~m} / \mathrm{s}]$ | $c_{P}[\mathrm{~m} / \mathrm{s}]$ | $\rho\left[\mathrm{Kg} / \mathrm{m}^{3}\right]$ | $\zeta[1 / \mathrm{s}]$ |
| :---: | :---: | :---: | :---: | :---: |
| Foundation | 400 | 650 | 2400 | 0.01472 |
| Building | 100 | 163 | 2400 | 0.01472 |

Table 7.4: Dynamic and mechanical parameters for the CBD.
the buildings and their foundations are described in Table 7.4 according to [111]. We have employed the leap-frog scheme for the time integration.

Figure 7.18 show the velocity fields obtained with the DGSE recorded by three receivers placed near the CBD, see Figure 7.17. The results are compared with those presented in [51] obtained with a SE discretization, coupled with the leap-frog time integration scheme $\left(\Delta t=1.25 \cdot 10^{-4} s\right)$ in absence of the CBD . The seismic wave generated by the fault under the volcano area moves from the south to the north of the Canterbury plains. On the seismograms recorded by the station REHS, placed at the north side of the CBD , it is more evident the city-site effect, especially on the final part of the signal. This result is in agreement with [114] and it will be more evident from Figure 7.19. As expected, the signals recorded by the stations CCCC and CBGS, located at the south and at the west side of the CBD respectively, do not present any substantial modifications from those obtained without the CBD.

Moreover, we present some snapshots of the radial velocity field on a neighbourhood of the CBD. In Figure 7.19 it is possible to see the influence of the city into the model. The buildings firstly retain the energy transmitted by the earthquake ( $t \approx 6 \mathrm{~s}$ ) and then they release it $(t \approx 6.5 \mathrm{~s})$ onto the ground acting like a seismic source, [114].

(a) Velocity fields recorded by the receiver CCCC.

(b) Velocity fields recorded by the receiver CBGS.

(c) Velocity fields recorded by the receiver REHS.

Figure 7.18: Velocity fields recorded by the receivers shown in Figure 7.13: East-West (EW), NorthSouth (NS) and Up-Down (UD) components. SE (continuous line) versus DGSE solutions (dashed line).


Figure 7.19: Snapshots of the fault radial velocity component in the Canterbury Plains (left) along with the CBD (right), simulated by DGSE method. Velocity field varying form $-0.75 \mathrm{~m} / \mathrm{s}$ to $0.75 \mathrm{~m} / \mathrm{s}$.

## Chapter 8

## Conclusions and perspectives

The Discontinuous Galerkin spectral element and the Mortar spectral element methods are high-order numerical techniques well suited for wave propagations in heterogeneous media. The possibility of treating non-conforming subdomain partitions where both the mesh size and the approximation orders can be independently tuned to the region of interest make the DGSE and MSE discretizations more flexible than standard spectral element methods.
Starting from a common weak formulation we have described and analyzed both nonconforming approaches and highlighted their analogies and their differences. The very good performance in terms of accuracy, grid dispersion/dissipation and stability of DGSE and MSE methods determine their efficacy when applied to wave propagation problems. Indeed, we have proved that DGSE and MSE exhibit optimal approximation properties, and at least five points per wavelength with spectral element approximations of order four are sufficient to make dispersion/dissipation error negligible.
Moreover, no dissipation effects arise when DGSE or MSE discretizations are employed. For the stability analysis we have derived precise bounds when explicit numerical schemes are used for time integration (leap-frog and fourth order Runge-Kutta methods). We have proved that, on the one hand, the symmetric version of the DGSE method yields optimal error decays in the grid dispersion as occurs with the SE method. On the other hand, the MSE method allows larger time steps in the time advancing scheme.

Finally, we have shown that the MSE and DGSE methods can be successfully applied to simulate realistic earthquake scenarios improving the performances of the SE dis-
cretizations in terms of computational costs. By using the numerical code developed, important progress can be made in the analysis of seismic wave propagations. Possible future developments of the present work go toward

1. the geometrical flexibility (tetrahedral meshes),
2. the accuracy (high order/implicit time integration schemes),
3. computational effort (load balancing for parallel computations).
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