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Abstract

The problem of Information Technology energy consumption has gained
much attention recently due to the always increasing use of I'T both
for business and for personal reasons. In particular, data centers are
now playing a much more important role in the modern society, where
the information is available all the time and everywhere. In parallel
with this scenario, governmental institutions have launched many inter-
national programs and regulations in order to measure and to reduce
energy consumption in many areas, including Information and Commu-
nication Technology. In this context, the aim of this thesis is to study
energy efficiency issues within data centers from the Information Sys-
tem perspective. The proposed approach integrates the application and
infrastructure capabilities through Business Process co-design, in which
the enactment of adaptation mechanisms is aligned with the business
process requirements. Based on both energy and quality dimensions of
service-based applications, we propose a model based approach and for-
mulate a new constrained optimization problem that takes into consid-
eration over-constrained solutions where the goal is to obtain the better
trade-off between energy consumption and performance. These ideas
are combined within a framework in which energy and performance do
not always represent opposite objectives, but they are context depen-
dent. Such dependencies are represented as a goal-based model, in which
time-based analysis allow the identification of potential system threats
and drive the selection of adaptation actions improving global quality
and energy indicators. In addition, the framework includes an evolu-
tion mechanism that is able to evaluate past decisions feedback in order
to adjust the model according to the current underlying environment.
Finally, the benefits of the approach are analyzed in an experimental
setting.
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Riassunto

Il problema del consumo energetico nell’ Information Technology ha guadag-
nato molta attenzione recentemente a causa dell’uso sempre crescente
dell'IT, sia a livello imprenditoriale che nella vita quotidiana. In partico-
lare, i data center stanno giocando un ruolo sempre pitt importante nella
societd moderna, in cui I'informazione ¢é disponibile ovunque e in ogni mo-
mento. Parallelamente a questo scenario, le istituzioni governative hanno
lanciato molti programmi e regolamenti internazionali al fine di misurare
e ridurre il consumo energetico in molti settori, tra cui I'Information and
Communication Technology. In questo contesto, 'obiettivo di questa
tesi & quello di studiare i problematiche legati all’efficienza energetica
all’interno dei data center dal punto di vista dei sistemi informativi.
L’approccio proposto integra le funzionalita delle applicazioni e delle in-
frastrutture attraverso il Business Process co-design, nel quale ’adozione
di meccanismi di adattamento ¢ allineata ai requisiti del processo di busi-
ness. Basandosi sulle grandezze di energia e qualita delle applicazioni
basate sui servizi, proponiamo un approccio basato sui modelli e formu-
liamo un nuovo problema di ottimizzazione che prende in considerazione
soluzioni over-constrained in cui I'obiettivo é quello di ottenere il miglior
compromesso tra consumo energetico e prestazioni. Queste idee sono
combinate in un framework in cui energia e prestazioni non sempre rap-
presentano obiettivi opposti, ma sono dipendenti dal contesto. Queste
dipendenze sono rappresentate tramite un modello basato sugli obiettivi,
in cui analisi temporali consentono di individuare potenziali minacce al
sistema e guidare la selezione delle azioni di adattamento per miglio-
rare gli indicatori globali di qualita ed energia. Inoltre, il framework
comprende un meccanismo di evoluzione che ¢ in grado di valutare il
risultato di decisioni passate per regolare il modello in base ai cambia-
menti dell’ambiente. In fine, i vantaggi del metodo vengono analizzati in
un dispositivo sperimentale.
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1 Introduction

1.1 Motivation

Over the last years, managing the energy efficiency of ICT (Information
and Communication Technology) has dramatically emerged as one of
the most critical environmental challenges to be dealt with. Energy
consumption and energy efficiency of ICT centers became priority due to
high computing demand, scarcity of resources (which leads to electricity
prices increase), and emergence of new environmental regulations.

Energy consumption issues of ICT has been tackled for years aiming to
create more autonomous mobile devices, i.e., longer battery autonomy
and to reduce produced heat. However, the target is not only mobile
devices anymore, but what we have in the background: the data centers.
Data centers are more important than ever, in particular with cloud
computing paradigm where users are always connected through different
devices. The Greenpeace 2012 year report [55] states that “data centers
are the factories of the 21st century Information age” which can consume
as much electricity as 180,000 homes. Due to the decreasing costs of
computing resources, digitization of business processes, and the broader
use of ICT, data centers are growing fast from both computational and
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1 Introduction

energy consumption aspects. The 2011 Data Center Industry Census !

estimates 31GW of global consumption in 2011 with an increase of 19%
in 2012.

In order to drop the electricity load of ICT equipment, Green IT [172]
(Information Technology) in its first wave provided solutions to save
energy from hardware (such as processors able to scale up and down
their computational capacity) and software (like virtualization) layers.
In the second wave, which is called as Green ICT/IS (Information Sys-
tem), the solutions are extended to the entire equipment life-cycle, such
as eco-friendly procurement and recycling. To cope with these emerg-
ing challenges, data centers are adopting Service Oriented Architectures
(SOA) [137], in which the available computing resources are shared by
several different users or companies. In such systems, the software is
accessed as-a-service [165] and computational capacity is provided on
demand to many customers who share the same pool of IT resources. In
this way, “services and their composition, both at the providers’ side (to
provide new value-added services), and at the users’ side (with mash-
ups of services composed by the users themselves), are becoming more
and more widespread in a variety of application domains. Hence, since
the service-oriented approach is steadily increasing for many application
domains, its impact on data and service centers will become more and
more significant.” [25]

Despite the efforts in delivering more energy efficient I'T equipment,
the problem of data centers energy consumption is far from an ultimate
solution. Recently, a New York Times article 2 pointed out the current
difficulties in maximizing the facility energy efficiency taking an environ-
mental sustainable approach.

This thesis focuses on efficient Information System aspects, which we
believe has not been entirely addressed. There is a gap in consider-
ing all the interrelations between the different IS architectural layers
(business/applications and infrastructure), which can be expressed by
trade-offs like quality versus energy requirements. While most of the
approaches have concentrated on the design of such IS systems, very few
approaches have proceeded with the integration of both design and run-
time phases and models to support energy-aware self-adaptation mecha-
nisms. Moreover, detailed monitoring systems also produce considerable
overhead within the infrastructure. Thus, managing such huge amount
of data and making this information useful for reasoning purposes are

"http://www.datacenterdynamics.com/research/market-growth-2011-2012

’http://www.nytimes.com/2012/09/23/technology/
data-centers-waste-vast-amounts-of-energy-belying-industry-image.
html



1.2 Research Context

problems addressed in this thesis.

1.2 Research Context

As mentioned, data centers are huge electrical power consumers and the
proposed thesis aims to improve energy efficiency aspects by focusing on
the business/application layer. To do so, it is necessary to understand
the main components of this environment in order to properly place our
objectives. A data center can be defined as a facility that contains a high
number of electronic equipment used for data processing, data storage,
and communication [166], which operates at high availability, reliability,
and performance rates, achieving almost fault-free operation on service
level.

The facility can be divided into three main sub-system [112] depicted
by dashed lines in Figure 1.1: i) Heating Ventilation & Air Controlling,
ii) Power Infrastructure, and iii) IT Equipment. The first two provides
the minimal conditions [32] so that IT equipment can properly run under
desired risk levels. All three sub-systems are followed described.

Heating Ventilation & Air Controlling (HVAC). The HVAC sub-
system is responsible to maintain the ambient air temperature and/or
humidity of spaces that contain data center I'T equipment, reaching up
to 50% of the total facility power consumption. Typically, Comput-
ers Room Air Conditioning (CRAC) units pump cold air into the raised
floor, which escapes through perforated tiles in front of server racks while
warm air gets out from the back [20], called hot-aisle/cold-aisle. Improve-
ments in the cooling system can be achieved by optimizing the layout
and the airflow and investing in low-energy cooling technologies. Mal-
one et. al [110] compare new blade servers chassis designs which reduce
significantly the system airflow rate, and therefore, reduce the data cen-
ter cooling infrastructure power requirements. Their experiments have
shown that blade designs fans consume around 15% less of system power
than 1U rack-mount, and that, the CRAC supply air temperature could
be increased by 8 °C while keeping similar internal temperatures.

Power Infrastructure. Before reaching the IT equipment, the power
that comes from an outside transformer has to pass first through a pri-
mary electrical switchgear, to scale the voltage down, and then through
Uninterruptible Power Supply (UPS) systems, which provide power un-
til generators come online when the utility power fails. Then the power

3



1 Introduction

flows into Power Distribution Units (PDU) to be distributed to multi-
ple racks of IT equipment [20]. Along this path, significant amount of
energy can be lost and the careful design of UPS systems and on-site
power self-generation can produce significant savings [127].

IT Equipment. The IT Infrastructure is the data center’s core and it
is composed basically by servers, network equipment, and storage de-
vices. Research has been performed on all these three components aim-
ing to reduce energy consumption and increase efficiency. Virtualization,
data deduplication, and energy-efficient Ethernet are examples of com-
mon technologies nowadays available for server, storage, and network
respectively. Concerning the hardware layer, eco-labelling performed by
EPEAT 2 and Energy Star # are helping buyers to recognize equipment
that fulfill their energy standards through a classification according to
their energy consumption. Server-specific efforts have concentrated on
processor dynamic voltage and frequency scaling (DVFS) and server vir-
tualization. The first technique adapts the CPU power when it is not
running during critical periods, saving significant amount of energy with
little performance reduction [103|. Due to the high computational ca-
pacity of modern servers and to the fact that servers typical utilization
rates remain between 10 and 50 percent [19], it is possible through vir-
tualization to increase data center computational capacity (by hosting
multiple virtual servers) without increasing, at least not proportionally,
energy demands and floor space.

In the data center, all these IT equipment are available for service-
based applications (SBAs) in a loosely coupled manner. As this thesis
concentrates on how these applications make use of this environment,
we divide the business/application layer into two phases: design and ex-
ecution. We emphasize how the application design can significantly im-
prove the data center efficiency through energy-aware mechanisms that
make a better use of the infrastructure. These mechanisms are based
on the application and infrastructure detailed information, which is used
to compute established business objectives. The identification of energy
inefficiencies shall trigger application self-adaptation actions in order to
restore desired levels of satisfaction. Such elasticity is only possible when
there is a comprehensive view of the system, in which the diverse ele-
ments relationships are properly stipulated.

It is worth noting that our approach does not deal with the area of
Green IT that is focused on the optimization of algorithms to efficiently

3http://epeat.net
“http://energystar.gov
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1.2 Research Context

Figure 1.1: Data Center components overview

manage IT facilities in order to save energy [172]. We consider software
components as black boxes, hiding implementation details but including
relationships to the virtualized execution environment which specify how
infrastructure devices consume energy. Consequently, we perform our
analysis at the level of energy-aware software components of the BP.
Our solution is based on the analysis of the structure of the business
processes and the functional and non-functional properties included in
the Service Level Agreement defined between the user of the provider.

1.2.1 Research Challenges

1. Considering SBAs, is it possible to identify the minimal resources
required to satisfy quality constraints? What metrics can be used? Can
the application energy consumption be estimated based on the usage of
these resources?

We argue that the application layer holds high potential contribution
to the data center energy efficiency. For instance, an application could
require less resources for its execution or adapt its behavior to the current
context in order to reduce global energy consumption by exploiting their
elasticity regarding minimal requirements and/or running modes when

5



1 Introduction

emergency situations such as power shortages occur. Another aspect to
consider is that, while in the current literature there is a focus on power
(and in particular on peak situations), it is the global energy consumption
that has an impact on operational costs and therefore its reduction can
be beneficial to both provider and requester

Focusing on the design of SBAs, energy consumption can be con-
stantly monitored by specific indicators called Green Performance In-
dicators (GPIs) [115, 93|. The aims is to guarantee the satisfaction of
energy requirements, specified on these GPIs, together with more tradi-
tional functional and non-functional (i.e., QoS) requirements. In order
to properly design energy-aware applications, it is fundamental to con-
sider the relationship holding between the structure of an application
and the energy consumed by the underlying infrastructure for executing
this application. On this basis, we propose an approach for designing
energy-aware business process (E-BP). Energy-awareness is given as an
extension of the typical BP conceptual model, which contains elements
that are able to capture the energy consumption of the involved business
tasks.

2. Once metrics are properly calculated, are there adaptation mech-
anisms able to improve the application energy efficiency? What is the
role played by the application design in selecting and enacting the best
adaptation actions? How to model and analyze adaptation triggering
mechanisms?

The monitored information is the main element to drive energy-aware
adaptation. It shall have the capability of recognizing business process
properties in order to enact specific strategies to adapt its execution or
structure in case energy consumption needs to be lowered or energy leak-
ages have been identified. For the selection of the proper actions to be
taken, we use the goal-based risk model introduced by [15], in which the
relationships between the resources available in a data center and the ap-
plications running on it are represented. The model provides information
regarding the adaptation triggering mechanisms and the overall impact
of one adaptation throughout other indicators, events and/or actions.
However, spotting a system threat is not straightforward and, for this
reason, we propose a timed analysis module that is able to quickly reason
over a bunch of continuous monitored data, represented as streams.

3. How the model can capture the current underlying environment
based on the monitoring data analysis? What is the impact of unforeseen
situations throughout the model?

6



1.3 Thesis Contribution

Starting from an initial identified version of the proposed goal-based
model, which contains the relationships between indicators, events and
adaptation actions, the system should be able to change itself in the ba-
sis of the analysis of historical monitored data. In this way, the energy-
aware adaptation decisions are taken based on a model instance that
properly represents the underlying environment. The system learns with
unexpected situations in order to evolve the model with unforeseen rela-
tionships. This feature is possible due to the analysis of historical data,
in which mistaken relations shall produce undesired behavior. The key
point of the analysis is to create a set of rules that are defined as patterns
within a data mining process. These rules aim to identify situations in
which indicators are not fulfilled and, if so, backtrack the problem in
order to find relations with past taken decisions.

1.3 Thesis Contribution

By being able to compute both quality and energy metrics for each ser-
vice, a service-based process is designed using a new constraint-based
quality and energy-aware service composition algorithm that advances
the state-of-the-art by: i) taking into account not only single (average or
minimum) values of independent quality and energy metrics but a range
of values, while also dependency functions are used in order to express
trade-offs between these metrics; ii) producing a concrete execution plan
even if the minimal requirements are over-constrained by accepting a
given degree of violations; iii) allowing for the use of non-linear func-
tions in the optimization (QoS-based Service Composition) problem to
be solved.

These metrics are represented by both Key Performance Indicators
(KPIs) and GPIs. However, the comparison of their results should be
made with caution, since the values are calculated in different ways or
measured following different methods and equipment. To solve that, we
formally define an indicator and propose an aggregation system, which
contribute to: i) the identification and classification of both KPIs and
GPIs in order to enable their aggregation within meaningful clusters
called green index functions; ii) the normalization of indicators values
considering their four different boundaries dimensions, which are rep-
resented by warning and alarming thresholds; and iii) the aggregation
metric based on weights and defined in terms of risk management in-
dex, which identify and prioritize the most relevant indicators against
the system non-functional goals fulfillment.

Once indicators are defined and their value calculated, the system

7



1 Introduction

shall be able to recognize which ones represent system threats, i.e., can
harm the system like exceeding the expected energy consumption of an
application. The identification of such system threats introduces new
complexity boundaries to the model, which needs to be selective in min-
ing the monitored data in order to identify relevant data to support the
decision making mechanisms.

Finally, the proposed framework makes sure that the considered model
can adapt itself, evolving its elements and relationships according to new
input data gathered from the monitoring system. In this way, it is pos-
sible to create different instances of the same model that fits within dif-
ferent applications purposes, like eBusiness and high performance com-
puting. Moreover, the model can also evolve its source structure after
a deeper analysis through historical data using data mining techniques.
This mechanism ensures that the proposed approach is not strictly de-
pendent on the system manager expertise, but can identify unforeseen
relationships among the diverse considered indicators and application
adaptation actions.

1.4 Thesis organization

This thesis is organized as follows:

- Chapter 2 provides a survey of the state-of-the-art with respect
to the main concepts involved in this thesis. First the main issues
and advances in Green IT/IS are presented. Then we describe SOA
characteristics, metrics and adaptation mechanisms that are used
to measure the business process greenness and to adapt service-
based applications. Finally, we describe goal-driven models that
can support this adaptative behavior.

- Chapter 8 presents our metric, called SBA Energy Efficient Indi-
cator (SBA-EEI), which drives our constraint-based quality and
energy-aware service composition. In addition, we also present
an indicator aggregation system that aims to identify and classify
indicators in order to enable their aggregation within meaningful
clusters called Green Index Functions (GIFs).

- Chapter 4 describes an approach for designing Energy-Aware Busi-
ness Process (E-BP) extending the typical business process concep-
tual model to capture the energy consumption of the involved busi-
ness tasks. Since the E-BP energy consumption depends on their
deployed virtual environment, we introduce a 3-layers meta-model



1.4 Thesis organization

to support business process co-design and energy-aware adapta-
tion.

Chapter 5 defines our goal-based model used to represent the sev-
eral relationships between indicators, events and designed adap-
tation actions. This chapter introduces our proposed framework
and its modules, and focuses on the event identifications ones that
represent system threats.

Chapter 6 details the adaptation selection mechanisms, which are
supported by the goal-based model and a historical data analysis.
The objective of this analysis is to evolve the considered model
according to monitored data.

Chapter 7 describes the architecture that supports our framework
by providing the monitoring system and the assessment tool. Also,
we demonstrate initial results of the proposed framework using real
testbed data provided by GAMES project.

Chapter 8 draws conclusions for this thesis, describes ongoing work,
and presents future directions.






2 State-of-the-art

This chapter presents an overview of the most relevant approaches with
respect to the topic of this thesis. Energy related issues are brought to the
business process level through specialized metrics. In addition, trade-off
mechanisms that analyze the interrelationships of involved components
are studied in order to support decision-making process in different di-
mensions. The first section introduces green IT /IS main concepts and
presents the main approaches towards greener service-based applications
within data centers. The main characteristics of such applications are
described in the next section, in which business process management
techniques are used to support green analysis at higher level of abstrac-
tion. The service-based application adaptation section describes current
efforts towards dynamic and autonomous adaptation in order to enable
application aspects improvement without harming performance. Such
investigation is driven by the identification and better understanding of
the involved elements interrelationships. This is investigated through the
adoption of goal-driven models, in which impact propagation algorithms
provide ways to perform qualitative and quantitative analyses.

11



2 State-of-the-art

2.1 Green IT/IS

The role of I'T in modern society has become highly complex and its ben-
efits and damages more visible. Considering IT environmental aspects,
green IT initiatives are product-oriented and focus on reducing energy
consumption, GHG ! emission and e-waste of data centers. San Muruge-
san [122| defines green IT (also called green computing) as “the study
and practice of designing, manufacturing, and using computer hardware,
software, and communication systems efficiently and effectively with no
or minimal impact on the environment”. The author suggests four di-
rections to be followed in order to make IT green: greem use, such as
reducing data center energy consumption; green disposal, which regards
to refurbish and reuse of old server; green design, which aims to design
energy-efficient components; and green manufacturing, which consists in
manufacturing electronic components with minimal environmental im-
pact. However, this is seen as a first wave by [73|. The authors suggest
that a second wave, called sustainable I'T, has to go beyond energy use
in I'T operation and embraces corporate sustainability and social respon-
sibility efforts. It involves considering IT as a set of services that drive
the corporate business strategy based on ecological, regulatory, ethical
and economic factors.

Such alignment between the underlying infrastructure and the corpo-
rate business goals is identified by Watson et. al [174, 175| as green IT
and green IS. According to the authors, green IS enlarges the green scope
as it contributes to sustainable business process by, for instance, support-
ing consumers to make green choices with relevant information. As in
sustainable IT, the green IS approach involves not only internal factors
such as energy efficiency or GHG emission, but external ones that are rep-
resented by stakeholders type (suppliers, consumers, and governments)
and general eco-goals (eco-efficiency, eco-equity, and eco-effectiveness).
Eco-efficiency goals are in line with corporations goals as they look for
greater profits. On the other hand, eco-equity goals focus on the social
responsibility aspect by bounding the excessive consumption of resources
and limiting the organization behavior. Finally, eco-effectiveness goals
are represented by the ultimate solution in designing things properly. For
instance, in order to reduce servers power consumption eco-effectiveness
means to design new servers with autonomous power management capa-
bilities while eco-efficiency means to power off old servers.

The multilevel framework proposes by [82] aims to identify how green
IT/IS relates to sustainability within organizations. Within the frame-

!Greenhouse gas is any kind of gas that contribute to global warming.
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work, the authors identify four types of existing environmental sustain-
ability initiatives. In type zero (image-oriented), organizations announce
intentions towards green IT/IS that are never implemented. In type
one (eco-efficiency), organizations make efficient use of their existing re-
sources in order to prevent and control negative environment impact.
In type two (eco-equity), involves reducing environmental throughout
product life-cycle. Finally, in type three (eco-effectiveness) organizations
business goals and environmental issues are aligned together in a com-
plementary manner. In a similar way, Headman and Henningsson [75|
also introduce three strategies towards green I'T such that storefront can
be mapped as eco-efficiency, tuning as eco-equity, and redesign as eco-
effective.

2.1.1 Green Computing

In order to develop and use computer resources efficiently, software and
hardware techniques have been proposed in order to provide better in-
teraction among components and promote the analysis from a green
perspective. Essentially, Green Computing (GC) aims at a sustainable
computer resources development and usage through using less hazardous
materials, maximizing energy efficiently, and promoting recyclability. By
extracting the main idea of sustainability and applying it into the Infor-
mation System field, GC can be defined as an arrangement of all IS
resources (assets and capabilities) in order to achieve accumulation, gen-
eration, and deployment and therefore reaching market advantages [160].
GC techniques for saving energy can be applied into different levels with
different implementation costs. EPA report [167] suggests three energy
efficient scenarios: improved operations (30% of IT improvement and
20% of saving); best practice (70% of IT improvement and 45% of sav-
ing); and state-of-the-art (80% of IT improvements and 55% of saving).
However, most of the approaches take a very generic view or focus only
on the infrastructure layer, especially on hardware issues. In addition,
many of them focus on non-IT equipment such as cooling and power sys-
tems, which correspond to approximately 50% of total data center power
consumption [89]. Although Kant [89] tackles the problem of data cen-
ters power consumption in I'T and non-IT equipment, the approach does
not deal the problem from the application level and the existing inter-
connections between application and resources usage.

Aiming to involve all existing elements of a modern data center, Ma-
turity Model Frameworks have being proposed in the literature |57, 64,
162]. The IT-Capability Maturity Framework (IT-CMF) [57] defines
fives maturity levels, from initial to optimized. In each level, managing
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strategies are categorized in four macro-processes: managing IT budget
that involves service level adjustment and supplier negotiation for cost
reduction, managing IT capability that deals systematically with IT as-
sets and their business value, managing IT for business value such as
return-on-investment (ROI) measures, and managing IT like a business
which uses professional business practices within the IT functions such
as ERP 2 for IT operations. Although the framework does not focus on
sustainable issues directly, it contains many key characteristics to lead
to efficient data centers. Such extension is presented by [64], in which
the Sustainable ICT Capability Maturity Framework (SICT-CMF) ex-
ploits the underlying technology to achieve sustainability gains. The
framework aims to align what SICT is actually achieving and what the
business want. To do so, the approach describes four key actions:

1. Scope and goals definition: It represents a preliminary definition
of the organization view about sustainability and what are its ob-
jectives. In order to achieve these objectives, the authors argue
that they must be clear defined within the organization’s business
objectives.

2. Current IT maturity level understanding: Having the objectives
defined, the organization has to assess its current maturity level as
starting point. It adopts the five maturity levels of IT-CMF [57].
This is done through specific metrics applied at different levels of
the organization. CO2 emission per employee metric is an example
at the overall level, while FLOPS (floating point operations per
second) and SWaP (space, wattage, and performance) are examples
at the data center level.

3. Capability building blocks management: At this stage, the goal is to
assess the organization’s capabilities towards SICT. It is composes
by nine capability building blocks grouped into four categories:

a) Strategy and planning: Specific objectives of SICT and their
alignment with organization strategies;

b) Process management: Sourcing, operation and disposal of
ICT systems;

c¢) People and culture: Common language throughout the orga-
nization;

d) Governance: Policies that comply with regulations and legis-
lation.

?Enterprise Resource Planning
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4. FEvolution management: It consists in assessing and managing SICT
progress over time in order to create a roadmap and an action
plan. The assessment shall highlight small gaps between current
and desired maturity, such that short-term opportunities can be
prioritized.

Focusing on the data centers, the Data Center Maturity Model (DCMM)
proposed by The Green Grid consortium [162| aims to improve data
center energy efficiency and sustainability across many aspects. As in
SICT-CMF, the proposed maturity model is divided into levels that goes
from minimal/no progress (level 0) to visionary (level 5). Levels 1 and
2 represent data centers that partially or fully use current best prac-
tice techniques. Levels 3 and 5 indicates future capabilities direction
in which the industry should move within the next five years. These
levels are analyzed according to facility and IT perspectives. The fa-
cility category involves mainly power, cooling and management issues
while the IT category accounts for compute, storage and network issues.
Differently from other models, the DCMM provides very detailed and
technical information about sub-categories in terms of existing metrics,
i.e., quantitative manner. For example, in the compute sub-category (IT
category) the metric utilization is described as following throughout
the levels: Level 0, not measured; Level 1, average monthly and peaks
are measured; Level 2, average monthly is great than 20%; Level 3, av-
erage monthly is great than 35%; Level 4, average monthly is great than
50% and application compute power use understanding; Level 5, average
monthly is great than 60% and management of spare compute capacity.
By doing that, it also allows the use of the maturity model to benchmark
operations and monitor progress of the entire data center or individual
categories and sub-categories.

Cloud Computing

With the growth of pervasive and ubiquitous computing, modern data
centers have adopted cloud computing models in order to deliver comput-
ing and storage capacities as services that are available in a pay-as-you-go
manner [22]. Such services are divided into three fundamental models
from bottom to up: Infrastructure (IaaS) that involves servers and VMs,
Platform (PaaS) that involves the application container, and Software
(SaaS) that represents the SBAs. Generally speaking, cloud computing
environments provide two main techniques to tackle data center energy
efficiency at the middleware level: server consolidation and Virtual Ma-
chine (VM) migration [27]. Berl et al. [24] point out the key issues
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in energy-saving techniques applied to cloud computing environments.
The focus relies on the capability of the cloud environment in providing
scalable and virtualized resources in order to maximize hardware utiliza-
tion without degrade service level agreements. Considering the fact that
“many services often need only a small fraction of the available compu-
tational resources” [24], the utilization rates of virtualization (hardware
sharing) techniques directly increase the hardware usage rate. Keeping
the hardware at high utilization levels is one of the basic principles to
increase overall energy efficient within data centers. An ideal efficiency
value comes when the total capacity of the server is been used to com-
pute the “useful work”, i.e., the work performed by application services
which aim to satisfy business objectives. Although virtualization can
bring significant energy savings, it also requires additional management
and, therefore, additional costs. The authors argue that the major chal-
lenge is to explore the relationships among all involved components and
find out an optimal balance between performance and energy consump-
tion. Such balance is exploited by an energy eflicient self-management
mechanism that decides, from a holistic perspective, runtime adaptation
actions over the underlying environment such as VMs migration, copy-
ing, creation, and deletion; and unused hardware equipment turned off
(or hibernated).

In [113], the authors also start from the fact that data center hard-
ware equipment remain underutilized for long periods of time. They
claim that the use of VMs and their common capabilities such as mi-
gration can lead to significant data center energy-savings. Similar to
the approach described by [24], the aim is to reduce energy consump-
tion without reducing application quality parameters. In order to make
appropriate decisions about VMs migration actions, the approach pro-
poses a service request prediction model, which predicts future request
patterns based on historical service data. These patterns are refined
based on the Service Level Agreement (SLA) violation rate feedback.
Controllers are in charge of evaluating migration and hibernate actions,
of which a centralized one, called Cloud Controller, is responsible to
manage the application throughout their deployment, execution and dis-
posal. Other three local controllers, Node, Cluster and Storage, are used
to manage more fined information about single VM activities, VMs run-
ning on set of nodes, and storage systems attached to VMs. For each
cluster, an energy optimization algorithm evaluates the current num-
ber of active servers and the number of required servers for duration
t + topt, where t,,; represents the “minimum time period for which en-
ergy consumption while running a server in idle mode equals the energy
consumption for hibernating and waking up the server”. Based on that,
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the controller tries to maximize server utilization rate by migrating VMs
among server/clusters and putting underutilized ones in hibernate mode.

A different approach for resource allocation problem in cloud environ-
ments is presented by Beloglazov et. al [22]. Although the basic principle
of reducing energy consumption while keeping agreed Quality of Service
(QoS) requirements holds, the authors present a Green Service Alloca-
tor that introduce new capabilities. It is composed by negotiator, service
scheduler, VM manager, pricing, service analyzer, consumer profiler and
a new component called energy monitor. The energy monitor component
gathers the energy consumption values of VMs and physical servers in
order to help the VM manager to make energy efficient decisions. The
energy-aware resource allocation is composed by two sub-components:
VM placement and VM selection. For the VM placement, the authors
apply the Best Fit Decreasing (BFD) algorithm with some modifications
in order to choose the most power-efficient server nodes first. The role
of the VM selection is to optimize current VM allocations. To do that,
all VMs that need to be migrated are selected and, therefore, the Modi-
fied Best Fit Decreasing (MBFD) algorithm is executed. The upper and
lower utilization thresholds of the server node and the single VM deter-
mine the VM selection for migration. For instance, if the utilization of
a server node falls below the lower threshold, all VMs are migrated to
another server and the original node is switched to a sleep mode. Such
migrations are guided by three policies: (a) Minimization of Migration,
which selects the minimum number of VMs to be migrated; (b) Highest
Potential Growth, which is used to migrate the VM with the lowest us-
age of CPU with respect to its defined maximum capacity; (¢) Random
Choice, which randomly selects the VM to be migrated according to a
uniformly distributed discrete random variable. Simulated experiments,
performed using CloudSim toolkit, validate the approach against static
resource allocation techniques.

Kim et al. [92] extend the approach of |22] by focusing on power-aware
management techniques of real-time Cloud services, in which real-time
services are modeled as a real-time VM requests. In the proposed Cloud
service framework, the authors classify real-time services in hard and
soft services. The terms hard and soft denote different provider penalty
functions when there is a constraint violation. In the hard model, the
provider receives some penalty while in the soft model a penalty func-
tion, such as linear decreasing function, is used. Moreover, hard real-time
services use power-aware schemes based on dynamic voltage frequency
scaling (DVFS) and soft real-time services use a power-aware profitable
VM provisioning scheme. In the first case, i.e. power-aware hard real-
time cloud service, the algorithm trades the dynamic scaling of the pro-
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cessor speed such that: higher processor speed allows more VMs sharing
it, but power consumption is increased; lower processor speed results in
lower power consumption, but less number of VMs. Three schemas are
proposed for VM provisioning: i) Lowest-DVFS, which consists in ad-
justing the processor speed to lowest level in which the VMs still meet
their requirements; ii) 6-Advanced-DVFS, in which the processor speed
is over-scaled by d% of the lowest speed in order to guarantee quality
requirements during service request variation periods; and iii) Adaptive-
DVFS, which makes use of the advantage of knowing the service arrival
rate in advance and adjusts the processor speed as a function that in-
volves average values of service arrival rate, service rate, response time.

In the second case, i.e. power-aware soft real-time cloud service, a
profitable delay analysis is conducted when quality requirements are not
fulfilled. A refund mechanism based on the service value is used to
reduce the user’s service cost that is proportional to the service delay.
For soft real-time services, the VM provisioning algorithm is initially
similar to the hard real-time services (looking for the minimally priced
resource). However, the difference relies on the fact that the priority is
to maximize profit even if some service delays are expected. A profit
calculation function evaluates when it is better to provision the VM in a
specific server even when the service cost is reduced. As in [22], simulated
experiments demonstrate that, for hard real-time services, the best VM
provisioning algorithm is -Advanced-DVFS with respect performance
and power consumption.

2.1.2 Energy-aware Applications

Another direction to take to reduce energy consumption is the utiliza-
tion of metrics and techniques at the software level. Calculate the exact
among of power that an application is consuming is not an easy task
although many approaches consider the application as the origin of all
other layers energy consumption. Thus, the goal is to provide quanti-
tative mechanisms that enable analyzing the applications regarding to
their energy efficiency aspects from design to disposal phases. An effi-
cient software shows good proportionality between resource utilization
and the amount of work done (considering both functional and non-
functional application facets) [159]. One of the first energy metrics for
software systems was introduced by [47] which extracts information from
the flowgraph model to improve the application design independently
from the underlying hardware. The considered flowgraph is the repre-
sentation of control flows (if and loop statements) as a direct graph.
The authors consider two software sources of power consumption: pro-
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cessor and memory (storage is not considered as the approach focuses on
portable computing). A pair of hierarchical energy measures is presented
in order to quantify the number of executed instructions and the num-
ber of data memory accesses. For the number of executed instructions,
it is calculated based on the instruction level of processor power models.
However, one of the main drawbacks of the approach is regarding to the
flowgraph annotation in which the number of loop iterations have to be
estimated. The analysis of software energy consumption based on the
application source code is also the goal proposed by [42] where a set of
software complexity and quality metrics are used to estimate energy con-
sumption as a top-down approach. The application is assessed from a
logical perspective by evaluating how much energy is required by a single
bit status commutation applied on a given number of bits (thermody-
namic depth) for a given number of operations (complexity). Therefore,
analysis is performed in order to identify the most representative met-
rics according to physical power measurements. The obtained results are
used as the basis of a tool capable of extracting a set of energy-related
metrics by looking at the application code.

Kansal and Zhao [86] also present an energy profiling metric for ap-
plications at design phase. An automated tool is described to profile the
energy consumption of resource components used by an application and
to properly guide design decision-making process. The energy consumed
by an application is divided into two parts: the performance required
for the application and the system resources used by the application.
Through these components, the application consumes power during its
activation (i.e., the energy consumed to run the application and under-
lying system), waiting states (when there is a subsystem powered up
but the application is using another subsystem), and idle periods (the
application is not doing any work at all). Hence, the application energy
profiling approach considers how energy consumption is spanned across
the involved resources such as CPU, disk, memory and network inter-
faces during each state. In active states, an energy profiler component
traces resources related events in order to map application energy usage
across various system resources. By using events logs details generated
from resources utilization, the component identifies the correspondent
usage of an application regarding to CPU usage and disk activity only.
The current version of the tool does not provide the energy consumption
of the memory or network interfaces yet. However, the major draw-
back of the tool is regarding to homogeneous equipment, which makes it
very difficult to be used in existing data centers where hardware is likely
heterogeneous.

In the same direction, the “pTop” tool developed by [62] aims to pro-

19



2 State-of-the-art

file the energy consumption at process-level applications. The idea is
to estimate the application energy consumption based on its resource
utilization through indirect measurements. It provides an easier and
real-time way to get the application power consumption through ap-
plication programming interface (API). Moreover, the approach enables
runtime adaptation actions to be taken towards energy reduction. As it
is offered as a service in the system, the computational requirements of
“pTop” are less than 3% of CPU and 0.15 % of memory. The resources
taken into consideration are processor, network interface and hard disk
(memory is not considered). Due to validation purposes, the authors
developed an adaptation framework to interact between the tool API
and the user’s applications. Resource monitor, demand predictor, and
adaptation manager components compose the framework. The last one
is responsible to decide which application has to be adapted based on
the information provided by the other two components. Unfortunately,
the authors do not present detailed information about the application
adaptation actions available nor the policies used to decide for one or
another adaptation action.

Real-time application energy consumption estimation is also proposed
by [56] through a methodology that tackles the problem by using indi-
rect performance counters measurements (such as CPU time per second,
process migrations per second and instructions per second), application
process information (such as percentage of CPU used by a single task,
percentage of CPU used by a single task within the VM, amount of
bytes tasks read /write from disks, and amount of bytes in memory tasks
use) and server node data (such as number of packets send /received dur-
ing last second, average time to complete a writing/reading operation
and process executing in kernel model). Using simple linear analysis of
all considered elements (metrics and processes), the authors define the
power consumption of a single application process.

2.2 Business Process Management

In cloud computing environments SBAs are composed in order to fulfill
expected business goals. Such goals are represented in terms of business
process, which understands a set of abstract coordinated activities. Busi-
ness Process Management (BPM) is responsible for “supporting business
processes using methods, techniques, and software to design, enact, con-
trol, and analyze operational processes involving humans, organizations,
applications, documents and other sources of information” [168]. This
section aims to clarify what are the main issues involved when green as-
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pects are used to drive decision-making process at the business process
level. Considering green IS approaches, several attempts have been made
to extend BPM methodologies towards green BPM |77, 70, 163, 128|.

In [77] and [70] the authors propose a new class of methodologies
to identify areas of improvement by understanding the relationships
among the BP elements and performing GHG emission reduction actions
throughout the entire BPM life-cycle. Each process activity is annotated
(using BPMN 2) with the amount of GHG emitted by the activity when
executed. This is done by evaluating two functional aspects of the ac-
tivity: consequence and consuming resources. An example of activity
consequence is the impact of cutting a tree and an example of resource
consumed is the impact of traveling by car. The approach adopts direct
acyclic graphs to model usage-cost relationships. The BP activity impact
analysis is also the objective of [163], in which the authors identify the
set implementation that satisfies temporal constraints. Having that, it is
possible to choose the activity implementation that produces the lowest
amount of COy emission and, at the same time, keep the BP temporally
compliant. A decision support system for evaluating and selecting effi-
cient IT investments is described in [128]. The goal is to narrow the gap
between I'T and BP layers based on a trade-off between minimal quality
requirements and resources operation costs. The term green BPM is also
exploited by [130, 131], in which the main characteristics and differences
with respect to traditional BPM are highlighted and compared.

2.2.1 SOA

In order to enable to execute and to manage BPs, Service-oriented archi-
tecture (SOA) represents “the logical way of designing software system
to provide services either to end-user applications or other services dis-
tributed in a network, via published and discoverable interfaces” [135].
With SOA it is possible to coordinate the several distributed BPs through
linked web services [94]|. Typically, BPs running on SOA are composed
by several invocations of different components (services) in order to sat-
isfy the whole BP goal. By using SOA we implicitly define services
as “self-contained modules that provide standard business functionality
and are independent of the state or context of other services” [137|. They
commonly adopt cloud computing under the utilization of Web services
standards. Web services components are hosted within services contain-
ers that interface business services and infrastructure services. The main
concepts of SOA involved in the presented thesis are [136]:

3Business Process Modeling Notation.
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e Service composition: It consists in aggregating multiple services
into a single composite service. Such aggregation is coordinate by
orchestration and choreography mechanisms, which describe how
services interact at the message level. An important issue relies on
identifying each single service quality level defined in the service-
level agreement.

e Service management and monitoring: It spans from deployment
to collecting data for metrics calculation in order to verify both
composite services and single independent services implementation.
Such information is analyzed in order to report possible constraints
violations (performance and energy) or to support the decision and
enactment of adaptation strategies such that existing or upcoming
problems are solved.

e Service design and development: The challenges involved here rely
mostly on engineering methodologies to model the business envi-
ronment, such that performance and energy indicators are mapped
into the service design phase. In addition, service governance is-
sues are involved, in which services are effectively guided towards
functional and non-functional (including performance and energy)
requirements satisfaction.

The Vienna Runtime Environment for Service-Oriented Computing
(VRESCo) proposed by [117] aims to cover the complete publish-find-
bind-execute of SOA-based applications. The approach enforces the us-
age of service metadata to store information about services and QoS
models in order to enable suitable service mediation. The VRESCo
metadata model is represented as blocks of concepts that capture the ser-
vice functionalities details. The main concept blocks are represented by
feature concepts (concrete actions that implement the same functional-
ity), data concepts (entities), and predicate concepts (data flow required
or produced by the feature their valid states after invocation). A spe-
cific language, VERSCo Query Language (VQL), is used to query this
metadata model. The VRESCo Mapping Framework (VMF) does the
mapping between the service concrete operations (metadata model) and
the service abstract features (service model) in order to perform service
mediation. In the mapping process services are grouped into categories
according to their available features. Therefore, services operations are
mapped to concept features such that one operation implements one fea-
ture. In this way, the mediation follows the service invocation and it does
not need the direct service input parameters, which may vary from one
service to another, but the high-level VRESCo feature representation.
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Finally, the environment supports 5 different service-rebinding strate-
gies for dynamic biding: fixed (never), periodically (time interval), on
demand (upon client request), on invocation (binding is checked before
the invocation), and on event (upon events notification). However, the
described mapping between service metadata model and service model
does not support service composition yet.

2.2.2 Service Composition Issues

Service composition is one of the basis and most important functionalities
intrinsic in SOA. SBAs are built from other services, usually at runtime,
when the user’s requirements are issued to a broker or service composi-
tion engine. The composite service construction is separated into two se-
quential phases: a) the creation of an abstract execution plan; b) service
selection for each abstract task of the execution plan. Various techniques
have been proposed for automatically or semi-automatically creating an
abstract execution plan of a composite service based on user’s functional
needs and functional capabilities of available services in the system’s
registry. In the second phase, which is based on the abstract execution
plan, functionally-equivalent services are selected as candidate services
for each abstract service, such that they differ in their non-functional
characteristics, i.e, performance and energy. The functional selection of
these candidate services can be solved with approaches like [141]. The
final goal of this phase is achieved by solving the well-known Service Con-
cretization (SC) or QoS-based Service Composition problem. According
to that, the best service available at runtime has to be selected among
all candidate ones for each abstract service, taking into consideration the
global and local quality (and energy) constraints defined in the SLA.
There exist various approaches to solve the SC problem, which are sep-
arated into two main classes: local [116, 183, 13] and global approaches
[183, 81, 38, 14]. Local approaches select services one at a time by asso-
ciating the abstract service to the candidate service that better supports
it by satisfying the local quality constraints. In this way, global con-
straints are not taken into account at all. On the other hand, global
approaches try to solve the SC problem by selecting those services that
satisfy both the local constraints imposed on the corresponding (local)
abstract service and the global constraints that affect the whole compos-
ite service. In order to guarantee the fulfillment of global constraints,
these approaches use optimization techniques like MIP [183, 14, 119] or
evolutionary algorithms such as Genetic Algorithms and Cultural Algo-
rithms [161, 38, 95]. However, most of these approaches usually con-
sider the worst or most common case scenario for the composed service,
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which concerns to the longest or the hottest execution path, respectively
[183, 38| or they satisfy the global constraints only statistically by re-
ducing the number of loops to a single task [81]. Therefore, they are
either conservative or not very accurate.

One approach that guarantees that all possible execution paths of an
execution plan satisfy all global constraints is analyzed in [14|. However,
even this approach presents the following disadvantages: i) it does not
allow non-linear constraints; ii) it does not produce any solution when
the requirements of the user are over-constrained; iii) all execution paths
have to satisfy the global constraints — even the longest ones that are
not so probable have to satisfy all the global constraints; iv) it takes
into account only the minimum or average value of a metric for each
service while it also regards that all metrics are independent; v) it does
not take into account any energy metrics. The latter two disadvantages
are common for all SC approaches.

With respect to dynamic environments, there is not a consolidated ap-
proach that takes into account service quality parameters into an aggre-
gated function to satisfy end-to-end business process requirements. Such
environments can be dynamic regarding to QoS constraints and/or IT
performance capabilities. Cao et al. [40] propose a new negotiation pro-
tocol which acts as a neutral mediator to trade-off service QoS when the
concrete composite service execution path may fail due to non-functional
requirements. The model has several domain managers to negotiate sin-
gle services attributes and a centralized coordinator agent that takes
care of the total negotiation process to find “win-win” agreement based
on time-sensitive negotiation strategy. Considering the IT infrastruc-
ture changeability, [161] uses genetic algorithms implemented inside a
Linux kernel to guide runtime DVFS towards SLA meeting. However,
the approach does not take into consideration workload prediction or
VM migration /reconfiguration.

2.2.3 Business Process Metrics

The definition and usage of software metrics is not a simple task. Starting
from general software engineering metrics, Kaner and Bond [84] demon-
strate and justify the many dimensions that must be taken into consid-
eration when defining or simple using a software metric. The authors
delineate a framework for evaluating software metrics regarding to their
purpose, scope, calculation formula, value meaning, and their relation-
ships. In their approach, a metric is generally defined as “the empirical,
objective assignment of numbers, according to a rule derived from a
model or theory, to attributes of objects or events with the intent of
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describing them”. Distinctively from software engineering metrics, the
following introduced metrics evaluate BP design attributes and mashup
applications performance and energy parameters during execution time.

We divide BP measurements into groups: design-time and runtime.
Design-time metrics are closer to software engineering metrics and they
measure the BP by considering BPEL description such as source code.
Static analysis are performed looking into the BP internal objects, control-
flow components, and expected quality parameters [149]. On the other
hand, runtime metrics can only be calculated if additional information
about the environment and its inter-related elements is available. For
instance, the response time of a BP instance may depend on the flow
path taken during its execution. The monitoring of the BP execution is
typically made through a Business Activity Monitoring (BAM) system
which provides real-time values of individual BP components mapped
into their running environment [85]. Therefore, these monitored values
are translated into Process Performance Metrics (PPMs) or Process Per-
formance Indicators (PPIs) in order to provide proper significance for the
collected single values. Finally, these PPIs are taken as input parameters
for KPIs calculation, which definition is based on business goals. KPIs
are influenced by numerous PPIs but also technical parameters such as
Quality of Service (QoS) [178].

Design-time metrics are calculated based on the designer background
knowledge and the process internal attributes, such as size, structural
complexity, cohesion, coupling and length. Despite the vast literature
on software measurement, business process metrics field was recently in-
troduced by Reijers and Vanderfeesten [149] and Cardoso [43] in which,
inspired by existing software engineering metrics, new process metrics re-
garding to cohesion, coupling and complexity were introduced in order to
analyze workflows. Vanderfeesten et al. [171] describe internal attributes
in details and how they can be used to drive more efficient process mod-
els design. With respect to energy consumption, it relies on the fact that
less complex BP consumes fewer resources to perform the same tasks,
i.e., more efficient resource utilization. In addition, less complex BP also
increase its flexibility and, in particular, the set of adaptation actions
available at runtime.

Cardoso [44] proposes a process control-flow complexity (CFC) met-
ric to analyze process complexity based on the process interactions de-
scribed in BPEL 4, which is a standard language for specifying Web
process. The CFC metric of a process is actually the CFC metric of each
activity within the process. The approach defines activities as basic or

4Business Process Execution Language.
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structured. Basic activities are weighted as 1 and are divided in com-
munication (call and receive messages), control (wait or terminate), and
data manipulation (assign). Structured activities are formed by control-
flow activities, i.e., they control the steps that shall be executed in the
process. Their complexity calculation depends on the control-flow type.
They are five: i) sequence, activities are invoked one after another; ii)
switch, represent optional branches; iii) while, a set of activities are ex-
ecuted repeated according to a Boolean condition; iv) flow, represent
branches that are executed in parallel; and v) pick, the occurrence of an
event starts the execution of an activity. The CFC value interpretation
is done by using McCabe’s cyclomatic complexity thresholds, in which
the BP is classified as simple, slightly complex, complex, and untestable.
In [152] the authors analyze the CFC metric and validate it using several
processes described in BPMN against a set of common derived measure-
ments, such as the total number of events of the model. However, the
approach focuses on pure control-flow dimension and just scratch the
process data dimension, without considering in detail the other dimen-
sions of the process model.

A similar approach is taken by Sanchez-Gonzalez et al. [158], which
focus on the early phases of process design in order to minimize costs
and to facilitate future business process evolution. The approach de-
lineates positive and negative correlations in a set of process structural
metrics, which includes: number of nodes, coefficient of connectivity, se-
quentiality, concurrency, and others. Their goal is to identify correlations
among a fixed set of structural metrics in terms of understandability and
modifiability. Using regression analysis to identify these correlations,
the authors investigate their impact with respect to time, accuracy and
efficiency dimensions. The obtained results demonstrate how design-
time metrics can be used as business process quality predictors models.
Model-driven business process metrics are also described in [185, 155].
The authors in [185] define the set of metrics used to measure business
operations within an observation meta-model which is described accord-
ing to information organization and operation. The first corresponds to
the process entities to be monitored while the second regards to rele-
vant information extraction and metrics calculation. A more efficient
method is proposed in [155] to create specific metric meta-models ac-
cording to Model Driven Architecture (MDA) specifications. In short,
the presented meta-model describes the relationships and the attributes
among the business process elements and pre-defined metrics converted
from business logic models.

Considering that runtime metrics represent the minimum expected
quality requirements defined at design-time, which are monitored at
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runtime and additional information regarding to the process execution
environment is needed. In BP, such performance requirements can be
expressed in terms of PPI defined as a special type of KPI that focuses
exclusively on BP activities. However, the definition of such metrics and
their monitoring system are complex. The approach proposed by [120]
deals with this issue by presenting a SOA platform-independent monitor-
ing and controlling. The solution focuses on BP monitoring where PPIs
specifications are described through meta-models. Such meta-models
are linked to the concept of process at the same level of abstraction of
BPMN, which enables the identification of appropriate measuring points.
Each PPI is defined as a basic indicator or an aggregation of set of PPIs.
For that purpose, three values attributes are specified: current value,
target value thresholds and alarm values thresholds. The current value
calculation is handled by the PPIMonitor component which is part of
the PPI monitoring model. The model defines in which process object
the indicator operates. All monitored process objects and their respec-
tive attributes are described within the PPI monitoring model. The
monitoring model instrumentation is basically performed by means of
EventProbe, which is responsible to gather information about monitored
objects and tasks.

Aiming to map and to describe the relationships among PPIs and BP
elements (represented in BPMN), [60] make use of an ontology. The
approach integrates PPIs into the entire BP life-cycle, i.e. from de-
sign and analysis (metrics are modeled together with the BP) to the
evaluation phase (identification of correlations based on monitored in-
formation). Each PPI is specified by a measure element that contains
values, thresholds, and the process instance object under measurement
taken from the BPMN. The measures are classified as base, aggregated or
derived. Base measures understand time (duration between two tasks),
count (number of the instances verification within a time period), con-
dition (check if the instance conditions are met), and data (measure
certain object properties) measures. Aggregated measures are values
obtained from the calculation of a certain aggregation function on a
set of single measures values. Finally, derived measures are obtained
through mathematical functions that combine two or more measures
(base or aggregated). Considering these types of measures represented
within an ontology, the main advantage of the approach relies on the
specification of the PPIs dependencies through the isCalculated relation,
which can have positive or negative impact. For instance, taking the PPI
z = £ %100 then we have the relations: isCalculatedPositively(?z,7x)
and 1sCalculatedNegatively(?z,7y). Considering these relations other
two are derived that correspond to direct and inverse dependencies re-
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spectively. Therefore, inference rules are applied to propagate the de-
pendencies throughout all measured PPIs. An example of inference rule
to find out (z,z) dependency can be: isCalculatedNegatively(?x, 7y),
dependsInverselyOn(?y,?z) — dependsDirectlyOn(?z,?z). Despite
the advantages of inference rules within the ontology to find relation-
ships at design-time, the approach is limited by the rules themselves and
the degree of the indicators interconnections (heterogeneity).

There is another level of metric relationships that is regarding to KPIs.
Wetzstein et al. [178] advocate that PPIs themselves do not represent
useful business measurement. Instead, they are used as input for a
higher-level metric, i.e. KPI, which combines one or more PPI and Qual-
ity of Service (QoS) metrics. PPIs are metrics based on business events
(e.g., OrderReceivedEvent) while QoS parameters are metrics used to
measure [T characteristics (e.g., web-service response time). The au-
thors depict a framework for dependency analysis in order to discover
the main factors that influence a specific KPI. Such elements are there-
fore presented as a decision-tree. The framework is divided in three
layers, which are: process runtime, monitoring, and analysis. In the first
layer, process runtime, a WS-BPEL process is executed, activity events
are collected and sent to the second layer, monitoring. In the monitoring
layer the information is used to calculate the PPI (which can be atomic
or composite), the QoS (web-services compositions on top of SOA), and
the KPI. A database stores all information for further analysis. The
layer also receives as input a set of potential influential factors for each
KPI from the user that will be further evaluated. Getting historical data
from the database, the decision tree algorithm generates a dependency
tree that shows KPIs impact factors. The information is then presented
in the BAM dashboard to the users for BP optimization.

The analysis of influential factors in the last layer is divided into four
main phases. In the first phase the user has to specify the input pa-
rameters to be analyzed, which are: KPI target value, analysis interval
period, number of process instances, set of PPIs and QoS parameters con-
sidered as potential influential factors, and decision tree algorithm selec-
tion (in their experiments the authors used the well-know C4.5 [146] and
ADTree [67] techniques). The training set is created during the second
phase, in which the database is mined in order to extract the information
with respect to the parameters defined in phase one. Hence, the KPI is
evaluated and classified as “KPI fulfilled” or “KPI violated” based on its
target value parameter. The third phase executes the selected algorithm
and provides as output the dependency tree relating PPI/QoS with the
KPI. Finally, phase four displays the obtained results within the BAM
dashboard. The entire framework is strongly based on initial parameters
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provided by the user, which may not have the proper knowledge to guide
the framework analysis direction. Moreover, the identified KPI violation
causes are not used to adjust the BP adaptation behavior in order to
avoid upcoming indicators violation. In addition, there is no prediction
mechanism to prevent the violation occurrence.

In order to automatically identify the KPI relations and extract their
potential influential factors, the work proposed by Popova and Sharpan-
skykh [142] formalizes the concept of performance indicator and their
internal and external relationships. Internal relations represent the re-
lationships between indicators and external relations represent the rela-
tionships between indicators and other concepts such as goals, processes
and roles. First each performance indicator is defined according to the
following characteristics: name, definition, type (continuous or discrete),
time frame (evaluation time internal), scale, min and max values as-
sumed, source (where the information is extracted), owner, threshold
(cut-off values that indicate the degree of influence between indicators),
and hardness (qualitative or quantitative). After that, the indicator is
associated with an expression in order be evaluated afterwards. A model
is therefore created using a variant of the first order sorted predicate lan-
guage in which indicators attributes are represented by predicates with
arguments (e.g., has _attribute value: indicator x attribute x value).
The model defines three initial relations: causing, correlated, and ag-
gregation of. The first, causing, defines that one indicator causes
changes to a second indicator. Changes can be positive or negative over
a scale from very positive to very negative. Very positive impact means
having small changes in one indicator such that it causes big positive
changes in the second indicator. This relation is formally described us-
ing Temporal Trace Language. The correlated relation states that two
indicators are positively or negatively correlated based on the previous
relation. Finally, aggregation of relation states that the first indi-
cator is an aggregation of the second indicator. This means they hold
the same measure, but at different levels. Having an aggregated relation
implies the indicators have a positive correlated relation and the same
attributes (type and unit). Based on these three relations, in particu-
lar causing, inference rules are used to discover new relationship based
on the transitivity property, i.e., (p = ¢) A(¢ = 1)) = (p — r), and to
validate the performance indicator structure.

In order to relate performance indicators with other concepts such as
goals, tasks, and roles some predicates are defined as well. Examples
of these predicates are: is_based on (Goal x Indicator), measures
(process x indicator), and environmental _influence on (IT environ-
ment characteristics x indicator x {positive,negative}). However, the link
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with external concepts (such as process) does not specify the process in-
stance. Runtime variables may cause ambiguous values interpretation of
the same process having two or more instances. This problem is partially
solved by Rodriguez et al. [151] approach that quantifies relationships in
the performance measurement system context (QRPMS). This is done
by defining the relationships among KPIs and mapping them with Per-
formance Measurement System (PMS) in order to create cause-effect re-
lations at business goals level. The QRPMS is divided into four phases,
which are: 1) design and analysis of the PMS; ii) initial data treatment;
iii) identification and mapping of KPI relations; and iv) result analysis.
Focusing on the third phase, it receives as input a data matrix with all
detailed information about the indicators. The relationships between
KPIs are identified by applying two mathematical techniques over the
data matrix. The first, principal component analysis (PCA), recognizes
cause-effect relations based on each indicator description. The KPIs
that contain cause-effect relations are named Business Drivers Key Per-
formance Indicators (BDKPI) because of their high factor of impact with
respect the others. The second technique, partial least squares models,
quantifies the importance degree of each identified cause-effect relation.
These models are represented by typical regression equations that pre-
dict effect(s) from cause(s) variable(s), called PLS models. It makes the
approach to be highly based on the designer expertise in order to develop
accurate PLS models.

2.2.4 Green BPM

Taking into consideration the green aspects of BP, Nowak et al. [130]
introduce the green Business Process Reengineering (gBPR) method-
ology in order to tackle existing SBAs and energy consumption issues
from a holistic approach within modern data centers. In order to iden-
tify the interrelationships the authors introduce Key Ecologial Indicators
(KEIs), which are special types of KPIs to measure up business process
greenness. The maximization of these metrics leads to a better use of vir-
tual and physical infrastructure resources. The approach uses common
BP optimization techniques, such as dynamic binding and control-flow
and data-flow management, in order to find out possible optimal sce-
narios that fulfill quality and energy constraints. It relies on green IS
approach, which focuses on the outcome of the process execution of the
real business actions. For instance, to reduce the KEI “C Oy emission”
of a shipping process, the solution adopted is to reduce the number of
times per day the shipper picks up the charge from three to one. Instead,
the “C'O4 emission” with respect to the IT resources used to execute the
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BP is not taken into consideration. A more comprehensive view of KEIs
that also includes IT resources usage is presented in [131]. Therefore,
KEIs consist in both green IS and green IT aspects, which are placed
throughout the BP life-cycle in order to provide ecologically-aware pro-
cess design and resource selection. The BP life-cycle is supported by a
green BPM architecture depicted in Figure 2.1. The input data layer
represents the runtime environment where sensors provide the necessary
data to determine the indicators values. Having this information, the
event infrastructure layer calculates KEIs and KPIs, in which process
instances and IT resources usage are mapped. The management compo-
nents layer extracts relevant indicators data (extraction, transformation,
and loading - ETL service) in order to allow stakeholders to react on KEIs
deviations. The enactment of stakeholder’s decision is supported by the
adaptation layer, in which the BP is effectively modified. Examples of
BP adaptations are: adding or removing activities, change of data or
control flow, and activities exchanging. Moreover, the figure highlights
the components that need to included or extended in order to support
green BPM in comparison with conventional BPM architectures.

Input Data Event Infrastructure Management Components Adaptation

Event Infrastrukture

H 1
I sensors 1
! i
Dashboard =—=1 New
i
Business kel (k1) - brocess @ otended
Runtime Services Service Adaptation Component
Process )
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L H Legend:
L—= Component
__________

Figure 2.1: Green BPM architecture proposed by [131]

The usage of runtime metrics to identify the application greenness
level without changing its current implementation is more likely if we
consider the number of existing applications [35]. In this way, local
and global controllers make decisions based on collected runtime data
in order to pursue both desired performance and energy levels. The
approaches proposes by [7, 98] consider self-optimization of application
energy consumption at the Service-as-a-Software (SaaS) level, in which
an application is defined as a set of services orchestrated by the business
process, called as green SBAs. Lago and Jansen [98] state that green
awareness from process, service and people aspects is the main issue to
be solved. The authors propose a framework, called service greenery,
which makes available environmental strategies and green metrics as-
a-service (GaaS). The framework presents a similar approach with the
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green BPM architecture of [131] with respect to monitoring and mea-
suring and adaptation strategies enactment. The difference is regarding
to the metric availability and the separated approach for green metrics
with respect process, service, and people.

In [7] a set of event-condition-actions periodically checks if the SBA is
using the best services from both quality and energy points of view. The
optimization problem is modeled as a Constraint Satisfaction Problem
(CSP) and, similar to other previous mentioned work, the single service
energy consumption calculation is based on its associated resources. The
approach takes into consideration processor, disks and memory power
consumption, but the models used to estimate the energy consumption
of a single service within shared environments is omitted. Instead, the
authors focus on finding the best service for each BP abstract task such
that global constraints (quality and energy) are optimal. To do that,
the approach incorporates GPIs as Quality of Service (QoS) parameters.
For example, during the enactment of service substitution adaptation
mechanism, the first GPI considered is the service energy consumption
per invocation (i.e., the ratio of energy consumption to the number of
invocations of a service). Section 2.3 describes the most relevant service-
based application adaptation approaches.

2.3 Service-based Applications Adaptation

Service-based Applications are characterized by independent services
that, when composed, perform desired functionalities [156]. In general,
these services are provided by third parties and are utilized by differ-
ent applications. Thus, SBAs operate in a heterogeneous and constantly
changing environment which includes both internal and external factors.
To cope with that, they have to be able to constantly modify them-
selves in order to meet agreed functional and quality constraints in face
of a raised problem, an identified optimization or an execution context
change [90]. In the ambit of service oriented computing (SOC) and cloud
computing, application adaptive features play an even more important
role, in which adaptation mechanisms need to be performed in an au-
tomated or semi-automated manner. According to Di Nitto et al. [61],
SBA self-adaptivity is achieved when the application “automatically and
autonomously adapt their behavior to respond to evolving requirements,
changes in its context, as well as failures of component services”. The key
aspects of self-adaptivity rely on when and why an adaptation should be
performed which is applied throughout the three service-based applica-
tions layers: service infrastructure, service composition and coordination,
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and finally, business process management layer.

Focusing on autonomous SBA adaptations, Bucchiarone et al. [36] de-
lineate the effect of application design principles (design-time) within its
execution (runtime) recovery capabilities. Thus, a SBA life-cycle that
focuses on adaptation was created in order to cover both requirements
changes and performance issues. Figure 2.2 depicts the proposed life-
cycle where design-time (right side circle) and runtime (left side cycle)
are represented together such that they support each other and allow
the evolution of the application. In the figure, boxes represent moni-
toring and adaptation actions while hexagons represent the artifacts of
which adaptation actions are based on. A set of these actions together
composes an adaptation strategy. Adaptation strategies are triggered
according to application degradation (functional /non-functional) or con-
text shift that involves both environmental and stakeholders’ require-
ments changes. Suitable adaptation strategies are selected based on the
adaptation scope and impact, which may vary depending on the strategy
trigger. For that purpose, the authors propose three SBA design-time
adaptation modes: i) built-in adaptation, in which the adaptation needs
and configurations are known in advance and fixed such as service re-
execution; ii) abstraction-based adaptation, in which the adaptation needs
are fixed but the configuration depends on runtime parameters such as
service re-composition; and iii) dynamic adaptation, in which the adapta-
tion needs and configuration are both defined at runtime and, therefore,
specific mechanisms are provided for adaptation strategies enactment in
a autonomous or semi-autonomous manner.

Due to the importance of context identification in supporting the se-
lection the most suitable adaptation strategies, Ortiz and Prado [134]
emphasize client-context models for SBAs. Not only the client-context is
important, but server-context is crucial as well. Aiming to join both con-
text models, [37] extend the proposed life-cycle. In the approach, context
models are used to define dynamic adaptation triggers and to identify
relevant data from the monitoring system. The context model depicts
the application current situation according to six dimensions: time (ac-
cess period), ambient (access mode), user (user’s role and preferences),
service (concrete services in the composition), business (business fac-
tors), and computational (software and hardware characteristics). Based
on these dimensions, the approach maps the dimensions changes into
the application available adaptation strategies. This is done through the
identification of the adaptation triggers and their requirements, which
are represented as “context-driven adaptation reasoners”. Although the
proposed context-based adaptation approach is quite complete from its
context definition aspect, it provides limited analysis with respect to the
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Figure 2.2: SBA adaptation life-cycle [36]

impact of the selected adaptation within other context dimensions that
were not identified by the monitoring system before.

In the survey [157| the authors start from the identification of the
adaptation triggering causes as self (regarding to the application layers)
or context (regarding to the environment layer that affects somehow the
application) which are viewed as closed feedback loops. Thus, adapta-
tion strategies are triggered against self or context changes by enacting
suitable adaptation actions with respect to costs and timing. In order
to do so, a self-adaptation taxonomy is presented based on six aspects:
where, layer and level of granularity that the adaptation is needed; when,
temporal aspects of the adaptation enactment; what, attributes and ar-
tifacts that can be changed through the adaptation actions; why, set of
goals of the self-adaptive system; who, autonomic adaptation level; and
how, set of adaptation actions and their sequence and costs. The de-
scribed self-adaptation taxonomy involves four main branches that are
represented by the object to adapt, adaptation realization issues, tem-
poral characteristics, and interaction concerns.

The first branch, object to adapt, deals with the where and what as-
pects and aims to identify the application layer (i.e., between the bottom
middleware to upper business process), the granularity of the modules
due to change, and the adaptation impact and cost. The impact depends
on the adaptation scope while cost depends mostly on adaptation dura-
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tion time, required resources and level of complexity. Based on that, each
adaptation action is categorized from weak/low cost/limited impact,
which are parameters changing actions, to strong/high cost/extensive
impact which are components insertion, removal or modification ac-
tions. Although such categorization roughly introduces the basics to-
wards adaptation actions inter-relationships recognition, it is still too
genetic to effectively compute all possible side-effects of an action and
its positive and negative influence all over application desired goals such
as performance indicators.

The second branch, adaptation realization issues, deals with the how
aspect by identifying all single steps to be performed in order to suc-
cessfully accomplish the adaptation. Therefore, issues related to the
selected approach, such as static or dynamic decision-making and inter-
nal or external mechanisms, and adaptation type, such as close or open
adaptation and model-based or free adaptation, are described in details.
The third branch, temporal characteristics, deals with the when aspect of
the adaptation. It is sub-divided into reactive/proactive adaptation (i.e.,
after or before the change occurrence) and continuous/adaptive monitor-
ing (i.e., the monitoring system either concerns the entire environment
or adjusts the monitoring scope according to its needs). Finally, the
interaction branch deals with the who aspect and regards to the level
of human involvement, reliance of past situations, and interoperability
support between application, middleware and infrastructure layers.

In order to identify the most critical facets of self-adaptive systems,
Cheng at al. [49] propose a roadmap that is detailed into four analyses
dimensions: modeling, requirements, engineering, and assurances. Fo-
cusing on modeling dimension, the authors have identified four distinct
groups named goals, causes, mechanisms, and effects. Goals represent
the objectives the system is expected to achieve and, therefore, they
guide the selection of appropriate adaptation actions. The group causes
contains the internal (self) or external (context) changes that trigger
the adaptation actions. Mechanisms represent the adaptation actions
enactments towards the desired changes and, finally, the effects group
captures the impact of the adaptation within the system under consider-
ation. Table 2.1 depicts each group’s attributes with a short description.

2.3.1 Service Composition Adaptation

In this subsection relevant self-adaptive approaches are presented re-
garding to service composition adaptation within SOA. One of the most
common adaptation action is service replacement, also called dynamic
reconfiguration, which consists in replacing a concrete service at runtime
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Table 2.1: Essential view of self-adaptation:

Modelling dimensions

from [49]
’Group ‘Attribute ‘Description Range
Evolution  |[Goal change lifetime statical, dynamic
Flexibility [Regard to the goal ex- [rigid, constrained,
Goals pression unconstrained
Duration  [Validity of the goal temporary <> persistent
Multiplicity |[Adaptation number of
goals
Dependency [Capture how goals are findependent, dependent|
related to each other
Source Identifies the origin of external, internal
the change
Causes .
Type Nature of change functional, non-func.,
technological.
Frequency [How often the changes [rare <> frequent
occurs
Anticipation (Capture whether the [foreseen,  foreseeable,
change can be predicted [unforeseen
Type Relation of the adapta- |[parametric, structural,
tion with the system both
Autonomy [Degree of adaptation lautonomous <> assisted
Mechanisms external influence
OrganizationPerformed by single or |centralized,
multi components decentralized
Scope Level of components in- [local, global
volved
Duration How long the adapta- [short, medium, long
tion lasts
Timeliness |Capture the adaptation |best effort <> guaran-
execution behavior teed
Triggering |[How to start the adap- |event-trigger,
tation time-trigger
Criticality [Impact case of adapta- |harmless, mission-
Effects tion failure critical, safety-critical
Predicability|Adaptation conse- non-deterministic,
quence prediction deterministic
Overhead  [Negative impact upon [insignificant <+ failure
performance
Resilience  |Ability to justify the esilient <> vulnerable
provided resilience
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in an automatically or semi-automatically way. The approach proposed
by [38] uses late-binding mechanism in order to perform composite ser-
vice replanning during execution. Therefore, service composition is not
based on estimated QoS values, but instead, current monitored informa-
tion. The approach assumes that for each workflow abstract service there
is a list of functional equivalent concrete services that may vary regard-
ing to delivered quality parameters. The late-binding mechanism selects
the concrete services that best contribute to maximize QoS constraints
agreed in the SLA. The optimal solution is found applying an optimiza-
tion problem in which it maximizes a fitness function while meeting the
defined constraints. According to the authors, a genetic algorithm ap-
proach is the best strategy to handle the non-linear aggregation formulae
and the high number of concrete services for each abstract service. On
the other hand, integer programming is better for simpler situations.
The proposed service composition replanning strategy defines three key
points: i) when the replanning is triggered, ii) where is the workflow slice
to be replanned, and iii) how the replanning will be performed.

The replanning is triggered if one of the quality constrains deviates
from the expected value over a given percentage or the monitored value
actually violates the quality constraint. After the identification of the
problem, the approach selects which are the abstract services to be re-
planned in the workflow by considering the last concrete services exe-
cuted. Depending on their position in the workflow control structure,
the scope of the service replanning is adjusted. Thus, the fitness func-
tion maximization is applied only within the considered scope. By doing
that the proposed algorithm reduces quality violations based on updating
monitoring values and early replanning activation.

A similar approach is also presented by [102] in which concrete services
are replaced according to their non-functional characteristics. The aim
is to identify what and how many services need to be replaced according
to their critical factors such that desired performance levels are achieved.
The critical factor states the level of importance of one service within the
entire application. Services with higher critical factors shall be replaced
firstly in order to minimize the number of replacements and reduces
possible side-effects generated from services dependencies. The service
replacement is performed until a satisfactory solution is found or there
are no more attempts to be performed. The critical factor is defined by
the contribution the QoS of each service against the QoS of the entire
SBA. Such contribution depends on the flow pattern of the service within
the workflow, which is associated to a specific weight: Sequence = 1;
Loop = 0.75; Parallel = 0.5; Selection = 0.25

He at al. |74] also consider the business process internal logic (workflow
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patterns) and the impact of the adaptation on the other services in order
to perform replacement and also service QoS re-negotiation. The adap-
tation model receives as input the services that need to be adapted and
then calculates which adaptation action, replacement or re-negotiation,
has higher profit based on cost. The optimal solution contains the adap-
tation action that brings the minimum Value Of Changed Information
(VOC) recovery cost, the calculation of which is domain-specific. The
approach takes into consideration nine flow patterns individually and
also six combinations arranged by splits and joins pairs. In each case,
the service role within the workflow has a different impact over the VOC
computation. However, VOC calculation generally implies high costs
within highly dynamic environments. In order to evaluate the impact of
an environmental change within the service composition execution, Na et
al. [124] propose Change Impact Probability (CIP) which calculates the
probability of such impact through a quantitative mathematical model.
The aim is to avoid the enactment of costly adaptation actions and focus
on cost-effective ones. To do so, QoS values are represented as several
levels according to their degree of influence on the SLA. To support the
adaptation it is necessary to trace the service composition execution dy-
namically and to identify each single service flow pattern. This is done
through a composite execution state model which is represented as tree
structure where leafs are concrete service invocations and parent nodes
are control flows. Although the workflow internal logic provides initial
hints about possible services dependencies, it does not fully support non-
functional analysis dependencies during the adaptation action selection
phase.

Narendra [126] proposes to use Aspect-Oriented Programming (AOP)
for specifying and relating services non-functional properties in order to
enable on-demand service composition adaptation. Two main mapping
relations are used: (i) non-functional requirements into service compo-
sition crosscutting aspects and (ii) composite services into individual
services. In fact, the last relation enables to recognize the propagation
of modification aspects from high (composite level) to low level (service
level). In face of runtime non-functional requirement changes, the ap-
proach firstly determines what are the needed changes and, through a
“concern integration” relation, identifies the role of individual services
within the composition. Having the single services identified, it analy-
ses each single aspect of the involved services that need to be modified.
Finally, the approach maps and applies the changes from the service com-
position into each single service asking them to “reweave” (i.e., readjust)
their behavior according to the new requirements.

Composite service adaptation is also the aim of the approach proposed
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by [101], in which the adaptation is supported by a monitoring system.
It uses a reactive approach that recognizes unhealthy service composi-
tion behavior regarding to the network environment or the single service
malfunctioning. In fact, the authors focus on the identification of net-
work environment events, such as CPU utilization threshold violation,
that reflect QoS variations in the service composition model, such as in-
crease the execution time of a specific service. The approach makes use
of BP neural networks to perform the calculation impact of the network
change into the composite service. Although the authors fill an impor-
tant gap, they do not provide mechanisms to avoid the identified quality
degradation nor prevent them to occur. A more comprehensive approach
is proposed by [14], in which service selection is performed dynamically
according to different users preferences enabling adaptive service compo-
sitions. The approach is formulated as mixed integer linear programing
problem and makes use of MAIS framework [140], where services are dy-
namically selected at runtime. Through the usage of peeling techniques
to solve loop iterations, the authors guarantee that all possible workflow
execution paths satisfy all local and global QoS constraints even the most
severe ones. In the case of over constrained quality requirements, the ap-
proach exploits negotiation techniques which autonomously re-negotiate
quality parameters with the broker up to a max number of iterations or
negotiation deadlines.

2.3.2 SBA self-adaptation frameworks

Considering more comprehensive approaches, SBA adaptation frame-
works deal with large different types of service adaptations and, in par-
ticular, propose an integrated view from the infrastructure to the appli-
cation layer [12, 91, 145]. These frameworks dynamic adapt SBAs from
both structural and behavioral aspects by taking into account software
and hardware changes.

The PAWS (Process with Adaptive Web Services) framework proposed
by [12]| divides service adaptation issues in process design and execution
phases. The importance of process design phase is emphasized as it
actually enables autonomous service adaptation at runtime. Three mod-
ules compose each phase. At design-time, the advanced service retrieval
module matches all candidate services able to perform each task from
the business process. Eligible candidate services present similar interface
descriptions regarding to functional aspects and attend non-functional
constrains at local level, i.e., at the task level. The functional match-
ing is performed by the mediator configurator module which allows the
mediation engine module to enact adaptation actions at runtime. The
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last module at design-time, SLA generator, supports the framework to
automatically negotiate QoS properties between the user and the ser-
vice providers at local level. The module parses two different config-
uration policies. The first contains all QoS dimensions expressed as a
vector of weights (user’s policy) and, the second contains the candidate
service-pricing model (provider’s policy). At runtime, the process opti-
mizer module selects one service among the candidates’ ones in order
to satisfy the previous defined local and global constraints. For that
purpose, it uses mixed-integer linear programming optimization models
based on runtime environment conditions (as seen in the previous sec-
tions). The mediation engine, previously configured at design-time, sets
the connection between the deployed service invocations and the selected
concrete services. In case of service execution failures, the self-healing
module is triggered. The module is responsible to enact appropriate
semi-automated recovery actions such as service retry (re-execution),
redo (re-execution with different input parameters), substitute (use of
another candidate service), and compensate (compensation actions to
restore the previous state).

An extended version of PAWS framework can be identified in another
framework proposed by [11]. The Discorso (Distributed Information Sys-
tems for Coordinated Service-Oriented Interoperability) framework pro-
vides a holistic view for SBAs that involves not only managing business
process, but also their specification in an enriched way. Flexible busi-
ness processes are defined as processes that “can break into independent
elements and then recompose on demand” through self-validation and
self-adaptation techniques. The design environment enriches the busi-
ness process with annotated information regarding to automated ser-
vices (abstract tasks) and manual tasks (human-based tasks as web in-
terfaces). This information contains both functional requirements and
QoS constraints, which are associated to supervision rules. The rules are
responsible to monitor the underlying business execution environment
and to trigger corrective adaptation actions at runtime when needed.
Abstract services are matched with concrete ones at runtime through
late-biding mechanisms that are based on mixed-integer linear program-
ming optimization models.

Focusing on the interrelationships among the adaptation actions, [91]
present a cross-layer SBA adaptation framework. The aim of the ap-
proach is to align the adaptation actions and monitored events from
the different layers in order to obtain more effective adaptation results.
Three layers are taken into consideration: BPM (business process man-
agement composed by the business process workflow and KPIs), SCC
(service composition and coordination composed by service compositions
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and process performance metrics - PPM) and SI (service infrastructure
composed by service registry, discovery and selection mechanisms). The
framework is divided into two groups that converge to service adapta-
tion requirements. On the first group, monitoring mechanisms are able to
raise events that shall trigger adaptation actions. On the other group,
adaptation mechanisms are realized in terms of adaptation strategies
which are composed by adaptation actions. The authors propose several
adaptation actions suitable for each layer and their related triggering
events. These actions are described in terms of requirements and mech-
anisms while monitoring events are described in terms of subject and
mechanisms. At SCC layer, for instance, service replacement is available
through dynamic biding in face of SLA violation. Service re-composition
and control/data flow changes are also adaptation actions at SSC layer
that are triggered by process model changes or KPI violations. They are
enacted through automated compositions and model-driven transforma-
tions mechanisms.

The key point made by the authors regarding to their framework is
that it takes into consideration the dependencies and effects of such ac-
tions within the three different layers. First, they tackle the lack of
alignment of monitored events such that events and events mechanisms
have to be related in a cross-layer way. It enables their correlation and
aggregation. Second, the lack of adaptation effectiveness is filled by pro-
viding a centralized mechanism able to aggregate and coordinate different
adaptation actions that are triggered by the same event. It also checks
out different adaptation actions in order to find conflicts and interrela-
tionships. Third, the lack of adaptation compatibility, which means to
identify adaptation necessities across layers by identifying the source of
the problem that generated the event. Finally, the lack of adaptation
integrity is dealt in terms of foreseeing results. It means to ensure if the
selected adaptation actions are enough to achieve the desired results and
how many times they need to be enacted. Although the authors point
out relevant characteristics from a holistic perspective, internal details
of the framework are not fully described.

Mirandola and Potena [118] framework also considers dynamic service
adaptation based on optimization models in order to minimize adapta-
tion costs and enforce QoS aspects. The necessity for adaptation is as-
sessed through a context-aware self-adaptation mechanism that captures
required data about the environment and triggers appropriate adapta-
tion actions. The novelty of the framework relies on the fact that it
handles both software and hardware adaptation from functional and non-
functional requirements perspectives. In addition, the framework opti-
mization model is flexible as it is independent from adopted methodology
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or architectural model. It deals with the following adaptation actions,
called as adaptation plans:

e Hardware:
1. Service’s hardware deployment specification changes;

2. Embed hardware resources into system where the service is
deployed;

3. Modify the characteristics of the underlying hardware resources
in terms of server component such as CPU and memory.

e Software:
1. Embed into the system one or more new services;
2. Replace existing services with functionally equivalent ones;

3. Modify the service dynamics by adding or removing service
interactions.

Six main modules compose the framework. The Software Models Cre-
ator module generates system models based on the system current im-
plementation. These models are inputs for the Generator and Evaluator
module, which is subdivided into builder (handles the incoming adapta-
tion requests and format them to the solver) and solver (processes the
optimization models received from the builder and produces the results).
Moreover, the Ezrecutor module implements the adaptation actions sug-
gested by the Generator and Fvaluator. Adaptation requests can be
generated from users (Users Requests Manager module) or from the mon-
itoring system (Monitor module). The Users Requests Manager module
is also responsible to receive from the user what are the sets of adaptation
plans to be considered for each new adaptation requirement. The last
module, Provider Info, provides the necessary information about the ser-
vice providers in terms of available hardware changes, which are used to
cope with hardware adaptation actions. Figure 2.3 depicts the overview
of the framework and the relations between the described modules.

Focusing on ubiquitous computing characteristics, the framework pro-
posed by [188] enforces the dynamic aspects of SBA self-adaptation. The
proposed approach tackles the problem when several adaptations are en-
acted concurrently. In this way, the framework acts as an adaptation
coordinator in order to ensure the system correctness during and after
the adaptation. The approach separates the different adaptability con-
cerns in different modules. For instance, the actuation module enables
the adaptation management module to act on the distributed application
module, which represents the SBA components. Assuming adaptation
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Figure 2.3: Mirandola and Potena [118] adaptation framework.

managers are autonomous, their interests may conflict with each other.
This issue is solved by the decision coordination process, which “brings
some deciders into a common decision-making to ensure non-conflicting
and complementary decisions”. It is based on a global satisfaction driven
mechanism that can follow three different patterns: master-slave, strat-
egy publishing or negotiation. In the first case, master-slave, one adap-
tation manager behaves as master and he is the only one who reason
about context information. The master also binds the other managers
to change their actions. In the second case, strategy publishing, the
master manager stays, however the other managers are able to react
against it by sending their context information. In the last case, negoti-
ation, there is no master manager and all managers agree about global
strategies. Conflicting situations are solved by giving different priorities
to proposed adaptation strategies or adaptation managers. Although is
the most effective, it becomes unmanageable in face of high number of
adaptation managers.

Psaiser et al. [145] present VieCure framework. The framework fo-
cuses on unpredictable and faulty behavior of service into a mixed system
of Service-based Systems (SBSs) and Human-provided Services (HPSs).
The monitoring and adaptation layer is the framework interface that
contains the mixed system environment. Feedback loop functions are
used to provide the framework self-adaptation and behavior monitoring
features through a MAPE-k cycle (Monitor, Analyze, Plan, Execute, and
Knowledge). The monitoring components are responsible to gather and
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to store information about different systems, mixed systems, regarding
to the infrastructure, application activities, and QoS. The aggregation
of such information is therefore presented as events that trigger the di-
agnosis and analysis component. These components define the required
recovery actions by analyzing historical failure data sources. The frame-
work focuses on unpredictable and flawed execution of services, which
is identified through service behavior observation. Unhealthy situations
are recognized through the monitoring of two types of tasks delegation
behavior: delegation factory and delegation sink. In the first case, one
node a accepts and delegates, without performing, large amount of tasks
to another node b. In the second case, one node a accepts more tasks
from other nodes than it is able to handle. Both cases lead to per-
formance degradation issues. Once the failure source is identified, the
framework triggers appropriate adaptation actions in order to compen-
sate the effects of the service misbehavior. The framework implements
three recovery actions (control capacity, add channel, and redirect dele-
gations) that are selected through a rule-based approach. A simulated
environment is used to validate the approach. In a more recent pa-
per [144], the authors integrate the VieCure framework into the G2 SOA
testbed, which provides real environment that enables dynamic adap-
tation. Obtained results confirm the satisfactory results of the healing
framework algorithm considering a reactive approach.

Proactive self-adaptation mechanisms are presented in the PROSA
(PRO-active Self-Adaptation) framework [76], which uses online testing
techniques to detect undesired behavior before they actually occur. By
online the authors mean that the test is performed at runtime instead of
design-time. During the testing, four different cases are identified, which
answer the questions why, when and what to test. Two major strategies
are described with respect to what to test: individual services instances
and service composition. For testing services instances, WSDL descrip-
tion is exploited while for service composition the framework exploits
BPEL through regressing testing techniques. Despite the advantages of
proactive self-adaptation, the use of online testing is fault sensitive once
fault services can be invoked during the test. In order to compare the
aforementioned frameworks, Table 2.2 highlights their main character-
istics according to [49] roadmap previous described. The attributes of
each group (column) are separated by comma.
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Table 2.2: SBA self-adaptation approaches

] Approach‘ Goals ‘ Causes Mechanisms
Canfora et| static, con- | internal, non- | parametric, semi-
al.|38] strained, functional, and | autonomous, local, and
persistent, and | foreseeable event-triggered
independent
Li et al| static, con- | internal, non- | parametric /  struc-
[102] strained, and | functional, and | tural, autonomous,
independent foreseen centralized, local, and
event-triggered
He at al| static, con- | internal, non- | parametric, semi-
[74] strained, and | functional, and | autonomous, central-
independent foreseeable ized, local / global, and
event-triggered
PAWS [12]| static, con- | internal, non- | parametric / structural,
strained, and | functional, and | semi-autonomous, cen-
independent foreseeable tralized, local / global,
and event-triggered
Cross- dynamic, con- | external / inter- | structural, semi-
layers strained, and | nal, functional / | autonomous, decen-
[91] dependent non-func., and | tralized, global, and
foreseeable event-triggered
VieCue dynamic, con- | external / inter- | structural, semi-
[144] strained, and | nal, functional / | autonomous, decen-
independent non-func., and | tralized, global, and
foreseeable event-triggered
PROSA dynamic, con- | internal, func- | parametric, au-
[76] strained, and | tional, and | tonomous, decen-
dependent unforeseen tralized, global, and
event-triggered
SAFDIS static, con- | external / inter- | parametric / structural,
[188] strained, and | nal, functional / | autonomous, central-
dependent non-func., and | ized, local / global, and
foreseen event-triggered
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2.4 Goal-driven models

Goal-driven models have been widely used in Software Engineering field
in many different ways and, especially in Requirements Engineering
(RE), where the objective is to focus on why systems are constructed in-
stead of what features the system has to comply with [10]. Goal-Oriented
Requirements Engineering (GORE) provides richer and higher-level ab-
straction models from which reasoning techniques are used to answer
why, who and when questions during early software development phases.
The goal-driven models allow the designers to specify the system goals
and their relations such that they are aligned with the system require-
ments. Van Lamsweerde [99] defines the goal-based model as “annotated
AND/OR graph showing how higher-level goals are satisfied by lower-
level ones (goal refinement) and, conversely, how lower-level goals con-
tribute to the satisfaction of higher-level ones (goal abstraction)”. From
GORE, two groups of frameworks emerged independently with common
characteristics during early nineties: KAOS [59, 169] and the family
of frameworks that includes i* [181, 180], NFR Framework [123, 51|
and Tropos [33]. These frameworks were pioneered in supporting early
RE analysis through goal-driven models, where system non-functional
requirements play key roles in designers decision-making supporting.
Chung et al. [52] widely discuss about non-functional requirements defi-
nition, classification and representation. In particular, the authors high-
light that goal-driven models provide the mechanisms to justify design-
time decisions through the analysis of available alternatives.

KAOS [59] (Knowledge Acquisition in autOmated Specification or
Keep All Objects Satisfied) emphasizes goal satisfaction through formal
and semi-formal reasoning about agents and goals behavior. The frame-
work has three main components: i) conceptual model, which provides
both functional and non-functional requirements within a conceptual
graph representation where nodes are abstractions (goals) and edges are
structured links; ii) acquisition strategy, which represents domain mod-
els for traversing the conceptual model through a 7-steps approach; and
iii) acquisition assistant, which automates the acquisition strategy com-
ponent. The conceptual model is represented as a three levels model
and described by meta level, domain level, and instance level. The
meta level is composed by meta-concepts (such as “agent” and “actions”),
meta-relationships (such as “performs” and “isA”), meta-attributes (such
as “postCondition” and “cardinality”) and meta-constraints that con-
nect goals, actions and agents. While all meta elements are domain-
independent abstractions, the domain level instantiate the meta level
elements into the system domain. Considering a library system exam-
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ple [59], the “agent” can be represented by the “borrowerName” attribute
and the “action” can be the “bookISBN”. Finally, the instance level rep-
resents instances of the domain level elements, i.e., the attributes val-
ues. In the example, the “borrowerName” can be represented by the
value “Alex” while “bookISBN” by “978-88-7488-549-7”. Concerning to
the conceptual model, goals are declarative statements that represent
objectives of which the system has to achieve and, based on their be-
havior pattern, are classified into: achieve (cease), maintain (avoid) and
optimize. Goals are further specialized into satisfaction, goals that sat-
isfy agent requests; information, goals that provide information about
system objects states to agents; robustness, goals that represent recover-
ing features; consistency, goals that look for maintaining the consistency
between the system parts; and safety, goals that maintain agents within
safe states. Goals are refined through AND/OR decomposition until be
realizable by singular system actors (agents). At this point, they are
formalized in terms of operational constraints over objects states that
are monitorable and controllable by agents. In the library system exam-
ple, the goal EnoughCopies, which is a subgoal of BookRequestSatisfied,
can be “operationalized” by the LimitedBorrowingAmount constraint,
formally defined as:

(VIib : Library, bor : Borrower, bc : BookCopy) (2.1)
L [#{bc | Borrowing(bor,bc) A be € lib} Max(bor)]

where the function Mazx(bor) defines the upper bound for the number
of copies that borrower bor can borrow and the symbol £ indicates the
maintain behavior of EnoughCopies subgoal.

Although KAOS models represent both functional and non-functional
requirements, there is no clear difference among them within the model
specification. However, in opposition to functional characteristics, non-
functional requirements do not need to be completely satisfied. To deal
with that, Letier and van Lamsweerde [100] propose quantitative reason-
ing techniques in which weighted contribution links are used for quan-
tifying the many design alternatives impact on high-level goals. Thus,
the degree of satisfaction of the goal (a non-functional one) is repre-
sented by the weighted average of its subgoals satisfaction. On the one
hand, weighted links support better understanding of the model and
provide more accurate decision-making process. On the other hand, the
definition of such weight is not trivial and relies on stakeholders sub-
jective criteria. In order to soften this issue, the authors adopt quality
variables (domain-specific, goal-related variables) and objective functions

47



2 State-of-the-art

(domain-specific, goal-related values that are maximized or minimized).
Looking to identify the proper quality variables and objective functions,
five heuristics are proposed: i) to identify quality variables from condi-
tions constrained by goals, ii) to specify new quality variables according
to parent goals, iii) to specify quality variables from required level of
analysis, iv) to identify objective functions from domain standards, and
finally v) to identify objective functions from goals categories/patterns.

During the early nineties, John Mylopoulos, Eric Yu, Lawrence Chung
and Brian Nixon [182, 123| introduced the initial concepts and represen-
tations of ¢* /NFR which, together with KAOS, were milestones in RE
field. Tropos [33] methodology appeared later on as an i*-based mod-
eling with enriched domain semantics. However, all approaches focus
on non-functional requirements for early-phase RE support. The mod-
els distinguish functional and non-functional requirements as hard-goals
and softgoals, respectively. The soft characteristic of softgoals relies on
their subjective aspect, in which there is not only one way to achieve
the goal, but one might be better than other. Therefore, they cannot
be tackled in a clear-cut sense such as goals satisfaction. Thus, the
NFR Framework [123, 51] introduces the concept of satisficing in which
requirements are not absolutely satisfied but acceptable under certain
limits. A softgoal is satisficed when there is sufficient positive and little
negative evidence towards the non-functional requirement achievement.
The opposite is valid when the softgoal is denied. These evidences are
propagated by several types of labeled contributions links that exploit
the softgoals interdependence. The labels MAKE (++) and HELP (+)
are used to represent respectively fully and partially positive contribu-
tion of one offspring softgoal (sub-softgoal) into its parent softgoal. In
the opposite way, BREAK (--) and HURT (-) represent fully and par-
tially negative contributions respectively. Such positive and negative
contributions are analogous with weighted links in KAOS. The central
idea is that actors depend on each other through goals/softgoals satis-
faction/satisficing. Thus, both goals and softgoals are refined into sub-
goals and sub-softgoals through AND/OR decomposition. Focusing on
softgoals, an AND link indicates that all offspring softgoals are needed
to address the parent softgoal achievement while an OR link indicates
that any offspring softgoal is needed. The approach also identifies pri-
ority softgoals, which are used to make appropriate trade-offs and to
define possible softgoals operationalizations. Softgoals operationaliza-
tions, normally represented by the most refined nodes, represent devel-
opment techniques that “say how” to provide the desired level of quality.
All this information is visually represented in the Softgoal Interdepen-
dence Graph (SIG), where explicit and implicit interdependencies are

48



2.4 Goal-driven models

also represented, i.e., positive/negative contribution links. As an exam-
ple, Figure 2.4 shows the SIG of a system adapted from [51] that manages
customer accounts. The softgoal “good performance” is refined into two
sub-softgoals (“response time” and “space”) through an AND decompo-
sition. Operationalizations are represented by the actions “use indexing”
and “use uncompressed format” which have positive contribution on “re-
sponse time”. An implicit negative contribution of “use uncompressed
format” can be inferred as compressed formats are more space-efficient.

Response time ) ]
for accounts Use indexing

Good performance
for accounts

Space for Use uncompressed
accounts format

Figure 2.4: NFR Framework - SIG example adapted from [51]

It is clear from the figure that the operationalization softgoal “use
uncompressed format” is conflicting with two parent softgoals. At this
point, an early decision has to be made by choosing or denying op-
erationalizations. This decision will further be evaluated when, using
a bottom-up approach, operationalization softgoals propagate satisficed
or denied evidences into higher-level softgoals (qualitative reasoning).
Positive contribution propagates the offspring label up to the parent,
while negative contribution propagates the inverted offspring label up to
the parent. Assuming the operationalization “use uncompressed format”
and “use indexing” are satisficed, therefore ‘response time for accounts”
shall be labeled as satisficed and “space for accounts” shall be labeled
as denied. Such decision is later justified by linking operationalization
softgoal with functional requirements.

The % [180] framework focuses on actors autonomous behaviors. In
the model, an actor is defined as “an active entity that is capable of
independent action” and they can be humans, hardware, software or a
combination of them. The actor behavior is described in terms of mo-
tivational and intentional attributes. The author argues that, modeling
actors intentions provide richer expressiveness, such as why an actor
takes a certain decision or action. Intentional description can be de-
rived from NFR and KAOS frameworks as well, but they do not care
about the social interactions among actors. In * actors depend on each
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other, in a beneficial or harmful way, to achieve their objectives. Such
dependencies are represented in the Strategic Dependency (SD) model,
which represents actors external relationships in a high abstraction level.
In the SD model, one actor (depender) depends on another (dependee)
for something (dependum). Considering the previous library example,
the borrower depends on the library system in order to borrow a book.
The dependum is divided into four types: task dependency (activity),
resource dependency (entity), goal dependency (assertion), and softgoal
dependency (quality). With this type of model is possible to analyze op-
portunities and vulnerabilities of actors within a global view. However,
actors internal details are needed in order to justify external relation-
ships. The Strategic Rationale (SR) model represents goals, softgoals,
tasks, and resource attributes within the actor scope. In SR models
means-end links between tasks and goals indicate ways to achieve the
goals. Finally, task decomposition links represent subgoals, subsoftgoals
and subtask while contribution links indicate positive (MAKE/HELP)
and negative (BREAK/HURT) through the quality achievement. There-
fore, in order to improve the system operation, analyses are carried out
from each actor perspective reflecting its dependencies. The SR model
provides the available paths that actors can take while the SD model
provides their implications throughout the system. A comparison made
by [23| between KAOS and ¢* identified that KAOS provides more de-
scription support of tasks while ¢* enforces the tasks relationships. In
addition, the risks analysis of KAOS is more advanced than i* through
the concept of obstacles. Such drawback is solved and enhanced by the
i*-risk [109] and the Tropos-based Goal-Risk [15] frameworks.

Tropos [33], an i*-based modeling methodology, is an agent-oriented
software development methodology that copes with all main develop-
ment phases, from early requirements to the software implementation. In
particular, the methodology focuses on the software early requirements
phase which is not well consolidated as the other phases. Besides the
intentional approach proposed in i* Tropos adopts Agent Oriented Pro-
gramming (AOP) concepts and flexible characteristics. Tropos makes
use of agents and their mentalistic notion throughout all development
phases, which is based on Belief, Desire, and Intention (BDI) agent ar-
chitectures [148]. With respect to early requirements, the methodology
introduces the goal analysis, which describes goals in terms of a non-
deterministic concurrent algorithm. The algorithm starts with an initial
set of actors and goals. Then, each root goal is broken from its actor’s
perspective in order to derive new subgoals that are delegated to other
actors. The process goes on until all actors’ desires be satisfied by goals
and subgoals. Moreover, Tropos provides a new specification language,
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Formal Tropos [68], that brides the gap between i* requirement models
and formal methods. The language enriches the domain semantics by
adding constraints, invariants, and pre/pos conditions to the graphical
models, which can be validated using model-checking techniques.

2.4.1 Risk analysis in goal-driven models

In order to identify the goals role throughout the model and to pro-
vide mechanisms in which decision-making algorithms can reason about
benefits and drawbacks of goals fulfillment, risk management techniques
are used. The use of such techniques into software development process
was introduced by Barry Boehm [28, 29| framework. The framework,
composed by two primary steps and six sub-steps refining the primary
ones, defines the basic activities for software risk analysis in Software
Engineering, which are adopted by many following frameworks. Liu et
at. [104] present a systematic literature review of how Software Process
Simulation Modeling (SPSM) can address software risk management.
In [132] the authors present an empirical study that highlights the main
difficulties in identifying and monitoring software risks. In particular,
they deal with the intrinsic risk complexities and the lack of an ulti-
mate approach to manage subjective calculations. Fuzzy Cognitive Map
(FCMs) are used for risk assessment in [26] due to its capability of mod-
eling complex, uncertain and subjective information. These maps are
graphical representation of a squared matrix where each cell represents a
weighted relationship between two risks factors (input and output). The
weight of a relationship means its impact risk and is calculated through
fuzzy membership functions. The input function parameter is calcu-
lated through IF-THEN fuzzy logic rules over five linguistic values that
are provided by experts and from “Very Low Risk” to “Very High Risk”
range. The identification and classification of software development risk
factors is the aim of [53], in which a 3-phases 10-steps framework is pro-
posed. The authors have systematically identified 170 sub-factors that
are grouped into 44 situational risk factors. Such factors are classified
into eight categories that aim to cover the entire software development
life-cycle. This influential factor classification is used as basis for sev-
eral quantitative software analyses, like risk analysis, in order to support
weighing techniques.

The framework proposed by Roy and Woodings [154], named ProRisk,
provides a comprehensive approach for risk analysis of software develop-
ment projects. It involves the identification of factors that can impact on
quality highlighting the high risk ones and enacting strategies that mit-
igate such risks. The approach organizes, in a tree structure, 194 fixed
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quantifiable risk factors that may impact on the project risk at different
levels, which characterize the risks perspectives. The risk value is calcu-
lated by measuring the impact of raised unwanted factors, called events.
The event impact is calculated through the product of the likelihood of
the event and its impact cost. The likelihood is represented as a typical
probability distribution, which is a triangular function of optimistic (left
corner), most likely (top corner), and pessimist (right corner) values.
On the other hand, the impact costs are weights defined by the expert
at each level of the tree (subjective judgment). Aggregated values at
higher levels are obtained by summing up offspring events impact val-
ues, where nodes are mutually independent. Although the approach does
not support dependency relationships with simple impact propagation,
it provides fundamental concepts for risk analysis in goal-driven models.

All the goal-driven frameworks previous introduced have their own
way to support the designer decision-making process in order to provide
higher rewards. In [170] the author demonstrates how KAOS methods
and supporting toolset can be used towards risk analysis within goal-
based models, called obstacle analysis. An obstacle is defined as “pre-
condition for non-satisfaction of some goal, assumption, or questionable
domain property used in the goal model”. This analysis aims to create
a risk tree (risk-based models) linked with each achieve type goal node.
This tree is refined in terms of AND/OR decomposition such that subob-
stacles leafs nodes are linked to countermeasure goals through resolution
links. Quantitative (through weighted scores) and qualitative (through
labels such as --) reasoning algorithms are used to select the alternative
option with minimum risk for the system. This is done by eliminating
obstacles nodes, reducing their likelihood, or attenuating their conse-
quences. Aiming to provide a more complete risk management approach
with KAOS models, Islam [79] extends KAOS layers in order to represent
both technical and non-technical components with Goal-driven Software
development Risk Management (GSRM) framework. As in [170], Islam’s
approach also adopts obstacles as negative contributes towards the goal
satisfaction. However, the framework splits the model into four layers
that, although related, are independent from each other. The goal layer
represents KAOS goal model with AND/OR decomposition. The risk-
obstacle layer identifies potential risk factors that contribute negatively
to goals satisfaction. The assessment layer details the risk factors into
risk events, which are composed by likelihood and severity properties.
This layer also includes the risk metrics, which are used to obtain like-
lihood of risk events based on their linked risk factors. However, the
author does not provide in depth information about this calculation. Fi-
nally, the treatment layer identifies available actions in order to mitigate
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holding risks.

Based on i* models, the approach proposed by [109] introduces i *-risk
which extends i* by integrating actors cultural characteristics with risk
analysis techniques. The authors define risks as unsatisfied dependen-
cies, goals, tasks or unavailable resources, which are divided into outer
risks (e.g., unsatisfied dependency) and inner risks (e.g., unfinished task).
With that, the risk analysis is carried on looking for denied dependen-
cies, where broken dependencies are turned into risks for the depender.
This makes hidden risks to appear, as the analyze does not consider only
denied dependencies, but all existing depender links. For example, if the
provider does not deliver the expected service, it represents a risk for the
consumer. And if the consumer does not pay, it represents a risk for the
provider. Having all risks identified, the authors use i* actors cultural
factors in order to define the risk impact degree. In order to demonstrate
the approach, a cultural Chinese database was used as example where
they learned that “people do not mind their personal time being taken
up by work, so the risk of deviation [of project delivery| from schedule
is weakened”.

In Tropos methodology the risk analysis was extended towards more
advanced techniques by several approaches, from which the approach pre-
sented by Asnar et al. [15] is the most relevant throughout this thesis.
The authors introduce the Goal-Risk (GR) framework which, differently
from Tropos, concepts are organized in three layers: asset layer, event
layer, and treatment layer. Analogous with the layers presented by Is-
lam [79], the asset layer represents strategic interests of the actors that
are expected to be achieved by the system, in which goals are refined
through AND/OR decomposition. The event layer represents uncertain
circumstances that are not controlled by actors. These circumstances,
i.e. events, impact positively or negatively over goals. Events are also
refined through AND/OR decomposition and have two attributes: likeli-
hood and severity. The likelihood is calculated based on events that sup-
port or prevent the event occurrence through qualitative values: (L)ikely,
(O)ccasional, (R)are, or (U)nlikely such that L > O > R > U. On the
other hand, severity represents the degree of impact of an event within
the goal fulfillment. Such degree is qualitatively defined as strong pos-
itive (++), positive (+), negative (-), and strong negative (--). Finally,
the treatment layer contains sequences of actions that are used to fulfill
goals or to mitigate negative events. As in the other layers, actions can
be refined through AND/OR decomposition.

Figure 2.5 depicts the proposed model layers where goals are shaped as
ovals, events as pentagons and tasks as hexagons. Moreover, the model
distinguishes four types of relations. Decomposition relations (depicted

53



2 State-of-the-art

as solid line with logical operation in between and without arrow) are
used to represent subgoals, subevents and subtasks which follow refine-
ment strategies proposed in i*/Tropos. Contribution relations (depicted
as solid line with filled arrow) represent the impact of one node (goal,
event or task) over another within the same layer or between treatment
and event layers. The relation is also labeled with the impact degree
(ranging from ++ to --) and the type of propagation that can be satis-
faction, denied, or both. Based on propagation rules and the contribution
relation labels, positive and negative evidences are qualitatively repre-
sented as (F)ull, (P)artial or (N)one, where F > P > N. Impact relations
(depicted as dash line-arrows) represent the impact of an event over one
or more goals. An event can characterize a risk (negative impact) for
one goal and, at the same time, be an opportunity (positive impact)
for another goal. As impact relations indicate the impact of events on
goals, they are the target for alleviation relations. Alleviation relations
(depicted as solid line with hollow arrow) are responsible to mitigate
negative risky impact relations by reducing their severity (e.g., -- +— -)
through the enactment of tasks in the treatment layer.

The selection of the most suitable set of tasks and their expected
benefits are evaluated by a qualitative risk reasoning process. In short,
this process consists in: i) finding alternatives solutions using as input
GR model labels (through backward reasoning algorithm) and acceptable
risks/quality constraints; ii) evaluating each candidate solution against
relevant risks and possible treatment tasks in the case of identified unac-
ceptable risks/qualities; and iii) assessing and enacting suitable tasks in
order to mitigate the risks through forward reasoning algorithm, which
propagates the positive and negative evidences of the solution through-
out the model.

2.4.2 Goal-driven SBA adaptation

SBA adaptation can be based on both reactive and proactive. The
adaptations presented in the previous section are mainly reactive, i.e.,
the adaptation is triggered on service failure events. However, even if
a failure is not identified the adaptation can be triggered in order to
improve somehow the current scenario (such as higher performance or
lesser energy consumption) due to new available services or new user’s
requirements. Moreover, adaptation actions can also be triggered in or-
der to prevent foreseen failures through forecasts mechanisms. Gehlert
and Heuer [69] approach focus on the first situation. The authors pro-
pose service replacement adaptation every time there is a new available
service that better contributes towards the application goals fulfillment
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Figure 2.5: Goal-Risk model from Asnar et al. [15]

(self-optimization) and provides equivalents functionalities. In order to
do so, the authors use a goal-driven approach that enables satisfaction
analysis of single goals with respect to the entire model provided by Tro-
pos. After the identification of functional equivalent new services, the
approach distinguishes four different situations for adaptation: i) the
new service provides equal goals satisfaction; ii) the new service provides
different goals satisfactions ratios; iii) the new service adds new function-
alities to the application which are expressed as new hard-goals in the
model (goal extension); and iv) the new service has less functionalities,
but can be combined with other services in order to fulfill the expected
goals into a better way than before (goal reduction). Based on that, the
Tropos quantitative reasoning algorithms are used in order to calculate
goals satisfiability and deniability, which properly identify the gains of
the adaptation.

Franch et al. [66] introduce MAESoS, a Monitoring and Adaptation
Environment for Service-oriented Systems that keeps stakeholders goals
aligned with the system runtime behavior. The approach tackles both
system design-time and runtime aspects. At design-time, ¢* models rep-
resent system actors and stakeholders goals, quality models assess de-
fined goals, and variability models are used to identify and to select
suitable system adaptations when they are needed. At runtime, a mon-
itoring system collects all involved services behavior data in order to
detect goals and quality requirements violations. If so, the variability
models are used to perform semi-automated corrective adaptation ac-
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tions. These variability models support two types of adaptations based
on execution performance and stakeholders’ variations. Considering a
running example, the authors demonstrate how to trace the impact of
runtime system behavior within high-level goals and vice versa. However,
the approach does not consider the inter-dependencies among different
adaptation actions, which may limit the variability models scope. Such
need is partially accomplished by [121]| through the usage of the Belief-
Desire-Intention (BDI) agent models of Tropos. Tropos methodology is
extended in order to support interrelationships between goals and the
system environment where SBA failures and correspondent recovery ac-
tions are represented as design abstractions. Based on Tropos models,
the authors introduce a fault modeling dimension, which captures er-
rors that may lead to failures, their symptoms, and the linking between
symptoms and possible recovery actions.

Due to high dynamic changeable scenarios in which service-based ap-
plications are into, Dalpiaz et al. [58] propose a model-based self-recon-
figuration mechanisms in response to failure or context change. In the
approach, failures are characterized by the identification of no progress or
inconsistent behavior towards the goal fulfillment. Although the moni-
toring, diagnosis and reconfiguration mechanisms are framed into a timed
analysis, the approach is not able to recognize the cause of the identified
failure. Driving the system adaptation according to dynamic environ-
mental changes is the aim of [83], in which goals evolve according to
requirements changes. The concept of live goals proposed in 18] to sup-
port service composition adaptation at runtime changes the model itself
according to the identification of non-satisfied goals. However, the ap-
proach does not discover new dependencies relations nor perform timed
analysis. Chopra et al. [50] use the autonomous and heterogeneous agent’
characteristics from Tropos in order to reason about SBA at business
level through commitments. Commitments represent relationships be-
tween two agents trough conditional propositions, which capture the
model elements context. For instance, in an auction application the
“bidder” may has a “payment” commitment with the “seller” if he “won
the bid”. An agent commitment support analysis is performed in or-
der to certify that all agent’s commitment will be fulfilled or to avoid
the creation of commitments that are impossible to be fulfilled by the
agent. The identification of how the environmental context affects goal
fulfillment is described in the next subsection.
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2.4.3 Context-aware goal-driven approaches

A survey on context awareness conducted by [108] highlights that the
effective use of context is a complex issue not fully addressed by several
existing context-aware systems. In context-aware SBA, Ceri et al. [46]
use conceptual modeling contexts to trigger application adaptation ac-
tions. In fact, context is one of the most common factors to guide the
adaptation. Tackling service composition problem, the authors in [129]
exploit the context multi-granularity characteristic in order to identify
different context attributes and correlations. The vertical granularity is
divided into three levels (role, attribute, and content) while the horizon-
tal granularity allows the merging of related context roles into a more
general one or their split. Although goal-driven modeling provides a
useful way to specify the system desired behavior, the more complex
the system, the higher the numbers of goals and their interdependencies.
A model developed at design-time is often based on assumptions that
can be verified only at runtime. Thus, the modeling process results in
a complex activity that, occurring at the early stages of the software
development process, is crucial for the quality of the system.

In order to make the model more flexible within high dynamic environ-
ments, model contextualization, which involves identification and utiliza-
tion of context information are evaluated. Considering both design-time
and runtime models, the approach proposed in [147| solves a service
selection problem through a context annotated goals-based models at
design-time and goal-refinement method at run-time. Ali et al. [4, 5] for-
malize the use of context information within Tropos models through six
contextual variation points, which identifies the context data placement
within the model. The authors define context as “a partial state of the
world that is relevant to an actor’s goals” [5]. In this way, context is used
to ensure an existing relation between two model nodes by checking if
the context holds or not in terms of conditional statements. Similarly
to goals refinement, the identified context information is refined through
AND/OR decomposition, where context statements are composed by one
or more context facts. The difference between statements and facts are
regarding to their verificability, in which facts can be verified by agents
and statements cannot. Also, the authors propose a new context-aware
reasoning technique for goal-based models, which is used to derive con-
text information from requirements variants and user priorities and to
derive the minimum-cost tasks that have to be enacted in order to meet
quality requirements.

Najar [125] proposed a context-aware intentional framework for SBA
adaptation called CI-SOA. Differently from ¢* the CI-SOA focuses on
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the dynamic aspects of SBA context information that makes stakehold-
ers goals also evolve. This is done through the interconnection of two
models: context model and user’s behavior schema, which is represented
as a rule-based system. The context model follows a multilevel ontology
representation which is divided into upper and domain-specific ontolo-
gies. The first captures generic knowledge regarding to the user (e.g.,
profile and role), environment (e.g., location and time) and computa-
tional entity (e.g., service and network). The second level is the upper
level knowledge specialization in several sub-domains. For example, lo-
cation can be specialized into town and street while network into latency
and bandwidth. In general, the framework is composed by four compo-
nents. The context management component is responsible for collecting
and interpreting context data in order to extract relevant knowledge
about users and environment. The wuser behavior management compo-
nent traces users’ historical behavior and properly stores it. The request
processor component, represents the users’ needs that are analyzed and
defined as users’ intentions. Finally, the proactive trigger component
is activated by service discovery requests and is responsible to deduce
user’s intentions based on the analysis of their traced behavior against
their context model.

In order to support design decision based on system environmental
impact, Zhang et. al [187] uses Goal-oriented Requirements modeling
Language (GRL) [8, 107, which is a variant of i* to represent system
agents social and intentional behavior. Through detailed quantitative
analysis, the aim is to estimate the system environmental impact ac-
cording to some environmental-friendliness non-functional requirements
(softgoals). Such quantitative analysis is possible due to the insertion of
small quantitative calculation models within tasks, which are particular
ways of doing something towards the goal achievement, and softgoals
relationships. Such calculation models capture context of the underly-
ing environment in order to provide quantitative values of how much
each task contribute (positively or negatively) to satisfy top levels soft-
goals. The calculation model is represented as a 4-tuplea attributes:
<inputs,outputs,restrictions,error>. The input attribute repre-
sents detailed information with respect to the execution of the linked
task. The model output provides the expected value of the linked soft-
goal. The restriction attribute states in what circumstances the model
can be used. Finally, the error attribute provides the model calcula-
tion error. Considering a packing and delivery managing system model,
one possible task is the “use of RFID device”. Assuming that such task
is linked to a “low energy consumption” softgoal, the calculation model
between them is following described:
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Input: use frequency (times/a)

Output : energy consumption (kWh/a)
Restrictions: RFID model = Motorola MC family
Error: +/-20%

The existence of calculation models within each task—softgoal relation
provides a clear view of the impact of each design-time alternative option
within the system non-functional requirements. However, these models
are rather simplistic with respect to the restriction attributes, which can
be runtime dependent in some cases. Moreover, a mix approach between
quantitative and qualitative analyses shall speed up the process in very
complex system models.

2.5 Summary

The identification of energy inefficiencies within data centers is a chal-
lenging issue mainly due to the high number of involved components.
We have studied the most relevant characteristics of these components
from a energy perspective and how they are related to each other in
order to understand the consumed energy flow. The major limitation
of most approaches is that they do not have a strong link between the
application and the infrastructure, i.e., the application does not abstract
the infrastructure capabilities and vice-versa. This chapter points out
how current service-based metrics and adaptation mechanisms could be
used to improve energy efficient based on a service oriented architecture.
In order to provide such integration, we have studied goal-driven models,
which are able to map all involved components through specific relations
types that enable impact propagation analysis.
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3 Service-based applications
measurement and composition

Service-based models [6] are commonly adopted within modern data cen-
ters environments. As the utilization of these models are steadily growing
for many applications domains, their impact on the data center infras-
tructure is becoming more and more significant. In such scenarios, the
available computing resources and applications are accessed as-a-service,
in which computational capacity is provided on demand to many cus-
tomers who share a pool of IT resources. The Software-as-a-Service
(SaaS) model can provide significant economies of scale where multiple
service providers can offer functionally equivalent web services that may
differ for their offered non-functional aspects.

Such non-functional aspects include performance and energy aspects,
in which performance is calculated using quality attributes (e.g., response
time) and energy is obtained through power models (e.g., VM power con-
sumption [30]). Focusing on SaaS models and despite the research work
towards application monitoring and measuring (discussed in the previ-
ous chapter), we believe they are not enough as they do not make a
clear connection between quality and energy aspects within heteroge-
neous data center environments. We argue that, in order to improve the

61



3 Service-based applications measurement and composition

design and execution of SBAs, the very first step is to assess the ongoing
situation. This is commonly performed by data collection and data rep-
resentation through metrics. A wide variety of energy metrics have been
used, however it is difficult to compare different obtained results [179].
Even though metrics to measure data center power efficiency, proposed
by Green Grid, Uptime Institute, Lawrence Berkeley National Labora-
tory, and Greenpeace, are quite similar the comparison of their results
should be made with caution, since the values are calculated in different
ways or measured following different methods and equipment.

Considering the approaches discussed in Section 2.2 of the previous
chapter, this chapter focuses on data representation, in which raw mon-
itored variables (including both runtime and design-time phases) are
properly transformed and represented as metrics named indicators. Ac-
cording the Oxford Dictionaries Online !, an indicator is defined as “a
thing that indicates the state or level of something”. In this chapter,
indicators are used to represent meaningful information about the un-
derlying environment at different granularity levels. To do so, we took
the following approaches:

e Quantitatively represent the application BP characteristics using
metrics such as size and complexity. This kind of information is
considered as static since it is defined during the process design-
time phase. Such metrics are used to compose the BP profile,
in which single resources needs and workflow behavior are repre-
sented.

e Evaluate the SBA from both quality and energy aspects in order
to enable trade-offs between the expected execution (represented
by the constraints) and the available execution conditions, which
sometimes does not attend all constraints. This is modeled as a
Service Composition (SC) problem in which indicators attributes
(in particular the soft thresholds characteristics) are used to define
a Concrete Execution Plan (CEP), i.e. all abstract tasks of the BP
are invoked by one or more concrete services, even though not all
constraints are satisfied.

e Take into consideration the energy aspect mentioned in the previ-
ous item. To do so, a new indicator is introduced, namely SBA
Energy-Efficiency Indicator (SBA-EEI), in order to measure up
single and composite services using aggregation functions. The
proposed indicator is detailed in Section 3.2, which benefits are
demonstrated in Section 3.3.

"http://oxforddictionaries.com
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e Aggregate indicators into a more general index that provides mean-
ingful information about one or more aspects of the system and
take into consideration cross architectural layers indicators. The
goal is to enable analysis at different granularity levels in order
to support suitable adaptation strategy selection when necessary.
Section 3.4 describes the proposed aggregation system that is able
to combine different indicators from different granularity levels.

3.1 Business process measurement

In order to capture the BP main characteristics some metrics can be
used to extract this information [143]. In this thesis we concentrate on
BP resource attributes, which represents the computational resources
required and used during the BP execution. As illustrated below, the
BP characteristics and the data from the monitoring system are used to
calculate key/green performance indicators.

3.1.1 Key/Green Performance Indicators

In [115] we have presented two different types of indicators: Key Per-
formance Indicators (KPIs) and Green Performance Indicators (GPIs).
KPIs measure performance indexes that are based on quality models,
while GPIs measure the system greenness with respect energy consump-
tion. All types of indicators span through the three architectural layers
and some of them might be part of both groups.

In order to achieve business objectives, indicators are used to report
the company’s ongoing situation against its defined objectives. This is
commonly done by a set of KPIs, which is defined as “a quantitative or
qualitative indicator that reflects the state/progress of the company, unit
or individual” [142|. The same definition is also adopted by the GPIs,
but focusing on company’s energy related objectives. However, the uti-
lization of GPIs requires an extended and more general definition of in-
dicators, such that both KPIs and GPIs characteristics are represented.
Towards this direction, in [115] we discuss and propose a more detailed
definition of indicators (suitable for KPIs and GPIs) and delineate how
these indicators can be aggregated in order to provide meaningful infor-
mation about the underlying system to the system manager.

Figure 3.1 depicts, as an example, how power consumption spans
across different architectural layers, which goes from the entire facility
(towards left side) through the resource used by a single task /web-service
(towards right side). While we focus on the IT component, we argue that
there is a gap between the server and the service layers. In order to deal
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with the five layers shown in the figure, we have combined them into
three layers: infrastructure (e.g., server and CPU), middleware (e.g.,
VM), and application (e.g., SBA and service). The infrastructure layer
involves the server and its physical devices. In the power consumption
example shown in the figure, CPU is highlighted as it usually has higher
influence over power consumption with respect to memory and disk con-
sidering an average server. The Virtual Machine (VM) is placed within
the middleware layer and the power consumption calculation follows a
model-based approach [87]. Finally, the application layer involves the
SBA and its elements, which are represented by concrete services (Web-
Services - WS) that implement the business process abstract tasks.

Figure 3.1: Power consumption layered view
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For instance, the indicator energy consumption, which represents the
power consumption over a period of time of a physical device or logical
component, can be applied across all the three considered layers such
that: 1) Server/CPU represents the entire server energy consumption,
including operating system and all running virtual machines; i) VM
represents the energy consumption of one or more virtual machines with
respect to its allocated capacity; and iii) SBA/Service represents the
energy consumption of a specific application inside the VM and comprises
all task/WS involved in it.

In order to cope with the issues described, an indicator (GPI or KPI)
is defined according to the meta-model described in Figure 3.2. The
abstract class Indicator defines both GPIs and KPIs which are identi-
fied by the attribute type. The attribute importance is based on the
user’s preferences and it dictates an indicator priority in case of multiple
violations.

The indicator violation is defined by its thresholds sets, in which one
set is composed by two lower-bounds and two higher-bounds. Each in-
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dicator has one set of thresholds at least. Based on that, an indicator is
not violated when its current value is within both warning and alarming
boundaries of all sets, named as green. Otherwise, there are two types
of violation. In the first type, named as yellow, the indicator value vio-
lates min or max warning threshold and does not violate alarming ones.
In this case, although the indicator is not within the desired situation, it
is considered acceptable. In the second type, named as red, the indica-
tor value violates both warning and alarming threshold. In this case, it
indicates an unacceptable situation. Alarming indicators have priority
to be solved with respect warning ones as they cause higher damage to
the system. The current indicator situation, i.e. green, yellow or red, is
represented by the attribute status.

The indicator last attribute, acceptance, defines the accepted time in-
terval of which an indicator can stay in a violation state (warning or
alarming violation) without requiring adaptation. This attribute is im-
portant in order to avoid adaptation overload, in which violation is tem-
porary and might not require adaptation. For instance, let us suppose
that the action VM migration may violate the indicator availability of
an application. In this case, the acceptance attribute shall dictate the
maximum amount of time the indicator availability can stay in a viola-
tion state without triggering a new adaptation action, i.e., the maximum
amount of time the VM migration action can take without causing a new
side-effect.

The indicator value is obtained through the indicator formula calcu-
lation, which uses the information provided by the monitoring system
represented by MonitoringMetric in the figure. Indicators are divided
in basic and composed indicators. An indicator is called as basic (Ba-
sicIndicator class) when its calculation formula is either a direct mea-
sure from the monitoring system variable, like application response time,
or a combination of several monitoring variables within a formula, like
number of transactions per second (TPS). On the other hand, composed
indicators (CompositionMetric class) formulae use other indicators as in-
put values, such as application performance that is the ratio of TPS and
power. In this case, there is no value transformation and they represent
compatible values. For instance, the server power consumption value in
Figure 3.1 is obtained either through the monitoring system (physical
installed sensor) or the sum of its components by the composition met-
ric: > (Power(memory) + Power(cpu) + Power(disk)). In [48] such
dependency is named as Operational Dependency.

The indicator architectural layer represents where the indicator is
placed within our three-layer architecture. As described before, our ap-
proach takes into consideration three layers that define the indicator
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Figure 3.2: Indicators meta-model
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granularity. In addition, indicators are classified in three conceptual lay-
ers in order to identify the level of significance of an indicator from an
organizational perspective [93]. The three identified layers (operational,
tactical and strategical) represent different degrees of importance into
the following risk analysis.

3.2 SBA Energy Efficient Indicator (SBA-EEI)

Considering that energy efficiency is related to IT loads and most data
center servers remain running at low utilization rates or in idle mode for a
considerable amount of time, we introduce an Energy Efficiency Indicator
at the application level called SBA-EEI [114]. The indicator goal is
to explore the data center heterogeneity and to identify existing spaces
for usage improvement based on the utilization of low power servers.
Making better usage of low power servers, the impact shall be reflected
into the data center cooling and power systems as well. Due to servers
heterogeneity in most data centers, servers can be classified into different
classes. In our approach, we classify them from the slowest to the fastest
through different energy consumption levels. Zenker [186] says that,
using a multi-dimensional coefficient, it is possible to compare results
among different environments.

Based on that, the first important assumption adopted in [114] is that
energy consumption is directly proportional to computational power per-
formance [19]. Although this is not true in all cases - e.g. very old
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Server Class Idle Normal Burst
(0-0.12) | (0.13-0.67) | (0.68-1)
Slow 178 222 266
Average 486 607 728
High 6,485 8,106 9,727

Table 3.1: Classes of servers and their correlation power and utilization
rate

equipment with low computational power and high energy consumption
rates - we assume that all the heterogeneous servers considered are new
and homogeneous with respect to this aspect. According to this basic
assumption, three classes of servers have been created that can be sep-
arated according to their quality and energy consumption rates. This
partition of servers into classes was inspired from Koomey’s report [96],
in which, servers were divided into: wvolume, mid-range, and high-end
according to their overall system costs. Table 3.1 presents these classes
of servers (slow, average, high) and their weights with respect to energy
consumption during three different utilization periods (idle, normal, and
burst) that were measured in Watts. The latter numbers were derived
from measurements performed by [133, 166, 173, 96].

By inspecting the data shown in Table 3.1, the energy efficiency (ee)
metric of a single application service is computed based on its executed
server class, taking into account possible server modes during a fixed
time period. Despite the fact that Table 3.1 presents the burst column
with the maximum energy consumption rates, we do not consider these
values for the following reasons: i) the usage of an admission control
scheme [176] is assumed, which is responsible to maintain the number
of execution services within the normal utilization level by dropping the
overload requests; ii) beyond the normal utilization limit, although the
energy efficiency will increase, the boundary of accepted quality, which
for instance involves execution time, will be exceeded. Energy efficiency
can be computed by Eq. 3.1. According to that, eejAt of the service s;
executing in server class class(j) is computed by dividing the amount of
energy consumption of the real execution of the service (i.e., when the
server is in the normal mode) with the total energy consumed by the
server in our specific time unit of reference.

normal normal
At ecclass( 7) tj
ee;’ = — . (3.1)
J e Cldle . tldle +e Cnormal . 7fr'lolrmal
class(j) "J class(j) 7J
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For example, suppose we want to calculate the energy efficiency of
service s; that is executed in a slow server in one specific time unit,
where 45% of the time is executed in normal mode and 55% in idle
mode. Then, from Eq. 3.1 and Table 3.1 we will have that : eef! =
222045 _ 505
178-0.55+222-0.45

As can be easily seen from Eq. 3.1, there is a direct relationship be-
tween energy consumption, service execution time, and energy efficiency.
The object of research is how to exactly compute this quantitative de-
pendency based on Eq. 3.1. Considering the fact that the execution time
of the service is measured according to our specific time unit of reference
and that the service is executed in a certain server class, we can derive
Eq. 3.2. The numerator of Eq. 3.2 calculates a service’s total energy con-
sumed in normal mode by multiplying the energy consumed in this mode

according to our unit time reference (ecgl‘;g;l(?l)) with the total time spent

._ ,idle of .
€C5 —€C{ ags(5) €L
normal ___ .idle
class(j) class(j)

execution time et;. The denominator of Eq. 3.2 is the total energy con-
sumed ec; by this service. In other words, Eq. 3.2 has the same physical
meaning as Eq. 3.1, as it calculates the percentage of energy consumed
by a service in normal mode with respect to the total energy consumed
by this service. Moreover, this new formula expresses our inquired quan-
titative dependency as it dictates the way the energy efficiency of a single
service can be computed by measuring its execution time and its total
energy consumption. The latter two metrics can be computed for each
service through a monitoring layer [106], which provides information on
the fly about application workload, resource utilization and power con-
sumption.

by this service in this mode (- ) with respect to its total

idle

normal | _©%—“Celass() i
ecClaSS(j) echormal _ idle
lass(j lass(j
ee; = class(j) class(j) 100 (32)

BCj

Besides the aforementioned dependency, other types of dependencies
and constraints can be derived from a service’s past execution (in all
classes of servers) and from its specification in a service profile (ob-
tained from the BP profile previously presented). Without considering
other quality attributes like availability and reliability, we can have con-
straints 3.3 and 3.4 on execution time and energy consumption defining
the range of admissible values of these two dimensions. Equality con-
straint 3.5 defines how the price of the service is produced from a cost
model that takes into account the service’s execution time, normalized
by the server class, and energy consumption rates. We assume that the
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cost of a service depends linearly on the time it needs to execute and
on the amount of energy consumed, where the first partial cost depends
also on the server class (see constant aclass(j)). Of course, apart from
linear, other types of functions could be used instead [54].

min max
€ class(j) < etj <e class(j) 3.3
min max
ecclass(j) < €cj < ecclass(j)
Prj = Qclass(y) * etj + g €cy (35)

Based on the above analysis, a service can operate in different quality
and energy levels and constraints can be used to capture the service’s
quality and energy efficiency in all these levels. Then, according to the
application domain in which this service is used, user preferences can be
issued in the form of constraints and a service discovery process can be
executed in order to select those services that satisfy the user needs.

3.3 Energy-aware design of SBA

While in the previous section the problem of energy and quality-aware
selection of single services was analyzed, we consider now the case of com-
posite services, for which a service is built from other services at runtime
when the user’s requirements are issued to a broker or service compo-
sition engine. The composite service construction is separated into two
sequential phases: i) an abstract execution plan is built; ii) one service
is selected for each abstract task of the execution plan. As described in
Chapter 2, various techniques have been proposed for automatically or
semi-automatically creating an abstract execution plan of a composite
service based on the functional needs and the functional capabilities of
available services. We do not deal with this phase and we assume that
the execution plan is already in place as an outcome of the first phase
or as a product of an expert that designs the process (e.g., in the form
of Abstract BPEL).

In the second phase, based on the abstract execution plan, for each
abstract task a set of functionally-equivalent services are selected as can-
didate services that implement the same functionality, but differ in their
non-functional characteristics, i.e., quality and energy. The functional
selection of these candidate services is a very well-known problem that
has been efficiently solved with approaches like the one in [141]. The
final goal of this phase is achieved by solving the Service Concretization
(SC) or QoS-based Service Composition problem and is the focus of the

69



3 Service-based applications measurement and composition

presented approach. According to this problem, the best service avail-
able at runtime has to be selected among all candidate ones for each
abstract task taking into consideration global and local non-functional
constraints.

In order to guarantee the fulfilment of global constraints, SC ap-
proaches use optimization techniques like MIP [184, 14| or Genetic Algo-
rithms (GAs) [39]. However, most of these approaches usually consider
the worst or most common case scenario for the composite service (that
concerns the longest or hottest execution path, respectively) [184, 39| or
they satisfy the global constraints only statistically (by reducing loops
to a single task) [80]. Thus, they are either very conservative or not very
accurate.

Most of these approaches present the following disadvantages, which
are solved by the approach proposed below and published in [114] : 1)
they do not allow non-linear constraints like the ones we have outlined
in the previous section; ii) they do not produce any solution when the
requirements of the user are over-constrained, while in the following, we
adopt two levels of constraints which allow the identification of warn-
ing and alarming violations separately; iii) they are very conservative
concerning the fact that all execution paths have to satisfy the global
constraints — even the longest ones that are not so likely have to satisfy
all of the global constraints and, therefore, some good solutions are re-
moved when these constraints are very tight — while we allow constraint
violations (warning thresholds) for the unlikely execution paths; iv) they
take into account only the worst or average value of a metric for each
service and they also regard that all metrics are independent, while we
allow ranges of possible values and metric dependencies; v) they do not
take into account energy related metrics.

3.3.1 Main definitions and assumptions

The first main assumption is that a composite service is characterized by
a single starting and ending task and that the composition of tasks fol-
lows a block structure. In this way, only structured loops can be defined,
i.e., loops with only one entry and exit point. We name each abstract
task of the service composition with the term task (¢;), while the set of
services S; to be executed for this task are called candidate services (s;).
We symbolize with I the total number of tasks of the composite service
specification and with J the number of candidate services retrieved from
the system’s registry. The goal of the process that solves the SC problem
is to find the optimum execution plan OFEL* of the composite service,
i.e., the set of ordered couples {(t;,s;)}, indicating that task ¢; is exe-
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cuted by invoking service s; for all tasks of the composite service. This
is done until all the global constraints related to energy and quality are
satisfied. The latter constraints are either explicitly specified by the user
or can be implicit in the user profile. We assume that these constraints
are expressed by the following upper or lower bounds depending on the
monotonicity of the attribute.

Based on the past execution of the composite service stored in sys-
tem logs or from the designer’s experience, the following two types of
information can be derived and evaluated [184, 39, 14]:

o Probability of execution of conditional branches. For every switch
s, we symbolize with N B® the number of disjoint branches out of s
and with pj the probability of execution of each disjoint conditional
branch. For all these probabilities, the following constraint must
hold: S°NB pe = 1.

e Loop constraints. For every loop I, we define the expected max-
imum number of iterations IN! as well as the probability pﬁl for
every number of iterations h of the loop. For all these probabilities,
the following constraint must hold: Z{Lﬁé plh = 1. A loop cannot
have an infinite number of iterations, otherwise the composite ser-
vice could not be optimized since infinite resources might be needed
and consequently global constraints cannot be guaranteed [184].

These two types of information can be used to transform the abstract
execution plan of a composite process to a Directed Acyclic Graph (DAG)
through the use of loop peeling [16]. The latter method is a form of
loop unrolling in which loop iterations are represented as a sequence of
branches whose branch condition evaluates if loop [ has to continue with
the next iteration (with probability {p}}) or it has to exit.

After loop peeling, from the transformed DAG, we can derive a set of
K execution paths epy that identify all possible execution scenarios of
the composite service. An execution pathisaset of tasks {t1,%2,...,%}
where t1 and t¢; are the initial and final tasks, respectively, and no tasks
t;, and t;, belong to alternative branches. Every execution path epy
has an associated probability of execution fregq; that can be evaluated
as the product of the probability of execution of the branch conditions
included in the execution path. Moreover, we associate to each execution
path epy a set Ay of the indices of the tasks included in it. In addition,
each execution path epy has a set of subpaths that are indexed by m and
denoted by sp;*. A subpath of an execution path contains those tasks
of the execution path, from the initial to the end task, so that it does
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not contain any parallel sequence. For every possible concrete execution
plan CEP, i.e., all subpaths including the optimum one, we evaluate the
quality dimensions under consideration under the hypothesis that the
composite service is executed along the corresponding execution path
using the aggregation patterns that will be analyzed below. In Figure 3.3,
this is represented by the assignment class.

Figure 3.3 gives a more general idea of all involved elements in the
presented SC approach, in which every service s; is selected as a can-
didate service based on its advertised service profile sp; that is stored
in the system’s registry. In this service profile, the functional, quality
and energy capabilities of the service are defined based on information
submitted by the service provider and the past execution of the service.
Moreover, this service profile specifies the server class class(j) on which
the service s; executes. If the service runs also in a different server class
class(j'), then it is considered as a different service s + and its capabil-
ities are stored in a different service profile sp - It must be noted that
the assignment class contains an attribute run indicating if the chosen
service is currently running on the designated server class. In this way,
the proposed SC approach will fetch only the available services that are
deployed on their indicated server class at that time. We accommodate
for the case where the resources are dynamically allocated in a hosting
site, as if a service stops running on a service class and starts running
on a different class through VM migration, by updating the assignment
class and, in particular, the run attribute.

According to the approach described above, a service profile does not
advertise only quality and energy level of a service by storing only one
(average or minimum) value for every possible dimension. Instead, it
contains all possible levels using the constraint set we have introduced,
i.e., normal, warning, and alarming. Thus, the service profile sp; of a
service s; contains a set of constraints that involve variables ¢d} that are
associated to the quality and energy dimensions qd™,n € N where N is
the total number of dimensions.

We have considered two of the most representative quality dimensions,
namely execution time and price, and two energy dimensions, namely
energy efficiency and energy consumption. For these four dimensions,
we consider the following relevant information:

e Execution time (ET) is the expected duration in time that a ser-
vice spends to fulfill a service request. For each service s; it is
represented as an integer variable et; that takes values from the
following domain of values: [et™™, et™%]. Tt is measured in a spe-
cific time unit like seconds.
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Figure 3.3: SBA energy-aware design
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e Price (PR) is the fee/cost that a service requester has to pay to
the service provider for the service invocation. For each service s;
it is represented as an integer variable pr; that takes values from
the following domain of values: [pr™" pr™@]. It is measured in
a defined currency like euro. This dimension depends both on the
execution time and energy consumption dimensions.

e Energy efficiency indicator (EE) is a measure of how efficiently a
service uses energy (analyzed in Section 3.2). For each service s;
it is represented as an integer variable ee; that takes values from
the following domain of values: [ee™", ee™*]. Tt depends on both
execution time and energy consumption dimensions.

e Energy consumption (EC) is a measure of the total energy con-
sumed by the service during its execution. For each service s; it
is represented as an integer variable ec; that takes values from the
following domain of values: [ec™" ec™®]. Tt is usually measured

in Watts or miliwatts per hour.

The aggregation pattern, within the SBA scope, for each of these four
dimensions for every execution path is given in Table 3.2. Execution
time of a composite service is computed by the maximum execution
time calculated in all possible subpaths of the execution path. In case
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Dimension Aggregation Function
Execution Time ety (CEP) =maXgp cop D, pesph €L
(ti,S]')e CEP
Price pri (CEP) =% tecep, DIy
(ti,sJ‘)E CEP
Energy Efficiency eex, (CEP) = ﬁ Y. ticeps €€
k (ti,Sj)E CEP
Energy Consumption ec,, (CEP) =) ticepy €Cj
(ti,Sj)E CEP

Table 3.2: Aggregation patterns for each considered dimension

of parallel executions, the longest subpath is taken. For each subpath,
the execution time is calculated as the sum of all the execution times of
the services that are contained in it. The price of a composite service is
computed by the sum of prices of all component services contained in the
execution path. The energy efficiency of a composite service is computed
by the average of the energy efficiency value of each component service
contained in the execution path. Finally, the energy consumption of a
composite service is computed by adding the energy consumption of all
component services contained in the execution path.

3.3.2 Proposed Approach

In [114] we formulate the SC problem as a Constraint Satisfaction Op-
timization Problem (CSOP) [153|. The main decision variables of our
problem are the following:

_J 1, if the task ¢; is executed by service s; : j € S;
w 0, otherwise

The goal of the SC problem is to maximize the aggregated quality
and energy value by considering all possible execution paths ep; of the
abstract execution plan and their corresponding probability of execution
freqg. To this end, we have used the following optimization function for
defining our problem:

K
max E freqy - scg
k=1

In this way, we try to find the solution that is the best at least for the
most frequent execution paths.

According to the above optimization function, a score s¢y is produced
from the aggregated quality and energy value for each execution path.
This score is obtained by applying the Simple Additive Weighting (SAW)
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technique [78] to the list of considered dimensions. According to this
technique, the raw aggregated values for each dimension are first nor-
malized using a corresponding evaluation function that is specific for
each dimension and then multiplied by the weight (i.e., the impact) of
this dimension. This weight is either given explicitly by the user or is
obtained from his profile. So by denoting the aggregated value of each
dimension along a specific execution path ep, with qﬁ and the user-
provided weights of this dimension as w,, the score of ep; is obtained
from the following equation:

N
sck =Y W fn <QT]§)

n=1

Based on the above equation, different evaluation functions can be
used to normalize the values of different dimensions. We have carefully
chosen a specific type that allows the use of soft instead of hard global
constraints for restricting the aggregated values for each dimension and
for each execution path. Depending on the monotonicity of the dimen-
sion, we have used the following two (denoted by 3.6 and 3.7) evaluation
functions for negative and positive dimensions, respectively:

qp - min < < gmaz
an + it - (1 —an), Q" ST S q,
qn qn min
e i
falz) = (max(ap, — st - (1—as),0), z<gp™ (3.6)
E*Q;T?am 1 0 max
max (an — qmaac_qmz‘n N ( - a’n)a ) T > q'n
n n
z—gt" 1 min & . & gmac
an‘FW'( —ap), 9, ST Qq,
g g )
fo(z) = max | an — gmaz_—gmm (1-a,),0), z<gm (3.7)
D e 1_ max
max | Gn q'm,a,a:_qrn,in N ( an) 9 0 9 T > qn
where ¢"" is either the minimum domain value for this dimension or

a user-provided bound, ¢)'**

this dimension or a user-provided bound, z is the value to be normal-
ized, and a, is a number between 0.0 and 1.0 given by the user or the
composite service designer in order to allow values outside the ranges
specified within the constraints. Values within this range represent the
indicator warning violation. In order to give a more specific example,
the evaluation function of the execution time quality dimension is given
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by the following formula:

ET— i
et + L= (1~ aur) guin <z < ET
et min
q -z i
fet (x) = ¢ max (ae — 7E,}t_qﬂ%m (1 —ae),0), x<qgim
e
—ET
max aet—ﬁ'(l—aet),o 5 x> FET
det

In this case, we can have that: ¢ = et™™"_ or the user also provides
another bound for the highest level (lowest value) of this dimension that
is: ¢ = ET'.

As it can be observed from the latter equation, the aggregated dimen-
sion’s value is allowed taking values outside the user requested bound or
range of values but the produced normalized value decreases and gets to
zero when the aggregated value’s distance from the bound increases. Ac-
tually, the initial normalized value and how quickly this value decreases
depends on both the design parameter a, and the two bound values.
Table 3.3 shows three examples of as, in which ET — ¢ = 5 and
ET = 7. In the first column we provide some input for the equation pre-
sented above, where in the first three rows the indicator is not violated.
In the following columns we depict the obtained value for three different
examples of ae;. Considering that indicators within its thresholds are
considered green, values < a¢; state the the indicator ET as green. If
the value is within a¢; and zero, the indicator is considered as yellow.
Finally, red indicators have values equal to zero. Have said that, the
warning range of a.; = 0.4 is much shorter than a.:, where the indicator
is considered as red with z = 12. In the example, if a.; = 0.8 the alarm-
ing threshold is z = 27; if a.; = 0.6 the alarming threshold is x = 17;
and if ae; = 0.4 the alarming threshold is x = 12. So if we want to allow
a very small amount of values outside the user requested bound, we have
to use small values of the a,, parameter, depending also on the min and
max bound values and their distance. It must be noted that the value of
a, can be predefined or produced from a predefined table that maps the
distance between the min and max values of a dimension to the value of
an. Similarly, the weights given to each dimension can be equal. In this
way, the user quantifies only the bounds of the dimensions and no other
parameter, so there is no cognitive overload for him.

The reason for using the above type of evaluation functions is that
we do not want to rule out solutions that do not violate in a significant
way the user’s global constraints. In this way, if the SC problem is over-
constrained, a solution can be found that violates in the smallest possible
way the least number of global constraints. Of course, considering how
the SC problem is formed, if this problem is not over-constrained, then
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’ fet (z) ‘ et = 0.8 | aet = 0.6 | aes = 0.4 condition ‘

2 1.0 1.0 1.0

5 0.9 0.8 0.7 gt <z < ET
7 0.8 0.6 0.4

10 0.7 0.4 0.2

12 0.6 0.2 0.0

17 0.4 0.0 x> ET

22 0.2

27 0.0

Table 3.3: Examples of relation between a.; and warning threshold

violating solutions will always get a lower score than the correct solu-
tions. Moreover, we extend the approach proposed by [14], in which
all execution paths, even the longest non-probable ones, have to satisfy
the global constraints. In our approach, this assumption is relaxed by
allowing solutions that violate some of the global constraints of the SC
problem for the non-probable execution paths. Thus, solutions that sat-
isfy the global constraints only for probable execution paths are not ruled
out from the result set but they get a smaller score with respect to those
solutions that satisfy the global constraints for all execution paths. We
achieve this goal by using appropriate evaluation functions that return a
zero normalized value for undesired aggregated dimension values and the
following set of constraints: [sc; > 0, Vk] that rule out those solutions
that have a zero score for at least one execution path.

Based on the above analysis, the CSOP that has to be solved in order
to determine the optimum execution plan OEP* is the following:

K
maforeqk - sc (3.8)
k=1

SCl, =Wet - fet (etk) + Wpr - fpr (prk) + Wee - fee (eek) +
+ Wee fec (eck) vk
scp > 0,Yk  (3.10)

(3.9)

Get + 7o (1= et g <x < ET
fet (x) = { max (aer — ;7?_7@ (1 —ae),0), x<qgip™ (3.11)
max aet—%'(l—aet%o , x> ET
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apr‘i'm#(}in'(l_apr)v qgﬁl"SZL‘SPR

Jpr (x) = { max (ap, — % S(L=ap),0), = <gpm (3.12)
max apr_lfg%%'(l—apr)ﬁ , x> PR
aee+(ggﬂ%-(l—aee), EE <x < g

fee () = { Max (Gee — (ﬁ%’%& ‘(1= aee),0), < EE (3.13)
max ( aee — (k%ﬂiejm (1= aee),0), x>qre
Gec + Egg;;;ﬁ ) (1 - aeC) ) qgﬁi” Sz < EC

fec (33) =  mMax | Gec — Eqé'c,qgr;n ' (1 - aec) 70 , < qum (3.14)
max | Gee Eé‘_ggm (1 —aee),0), x=>EC

doap=1 Vi (3.15)

JES;
eti= Y zj-ety Vi (3.16)
JES;
Tiy — (et +x4,) >0, Vi, — ty, (3.17)
d ety <ety Vk (3.18)
i€spk,
=y Y mery o,V (3.19)
1€AL JES;
eey = ’A | D zjee vk (3.20)
1€AL JES;
ec, = Z Z Zij - ecj vk (3.21)
€A JES;
€ Cla;(j) < Ct < etgibass( N VJ (322)
ecgf;’;s( hSec < ecclass(J) , Vg (3.23)
idle
1 ecj—ecy ass(j) ‘et
ecgl(?fgsn(?) ec“lo‘"f“(al>1 ecJ1 ()
eej = P Vj (3.24)
J
Prj = Qclass(j) * etj + B ec; N (325)
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et™" < ety < et"™ | Vo = {j,k,i} (3.26)
prm < pry < pre o= (k) (3.27)
eem"” <eep <ee™® | Ve ={j,k} (3.28)
ec™" < ec, < ecd™ | Vo = {j,k} (3.29)

The optimization function (3.8) and the constraints (3.9 and 3.10)
have already been explained. The equations from (3.11) to (3.14) define
the evaluation functions of the four quality and energy dimension un-
der consideration. Constraint set (3.15) enforces the fact that only one
candidate service should be selected for each task. Constraint set (3.16)
expresses that the execution time for each task is the execution time
of its selected service. Constraint set (3.17) represents precedence con-
straints for subsequent tasks in the abstract execution plan. To explain,
if t;, = ti,, 11,72 € I, then the task t;, is a direct successor of task ¢;,
so the execution of the former should start after the termination of the
latter. The variable z; denotes the starting time point of task ;. Con-
straint set (3.18) expresses that the execution time of every execution
path is obtained by calculating the maximum execution time of all cor-
responding execution subpaths of this path. Constraint sets (3.19-3.21)
express the price, energy efficiency, and energy consumption of every ex-
ecution path, respectively, based on the aggregation rules highlighted in
Table 3.2. Constraints sets (3.22-3.25) express the constraints obtained
from the service profile of every candidate service for the four considered
dimensions. Finally, constraints sets (3.26-3.29) define those variables
of the problem that are related to the considered dimensions and are
specific for each service, task and execution path.

Local constraints can be easily added in the above definition of the SC
problem as they predicate on properties of a single task. For instance, if
the ee for a task t, has to be greater than or equal to a specific given value
v, then the following constraint should be added to the above definition:

E Zyj r€ej > v

jES,

Based on the above analysis, we have shown that the SC problem for
a composite process with a block structure can be mapped to a CSOP.
The proposed approach advances the state-of-the-art in QoS-based ser-
vice composition by: a) taking into account not only single (average or
minimum) values of independent quality or energy metric but a range of
values represented by indicator thresholds; b) producing a concrete exe-
cution plan even if the requirements set by the user are over-constrained
through the use indicators warning thresholds; c) allowing for the use
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Figure 3.4: Process example

of non-linear functions in the optimization (QoS-based Service Compo-
sition) problem to be solved; d) considering dependencies among quality
and energy metrics into aggregated functions.

3.3.3 Proof-of-concept example

In this section, we provide a proof-of-concept example that highlights the
significance of the proposed approach. Let us consider the process exam-
ple depicted in Figure 3.4 that consists of six tasks, namely tg, t1, t2, t3, 4
and t5. According to this process, task ty runs first, then there is a split
where tasks ¢; and to run in parallel. After ¢1 is executed, then we have
a conditional branch, where t3 is executed with probability 0.8 or t4
is executed with probability 0.2. In the end, when either t3 or ¢4 and
to are finished, there is a join and the last task, t5 is executed. Thus,
this process has two execution paths, their execution probabilities and
subpaths:

1
Spl = {t07t17t37t5}
ep1 = {to,t1,t2, 3,15}
T ’ Sp% - {t07t27t5}
spy = {to, t1,ta, t5}

ep2 = {to, t1,t2, ta, t5},
sp3 = {to,ta, t5}

where the probability P of execution of sp} equal 0.8 and sp} equal 0.2.
Moreover, sp% = sp% with probability equal 1.

Moreover, for the sake of simplicity, we assume that there are three
services that can be used to execute any of the six tasks, where service
s1 runs in the slow server class, so runs in the average server class, and
s3 runs in the fast server class. For each service we assume that we can
derive the information in Table 3.4 from their profiles. In addition, we
assume the following information: v jass(1) = 10, Qclass(2) = 50, Aclass(3) =
250, 8 = 0.5, so the cost models of the services will be: pr; = 10 % ety +
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0.5 x ecy, pro = 50 % eto + 0.5 * eco, and prg = 100 * ety + 0.5 * ecs,
respectively.

Exec.Time Energy Consumption Efficiency

2c1 —178-et
299. 1 78-etq

s1 | T<et; <10 1275.4 < ecy < 2088 ee; = | —222=118 . 100

€ecy

607- 22 —486-eto

so | 4<ety <7 1992.4 < ecy < 3994.9 eey = | ——807486 . 100

€eCca

8106. €63 —6485-ctg

sg | 1<ets<4 | 6647.1 < ecg <30478.8 | eeg = | ——2L28=848 . 100

€c3

Table 3.4: Services obtained profiles

The last assumptions made in this example concern the value domain
of the quality and energy variables, the normalization functions and their
weights, and the user constraints. Concerning the variables, we assume
that all execution time variables et, have the domain [1,10], all price
variables pr, have the domain [500, 20000], all energy efficiency variables
ee; have the domain [0, 100], and all energy consumption variables ec,
have the domain [1000,31000]. Moreover, we assume that all dimensions
are equally important and should be evaluated in the same way, so we
have that: aet = apr = tee = tee = 0.4, Wer = Wpr = Wee = Wee = 0.25.
Finally, the user provides the following constraints: et™* = 27, pr™m** =
2400, ee™" = (.55, ec™** = 6000.

Based on the user-supplied information, it is easy to see that the prob-
lem is over-constrained, so all of the current approaches would fail and
not return any solution. However, our approach does not fail and pro-
duces the following solution zp1 = 21,1 = 221 = 231 = 241 = 251 = 1,
which has the highest score (0.2825) and violates in the least possible
way the user constraints. In other words, all tasks of the process have
been assigned to the first service, which is the cheapest and less en-
ergy consuming. Based on this solution, both execution paths will have
the following values for their aggregated dimensions: et; = 28,pr; =
3770, eej; = 0.45, ec; = 6840.

3.4 Indicator aggregation through composed
weighting system
Although the previous section presented aggregated quality and energy

metrics such as response time and energy consumption, the aggregation
is limited in two aspects: i) it comprehends only the application layer;
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and ii) the aggregation function does not combine different metrics to-
gether. In this way, a more general aggregation approach has to be used
in order to represent meaningful information derived from the combina-
tion of different indicators at different architecture layers. Even if related
indicators, such as VM power and application energy consumption, are
used in a composite way in order to simplify the calculation (the output
of one is used as the input of the other), as a general rule, they usually
cannot be directly compared nor aggregated. This is because they may
represent different system layers, have heterogeneous scales and oppo-
site monotonicity. The following approach proposes to make indicators
comparable through normalization functions such that they can be com-
pared and aggregated within meaningful clusters named as Green Index
Functions (GIFs).

3.4.1 Proposed indicators aggregation system

The issue of indicators aggregation is not only related to Green IT. In
many research fields, the information provided by a set of indicators
have to be aggregated in order to provide a more general index or make
different indicators comparable. In [115] we introduce an indicator ag-
gregation system that was inspired in the ideas presented by [138], in
which the authors measure sustainability impact over a land use sce-
nario. The approach is composed of two phases. The first phase, called
indicator normalization, normalizes the heterogeneous indicators values
within [0,1] range based on the indicator thresholds and monotonicity.
In this phase, indicators are independent from each other. The second
phase, called aggregation metric, puts the indicators together as a single
value that represents a specific group of indicators, i.e., GIF. As indi-
cators may have different relevance within the GIF, weights are used to
represent such differences. The next subsections explain these phases in
more details.

Indicator normalization

In order to be able to apply aggregation metrics, the considered set of
indicators values has to be normalized within a common numerical scale
that abstract the diverse indicators scales (e.g., watt, percentage, and
seconds). Most of normalization functions are based on max and min
boundaries [138, 184], however we want to represent both warning and
alarming thresholds. For that reason we have chosen a normalization
function that allows the use of soft constraints [97, 114], where values
between warning and alarming thresholds are also considered. Depend-
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ing on the indicator monotonicity, equations 3.30 and 3.31 represent
the decreasing and increasing dimensions respectively. In case of non-
monotonic indicators, such as CPU payload, we split them in order to
create two monotonic ones.

amin W™ amin .
i i - . _ 9 min max
W + WIAT g 1 wr ) 0 wy; <z <w
min min min
a; w;""—x a; min
1 — 1 . p— (2
max wmin wMaT _,min ]- wmin 70 ) T < wi
file) = S . i (3.30)
i _ —Wy . _ 4 max
max { omin — pmaz_min 1 i ,0), x> w;
i i i i
min
0, T < aj
max min max
w; T—w, w; i
b + e |\ 1 — e wi" < x < wter
max max _, min mawx 3 = =
a; w; w; ) ( a; ) g g
mawz min maz
! w!""—x w; min
1 — 2 . p— 2
/ max qmaz wmaT _ymin 1 qmaT ,0 ) < wi
filz) = e e (3.31)
i _ i . _ Wy max
Max | whaw — pmar_—gmm (L~ graw ), 0), &> w;
2 7 1 1
max
0, T > a;

n X

where z is the value to be normalized, w]"" and w;*** are min and

7 and @) are min and max alarming

max warning thresholds and a
thresholds of indicator 7.

Let us consider, for instance, the indicator App. Performance AP,
which represents the number of transactions per second divided by power
(£L LZT), with warning thresholds wg, = [1000; 1200] and alarming thresh-
olds aqp = [600,1000). If z € [600;800) it gets a normalized value in
[0.1;0.25); otherwise if z € [800;1000) it gets a normalized value in
[0.25;0.4); and finally, if = € [1000;1200] it gets a normalized value in
[0.4;0.55].

Values between the range [0.4; 1.0) identifies indicator i as green, values
between the range (0.0;0.4) identifies as yellow and, eventually, red if the
normalized value is equal to zero.

Figure 3.5 depicts five normalized indicators measured in GAMES
project that are heterogeneous in nature. All of them are regarding
the infrastructure architectural layer and operational concept layer. The
indicators represent the average value of 24 hours measurement with
1,000 of tuples of each indicator (except power consumption, which is
respect to one month and 41,580 tuples). The indicators details about
GAMES project testbed under consideration are presented in Chapter 7.

The indicator CPU usage provides the CPU load and it is measured
by dividing the amount of CPU used by the amount of CPU allocated.
In the same way, Memory usage is the ratio of the amount of used mem-

ory by the total memory. The Mhz/watt indicates how effectively power
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Figure 3.5: Example of normalized indicators from GAMES project

CPU usage
1

0.9

App. perf. Memory usage

Power Mhz/watt

is being consumed by the processor. For both usage indicators, warn-
ing and alarming thresholds are defined as 60 and 15 respectively. The
thresholds of Mhz/watt is defined as w™"™ = 65 and a™" = 25. Power
consumption indicator is the power consumed by the server cluster such
that w™* = 400 and a™* = 500. Finally, App. performance has
w™m = 1000 and a™" = 600.

Aggregation metric

Using the indicators normalized values, we argue that the indicators have
to be aggregated in order to provide meaningful information indexes. To
do so, indicators are aggregated in GIFs. The GIF is defined as a set
of inter-related indicators (by nature, architectural or conceptual layers)
that, when aggregated, provide relevant information about one aspect
of the system or component. We adopt weighted sum technique, in
which a specific value (weight) is attributed to each normalized indicator
within the aggregation function. The definition of such weight is usually
considered out of scope or a user input issue. However, in this approach
we identify the indicator weight based on risk management analysis as
follows.

The first step is to identify possible GIFs and what indicators can be
part of them. The aim of a GIF is to aggregate related indicators in or-
der to provide a more general index that represents one or many aspects
towards the system goals, including of course, system greenness. For in-
stance, the GIF server usage aggregates the indicators CPU usage and
memory usage. Figure 3.6 shows four main GIFs defined by [93| which
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are used as umbrella for user defined ones, named specialized GIFs. The
specialized GIF server usage, for instance, is placed under the main
GIF IT resource usage. Specialized GIFs aggregate both GPIs and
KPIs where some of them might be part of one or more GIFs depending
on the indicator scope. The indicator scope identification is based on
the attributed described in Figure 3.2.

Figure 3.6: Indicators hierarchy

Business
Requirements

IT resource Application Eneray impact Organizational
usage lifecycle gy imp factors
| GIF || GIF | | GIF || GIF | | GIF || GIF | | GIF || GIF |

Indicators

Considering the presented indicators attributes, the goal is to aggre-
gate them within the following four main GIFs:

e IT resource usage: It measures how the resources are being con-
sumed in terms of utilization. This GIF is related to effectiveness
once the proper utilization of the resource (e.g., CPU, memory,
and disk) reduces overall wastes in terms of energetic and financial
terms.

e Application lifecycle: It measures the needed effort to design, ex-
ecute and maintain the application within the data center. It in-
cludes well-known quality metrics, such as availability and reliabil-
ity, but also software engineering metrics that computes from the
analysis requirements phase until the software decommissioning.

e Energy impact: It represents energy directly-related indicators
such as power, energy, Mhz/watt, and application performance. It
is closely related to IT resource usage GIF once several indicators
from both GIFs are the same or have narrow relationships.
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e Organizational factors: It represents higher level indicators such
as governmental compliance, supply chain outsourcing and human
resource involvement during the data center maintenance.

Knowing what are the indicators that can be aggregated within each
main GIF, specialized GIFs can be created by the users. When a spe-
cialized GIF is created, the user selects what indicators will be part of
it among the available indicators for the main GIF. For example, the
indicator CPU usage is selected for the specialized GIF server usage,
which is under the main GIF IT resource usage. The next step is
to calculate the weight of each indicator within the aggregation metric.
The aim of weighting is to compensate each indicator’s relevance within
the GIF, as some indicators may appear in several GIFs with different
importance.

We propose a weighting system that is composed by three weights.
The first weight is regarding the total number of indicators within one
GIF, such that w; = Nik, where N} is the total number of indicators
within GIF k. The second weight ws is regarding to the relevance of the
indicator within the GIF based on the running scenario. For example,
in a high performance scenario, the indicator CPU usage has higher rele-
vance over the indicator memory usage although both of them are part of
the specialized GIF server usage. This relevance is defined by the user
during the GIF indicators selection phase and varies within the range
[0,1]. Finally, the third weight w3 represents the negative and positive
impacts of the indicator violation and fulfillment respectively towards
the GIF. Such information is mapped as an impact index. Indicators
with higher degree to damage the system get higher weights such that
they have bigger influence over the GIF. For instance, considering the
GIF server energy consumption, indicators related to the CPU power
consumption may have higher importance than I/O once CPU related
events represent higher risk for server energy consumption.

In order to proper represent such impact index according to the ad-
ministrator preferences, the user has to select one of three desired levels:
i) avoidance does not allow warning nor alarming indicators violation;
ii) reduction does not allow alarming violation and do allow warning;
and iii) retention allows both warning and alarming indicators violation.
Such preferences reinforce or weaken the indicator impact index within a
certain GIF. The final weight of an indicator within the GIF is composed
by the mean value of each described weigh.
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3.5 Summary

This chapter describes how BP can be measured with respect to their
static information and how quality and energy dimensions can be used
within service compositions. Based on some indicators attributes, in
special the different thresholds, the proposed approach manages to deal
with over constrained situations. In the first part of this chapter we
propose some metrics in order to extract the BP main characteristics in
a quantitative manner. This information is therefore used to compose
the BP profile, which supports the calculation of indicators like energy
consumption.

Taking into consideration both quality and energy aspects of the SBA
is the main goal of the service composition problem formulated in the
second part. The goal is to find out the best trade-off between them
in order to solve a service composition problem even during over con-
strained scenarios. Hence, a new energy efficiency indicator for a single
service is introduced, which maps directly the relationship between en-
ergy consumption and execution time. The energy dimension requires
considering novel aspects for service quality evaluation. In particular,
the proposed method considers soft constraints, nonlinear relationships
among quality dimensions, and ranges for quality values.

A more general approach is described in the last part of the chap-
ter with an indicator aggregation system that is based on composed
weighting system. It supports indicators interrelationships when they
are heterogeneous with respect to their architectural layer. The pre-
sented aggregation aims to make indicators comparable through normal-
ization functions and to properly express the indicator relevance within
aggregated values. Thus, the normalization deals with all four indicators
thresholds and the aggregation calculates the indicator violation impact
from the system perspective.
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4 Energy-aware adaptation of
co-designed business processes

As previously discussed, SOA has been proposed to realize systems that
are flexible compositions of services created to facilitate reuse of compo-
nents, service sharing and, therefore, to reduce costs. In highly dynamic
environments, both from IT and business perspectives, requirements for
such systems are rapidly changing and interactions among enterprises are
reactive to variable contexts. Considering such scenario, adaptivity be-
comes a major asset that sets the basis for developing adaptive systems
able to react to variable operation conditions [90].

The design of energy efficient ISs can therefore leverage on some char-
acteristics of the service-oriented approach and its flexibility and adaptiv-
ity features. The approach can be applied at different levels and phases
in IS development and maintenance, from a more strategic view to a
technological support of adaptive approaches, introducing a new focus
on Green IT/IS during the system design. According to [174], green
IT focuses on equipment utilization and energy efficiency while green IS
refers to the design and implementation of sustainable business processes.
In our view, the monitoring, analysis, and control of green IT equipment
have to be supported towards the development of a green IS control sys-

89



4 Energy-aware adaptation of co-designed business processes

tem, which shall provide filtering and decision-making mechanisms to
achieve sustainable business goals. In order to build energy-aware ISs,
the following two characteristics are comprehended in this thesis:

1. Co-design: The energy-aware IS processes and their underlying
services and the IT infrastructure have to be co-designed in or-
der to trade-off user business, functional, and quality requirements
against energy related constraints, such as consumption and effi-
ciency. The central role of expressing and assessing this trade-off
is to support decision-making mechanisms that are based on risk
and impact propagation analysis.

2. Runtime Adaptation: Energy efficiency has to be managed at run-
time by exploiting the adaptive behavior of the system, considering
green IT/IS perspectives and interactions of these two aspects in
an overall unifying vision.

Considering the indicators described in the previous chapter, this chap-
ter deals with energy-aware adaptation of co-designed BPs in order to
recover (or avoid) indicators (KPIs and GPIs) violation. More specif-
ically, the goal of this chapter is to propose an approach for designing
Energy-aware Business Processes (E-BP) extending the typical Business
Process (BP) conceptual model, which aims to capture the energy con-
sumption of the involved process abstract tasks. Energy consumption
is constantly monitored by using specific indicators (GPIs), which have
to be satisfied together with the more traditional functional and qual-
ity (KPI) requirements. By making use of energy-aware adaptation, the
E-BP is able to enact specific strategies in order to modify its execution
or structure in case energy consumption needs to be lowered or energy
inefficiencies are identified.

4.1 A Layered approach for Energy-Aware
Information Systems

Figure 4.1 presents the three main layers of an IS considered in this the-
sis: infrastructure layer, middleware layer, and application layer. The in-
frastructure layer includes all physical energy-hungry equipment. As we
focus on servers, we consider the processor as the main energy consumer
component, which is passive of runtime adaptation like frequency change.
This frequency, measured in Hertz, specifies the internal core operation
frequency where the higher it is, the better performance. As higher fre-
quencies consume more power than low frequencies, modern processors
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Figure 4.1: Three-layered IS model

are able to dynamically scale their operating frequencies through some
defined P-states (performance states).

In addition, the server attributes state and mode represent server
on/off and hibernation modes. We also consider the energy consump-
tion and running modes (normal or acoustic) of the storage system. In
this model we do not consider networking since the focus is on the re-
lationships between applications and their used local resources. Thus,
servers and storage systems represent the available IT resources for the
middleware layer, in particular, one server can hold several virtual ma-
chines. The virtual machine is one type of virtual environment, which
can also represent virtual disks for the storage system.

The middleware layer manages virtual resources reservation, workload
distribution, and resource monitoring. As shown in the figure, the mid-
dleware layer comprises the virtual environment (i.e., VMs and virtual
disks) and the application container, in which concrete services are de-
ployed. Due to management issues, one VM holds at maximum one
application container. The calculation of power consumption at the
middleware layer is made through power models. For instance, [88, 30|
demonstrate how VM power consumption values can be estimated based
on their physical resources usage.

The application layer involves the concrete services, abstract tasks
and business processes. Concrete services (usually represented by web-
services in SOA) represent the implementation of small operations that,
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when coordinated, perform the activity described by one or more ab-
stract tasks. Abstract tasks represent the business process objectives
described as actions. A business process “consists of a set of activities
that are performed in coordination in an organizational and technical
environment” [177], where activities are represented by abstract tasks,
user tasks and routing tasks. The calculation of power consumption at
this layer follows a model-based approach [63, 65].

As our aim is to focus on the application layer, we split our analysis
into two different relations depicted in Figure 4.1. The first relation, a
composition between business process and abstract task (BP—AT), deals
with the characteristics of the BP, such as individual requirements and
previous,/next flow pattern. The second relation, an aggregation between
abstract task and concrete service (AT-CS), deals with available imple-
mentations characteristics, in particular, their published non-functional
dimensions such as response time and costs. More details about both
relations are presented in the following:

BP-AT: This composition relation represents the many abstract tasks
that compose a business process and how they are organized as a work-
flow. Each abstract task is defined by both functional and non-functional
requirements. Focusing on non-functional ones, they are expressed as
constraints on quality and energy dimensions that are expected to be
satisfied during the BP execution, i.e., indicators thresholds defined in
Chapter 3. For instance, the business process BP, has maximum re-
sponse time threshold (™ RTgp, ), which is measured in seconds, while
every single abstract task at,, ,, of BP, also has maximum response time
threshold ("%*rtgs,, ,,) for all existing execution path in the process, such
as:

MY RTgp, > Z "t m (4.1)
m=1

Dealing with energy aspects, in [41] we introduce the service-based
Energy-aware BP (E-BP), in which the abstract tasks are defined not
only in terms of their quality and energy characteristics, but also with
specific information to guide application energy assessment (like minimal
resources requirements) and task elasticity for adaptation (like optimal
tasks flags). All this information is annotated as metadata properties,
which is provided by GAMES methodology described in Chapter 7. The

considered metadata are:

e Flow: provides information regarding the BP routing tasks and the
composing tasks.
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e Resource: contains the minimal and optimal resource information
about needed resources to execute single or composed BP tasks.

e Data: provides information with respect to data (such as variable
type) exchanged through the BP.

e Constraints: includes quality and energy constraints with respect
to single or composed BP tasks, which are represented as indicators
thresholds.

The result of this phase is an E-BP annotated with all the information
about the execution and the deployment.

BP-CS: This aggregation relation represents the next step of the ap-
plication co-design phase, in which information about available services
(concrete services) is gathered in order to satisfy the requirements de-
scribed in the previous relation. Considering the service concretization
problem described in the previous chapter (Chapter 3 Section 3.3), we
assume to have a list of candidate services that are functionally equiva-
lent, but differ regarding non-functional characteristics. Each candidate
service of the designed-to-be SBA runs in a specific application container
that has specific quality and energy capabilities. Based on that, some
KPIs and GPIs are pre-calculated, i.e., estimated based on the informa-
tion published by each candidate service. This information composes the
service profile, which guides the proposed CSOP, also described in the
previous chapter, to select the best concrete service candidate.

In order to demonstrate how the 3-layers model fits with SOA applica-
tions, Figure 4.2 shows a BP example. The example represents a system
for publishing online news, which involves actors like editor and photog-
rapher. The system is described as: as soon as an event is indicated
to be covered, the system has to assign a correspondent and a photog-
rapher (represented by the abstract task at;). After have covered the
event, both of them shall upload the material with respect to the event,
i.e., the article text and photos (aty and aty). The text is automatically
reviewed by the system (at3). When all the material is available within
the system, the editor approves or rejects it (ats). In case of rejection,
the editor has to indicate the required changes (atg). It is assumed that
the probability of an article be rejected is 30% and it can happen only
once. The process ends when the approved article is published online
through the company’s website (at7) and both correspondent and pho-
tographer get paid (atg). The figure clearly separates the layers and
their elements after solving the SC problem. For instance, the abstract
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Figure 4.2: Online News Publishing System - example scenario

task ats is performed by the composition of two concrete services, css
and csy. These services are deployed on VM2 (which also represents the
application container) and running on server serverl.

4.2 Business process energy estimation

The information gathered at the application layer, in particular the rela-
tion between BP and abstract task, represents both quality and energy
aspects of the BP. In order to cope with the latest, in [41] we have pre-
sented an approach to estimate the BP energy consumption based on
the 3-layers model previous described. Estimating the application power
consumption is important to define some GPIs thresholds and their in-
dex function within the GIFs normalization and aggregation phases. It
starts from the infrastructure layer with measured power consumption P
of individual servers sv; € SV, where SV is the available servers. At the
middleware layer, power models are used to extract the power consump-
tion of the virtual machine vm; ;, which is running on top of server sv;
with configuration parameters C, such that Cyp, ;. The configuration
parameters represented by C' involves elements such as number of proces-
sors allocated to vm;; and the processor frequency. As we are focusing
on servers, the considered configuration parameters are the number of
processor cores allocated to the VM and the VM manager (hypervisor)
type: native or hosted. Thus, the power consumption of {vm; ;} can be
defined as:
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Pvmi,j (t) = f(Cvmi,jvpsvi (t)) (4.2)
where the VM power consumption depends on the allocated resources
Cym, ; and the server power consumption { P, ()} at time .

Having Py, ;(t), the next step is to estimate the power consump-
tion of the deployed services, i.e., concrete services. With respect to
Figure 4.1, we are not interested in the application container power con-
sumption as each VM contains only one container. However, one appli-
cation container can have many concrete services cs; j . Similarly to the
calculation of Py, ;(t), the estimation of a concrete service power con-
sumption is model-based. Barlatos et. al [21] argue that it is influenced
by three factors: i) nature of the I/0, which considers the input and
output data type of the service and its internal computational complex-
ity; ii) server configuration, which in our approach is represented by the
virtual machine allocated resources Cyp, ;; and iii) web-service design,
which is based on internal logic structures and technologies used during
the implementation phase. As described in the previous section, this
information is available within the service profile. Considering that, the
calculation is simplified by the following model:

PCSi,j,k (t) = f(Pvmi,j (t)a (I)CSz‘,j,k)) (4'3)
where @, ., represents the service profile. It is important to point that,
for the sake of simplicity, we assume hereafter to have only one E-BP,
with several instances, on the servers.

The relationship between the deployment configuration and the power
consumption helps the designer to realize which is the maximum energy
consumption of E-BP. To this aim, the designer needs to know for each
task at,., € E-BP,, what is the set of concrete services {cs; j 1} that are
expected to perform it. Note that, due to dynamic binding mechanisms
decision-making process (which are based on parameters like availability)
a different set of concrete services may be selected to execute an abstract
task at runtime. In case of deviation of the expected power consump-
tion (defined at design-time) and obtained one at runtime, adaptation
actions are enacted. These actions are guided by the application energy
assessment and tasks elasticity, previously defined. Thus, the abstract
task aty ,, power consumption is calculated as following:

K
Patn,m (t) = Z Pcsi,j,k (t) (44)
k=1

where K is the number of concrete services cs selected to implement
the abstract task at, ,,. Moreover, we consider that a concrete service
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represents the atomic implementation of the SBA and, therefore, it may
implement more than one task (such as csg in Figure 4.2). As they
constitute different invocations of the same service, Eq. 4.4 holds.

Having the power consumption of all abstract tasks that compose the
BP, the next step is to calculate the expected energy consumption of
the entire BP, which is the energy consumption of all abstracts tasks.
Considering that energy is defined as the area of the power graph over
time, the energy consumption of task at, , can be estimated as:

O+ rtaty, m

Bat,., = / Pas... (8)dt (4.5)
0
where t0 is the task starting time.

The estimation of the entire BP is done based on the aggregation
function described in Chapter 3 Table 3.2, in which the entire BP en-
ergy consumed is estimated by summing up the abstract tasks energy
consumption:

Epp, = Z Eat, . (4.6)
However, we are not only interested in the total energy consumption of
the BP, but the partial consumption of the orchestration in order to en-
able the identification of energy leakage (i.e., inefficiencies). This is done
using the tasks reduction rules proposed by Cardoso et al. [45] through
steps, in which these rules are based on flow patterns: sequence, parallel,
conditional, simple loop and dual loop. Considering the BP depicted in
Figure 4.2, which is composed of eight abstract tasks [at; ...ats], the
approach starts from the most internal ones and ends when the BP is
represented as one single aggregated task. Each step represents a partial
orchestration aggregation and is depicted as grey square. This is demon-
strated in Figure 4.3, where 6 steps are used to reduce the 8-tasks BP
into one aggregated task. The quality aggregation functions are applied
at each step based on the aggregated tasks flow pattern. Considering
the task response time, we have:

step2 : atoz = {ata,ats} CTtates = Tlaty + Tlats (sequence
step3 : atza = {ataz, ats} STtatyy = MAT{atys,ata} T tatoss Ttaty b (parallel
step3 : atrs = {at7,ats} STlatys = MAT{at7 atg} {TTatrs Tlats } (parallel
stepd : atss = {atza,ats} cTtatys = Tlatsy + Tlats (sequence
ta tats — (1 — Pa crtg
steph : atse = {atss, ate} Ctatgs = Matss £ 7 t‘i (1= Patg) - rhats (dual loop
— Patg

stepb : at1s = {at1,atse, atrs} . rtarg = rlaty + Tlatsg + Ttatss (sequence)
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where pg, is the probability of execution of the branch atg, i.e., 30%. In
the last step, the execution time of the aggregated task atig represents
the execution time of the entire BP. However, it is possible to distin-
guish the response time of the partial orchestration {ats, ats, aty}, which
involves sequential and parallel patterns.

Figure 4.3: BP reduction steps

4.3 lIdentifying BP energy leakage

The real power consumption of an application can be obtained by mining
the data gathered from sensors. According to the power consumed by
each device and the resources assigned to the components at the differ-
ent layers and their usage, we can obtain the real energy consumption
Epp(T). The evaluation of the selected indicators is based on the appli-
cation data saved in log files.

The estimated values of power consumption at runtime allow the de-
signer to identify energy inefficiencies i.e., energy leakage. Energy leakage
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represents the resources that are not being used in the best possible way
and is defined as the difference between the actual energy consumption
Epp(T) related to the process execution and the estimated one Egp(T).
For example, the case in which Egp(T) < Epp(T) it might (i) be a sign
that a source is not working properly and thus wasting energy or (ii) re-
veal an error in the resource reservation process. In the former case, the
source of this leakage has to be identified between resources allocated
to the process. The latter case occurs when, for example, during the
process execution all the instances consume less energy than expected
and indicators are fulfilled. In this situation, it is possible to state that
the amount of reserved resources is overestimated.

Figure 4.4 shows an example of energy leakage based on the BP de-
picted in Figure 4.2, in which the power consumption of some tasks is
less than expected and, on the other hand, the BP takes longer to end.
The figure represents the BP execution when atg is not performed, i.e.,
the article is approved by the editor at first time. The most difficult
issue is the definition of (i) the task responsible of the leakage and/or
(ii) the inefficient resource (e.g., processor or storage inefficiency).

The identification of the responsible abstract task and its concrete
service(s) is not trivial since the duration of the tasks might be shorter or
longer than expected. Moreover, the active task in a specific time instant
could be different from the task expected in the execution plan. In fact,
changes in the process execution can affect the estimated execution time
of the different tasks. In the figure, the execution of the aggregated task
atss4, which partially represents the BP orchestration (ata A at3) @ aty,
impacts significantly on the entire BP execution time. Following the
service concretization suggested in Figure 4.2, they can be represented
as (csaA\(cszAesy))@esa, where csg is invoked twice (by abstract tasks ato
and at4) while the services ¢s3 and csy are sequentially executed by task
ats. Let us consider that during the execution of ats, more specifically
service css that is responsible to interact with a large lexical database,
the disk controller decides, for internal reason, to slow down the disk
access (highlighted by a circle in the detailed graph on the bottom right
of Figure 4.4). This action reduces the service power consumption P,
but may increase the overall response time RT'.

In fact, as the calculation of energy consumption is based on both
power and execution time, switching the disk to quiet mode is not al-
ways associated with energy consumption reduction since it decreases
the power, but may increase the execution time. Checking, at a given
time, if the estimated power is lower than the actual one, ats should be
blamed for the leakage instead of ats4, i.e., the set {ats,ats,aty}. To
solve this situation, both curves have to refer to the same time line by
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4.4 Business process co-design and adaptation to reduce energy consumption

tightening or relaxing one of them. Anyway, it is possible to say that
the set {atq, ats, aty} is consuming more than expected and thus it could
be the source of the problem. The service concretization of this set of
tasks is detailed in the lower right corner of the figure where service css
is pointed as the source of problem due to its substantial power reduc-
tion and time increase. In addition, it is noticed that at; is consuming
less power than expected and thus revealing an overestimation problem.
Notwithstanding this divergence with the expected energy consumption,
the response time of the service is still satisfied. In both cases, energy
inefficiency is detected and changes can be applied in order to improve
it.
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Figure 4.4: Power and response time estimation vs consumption (The
area represents the energy)

4.4 Business process co-designh and adaptation to
reduce energy consumption

Producing optimized configurations at design-time provides static solu-
tions of problems faced when running SBAs in an energy-aware IS. The
highly dynamic environment under which these processes are running
imposes new challenges to their engineering and provisioning. Thus,
self-adaptation is an important feature in order to overtake undesired
conditions at runtime, which differ from those assumed during their ini-
tial design. Adaptability can be achieved by equipping the IS with self-
managing mechanisms that enable it to detect or even predict system
context changes and to react on them with adaptation actions that com-
pensate for deviations in functionality, quality or energy of the running
business processes.
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Energy-aware controller
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Figure 4.5: The energy-aware controller over the 3-layered IS model

As described in Chapter 2, adaptation controllers are runtime com-
ponents and have concentrated on minimizing costs, including energy
costs, to satisfy applications computing and communication require-
ments. However, we argue that adaptation actions enacted at runtime
should be aligned with the BP design characteristics. In the proposed ap-
proach, this consideration is of foremost importance as decisions made at
the application layer directly influence the decisions at middleware and
infrastructure layers and vice-versa. In order to establish such level of de-
pendency, Figure 4.5 introduces the energy-aware controller, which
is a centralized approach to determine the most convenient configuration
at different layers with respect to optimization of quality and energy pa-
rameters. The proposed controller is inspired by the strategy publishing
pattern [188], where it gets inputs from local layers elements (through
dependency relationship) and produces cross-layers outputs. In this way,
at the application layer, concrete services will be deployed among vir-
tualized resources by trading-off quality and energy requirements and,
at the middleware layer, workload will be distributed among servers by
trading-off service execution quality and energy constraints.
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4.4 Business process co-design and adaptation to reduce energy consumption

The figure shows that the energy-aware controller relates all the layers,
in which both BP and IS characteristics are considered to create a co-
designed E-BP. An E-BP is adaptive with respect to energy consumption
when the amount of resources needed can be adapted so that the E-BP
can run maximizing the use of the resources and minimizing the power
consumption. Such adaptivity feature regards the flexibility of resources
and BPs management. Focusing on the BP flexibility, it aims to enable
(or disable) different sets of configuration parameters values that can be
used at runtime. To do so, the BP designer makes use of BP requirements
and IS characteristics to define:

1. Maximum and minimal resources configuration in order to satisfy
energy and quality constraints, respectively.

2. Abstract tasks and execution paths degree of importance through-
out the BP such as critical ones.

3. Warning and alarming thresholds based on IS characteristics and
not only BP requirements.

4.4.1 Business process co-design

The concept of co-design suggests that, although actors involved in the
design process have different objectives or perspectives, all should be
taken into consideration somehow. In the BP design, these actors’ ob-
jectives can be represented by desired quality and energy requirements,
which are represented as indicators thresholds. In order to properly set
BP design parameters, we argue that the underlying environment should
be taken into consideration, i.e., co-designed. The different configuration
of these parameters composes the BP flexibility, which is created by the
BP co-design. This flexibility is divided into three main components: i)
indicators warning max and min thresholds, ii) enablement (or disable-
ment) of adaptation actions available at runtime, and iii) definition, at
design-time, of the environment condition (context) in which adaptation
actions can be enacted.

As described in the previous chapter, BP requirements are represented
as indicators thresholds. These thresholds are divided into four dimen-
sions, i.e., max and min warning and alarming. Focusing on warning
thresholds, they represent situations that are not optimal, but also do
not cause significant damage to the system. When trading-off quality and
energy aspects, these warning thresholds become key features in order
to avoid the violation of alarming thresholds. During the BP co-design,
the definition of warning thresholds values (i.e., parameter a,) is based
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4 Energy-aware adaptation of co-designed business processes

on both alarming min/max and the IS gathered data. For instance,
let us consider the indicator CPU payload at server level with minimum
alarming threshold equal to 30%. Depending on the characteristics of
the application (such as CPU intensive) and the available computational
resources provided by the server (or VM), the range between alarming
and warning threshold can vary. Hence, the value 40% can or cannot
represent an indicator warning threshold violation.

In order to provide more alternative adaptation actions at runtime,
the BP co-design provides possible alternative actions that can enabled
(or disabled) according to the process characteristics. An adaptation
action is defined as a single change at runtime over application, middle-
ware or infrastructure layer, so that undesired situations are recovered or
avoided. They can be triggered by the violation of an indicator alarming
threshold (reactive adaptation) or by the menace caused by the violation
of an indicator warning threshold (proactive adaptation). Moreover, the
actions are categorized based on their main impact, such as: less quality,
which represents reduction of performance or energy requirements; less
functionality, which represents reduction of functional requirements; and
resource reallocation, which represents resources changes and may cause
quality reduction or increase.

Although the enactment of an adaptation action is performed at run-
time according to the runtime controller, the actions that involve the BP
have to be designed and enabled at design-time. For instance, although
the adaptation action service migration is managed at runtime within
the VM migration scope (e.g., servers and network availability evalua-
tion) at the middleware layer, the service becomes unavailable until the
action is not fully completed. The harmful consequences of such un-
availability can be higher to the BP goals than the violation of payload
indicator, for example. Thus, the enablement (or disablement) of this
action is defined at design-time, which is based on the BP characteris-
tics and availability conditions (e.g., the VM in which a set of services
is performing a certain abstract task cannot migrate when there is a
transaction going on).

Table 4.1 sums up some of the energy-aware adaptation strategies that
we consider in our approach. The definition of all these actions is made at
design-time while the action request is made at runtime. However, some
of them are managed by the runtime controller, like service migration
as VM migration, while some are managed by the designer in a semi-
automated manner, like process re-design. This is specified by the
column “managed by”, which can be design or runtime.

In addition to the enablement or disablement of the adaptation ac-
tions described in Table 4.1, the BP co-design also specifies the actions
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4.4 Business process co-design and adaptation to reduce energy consumption

Table 4.1: Energy-aware adaptation actions at application level defined
at design-time

Action Description Enacted Type
by

BP redesign Redefinition of the process func- | designer less functional
tionalities

Structure Changes with respect to routing | designer less functionall

change tasks and less quality]

Optional flow |One or more execution paths |runtime less functional
can be skipped

Optional task | The execution of one or more |runtime less functional
abstract tasks can be skipped

Non-critical Task quality and energy con- |designer less quality

task straints can be relaxed

Eliminate re- | Tasks that are redundant are |runtime less quality

dundancy decommissioned

Service re- | Service can be replaced by func- | runtime less quality

placement tional equivalent ones

Service migra- | Services can migrate together |runtime resource reallo-

tion with their associated VM cation

SLA renegoti- | Renegotiate to reduce func- |designer less quality and

ation tional and non-functional min- less functional
imum requirements

availability conditions. These conditions are interpreted by the runtime
controller in order to verify the availability of one action under certain
BP conditions. They do not trigger the adaptation action request (which
is done by the runtime controller), but they make an action ready (avail-
able) to be requested. Thus, these conditions are represented as rules
applied to either abstract task (atn,,) or concrete service (cs; ;). Ta-
ble 4.2 represents some conditions, which can be described as:

1. A business process BP, can be redesigned if there is no instance
running.

2. A business process B P, can change its flow if there is at least one
routing task, i.e., BP, has more than one execution path (ep).

3. An execution path epy can be avoided if there is no critical task in
it.

4. An abstract task at,, ,, can be skipped if it is not critical.

5. An abstract task aty ,, is defined as critical according to the de-
signer preferences.
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4 Energy-aware adaptation of co-designed business processes

Table 4.2: Energy-aware adaptation action availability conditions

[ [Action | Availability conditions |
1. | BP redesign (BP,.redesign) <+ H(BP,.instance)

2. | Structure change (BPy.flowChange) > A(atn,m.routingT ask)
3. | Optional flow (epk.optional) ﬂ(atn,m.critical € epi)

4. | Optional task (atn,m.optional) <> =(atn,m.critical)

5. | Non-critical task (atn,m.critical) +> (designer.def)

6. | Eliminate redundancy | (atn,m.decommissioned) < I((atn,m =

atn,n) A (atn,n € epr))

7. | Service replacement (csi,j,k-replace) <> —(csi j i € abn,m.critical)
8. | Service migration (atn,m.migrate) <> ﬂTrans(atnym.onGoing)
9. | SLA renegotiation (csi,j,k-reneg) <> —(csijkx € atn,m.critical)

6. A redundant abstract task aty, ,, can be decommissioned if there is
an equivalent one in the BP execution path epy.

7. A concrete service cs; ;1 can be replaced if it does not implement
a critical abstract task aty y,.

8. A concrete service cs; j can migrate (within the scope of VM
migration) if it is not running a business transaction.

9. The SLA of a concrete service cs; j can be renegotiated if it does
not implement a critical abstract task at,, ;.

4.4.2 Energy-aware adaptation

Having defined the BP adaptation actions through a co-designed BP and
their enactment rules, the runtime controller is responsible to evaluate
when and how these actions will be required. This is made through the
development of two control loops: local and global. A set of local control
loops is associated with each server component, in which the virtual
machine is running. This loop deals with individual concrete service
deployment. On the other hand, one global control loop takes care of
the entire infrastructure layer (composed by several servers) as well as
the whole BP (composed by several concrete services). In this way,
indicators (KPIs and GPIs) are evaluated from two different granularity
levels and so are the adaptation actions.

Based on the BP adaptation actions defined at design-time and avail-
able at runtime and the set of adaptation actions that are exclusively
runtime (depicted in Table 4.3), the runtime controller selects which
are the most appropriate ones so that undesired situations are recov-
ered or avoided. When adaptation is required, the selection is based
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4.4 Business process co-design and adaptation to reduce energy consumption

Table 4.3: Energy-aware adaptation actions at middleware and infras-
tructure levels runtime exclusive

| [ Action [ Description [ Group ‘
1. | VM migration | The VM container execution from | consolidation
one server to another
2. | VM deploy Create a new VM consolidation
3. | VM undeploy | Decommission a VM consolidation
4. | VM reconfig- | Reallocate more or less resources for | consolidation
uration the VM
5. | Change CPU |Increase or decrease CPU P-state | power management
P-state level
6. | Change disk | Change the disk to acoustic or nor- | power management
mode mal mode
7. | Change server | Hibernate/wake-up servers that are | power management
mode expected to stay idle for short pe-
riod of time
8. | Shutdown Turn-off /on servers that are not ex- | power management
server pected to be used for long period of
time

on the action characteristics and historical information gathered from
log files. In particular, the decision-making process uses the GAMES
knowledge database, which contains the results of the past adaptation
actions together with the description of the critical situation that they
were expected to solve.

As mentioned before, the runtime controller is in charge of requesting
for adaptation actions. This request is triggered by indicators threshold
violation, which can be warning or alarming. Warning violations request
proactive actions since they do not represent high damage to the system
but indicate that the probability of an alarming violation is high. On the
other hand, alarming violations request reactive actions and they have
priority over warning ones. However, it might happen that more than
one adaptation actions are needed to solve an indicator violation. Thus,
we say that an adaptation strategy is composed by a coordinated set of
adaptation actions, which may involve heterogeneous actions.

Adaptation actions can be totally independent from the design phase
(e.g., change CPU P-state), be defined at design-time and requested
and enacted at runtime (e.g., service migration) or be defined at
design-time, requested at runtime and enacted at design-time (e.g., struc-
ture change). In our proposed approach [41], the selection of the more
suitable strategy is based on the definition of a set of adaptation rules
R that link the violation of an indicator (warning or alarming) with the
set of associated adaptation strategies. More formally, an indicator I, op;
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4 Energy-aware adaptation of co-designed business processes

is associated with a system object obj € {E-BP,, U {atpm} U {csi i} U
{vm; j} U {sv;}} such that the adaptation rule Ry, o; is defined as:

Rh,obj = <Ih,obja {<Vhw,obja <A5hwma Confhwm7 Imphwm>>}> (47)

where Vj,q 015 is the type of violation, i.e., warning or alarming, of indica-
tor Iy, op; for the specific system object 0bj; Aspm, is the set of adaptation
strategies to be enacted in case of violation Vi obj; Con frwm is the con-
fidence associated with the effective execution of the action associated to
the violation; and Imppym is the degree of the importance of the action
that depends on the impact that it has on the energy consumption.

Due to existence of dependencies between indicators, such as basic and
composed indicators presented in the previous chapter, the impact of
an adaptation action can be propagated through the indicator network.
This dependency is identified by the function Dep : I x P(I) — P(I),
such that each indicator Ij, o;; identifies the set of correlated indicators
I l/ obj C 1. Such relationships can be computed using data mining tech-
niques that are described in Chapter 6.

Algorithm 1 details the adaptation strategy selection and enactment
perfomed by the Energy-aware controller in Figure 4.5. This al-
gorithm represents actions that are required and enacted at runtime.
The monitoring module gathers all the data necessary to compute the
values of all the indicators Valy op; and to evaluate the associated re-
quirements. The evaluation of requirements can be seen as a function
Eval : R x Val — {AS, (0} which, given a value for Ij, 5, checks both
warning and alarming possible indicators violations Vi op; (line 29) and,
in case of violation, returns the strategy Aspum associated with the high-
est importance and confidence values (line 35). If more than one indica~
tor is violated, the system starts considering root indicators in our GIFs
hierarchy until leaf ones (line 2). In order to avoid failures or perfor-
mance reduction at the application level, relationships among indicators
are exploited (line 12). In fact, the function Ewal will be applied to
all correlated leaf level indicators Il’pbj: Eval(Ry opj,val op;) (line 15).
Once all the adaptation strategies have been applied, the value of I, ,;
should satisfy all constraints, which means that a second evaluation of
Eval should not enact any other action for the considered indicator (line
17). If instead Ewval tries to enact other actions, this means that enacted
adaptation actions did not succeed. In this case, the function Fval will
be applied directly to the examined indicator (line 23). Despite the ac-
tivation of all the adaptation actions, if the value of Ij, o; still violates
an alarming indicator, a human intervention is required and the applica-
tion should be redesigned or restructured (line 10). As some adaptation
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strategies could negatively affect the system performance, they can be
executed only for a predefined time interval or until the analyzed indi-
cator does not represent any violation anymore.

Algorithm 1 Adaptation Strategy Enactment Algorithm

Require: rule, op; (all the rules related to object obj)
Ensure: adaptation strategies enactment to eliminate indicators’ violation
1: function PROCEDURE ENACTMENT (rules,ob;) {
{the procedure is continuously executed during the assessment phase}
2: sort rules op; from root to leaf level based on indicators
3: for all rulen, ob; € rules op; do
4: indy, < related indicator instance from rulep,op;
5: valuen,op; <— Val(indn,obj) //get indicator value from assessment tool
6: eval, < EVAL(rulep,obj, valuen,obj)
7 if eval, = 0 then
8 do nothing //there is no violation in rules op;
9 else if eval;, = human intervention required then

10: message(human intervention required for rulep, ob;)

11: else

12: for all indLow; € Dep(indy) do

13: rule;,op; +— associated rule with indLow,

14: valuey op; + Val(indLowy,op;)

15: enact adaptation strategy from EVAL(rule; obj, valuer ob;)
16: update valuen,ob;

17: if EVAL(rulen,obj, valuen,op;) = 0 then

18: exit FOR cycle

19: end if

20: end for

21: if EVAL(rulen,op;, valuen,ob;) = adaptation strategy then
22: //apply adaptation directly to the examined indicator
23: enact adaptation strategy from evalp,

24: end if

25: end if

26: end for

27}

28: function EVAL(rule, value): STRATEGY {

29: check that the indicator has warning or alarming thresholds violations
30: if there is one or more violated constraints

31: select the best adaptation strategy not used yet

32: if there is no remaining strategy

33: return human intervention required

34: else

35: return adaptation strategy

36: end if

37: end if

38: else return ()

39: }
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4.5 Summary

In this chapter we have demonstrated how the BP co-design can help
the identification of non-optimal situations, like the existence of energy
leakage, and support the system adaptation manager in selecting and
executing actions at runtime aligned with design-time preferences. The
BP energy consumption estimation starts from the analysis of the char-
acteristics of the activities composing the process and the resources it
requires. On the basis of the actual use of the resources during execution,
a way to improve energy efficiency of the process is proposed. The ap-
proach enables the identification of energy leakages and/or of indicators
(KPIs or GPIs) threshold violations.

Depending on the violation type (warning or alarming) suitable adap-
tation actions are selected to be enacted. We differentiate these actions
according to their enactment environment, design-time or runtime. In
this way, the runtime controller is not completely independent from the
BP design but, instead, they support each other in order to define and to
enact actions that are suitable for both BP goals and runtime controller.

The approach drawback relies on the identification of the impact of
an adaptation action throughout the system. Although indicators de-
pendencies are represented trough the function Dep(), the relationships
between indicators and adaptation actions are not analyzed. This anal-
ysis shall have a deep impact in the action selection opening up new
strategies causing minimum side-effects from a global perspective. This
issue is solved in the next chapter, in which a contextualized goal-based
approach identifies the relationships between indicators, adaptation ac-
tion and their trigger events.
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identify and analyze system
threats

The adaptive behavior proposed in the previous chapter aims to support
the capability of reacting in a (semi)automatic way in case of unexpected
situations. Such situations are expressed by indicators states, in par-
ticular, indicators violation (indicators are detailed in Chapter 3) that
represent system threats. Considering that indicators represent system
objectives, we argue that the adaptation strategy selection phase should
take a higher level of abstraction, in which objectives are clearly defined
such that the effects and trade-offs of different adaptation options can
be evaluated. A suitable way to define these goals is using goal-based
models presented in Requirements Engineering. These models allow the
designers to specify goals of the system and their relationships. Some
of the most well-known approaches are described in Chapter 2, which
includes Tropos [33], i* [181], and KAOS [59]. In order to support the
selection of suitable adaptation actions such that side-effects are mini-
mal, we adopted the goal-based risk model proposed by [15]. The model
links system goals (represented by indicators thresholds) to events that
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might either positively or negatively affect them. The approach also in-
cludes the set of actions that can be enacted to intensify or diminish the
effects of these events.

As the model and its elements (goals, events and actions) are proposed
at design-time, it is often based on assumptions that can be verified at
runtime. Thus, we believe the model has to support three main features:
i) raised events identification that represent a threat towards the system
goals fulfillment, ii) feedback aware adaptation action selection that an-
alyzes previous executed actions in order to create adaptation strategies,
and iii) relationships evolution according to a systematic comparison be-
tween the expected and the obtained outcome after the enactment of
adaptation actions. In this chapter, we deal with event identification
and feedback aware adaptation action selection and how these features
can be achieved through the introduction of contextualized nodes and
timed event analysis. The approach aims to facilitate quality and energy
trade-offs such that relationships and their impact on pools are easily
identified and hidden ones are discovered. The initial version of the
model was created based on GAMES knowledge [25], in which relevant
GPIs and KPIs are identified by the project methodology. Moreover, the
project monitoring system was used to provide the required input data
for the proposed approach.

Figure 5.1 shows the main elements that compose the proposed frame-
work. First, the monitoring system provides raw data about the un-
derlying environment. This information is used to calculate the de-
fined indicators by the indicator calculation module. The event
identification is responsible to verify both monitored variables and
indicators values in order to recognize possible situations that represent
a threat to the system. This is done according to the system goal-based
model defined by GAMES assessment phase. If a threat is identified, the
module creates several event occurrences that are analyzed by the event
analysis module in order to separate the different types of events and,
in particular, the ones that require the enactment of adaptation actions
(meaningful events). The adaptation selection module is responsible
to select the adaptation actions that eliminate the system threat without
creating new ones. Thus, single actions are aggregated as adaptation ac-
tions and send to the adaptation parameterize module. In this module
the system manager, who is the user responsible for the system environ-
ment, shall approve or disapprove the adaptation actions and, if ap-
proved, he should provide some necessary actions parameters values. In
parallel with the adaptation selection, the history-based analysis
module tries to identify possible misleading relationships within the goal-
based model that do not provide effective adaptation actions. The output
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of this module implies a new adaptation attempt, a model modification
or both. The model modification comprehends: i) relationships impact
labels update, and ii) revelation of unexpected and not yet modeled re-
lationships. The identified model changes are verified by the system
manager in the evolution verification module in order to ensure
the goal-based model soundness. In this chapter we cover the event
identification and the event analysis modules, while adaptation

selection and history-based analysis modules are tackled in the
next chapter.
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Figure 5.1: Framework overview

5.1 Model specification

In order to represent our goal-based model we have used the Goal-risk
model proposed by [15] with some modifications in order to accommodate
our objectives. These modifications are regarding to the incorporation
of context dependent relations, in which IF-THEN clauses are used to
define the relation impact /severity level. Although we adopted the same
set of relations types, we paid more attention to the relations responsible
to enact adaptation actions. For this reason, the model is defined by a set
of three elements (N, R, A), in which A represents the set of nodes, R
is the set of relations among nodes, and A is the set of special relations,
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called alleviation, between one node and one node or relation. A node
N € N is composed of a set of attributes that are:

e Type: Nodes are divided into three different types, that are goals G
(strategic interests to be achieved), events E (circumstances that
impact over the achievement of goals), and adaptation actions A
(actions used to support the achievement of goals).

e SAT and DEN evidences: It represents the evidence that the node
will be satisfied (SAT) and/or denied (DEN), which are qualita-
tively represented as (F)ull, (P)artial or (N)one such that F >
P> N.

The set of relationships is divided into different types and they are:
AND/OR-decomposition, contribution and impact, where a source node
Ny holds a relation with a target node N; such that

R :{(Ny,...,Ns, ..., N,) ﬁ> (N1, ...; Ny, ..., Np)}

r is the relation type and p is the propagation of the contribution/impact
level. AND/OR-decomposition relations refine nodes into more fine-
grained ones. Contribution relations propagate SAT and DEN from the
source node to the target node. In [15] the authors propagate four levels
of contributions, that are: —— (strong negative), — (negative), + (posi-
tive), and ++ (strong positive). Table 5.1 describes the satisfaction and
denial evidence propagation rules from the source node N to the target
node N, considering their qualitative representation. The relation prop-
agates both SAT and DEN evidence when the propagation type is not
specified like, for instance, N RN N;. Finally, impact relations state
an effect (positive and/or negative) of an event node ¢; € E towards the
satisfaction of a goal node g, € G and, thus, it is defined as F -’ sa.

impact
This impact is qualitatively measured in the same way as contribution
relation, i.e., p = {——, —, 4+, ++}. In fact, negative impact relations are

the target of alleviation relations.

Alleviation relations aims to link adaptation actions nodes A with
negative impact relations in order to eliminate or diminish an event risk.
This is done in two different ways:

e reduce the event likelihood: this is done using a direct relation be-

) —5,—-S

tween an action a, € A and an event ¢; € E such that A { )
alleviation

E. The event probability is calculated based on its SAT and DEN
evidences, in which increasing the DEN evidence reduces the event
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Table 5.1: Evidence propagation rules according to [15]

Relation | SAT(IN;) \ DEN(V;) \
N, 155 N, Min(SAT(Nj),Partial) None
N, 5 N, SAT(N,) None
N, =25 N, None Min(DEN(N,),Partial)
N, 2 N, None DEN(N,)
N, =% N, None Min(SAT(Ns),Partial)
N, —5 N, None SAT(N,)
N, =2 N, | Min(DEN(N,),Partial) None
N, =2 N, DEN(N,) None
occurrence. This is the reason we use only {—S,— — S} as they

propagate the SAT of action a, towards the DEN of event ¢; ac-
cording to Table 5.1.

e reduce the event severity: this is done linking an action a,, € A and

an impact relation between, such that A =3 E {——1} Gl

alleviation impact
As mentioned, the severity of event relationships is dynamic defined

depending on the identified context scenario through IF-THEN
clauses.

Considering the main components of the goal-based model above de-
scribed and the highly dynamic environment that we are dealing with,
new techniques to identify an ongoing problem and properly react against
it are needed. To do so, we added new analysis tools into the model in or-
der to support real-time events identification based on streams monitored
data, context identification for each model node, and feedback analysis
in order to validate the outcome of taken decisions. The identification
of ongoing problems is performed by the event identification and
analysis modules depicted in Figure 5.1. Indicators violation might,
or might not, require the enactment of adaptation actions. Thus, the
first step is to identify an indicator violation and evaluate its impor-
tance throughout the model based on the indicator calculated value.
This is done by the event identification module, which creates event
occurrences. An event occurrence dynamically represents the event im-
pact relation, in which relation severity and event likelihood are defined
based on event context models (ECM). The next step is to evaluate the
source of the problem in order to distinguish between new threats, threats

113



5 Using a goal-based model to identify and analyze system threats

Table 5.2: Goals evidence calculation according indicator status
’ Indicator ip,.status ‘ SAT (gp) ‘ DEN(g,) ‘ Fulfillment

Green F/P N H
F P Mh

F F M

Yellow P P M
p F Ml

Red N F/P/N L

already under treatment, and recurrent ones. The event analysis
module is responsible for that such that it supports both adaptation
selection and history-based analysis modules.

5.1.1 Defining goals, events and adaptation actions

In this subsection we formally describe the three types of nodes and how
they are composed.

Goals. Goals G are expressed as indicators (GPIs/KPIs) fulfillment,
in which one goal g, € G is related to one indicator i, € I and I
can be a single indicator or an aggregated through a GIF. The goal
fulfillment depends on the indicator value with respect to its thresholds.
We defined five different levels of a goal fulfillment: (H)igh, (M)edium-
(h)igh, (M)edium, (M)edium-(1)ow, and (L)ow, where H > Mh > M >
M1 > L. According to the indicators definition in Chapter 3, an indicator
thresholds are divided into sets of four dimensions values: maximum
alarming a™%", maximum warning w™%, minimum warning w™" and
minimum alarming a™" such that ™% > w™e® > ™" > ™" The
indicator fulfillment can assume three different states, that are: i) green,
when warning and alarming thresholds are not violated; ii) yellow, when
only warning threshold is violated; and iii) red, when both warning and
alarming thresholds are violated. Based on that, the evidences of SAT
and DEN and the fulfillment of a goal g,/ g, £ i, are calculated according
the rules based on Table 5.2.

Events. Events E represent unexpected situations that impact posi-
tively or negatively over goals. Although they are defined by the users,
events are defined in terms of indicators formula variables. They are ex-
pressed by two attributes: status and likelihood. The event likelihood ()
is calculated according event evidences that support (SAT) or prevents
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(DEN) an event occurrence, such that A(e;) < SAT (e;) N\DEN (e;)/e; €
E, where high SAT and low DEN values imply in high event likeli-
hood [15]. However, in order to properly manage the event occurrences
we added the attribute status. This attribute is responsible to identify
the current event with respect to its occurrences and can assume the fol-
lowing values: ready, new, wip (work in progress), done, and renew. The
parameter ready states that incoming event occurrences have no rela-
tion with past ones. The parameter new identifies a new event occurrence
that was not yet managed by an adaptation action. The parameters wip
means that one or more adaptation actions were selected as candidate
actions to reduce the event likelihood but not yet executed or are cur-
rently under execution. If the executed set of actions reduced the event
likelihood, the parameter done is assumed. This parameter has an expi-
ration time, which represents the actions approval period. The approval
period aims to validate the action effectiveness and identify possible so-
lutions that are only temporary. Thus, if a new event occurrence shows
up during this period, the event status is defined as renew and a dif-
ferent set of actions should be executed. Otherwise, the event status is
returned to ready. The rules used to set the event status attribute and
their transition states are described in Section 5.3 of this chapter.

Adaptation actions. Adaptation actions A are required when a goal
fulfillment is Low, i.e., there is an indicator alarming violation. An adap-
tation action represents a single mechanism able to change one or more
monitoring variables such that it supports goals fulfillment by avoiding
indicators thresholds violation. This change can be at the infrastruc-
ture level (e.g., change the CPU frequency), middleware (e.g., allocate
more memory for a VM) or application (e.g., skip the execution an ab-
stract task within the BP). As described in the previous chapter, the
proposed approach focuses on design-time adaptation actions, which are
divided into two groups: design-time actions and mixed (design-time
and runtime) actions. The design-time actions include actions that are
selected and executed at design-time, such as SLA negotiation. On the
other hand, mixed actions are enabled at design-time and executed at
runtime, such as skip an abstract task of the BP.

An adaptation action a, € A aims to eliminate or diminish a neg-
ative event occurrence through an alleviation relation. As described
above, this type of relation is used to reduce negative event likelihood

(A =55, E) or severity (A i A [E s G]), which is

alleviation alleviation impact
based on the event occurrence context rules.

Moreover, an adaptation action is composed by attributes like: type,
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duration, approvalPeriod and cost. The attribute type specifies whether
the action is design-time or mixed (design-time and runtime). The du-
ration specifies the time interval the action is expected to use during its
execution. On the other hand, approvalPeriod defines the time inter-
val used to validate the action effectiveness. Finally, cost represents the
action execution involved costs.

A metamodel of the described model is depicted in Figure 5.2, in which
the abstract class Node generalizes goals, events, and adaptation actions.
Thus, all nodes contain SAT and DEN evidences that are associated
with a context model. Goals are expressed in terms of indicators thresh-
olds, events in terms of event occurrences and actions are aggregated
into adaptation strategies. Moreover, relation subtypes are indicated by
enumerations. Note that alleviation relations are associated with event
occurrences once adaptation actions aim to avoid raised events, which
are represented as occurrences.

contribution 2% decomposition
Node
1 Context
+SAT
+DEN +Granularity
Indicator Thresholds
+Name i
Goal +minAlarm
+Fuffilment - 1 :-Irxggrtance 1 * L
ulfi _ 1..* | +maxWarning
means-end e +maxAlarm
u
- 1
Action StoredValues
+Type *
+ManagedBy
+Duration
+Cost Event
+ApprovalPeriod EventOccurrence
+AvailabilityCond +S_tatys
+TriggerCond +Likelihood +Timestamp
+Group +Value
+Action 1 +Window
Impact +Direction
has +Significance
+Severity +Severity
0..*
<<new>>+EC()
1”*
Strategy
+TotalDuration
+TotalCost <<enumeration>> | | <<enumeration>> | | <<enumeration>>
1 Decomposition Contribution Alleviation
alleviation +AND +/++S/D -
+0R -/--S/D ==

Figure 5.2: Metamodel of the considered model
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Figure 5.3 shows a small example of the described goal-based model.
At the goals layer (asset layer), Energy (g4) represents the server power
consumption over time, Response Time (g3) and Cost (g2) are, respec-
tively, the execution time and cost associated with each application
task. Finally, App. Performance (g1) represents the number applica-
tion transactions per second (TPS) divided by the consumed power. At
the event layer we have three events that might cause negative impact
over the defined goals. Throughput (e;) and Power (e2) directly affect

gs and g4 respectively. Note that the relation es % g4 requires the
impac

event ep context rules since the impact severity can vary depending on
the application response time. On the other hand, the contribution rela-
tion between ey and eg (Payload) always holds a negative label as they
are directly related: the higher the payload value, the higher the power
consumption value. At the adaptation actions layer (treatment layer),
actions are mixed, i.e., they are foreseen at design-time and enacted at
runtime. The definition of actions parameters such as how much the
CPU frequency has to be reduced (i.e., CPU P-state) is supported by
the system manager and e likelihood reduction also depends on context
information.

+

g;-App
Performance

+ >
[%2]
%]
g;.Response ol
Time
- ? N
- | [ AN
<
e,. Throughput e,.Power - e,.Payload o
[ d
_‘
3
o
a,.Skip a,.Increase L
optional task CPU P-state %
=
[ d

Figure 5.3: Partial model example
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5.2 Event identification

The goal-based model described in the previous section supports the
identification of different adaptation actions that could be taken in or-
der to diminish the risk of an indicator violation. However, it does not
specify what are the underlying circumstances that may restrict the en-
actment of an action (or a set of actions). These circumstances are
represented by sensible changes in the monitored variables values, which
might raise events at the model event layer. We argue that, depending
on the gathered context information about the environment, the impact
of these raised events towards the asset layer can be negative, positive
or null. The identification of possible threats towards goals fulfillment is
performed by the event identification module from Figure 5.1, which
is shown in more details in Figure 5.4.

Based on the monitored data and the indicator calculated values, the
proposed approach recognizes three different levels of threat, which might
or might not result in the creation of an event occurrence. An event oc-
currence represents that an event is currently harming one or more goals
fulfillment and, therefore, adaptation actions shall be enacted in order
to restore desired indicators fulfillment levels. The creation of an event
occurrence is based the underlying environment, which is represented by
the instantiation of the defined set of context rules.

TRaised events

ﬂntext rules \
At
Jste

s
[P

!

c

R

B Context Event

= instantiation occurrence

b= 7}

9] D —
B el tatalate alatataly 1 Indicators
€ values
(]

>

W]

TMonitoring data

Figure 5.4: Event identification model detailed
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5.2.1 Event context instantiation

In environments such as a data center, the monitoring system variables
are likely to vary according to (i) the customer functional and non-
functional new requirements; (ii) the outcome of past actions enactment;
and (iii) the middleware and hardware environment changes. For this
reason, the model should be able to support the identification of different
situations, represented by the aggregation of monitored variable values.
For instance, the event server power consumption can have a positive or
negative impact over the goal energy. Considering that energy repre-
sents power over time, the increased power consumption may represent
an application execution time reduction, which makes the server free to
be powered-off. Otherwise, if the execution time reduction is not signif-
icant, i.e. the gains in performance did not represent gains in execution
time, higher power consumption directly implies in higher energy con-
sumption. Thus, it represents a negative impact. This simple example
makes clear the event impact polarity (positive or negative) dependency
with other monitored variables, which compose our context rules shown
in Table 5.3.

Due to the spread usage of the word ‘context’ and to avoid misunder-
standings, we adopt the context definition provided by [5]: “context is a
partial state of the world that is relevant to an actor’s goals”, where world
is the underling environment captured by the monitoring system and ac-
tor is the system itself. In fact, all defined goals are towards the system
soundness and effectiveness. However, instead of using statements and
facts to represent the context, we define several context rules that are
represented as IF-THEN statements where the IF clause is composed
by a set of monitored variables aggregated as AND/OR~decomposition.
Instead, the THEN clause describes the significance and severity param-
eters that the verification of the IF clause represents towards the asset
layer. At the event layer, these IF-THEN statements represent posi-
tive and negative effects of an event-goal impact relation. The EC'M
metamodel is depicted in Figure 5.5, in which the attribute CondRule
represents the positive or negative effect of the IF clause and SigVal
and SevVal represents significance and severity of the THEN clause,
respectively.

Table 5.3 describes examples of context rules at the event layer with
respect to the goal-based model shown in Figure 5.3. Event ey (Power)
high values may have a positive impact on energy consumption if the
server is expected to shift to hibernate mode (s1.mode = hib) and stays
for a minimum time interval (As;.mode(t) > sij.mode.min) due to a re-
duction of the application response time (app;.rt“ ™ < app,.rtbefore).
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Event
Context E-context 1 v
- <d +Status
+Granularity 0..* +Likelihood
Effect
——— +CondRule NegativeEffect
% | +SigVal
+Name +SevVal <l
+Value * iti
+getCtxValues() PositiveEffect
+checkCondRule()
+getSigVal()
+getSevVal()

Figure 5.5: Event context metamodel

However, it may have a negative contribution if the current applica-
tion execution time is greater or equal than before (appj.rt<rent >

current

appy.rt*efore) or there is no server mode shift (s;.mode = s1.modeb7ore).

5.2.2 Identifying system threats

Monitored data, from application, middleware and infrastructure layers,
is continuously produced by the monitoring system. All this information
has to be analyzed so that threats are identified and properly treated.
The three threat levels modules in Figure 5.4 are responsible to recognize
situations that might threaten the indicators fulfillment. In order to deal
with such a huge bunch of data rapidly, we adopt Stream Reasoning
techniques proposed by [17] where streams generated by the monitoring

Table 5.3: Example of event context rules with respect to Figure 5.3

Granularity | Server
.. CondRule s1.mode = hib A
es: Power Positive .
[high] Effect Asy.mode(t) > si.mode.min A
appi .thum"ent < app1 .rtbefore
SigVal 0.6
SevVal +
. CondRule appr .t > appy . rtPeTOTE v
gfi‘ii:lve Sl.modecumﬂent _ Sl.modebefore
SigVal 0.4
SevVal —
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system are represented as materialized views of RDF ! triples. These
views are based on deductive rules and each triple is associated with
an expiration time. Data streams are defined as unbounded sequences
of time-varying data elements [2] and the proposed solution manages to
inspect “continuous” data streams in real-time as illustrated below.

Differently from other types of data, streams are consumed by queries
registered into a stream processor, that continuously produce answers. A
common and important simplification applied by stream engines is that
they process information within windows, defined as periods of time slots
in which the flowing information should be considered. Such windows
are continuously evolving due to the arrival of new data in the stream,
whereas data falling outside of the windows is lost, in other words, it
expires. The window size defines the stream expiration time which rep-
resents the triple arrival timestamp plus the window size, assuming the
window size to be constant (time-invariant). We also assume time as a
discrete and linear ordered variable parameter. Therefore, if the window
is defined as 3 time slots long and a time slot is 5 seconds long, a triple
entering at time 7 will expire at time 7 + 15s. The expiration time of
derived triples depends on the minimum expiration time of the triples
it was derived from. In our approach, derived triples represent different
levels of threats that may raise an event.

Considering the current materialized predicates window, represented
by W, the event identification module derives different levels of
threat in order to raise an event based on the a set of rules. A threat
is identified if one or more indicators are violated with respect to their
warning and alarming thresholds. An indicator violation represents the
first level of a threat, which might or might not raise an event based
on the indicator alarming violation duration. This means that, a single
indicator violation might not represent an ongoing system problem that
requires an adaptation action. For example, during the VM migration
action, the application availability indicator may be violated. However,
if the migration action is executed normally, i.e., the VM is successfully
migrated without errors, the application availability violation does not
require an adaptation action and, therefore, an event occurrence should
not be created.

The identification of an indicator violation is represented by the cre-
ation of the following entailment:

'Resource Description Framework (RDF) is a W3C recommendation for resource
description [111].
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ip.status = ‘yellow’ <— ij.value € Y}, /
T
Vi = [J([ai™, a ™™ () \ [wp™, wir®] (1))
t=1

5.1
ip.status = ‘red’ «— iy.value € R,/ (5:1

T
Ry = U\ Jlap™, ag*™)(t)
t=1

where vy, is the calculated value of indicator i;, and U}, is the set of all
possible values the indicator can assume and, therefore, v, € U. The
set of values that do violate the indicator’s warning thresholds (max or
min) is defined as Y. In the same manner, R}, represents the set of
values that violates alarming (max or min) thresholds, in which (Y}, U
Ry) C Uy. Finally, T represents thresholds sets of i, where t defines
the thresholds dimensions {aimin i yp, wit® @} such that af*™ <
,whmm < whmaz < ahmam.

The second level of a threat tries to identify warned violated indicators
(yellow) that are likely to become alarmed violated indicators (red). We
represent these indicators as orange ones. The identification of an orange
indicator is similar to the identification of yellow ones, but narrowing
alarming thresholds. Considering that W}, represents the set of triples of
ip, such that warning threshold (min or max) is violated. The alarming
thresholds are narrowed based on W, standard deviation o (R}). The

N
calculation of o(W},) is /% 3 (zn — )2 where N is the number of
n=1
triples in Wj. As we aim only the triples that violates the narrowed
alarming thresholds but do not violate the normal alarming thresholds,
we have R} NY},. Thus, an indicator status is defined as orange according

to the following:

ip.status = ‘orange’ <— ij.value € RZ nYy/

T
i = Un \ Jlai™ + o (Wh), af ™ — o (W3)](1)
. (5.2)

Finally, the third level of threat actually raises an event after we have
identified indicators with red or orange. However, differently from the
first level of threat, the violation lasts more than it is accepted by the
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system. As described in Chapter 3, the indicator alarming violation is
linked with a acceptance value acpp, measured in number of monitored
time slots, in which the indicator can stay violated without the enactment
of adaptation action. For instance, if the acceptance of an indicator is 3
time slots, an alarming violation is considered as first level threat until
its appearance in the fourth consecutive slot. As each triple is associated
with a timestamp, the calculation of the violation duration is obtained by
subtracting the timestamp of the last triple by the first one. Considering
that V}, is the set of indicators with either red or orange status, we calcu-
lated the violation duration by MaxTime(V},) — MinTime(V},), where
MazTime() returns the last violated triple window and MinTime()
returns the first violated triple window. Thus, an event occurrence is
created when the following expression hold:

MaxTime(Vy,) — MinTime(Vy) > acpy/

5.3
Yo € Vj : v.status = ‘red’ V v.status = ‘orange’ (53)

5.2.3 Creation of event occurrences

As presented in the previous section, an event is described by attributes
and a set of occurrences that represents raised events over time. Hence,
the creation of a new event occurrence ec;; € EC; means that event
e; € F is raised, where ECj; is the set of occurrences of event ¢;. Event
occurrences are created by the event occurrence module in Figure 5.4.
They are defined by the following attributes: ( tim, val, win, dir, sig,
sev ), where:

e timestamp: It is the timestamp of the RDF triple that triggers
ec; ; creation.

e wvalue: It is the monitored variable value of the RDF triple that
triggers ec; ; creation.

o window: It represents the window in which the RDF triple that
triggers ec; ; is placed.

e direction: It dictates if the obtained value is increasing or decreas-
ing based on threshold violation, i.e., max or min. This information
is important in order to support the adaptation action selection
phase.

e significance: Considering the event context model previously de-
scribed and current monitored variable values, the event occurrence
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significance is within the range [0..1]. The calculation multiplies
two variables: the significance of the considered monitored vari-
able with respect to other variables that may trigger an event oc-
currence (defined by the user within the range [0..1]) and the nor-
malized variable value (within the range [0..1]). The normalization
is calculated as 1 — func(p1, p2,p3), in which funcNorm() is the
scaling functions of [184] and the set of parameters {p1, p2, p3} are
the variable value, max and min limits. These limits are the vi-
olated indicator threshold (alarming) and the variable maximum
(or minimum) existing values the variable can assume. The signif-
icance is important (together with impact) to define which event
occurrences have priority to be eliminated by the adaptation ac-
tions.

e sewverity: This attribute defines, in a qualitative manner, the sever-
ity level of event occurrence ec;; over one or more goals. In this
way, it considers not just the relation between the violated indica-
tor (which is represented in the model by a goal g, € G) and event
e;, but all goals impact relationships that event e; has within the
model. The relation between the violated indicator and the event
occurrence is negative (— or ——), however the event can have pos-
itive (+ or ++) impact over other goals. Thus we consider the set
of goals that hold impact a impact relation with event e;, named
as G' C G:

e; M 9p/gp € G’
impact

The creation of an event occurrence depends on both the set of RDF
triples within the current materialized window (W) and the event-context
models (ECM) defined in the previous section. Algorithm 2 details the
process of creating a new event occurrence ec; j. The algorithm input
parameter is the RDF triple t; that satisfies Eq.5.3, i.e., an indicator
alarming violation with longer duration than it is accepted.

The first step is to find out the set of triples that represent a red
or orange violation, according to Eq. 5.3. This is done by function
getVtriples() (line 2), which retrieves the set of triples W’ = (i}, ind:value vp,).
As described in the previous section, goals (G) are defined as indicators
thresholds and events (F) in terms of monitored variables. If the cal-
culation of an indicator value depends on more than one variables, it
means that one goal is impacted by more than one event. Thus, we
need to identify the event e; € E’', where E' C E represents the set of
candidates events to be raised due to ij violation. In order to create
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E’" we need to identify the goal g, that represent the violated indicator
threshold i), through the function getGoal() (line 3). Based on g, we
select all events that hold impact relationship like e; — g, (line 4). The
identification the right event that is triggering the indicator violation is
based on the event context-model and, therefore, we need the select the
event context-models with respect the event candidates E’ (lines 5-6).
An event context-model emc; may have several positive and negative
effects context (line 7). Therefore, an event is raised when negative con-
ditional context rules hold (line 9-10), which are based on current context
variable values (line 8). Note that an indicator violation can raise more
than one event and, each event can create one or more event occurrences,
depending on the defined event context conditional rules.

Algorithm 2 Creating new event occurrences

Require: i
1. ip  getInd(tg)
2: W' « getVtriples(ty, ip)
3. gp < getGoal(ip,)
4: E’%VeiEE:ei%gp
5. for all e; € £’ do
6: €MC; < Teme;.event=e; (ECM)
7. for all neg_ef fect; € emc;.negE f fect do
8: ctx < getContextValues(neg_ef fect;)
9: if checkCondRule(ctx,neg_ef fect;) then
10: ec; j < new EC(e;, iy, neg_ef fect;)
11: end if
12:  end for
13: end for

Whenever an event has to be raised, a new event occurrence is cre-
ated. Algorithm 3 describes the event occurrence constructor, in which
all event occurrence attributes are properly filled. The function getTim-
_Val_Win() sets timestamp, value and window respectively (line 1). The
direction depends on which alarming threshold is violated, i.e., a™** or
a™™ (lines 2-10). The indicator attributes MaxVal and MinVal repre-
sents the maximum and minimum values the indicator can assume. The
variables limMax and limMin are the maximum and minimum limits
used by the normalization function funcNorm() to scale the indicators
value. This function is used as weight in order to define the event oc-
currence significance (line 11). The severity attribute is obtained by
event context conditional rule (line 12). This value is defined by the user
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during the context creation. Finally, the function updateEventStatus
updates the status of the event according to the new event occurrence.

Algorithm 3 Creating new event occurrences - EC' constructor

Require: ¢;,i,neg_ef fect;
1: eci; + getTim_Val Win(e;, ip)
2: if i.a™* = ‘violated’ then
3 ecm.dir < ‘high’
4 limMin < ip.a™*
5. limMax < ip,. MaxVal
6: else
7. ecj.dir < ‘low’
8 limMin < ip.MinVal
9:  limMaz + ip.a™"
10: end if

11: ec; ;.sig < getSigVal(neg_ef fect;) * funcNorm(
12: in.Val,limMax,limMin)

13: ec;j j.sev < getSevVal(neg_ef fect;)
14: updateEventStatus(e;)

Algorithm 4 describes the normalization function used to weight the
event occurrence significance. Depending on the event occurrence mono-
tonic function (identified by the attribute direction), the function scales
the indicator value within the range [0..1]. In this way, the bigger the
value the higher the significance weight should be, where 1 is the highest.
This weight is multiplied by the indicator significance defined by the user
and, therefore, event occurrences with higher significance have priority
to be solved as they cause bigger damage to the system.

5.3 Event analysis

The existence of raised events through event occurrences indicates that
adaptation actions have to be enacted. However, we argue the approach
should be able to identify the different raised events in order to support
the adaptation action instrumentation. To do so, the event analysis
module identifies the current event status attribute with respect the event
occurrences. The key idea is to map the existing relation between two
events such that the system is able to recognize when one event is caused
by another through the enactment of its related adaptation action (E —
A—E).

In order to represent the diverse event status transitions, Figure 5.6
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Algorithm 4 Creating new event occurrences - Significance normaliza-
tion function
: funcNorm (iy,.Val,limMax, limMin){

—_

2: if limMax — limMin # 0 then
3:  if ec;j.dir = ‘high’ then

4: return 1 — %
5. else

6: return 1 — %
7. end if

8: else

9: return 1

10: end if

11: }

depicts the different states that the event attribute status can assume.
The transition from one state to another is defined through several rules,
which are defined from 1 to 5. As described in the previous section, the
state ready indicates that ec; ; has no relation with past ones. The state
new indicates an event occurrence that was not yet managed by an adap-
tation action. The state wip (work in progress) indicates that actions
are under execution and we shall wait for their results. This waiting
time is defined by the action attribute duration. When all actions are
set as ‘finished’, the ec; ; assumes the state done. At this point, the event
occurrence remains in this state until the action approvalPeriod expires,
which guarantees the action effectiveness. Thus, if a new occurrence
appears regarding to the same event during the approval period, it as-
sumes the state renew and more actions should be executed. Otherwise,
the state ready is assumed and new occurrences are not related to past
executed adaptation actions.

r2_c

Renew

Figure 5.6: Event status transition states
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The detailed description of the rules used in the states transitions
depicted in Figure 5.6 are expressed in datalog as follows:

“Adaptation Required”
rl, : WH(e; evistatus ‘new’) - WP/T¢(¢; ev:status ‘ready’),

ns . .
W™ (e; evioceur ec; ;)

“OngoingAdaptation”

24 : WH(e; evistatus ‘wip’) = WPIT¢(¢; evistatus ‘new’),
WS (e; evioceur ec; ),
—W(a, aa:enact ‘finished’)

72 : W (e; evistatus ‘wip’) :- WP (¢; ev:status ‘wip’),
WS (e; evioceur ec; ),
-W!(a, aa:enact ‘finished’)

2. : WH(e; evistatus ‘wip’) - WP/97¢(¢; ev:status ‘renew’),
WS (e; evioceur ec; ),
-W(a, aa:enact ‘finished’)

“AdaptationCompleted”
34 : WH(e; evistatus ‘done’) - WP(e; ev:status ‘wip’),
—W"5(e; evioceur ec; j),
W(a, aa:enact ‘finished’)
r3y : W(e; evidoneAt 7) - W ((e; ev:status ‘done’), ?7)

“AdaptationStill Required’
744 : W7 (e; ev:status ‘renew’) - WP/¢(¢; ev:status ‘done’),
WS (e; evioceur ec; ),
W(a, aa:enact ‘finished’)

“AdaptationE f fective”
54 : W (e; evistatus ‘ready’) - WP/°¢(¢; ev:status ‘done’),
W(e; ev:doneAt ?doneTime),
(e; ev:approval ?approval Period),

now()—"?doneTime >7approval Period
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where 7time represents the current timestamp. In addition, the rules are
based on the following materialized windows: W is current materialized
window, W7 contains the derived triples to be added in W, Wbefore
represents the previous materialized window, and W™ represents the
new triples that are coming from the event identification module,
i.e., event occurrences or monitored variables values. Adaptation actions
are required only for raised events that hold either ‘new’ or ‘renew’ status.

Figure 5.7 depicts four envisioned scenarios in which an event occur-
rence can be associated with the execution of adaptation actions. An
event occurrence ecy 1 is created at time window 6. In order to diminish
its impact adaptation action aj is enacted (a§®*). In the meanwhile
the event occurrence continues to appear since the a; is not yet con-
cluded (af"d). Up to window 8, the event occurrences eq2,€1,3,€1,4,€15
are expected since a; is not concluded. However, occurrences of event
e1 should not be appear from window 9. This situation is represented
in scenario IV and it does not mean that an event occurrence ecy ; will
never appear again. Three other scenarios can also happen.

In scenario I, a1 was not effective and a new occurrence of e is cre-
ated, i.e., e1 6 and a; did not solve the problem. Depending on the next
event occurrence window, it is possible to determine if the action a; was
partially or fully failed. Scenario II represents the non-effectiveness of
a1, in which the action temporally solved the problem and e; ¢ appeared
during the action approval period. This means that a; was not suit-
able to eliminate the threat of event e; and a different action should
be enacted this time. In scenario III, the action a; fully solves ey, but
generates a side-effect (expected or not) represented by ez, i.e., event
eo was raised. The identification of a raised event as a side-effect of an
action enacted to solve another event (e; —a, —e,) is determined by two
factors: i) the second event e, appears within the action a, approval pe-
riod and ii) both events e, and e, share at least one monitored variable
with action a,.

In order to make clear the difference between the last three scenarios,
let us consider a flat tire example. After the identification of the problem,
one possible action to solve the problem is filling the tire with air. If the
reason of the problem is a hole, it means that this action is not effective,
since the tire will be flat again in few minutes or hours. This situation
is represented in scenario II. Instead, if another action is chosen, such
as replace the tire, different events can be raised that are related to the
enactment of the action. In the example, the events car unstable (due
to inadequate spare tire) or drive not safe (due to the lack of available
spare tire within the car) can be raised. This situation is represented in
scenarto I11. Even if the tire replacement effectively solves the problem, it
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Figure 5.7: Timed scenarios

does not prevent that a new hole appears in the future (scenario IV). A
more detailed analysis with respect to an adaptation action feedback and
the implications of failed actions within both adaptation selection
and history-based analysis modules from Figure 5.1 is described in
the next chapter.

5.4 Summary

This chapter introduces a framework that is based on a goal-driven ap-
proach in order to identify system threats and provide suitable solu-
tions. The novelty relies on the external supporting components, which
help the identification of a system threat based on pattern recognition
and context evaluation. Also, the event identification and analysis com-
ponents provide mechanisms that extend the goal-risk model proposed
by [15], where events are rather static elements. In our model, events are
presented as event occurrences within a timed frame, in which analysis
regarding significance, for example, can be made. Events are also well
defined in terms of indicators thresholds violations and a less subjective
analysis is described. The main limitation of the proposed event analy-
sis is that both the context models and events are based on monitoring
variables and, having both at the same level of granularity, is not always
feasible.
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6 System threats elimination:
adaptation selection and model
evolution

In this chapter we continue following the framework proposed in the
previous chapter by describing in details the mechanisms that involve
adaptation selection and history-based model evolution. After events
have been identified as event occurrences and the status properly set, the
next step is to use our goal-based model to support the creation of adap-
tation strategies such that system threats are diminished or eliminated.
In order to do so, the adaptation selection mechanism has to consider
all inter-relationships of the many involved elements such that enacted
actions do not harm the system with undesired side-effects. Considering
that, we believe that continuous monitoring should be done in order to
verify expected obtained results and, whenever possible, recognize new
scenarios based on past experiences through data mining techniques in
order to be able to evolve the model.

The four modules described in this chapter are highlighted in the up-
per part of Figure 6.1, which shows the framework to perform the de-
sired adaptation selection and model evolution. They are: adaptation
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6 System threats elimination: adaptation selection and model evolution

selection, adaptation parameterization, history-based analysis,
and evolution verification. The first two modules are responsible to
create an adaptation strategy based on the identified meaningful events,
which are represented as system threats. The following two modules are
responsible to identify frequent negative results obtained by the execu-
tion of a set of adaptation actions. The aim is to modify (evolve) either
the current instance or the structure source of our goal-based model ac-
cording to: i) the effective results obtained by the execution of a set
of adaptation actions against an event occurrence and ii) the arriving
of new event occurrences due to the previous execution of one or more
adaptation actions. The chapter is divided into two sections, adaptation
selection and history-based analysis.

____________________________________________________________
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Figure 6.1: Framework overview - adaptation selection and model evolu-
tion

6.1 Adaptation selection

When the event analysis module generates an event occurrence ec; ;
that is related to an event e; identified as “new” or “renew” by the at-
tribute status, the adaptation selection module process is triggered.
The module selects the most suitable adaptation actions looking to elim-
inate the event occurrence ec; ;. To do so, we use the set of adaptation
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6.1 Adaptation selection

actions presented in Table 4.1 from Chapter 4, which are combined in
order to create an adaptation strategy. An adaptation strategy is defined
by a set of coordinated adaptation actions, i.e., actions that are executed
in sequence and/or parallel (coordination). It can happen that this set
is composed by only one action, so it does not require any coordination.

As depicted in Figure 6.2, an adaptation action is described by the
following attributes: Type identifies if the action consequence is regard-
ing functionality /quality reduction or resource reallocation; ManagedBy
identifies if the action is managed by the runtime controller or by the de-
signer at design-time; Duration is a time interval attribute that specifies
the expected time interval, in terms of maximum and minimum, that the
action takes to complete its execution; Cost is an interval attribute that
represents the expected cost of the action execution and might depend on
the action parameters defined by the system manager in the adaptation
parameterization module; ApprovalPeriod is the expected time in-
terval defined to validate the action effectiveness; AvailabilityCond
represents the set of conditional rules ! that should be satisfied in order
to enable the action execution; TriggerCond also represents a set of con-
ditional rules, but it describes triggering conditions that can be either
reactive or proactive; Group identifies the action group from an energy
perspective (e.g., consolidation and power management in Table 4.3);
and finally Action is the adaptation action implementation, i.e., what
the action should do.

Considering these attributes, the adaptation selection module is re-
sponsible for selecting the most suitable set of adaptation actions, which
are represented into an adaptation strategy and aims to eliminate event
occurrences that are causing one or more indicators violation. Figure 6.3
depicts the five steps used to do so. The first step (Step 1) identifies
the incoming event occurrences that did not trigger adaptation yet. This
identification is based on the event status attribute. The next step (Step
2) aims to cut off the list of existing adaptation actions in order to keep
only the available and suitable ones. In the first case, available actions,
we use the action’s availability conditional rules. These rules are con-
nected to single BPs that were previously designed to execute the action.
For instance, the adaptation action skip task can be enacted if and only
if the task is defined as optional task, i.e., the task is not critical (the
action conditional rules are defined in Table 4.2). In the second case, suit-
able actions, we use the actions triggering conditions attribute in order
to rule out actions from the list that were not designed to stop the incom-
ing event occurrence. Each adaptation action is associated with events

!These rules are described in Table 4.2 in Chapter 4.
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6 System threats elimination: adaptation selection and model evolution

Action Context
+Type +Granularity
+ManagedBy
+Duration
+Cost Z>
+ApprovalPeriod
+AvailabilityCond A-context
+TriggerCond 0.1
+Group +ParametersCond
+Action L.* +Dependencies
é> -
Epep— Energy-aware controller Variables
+PowerConsumption *
+TotalDuration +AdaptationAction T
+TotalCost +Value
+selectAdaptationStrategy()

Figure 6.2: Adaptation action selection supported by action contexts

(event-trigger) or indicators violation (indicator-trigger) and, depending
on the event occurrence, we keep only the actions that are directly or
indirectly related to each other through an indicator violation, which is
represented by contribution relations within the goal-based model. For
instance, the action ay Increase CPU P-state depicted in Figure 5.3
is triggered by event es Power, which has a direct impact over the goal
g4 Energy. However, it also impact indirectly over go Cost and g; App.
Performance.

Having the subset of actions provided by Step 2, the next step (Step
3) determines the optimal set of actions that are supposed to stop the
arrival of new event occurrence with minimal side-effects. This step can
be divided into four sub-steps, which are:

i An indicator violation may represent a violation of other indicators
that compose the first one. Thus, the aim of this sub-step is to find
the indicators-base that have been violated. This is done through
and/or decomposition relationships among indicators within the
goal-based model. This decomposition follows our GIF hierarchic
described in Chapter 3.

ii Search for previous situations in which the current threat was iden-
tified and, most important, what adaptation strategies were se-
lected with their obtained results. Looking at the goal-based model
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we can have one or more adaptation actions able to mitigate a

negative impact relation between one event and one goal. Search-

ing historical log tables we are able to recover the tuple EventID,

ActionID, EventLikelihood_1, EventLikelihood_2, Duration,
in which we can observe the event likelihood reduction after the

execution of an adaptation action, i.e., the effective result of an

alleviation relation over an impact relation. A list of adaptation

actions that did not reduce the event likelihood is created.

At this point a verification process estimates each action effects,
both positive and negative. This is done through the Backward and
Forward reasoning algorithms proposed by [15], which the first gen-
erates the set of input evidence in order to satisfy high level goals
(top-down) and the second propagates the nodes input evidence
throughout the model (bottom-up). The actions that propagate
more negative effects than positive or do not satisfy minimal dura-
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6 System threats elimination: adaptation selection and model evolution

tion time or cost are ruled out of the candidate set. After that we
ensure that all quality and energy constraints are satisfied (stay-
ing at green or warning levels) using the Constraint Satisfaction
Optimization Problem approach described in Chapter 3.

iv Finally, the selection of the adaptation actions and their coordina-
tion are performed by Algorithm 1 proposed in Chapter 4 and rep-
resented by the Energy-aware controller depicted in Figure 6.2.
The controller gathers the necessary context information from all
the 3-layers (application, middleware, and infrastructure) in order
to establish the actions parameters range according to the underly-
ing hardware and software specification. This is represented by the
A-context class, in which the attribute ParametersCond defines
this range and the attribute Dependencies states possible addi-
tional hardware or software limitations for the adaptation strategy
enactment. For the execution of action ag (increase CPU P-state),
for example, it is necessary to know all the states supported by the
processor under consideration (parameters range) and to ensure
that it is working and not idling (dependency).

Once the set of adaptation actions is created, these actions need to
be properly coordinated (when there is more than one action involved)
in order to compose an adaptation strategy. This is done in Step 4, in
which input and output parameters of each action are checked in order
to identify immediate sequence and parallel patterns. Based on that,
the attributes TotalDuration and TotalCost can be calculated. The
total duration time is particularly sensible to the adopted flow pattern,
sequence or parallel, for the actions execution. If the total duration time
or cost exceed their constraints, the process returns to the previous step.
Otherwise, the next step (Step 5) sends the created adaptation action to
the adaptation parameterization module, in which the system man-
ager shall validate the initially suggested actions parameters.

6.2 History-based analysis

In parallel with the execution of the module adaptation selection, the
history-based analysis module analyzes past executed actions (which
are arranged as strategies) and their related events from time to time in
order to recognize patterns. These patterns are used to validate and
to modify the current version of the goal-based model by creating new
impact and contribution relationships (positive or negative) or adjusting
the existing relation propagation probabilities. The analysis also benefits
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the adaptation selection and the event identification modules by
adjusting (refining) the expected duration time attribute of the adapta-
tion actions.

When an adaptation strategy is created to eliminate an event occur-
rence, the impact relations of each action, defined in the goal-based
model, state their expected effects. Sometimes it may happen that unex-
pected effects are observed and, therefore, we need to know when these
situations require model modification. As mentioned, we deal with two
types of modifications in our goal-based model: Add or remove impact
(event — goal) or contribution (action — event, event — event) relations;
Modify satisfaction (SAT) and denial (DEN) probabilities of contribu-
tion relations.

6.2.1 ldentification of action feedback

The first important issue to be solved is the identification of an action
feedback, which can be: partially/fully failed or successful. An action is
fully failed when it has no impact over the event while partially failed
actions are characterized by a temporary action success or creation of
many side-effects. Finally, an action is identified as successful when
it avoids the arrival of new negative event occurrences, which represent
system threats. All these scenarios were discussed in the previous chapter
through the timed analysis over an incoming event occurrence. However,
we also want to be able to justify all the raised events caused by the action
enactment. Therefore, we propose a post-enactment rule.

The key point is to express the existing relation between two events
such that the system is able to recognize when one event is caused by
another through the enactment of its related adaptation action (event —
action — event). Through the identification of shared variables is pos-
sible to note that an action can have different effects on events, which
depend on the monotonicity of the common variable within the events.
For example, the events Server power consumption and CPU server
utilization share a dependency relation with the CPU clock speed
frequency variable. Higher CPU frequency gives better computational
performance in terms of higher throughput that reduces the CPU utiliza-
tion rate if we consider the same workload. However, it makes the server
to consume more power. In these cases, the mitigation of one event may
cause the intensification of the other and vice-versa. This property is
expressed by the following rule:
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6 System threats elimination: adaptation selection and model evolution

(ey,isCausedBy, (a:, isEnactedBy, e, ))
((az, reducesLikelihoodOf, e;) A (a, increasesLikelihoodOf, ey ) )A

(Timestamp(ey.status = ‘new’) < Timestamp(ez.status = ‘done’) + a.approval Period)
(6.1)

The diminish predicate notifies a reduction in the likelihood of the
event occurrences, while the intensify predicate has opposite behavior.
However, the rule is applied only if the first occurrence of e, is within a
certain time slot after a, finalization. This is depicted in Figure 6.4
and expressed by the equation Timestamp(e,) < Timestamp(ey) +
a..approval Period, which ensures that an incoming e, appeared dur-
ing a, approval period, i.e., e, status was set as ‘done’ instead of ‘ready’
(a, side-effect boundary). If the post-enactment analysis is not able
to explain some side-effects, the model can be improved using mining
mechanisms that are described in the next subsection.

| a,.approvalPeriod = a,.duration |
azstart azend

| a,.duration=2 |

e,.status="done’
‘ 7
e..status=‘new

Figure 6.4: Adaptation action side-effect boundary

6.2.2 FIM to find frequent patterns

Impact relations concern negative effects of one event over one or more
goals. A new impact relation event — goal (e, — gp) can be added when
the appearance of an incoming event occurrence coincides with a goal
fulfillment change, like from yellow to red. In some cases, it can be
identified in a straightforward way looking at the event and goal shared
variables. In this case the rule proposed in Eq. 6.1 is able to identify that.
However, in other cases, it is not so explicit. For instance, let us consider
that the event server payload has a negative impact relation towards

138



6.2 History-based analysis

the goal server cost. In this example, it is reasonable to suppose that
higher payload requests more power and power consumption represent
cost. On the other hand, let us consider that the runtime controller
allows high payload only during certain periods of the day when power
costs are quite low. Thus, the negative impact may be not true while this
scenario holds and it would be better to remove or change the impact
relation.

Regarding contribution relations, we focus on action — event and event
— event as relations that are subject to change. The other contribution
relations, i.e., action — action and goal — goal, are considered static as
they do not involve an event in the relation. On the other hand, action
— event and event — event relations can be added, for instance, when we
recognize the appearance of a new raised event e, just after the execution
of a certain adaptation strategy AS}, which is enacted to eliminate a pre-
vious event e,. In this way we have a complex relation like e, — AS), —e,,
which means that e, appears due to the execution of ASj in order to
eliminate e,. The most problematic issues in this situation are: to cor-
relate the new event occurrence with the enactment of an adaptation
strategy, to determine the single action(s) within the adaptation strat-
egy set and to determine which relations shall be added/removed or
modified, like a, — e,/a, € ASk, e, — ey, or both. As mentioned, the
idea of searching for indicators shared variables in order to identify rela-
tionships between two indicators can be used here as well. However, it is
not enough to identify unforeseen contribution relations between model
nodes when there is no shared variable, like the action increase CPU
P-states and the event payload.

In order to provide a proper evolution technique for our goal-based
model we search for patterns within historical data. The objective is to
evolve the model with respect to the relations discussed above. To do
so we use Frequent Item set Mining (FIM), which aims to find groups of
items that co-occur frequently in a dataset. Such patterns are normally
expressed as association rules in the format: IF [situation 1| THEN
[situation 2].

A FIM algorithm requires as input the following parameters: i) the
item base B set, which is the set of all items under consideration during
the mining process; ii) the set of transactions 7' that represents some
monitored changes of the item in B over a given period of time; and
iii) the minimal support o, € R,0 < opmin < 1, which represents
the minimal frequency pattern desired, i.e., how many times an item
should appear in the transaction set to be considered frequent. Thus,
the expected output of the algorithm is the set of frequent itemsets [
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Table 6.1: The rules used to create our transaction 71" sets

’ ‘ Relation ‘ Transaction 7" rule

event — goal (e; — gi) | changedF'ul fillment(gy) A (ey.status =
‘new’ V eg.status = ‘wip’)

action — event (a, —e,) | ey.status = ‘new’ Ae,.status # ‘ready’ A
a,.enact = ‘ended’

event — event (e; — e,) | ey.status = ‘new’ Ae,.status # ‘ready’ A
ay.enact # ‘ended’

Ty

15

that can be represented by the following equation:
(I)T(Umin) = {I C B/UT(I) > Umin}

The item base B we consider involves our goal-based nodes, i.e., goals,
events and actions whereas the creation of the transaction 7" set is driven
by the rules described in Table 6.1. As we want to find patterns between
raised events and goals that had their fulfillment attribute changed (event
— goal, first row), and raised events, enacted actions and another raised
events (event — action — event, rows two and three) we define two trans-
action sets. Let us consider that T} represents the impact relations in a
given period of time (represented as time slots) and T, the set of event
— action — event, where T' = (t1,...,t,) with Vk,1 < k < n : t; C B.
Finally, o, defines the thresholds that makes this module asks for a
model evolution and it is pre-defined by the miner analyst.

There are many different algorithms proposed to mine frequent item
sets, such as: Apriori 3], which uses a candidate generation function that
exploits the minimal support property; FP-Growth [71]|, which adopts a
divide-and-conquer strategy and a frequent-pattern tree that eliminates
the necessity of candidate generation; Tree-Projection [1], which projects
the transactions onto the frequent-pattern tree in order to count the ones
that have frequent itemsets; H-MINE [139], which dynamically adjusts
the links within the mining process.

In our approach we adopt the algorithm proposed by Borgelt [31] called
SaM (Split and Merge). The SaM algorithm is divided into two major
steps, named Slip and Merge. The Split step moves all transactions that
start with the same item into a new array and removes the common item.
This step is recursively until it finds all itemsets the contain a split item.
Then, the Merge step join the created sub-arrays using the well-known
mergesort algorithm.

In order to analyze the model impact relations we consider only goals
that have changed their status, in particular the unfulfilled ones, and
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raised event that are classified as ‘new’ or ‘wip’ (working in progress) by
the status attribute. Although SaM is not among the fastest approaches,
due to the merge step, it uses quite simple data structures and processing
schemes. This advantage is important due to memory limitations as we
shall have many different mining processes, i.e., with different transaction
sets, running in parallel.

6.2.3 Example

Let us consider the model depicted in Figure 5.3. As it is unlikely that the
model input version represents all existing relations, new relations can be
created based on the action execution outcome. Considering the incom-
ing event occurrences described by Listing 6.1, e Power Consumption
increase has a negative impact over the goal g4 Energy Consumption,
represented by the relation eg =B gs4 where the negative is due to the
comparison of ey value e g4 thresholds. In order to stop the arrival of
new eo event occurrences, action as Increase CPU P-state is enacted
through the alleviation relation as — (e =t g4). However, during
the action approval time, new event occurrences regarding es Server
Payload start to arrive.

Listing 6.1: Sample of incoming event occurrences of 30 time slots

e[2] .status=‘ready’
e[3].status=‘ready’

e[2,1]1=<07.22.2012 16:02:54,435.00,0006,°¢1°,0.4,°-°>
e[2] .status=‘new’

a[2] .action.start()

e[2] .status=‘wip’

e[2,2]=<07.22.2012 16:04:24,454.00,0007,¢I°,0.4,¢-">
e[2,3]=<07.22.2012 16:06:24,427.00,0007,¢I’,0.4,‘-’>
e[2,4]1=<07.22.2012 16:07:54,485.00,0008,¢I’,0.5,¢-">
e[2,5]=<07.22.2012 16:09:54,455.00,0008,‘I’,0.4,‘-’>

a[2] .action.end()
e[2] .status=‘done’

e[3,1]1=<07.22.2012 16:15:24,99.00,0010,°I?,0.6,°-2>
e[3] .status=‘new’
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e[2] .status=‘ready’

Considering that the situation above have occurred many times, the
mining process applies the rules described in Table 6.1 in order to find
new matching patterns. If the value of ‘many’ is greater than our minimal
frequent pattern defined by the variable o, = 0.5, rule T5 identifies a
new relation between the enactment of action as and the new event
occurrences of eg. At this point the approach is able to ensure that ag
reduced the likelihood of es (probability of event occurrences arrival),
but also as increased the likelihood of es.

In order to recognize this relation, which is not presented in the model,
Eq. 6.1 is applied to ensure that event occurrences of eg were caused by
the execution of action as. The Eq. 6.2 shows the new contribution rela-
tion action — event, which propagates {+} evidence, i.e., the completion
of ao will increase the likelihood of the arrival of e3 event occurrences.
The new version of the model is shown in Figure 6.5, in which the new
identified relation is highlighted.

(es,isCausedBy, (a2, isEnactedBy, e2))
((a2, reducesLikelihoodOf, e2) A (a2, increasesLikelihoodOf, e3))A

(Timestamp(es.status = ‘new’) < Timestamp(ez.status = ‘done’) + az.approval Period)
(6.2)

6.2.4 Evolution verification

When modifications in the current version of the goal-based model are
identified, either through shared variables or mining techniques, the in-
formation is sent to the evolution verification module. The aim of
this module is to show these modifications to the system manager in a
GUI way. In this stage of the model evolution an external expert valida-
tion is fundamental as special running situations of the system may lead
to misleading changes that, instead of improving the current version of
the model, can make it worst.

Another important point that we paid attention is regarding to two
types of evolution. The system manager can apply a certain modification
onto one specific model instance or the model structure source. When
selecting the first option, model instance, the validated modifications
do not impact on other model instances, i.e., it is kept exclusive to the
current instance. Instead, if the second option is selected, the changes
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Figure 6.5: Partial model example - new relation identified

are applied to all current instances of the model. Of course a mixed
approach can be used in which some modifications are permanent within
the model and others are made for specific instances. In this way, every
single modification has to be validated individually by the manager.

6.3 Summary

This chapter provides the proper information to complete the proposed
framework description started in the previous chapter. It focuses on
two main modules: adaptation selection and historical-based a-
nalysis and their extending modules, adaptation parameterization
and evolution verification respectively. The adaptation selection
uses both the constraint optimization approach, described in Chapter 3,
as well as the adaptation selection algorithm presented in Chapter 4.
Also, the model evolution techniques (through shared variables and data
mining) are strongly based on the event analysis proposed in Chapter 5.
Thus, this chapter concludes the description of the proposed framework
that is able to recognize and react accordingly against system threats.
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As mentioned in the beginning of this thesis, the goal is to provide mech-
anisms that support the identification and enactment of adaptation ac-
tions within data centers in order to maximize the trade-off between
energy consumption and performance. In order to do so we need many
other supporting mechanisms that shall be provided by service centers,
which are considered as the future generation of current data centers.
This is the reason why this thesis has a strong link with the EU project
Green Active Management of Energy in IT Service centers ! (GAMES),
which took place from January 2010 to July 2012. GAMES architecture
fulfills all required mechanisms that were assumed to exist throughout
this thesis, like the monitoring and runtime environment modules.

In this sense, the approach proposed in this thesis makes use of many
of GAMES architecture components while, at the same time, proposes
new improvement techniques to optimize the following main aspects of

GAMES:

e The identification of system threats that are not only based on
indicators violation, but consider the different levels of violation.
This provides a deeper analysis with respect to the cause of the rec-

http://www.green-datacenters.eu/
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ognized threat and, therefore, assists the selection of more effective
solutions through the creation of adaptation strategies.

e The verification of high level goals is shaped from different hetero-
geneous indicators through normalization and aggregation formu-
las. These aggregation formulas allow both top-down and bottom-
up dependencies analysis so that adaptation actions can be enacted
towards the source of an identified threat. In addition, a graphical
prototype tool is provided in order to improve the system man-
ager experience both towards the goal-based model evolution and
adaptation parametization.

e An evolutionary model that is continuously changing according to
recurrent scenarios. In this way, the mining techniques described
in the previous chapter are implemented over GAMES knowledge
database.

Considering that, this chapter describes in more details the different
components of GAMES architecture and how our approach fits among
them. The first important module of GAMES used in our framework
is the assessment module that supports the creation of the initial ver-
sion of our goal-based model. Then, without the detailed monitoring
system proposed in GAMES, the event analysis proposed in Chapter 5
would not have been possible. As we focus on the application design
issues that enable the enactment of adaptation actions, the runtime con-
troller proposed in GAMES is essential to analyze the runtime conditions
and to validate which actions can be executed based on running context
conditions, e.g., one server might not be available due to maintenance
actions.

After positioning our presented framework within GAMES architec-
ture, we use the obtained results from the project testbeds to fill in a
simulated environment in which our approach is implemented and initial
results are obtained. This is done using the Publishing News scenario
proposed in Chapter 4, which is alike the eBusiness scenario proposed
by GAMES.

7.1 GAMES architecture

The proposed architecture of GAMES provides the necessary mecha-
nisms to deal with data centers energy issues at different levels simulta-
neously [25], which involves monitoring, analyzing, and improving energy
efficiency of service centers. The sensing and monitoring infrastructure
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is in charge of gathering the data produced by the sensor network in-
stalled on the data center. These sensors get information not only about
the energy consumption of I'T devices, but also about the performance
and the usage of them. All this data enables the identification of event
occurrences and the calculation of defined indicators. Querying GAMES
knowledge base repository we can obtain information such as the number
of servers that are running or the configurations of the virtual machines
installed on a given server. This repository also keeps historical data,
which are used by the proposed approach to validate the outcome of
adaptation actions in specific contexts. GAMES architecture is com-
posed by three main modules:

e DTE (Design-Time Environment): In this module, assessment and
mining techniques are used to identify critical situations. It sup-
ports SBA and IT infrastructure co-design when more pervasive
and long-term adaptations are necessary. This module also de-
fines the indicators (KPIs and GPIs) that shall drive data center
adaptations at both design-time and runtime. The output of this
module is a set of optimized parameters and configuration files to
be followed by the runtime environment.

e RTE (Run-Time Environment): This module is able to detect
the occurrence of critical situations and, if required, automatically
adapt the execution of the applications running on the data center.
Such adaptations are short-term, such as CPU P-state adjustment.
To do so, it combines the DTE output with the current context in-
formation provided by the sensing and monitoring system.

e ESMI (Energy Sensing and Monitoring Infrastructure): This mod-
ule is responsible for collecting, parsing and storing the provided
the sensors placed within the data center. Figure 7.1 depicts the
existing sensors used to collect data about the environment at run-
time and their hierarchy as a UML class diagram. Information
about energy, such as CPU power consumption, and quality, such
as number of web service transactions per second, are collected by
physical and logical sensors that sense the infrastructure and mid-
dleware layers respectively. The collected data is parsed such that
relevant information can be extract. This is used to calculate the
defined indicators (GPIs and KPIs) and to provide needed context
information for decision-making analysis, which is done through
data mining tools. A fundamental element of the ESMI is the
EPKB (Energy Practice Knowledge Base) where the data center
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current and historical information about indicators and context, in-
cluding configuration parameters, is stored. Querying the EPKB,
for instance, it is possible to obtain the current number of servers
that are running or the configurations of the virtual machines in-
stalled on a given server within a specific time interval or historical
indicators values in order to perform mining pattern recognition

techniques.
Sensor
[ ]
Facility IT resource
[ ZF ]
Infrastructure Middleware
Storage Server Network Virtual Application
environment container
CPU Memory VM Concrete
service

Figure 7.1: GAMES sensors within ESMI module

7.1.1 Methodology

Considering the described architecture, a six-step methodology is pro-
posed in GAMES in order to assess, analyze and improve the greenness
of the data center. Based on energy-aware adaptation, this methodol-
ogy grants an energy efficiency SBA execution. It is composed of the
following phases:

1. Preliminary assessment: Analysis of the current situation of
the data center with respect to the facilities, the hardware and
software installed, and the energy consumption. After this step,
the data center manager is able to identify which is the level of
maturity of the data center.
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. General policies definition: Based on the preliminary assess-
ment, in this step the data center administrator shall define the
goals to be achieved in order to increase the level of maturity. This
step is usually performed at the strategic level, so the indicators
adopted to identify the desired goals are coarse-grained.

. GPI/KPI definition: Starting from the strategic goals previ-
ously defined, in this step constraints on measurable indicators are
defined. Relevant indicators for the assessment of the energy con-
sumed within a data center are related to the different components
of the data center (e.g., storage, servers, applications) and can be
defined at different granularities (e.g, single machine vs. the whole
set of servers).

. Annotation: This step focuses on the applications and enhances
the usual design steps by requiring that each application is enriched
with annotations useful for evaluating the power consumption, such
as process relevant application data, temporal constraints and re-
sources requirements. In details, annotations concern: (i) infor-
mation regarding the business process control flow and thus the
execution of certain activities in a process, (ii) energy and perfor-
mance constraints within process flows, (iii) information regarding
the used resources when executing a certain activity and (iv) in-
formation regarding the data used throughout a process.

. Execution: In the data center the applications executions are
monitored. The monitoring infrastructure collects information on
the energy consumption and the resource usages.

. Validation: The monitored data are used to calculate the current
values for the relevant GPIs and KPIs. The obtained values are
compared to the goals defined at the beginning in order to state if
the goals are fulfilled. If not so, suitable adaptation strategies have
to be selected and can be enacted at both design and run time.

The described methodology and its supporting architecture are used
by our proposed framework in order to: (i) Identify relevant indicators
and context environment definition; (ii) Monitor the runtime environ-
ment through ESMI sensors; (iii) Calculate indicators based on defined
policies; (iv) Execute and track the selected adaptation strategies; (v)
Notify enacted adaptation strategies for future analysis. The first item is
performed within the DTE module, in which the preliminary assessment
supports the definition of general policies and indicators. The second
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and third items are performed inside ESMI module, which sets the mon-
itored variable values. Finally, the last two items are performed within
RTE module. Although GAMES methodology provides its own adapta-
tion selection mechanisms, this thesis extends its functionalities by the
following elements: (i) Spanned indicators relationships, normalization
and aggregation; (ii) Timed-based event analysis, which provides differ-
ent levels of indicators risks; (iii) An evolutionary mechanism that fits
the proposed approach within different scenarios and identifies unfore-
seen issues. Figure 7.2 shows how GAMES modules interact with our
proposed ones (highlighted in bold) in an interactive manner.

(T3r-eﬁr?1iﬁa-r\7 T :Monitoring
|assessment : !

1 1
:General policies :
:definition 1
1

1

1

1

1

1

S
m
1
IGPI/KPI definition Adaptation selection
: and parameterization
IAnnotation
----------- RTE
"Execution || Adaptation en: a'ct'm'eEt':
! 1
1
1Validation Controller notification :
History-based analysis | | Event identification
\and evolution and analysis /

Figure 7.2: GAMES modules - methodology integrated with energy-
aware controller

7.1.2 Testbed

The methodology proposed in GAMES is validated through experiments
considering two scenarios: High Performance Computing (HPC) and
Cloud Computing that are performed into two different testbeds physi-
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cally separated. The testbed at HLRS ? (Stuttgart, Germany) provides
experimental values for HPC applications and a cloud-based eBusiness
scenario.

The installed hardware at HLRS facility consists in one RECS 2 Clus-
ter System that is composed by 18 server nodes Intel P8400 CPU (2x
2.26 GHz, 1066 MHz FSB) and 4 GB DDR3 dual channel RAM each.
The cluster brings its own internal sensors for power and temperature
monitoring, in which it is possible to gather information of each single
node independently. Table 7.1 lists all sensors installed in this testbed,
which are properly integrated by NAGIOS 4, which is a well-know mon-
itoring tool designed for IT service centers and able to gather data from
infrastructure and middleware layers. Further details about the testbed
deployed hardware can be found in GAMES deliverables [105, 164].

Table 7.1: Data gathered from the testbed sensors
Sensor layer ‘ Sensor obtained data ‘

Temperature of the Mainboards

Clock Speed of the CPUs

Temperature of the CPUs

Payload of the CPUs

Infrastructure | Amount of used Memory

Temperature of installed Disks within the Storage
Energy consumption of the Storage Device
Total amount of free space of each tier

Fan speed of several system- or CPU-fans
Power consumption for each virtual machine
Power consumption for each virtual disc
Amount of virtual machine used
Middleware Amount of virtual disk used

Processes deployed

Processes running

Processes failed

Note that the data is regarding only one cluster and, therefore, we
cannot calculate indicators that are regarding the entire facility, such
as PUE (power usage effectiveness) and DCIE (data center infrastruc-
ture efficiency). Also, we do not consider all monitored infrastructure
provided by GAMES, instead we focus on a sub-set of indicators consid-

Zhttp://www.hlrs.de
3http://www.christmann-technologies.com/products/show/44
“http://www.nagios.org/
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ered relevant for our purposes. This set includes: power consumption,
CPU usage, Mhz/watt and memory usage at the infrastructure level and
number of VMs, process running and failed at the middleware level. At
the application level we take into consideration application performance
(i.e., transactions/Wh), energy consumption, price and execution time
quality dimensions as indicators.

7.2 Implementation

This section provides details about the implementation of our BP ex-
ample mentioned in Chapter 4 and the main modules of our proposed
framework. These implemented components were experimented using as
input the monitored data obtained from GAMES testbed at HLRS.

7.2.1 Business process specification

The proposed running BP example is based on the process used in Chap-
ter 4, News Publishing, to demonstrate how the proposed 3-layers model
fits with SOA applications. Figure 7.3 depicts the example in standard
BPMN. The first abstract task at; is used by the editor to assign one
correspondent and one photographer, when required, to cover a specific
event. The correspondent shall write about it and upload the text (atz),
which will be revised by an automatic system review (ats). In parallel
the photographer shall upload the set of pictures with respect to the
covered event (ats). When both text and pictures (when required) are
available the editor approve or reject the article (at;). We considered
30% of probability of rejection, in which the editor asks for changes
in the article (atg). When the article is approve it shall be published
in company’s website (at7) and both correspondent and photographer
(when required) shall get paid (atg).

In addition, the described system follows five main business rules, that
are: (1) an article might not have pictures if the subject does not require
it (e.g., political decisions made through written documents) or there
was not a good picture to be published; (2) the automatic text verifica-
tion (at3) cannot take more than 5 second as the correspondent user is
waiting to send it to the editor; (3) the editor can ask for changes only
once ; (4) the action publishing task (at7) has higher importance over
the correspondent and photographer payment (atg) as the news has a
strictly tight expiration time; and (5) the complete payment is managed
by an external sub-system.

5We do not consider the option of withdrawing the article after its review.
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Figure 7.3: News Publishing example - BPMN
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The proposed BP has two possible execution paths ep, which their
respective probabilities of execution. The calculation of the considered
quality dimensions (execution time, price and energy consumption) for
each ep follows the approach described in Table 3.2 from Chapter 3. We
define ep; as the most probable one (70%), which represents the article
approval. The second execution path, eps, the article is rejected and
new improved version is requested. Both execution paths are described
below, in which ( ) indicates sequential execution, { } parallel, and =
optional task. In order to provide a more clear representation, epgys
represents the execution of the abstract tasks ats, ats, aty, ats.

epsub = {(ata, ats), ats}, ats
ep1 = <at1> €Psub {at77 at8}>

€p2 - <at17 epsub7 at67 epsuba {at77 at8}>

We consider that for each abstract task at, there is at least one con-
crete service cs, that can be used to implement the expected functional
requirements. The selection of concrete services that attend the min-
imum functionalities is the selection criteria. After receiving the cus-
tomer request, all available service providers that are able to function-
ally satisfy, at least partially, the request requirements are listed. Sev-
eral approaches deal with this phase [141, 72| and it is not our focus.
The second selection criteria, called service selection phase, relies on the
non-functional requirements, which may vary significantly. It consists
in ranking and choosing the best concrete service for each abstract task
according to global and local constraints, which are represented by our
defined indicators thresholds. Such properties, which in this example
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Table 7.2: Candidate concrete services and their qualities dimensions

Abstract | Concrete | Execution] Price Energy
task service time cons.

at1 CS11 1.30 1.2 65
atg at4 CS921 2.00 5.9 62
’ €899 1.70 4.8 50
<0831,CS41> 2.20 5.2 65
atg <6832,C$42> 2.50 2.8 55
<0833,CS43> 1.60 3.4 51
(cs34,CS44) 1.50 3.3 72
at5 CS51 2.70 1.1 64
at6 CS61 0.80 0.5 48
csT 1.50 4.0 49
aty cS79 1.00 4.4 55
cS73 1.70 4.3 59
atg CS81 7.50 2.0 64
cSg9 5.50 3.0 70

include response time, price and energy consumption, are agreed within
the Service Level Agreement (SLA). As described in Chapter 3 this phase
is formulated as Constraint Satisfaction Optimization Problem (CSOP).

Table 7.2 presents all concrete services candidates for our example
during the service selection according to non-functional constraints (we
assume that all listed services are functional equivalent and fulfill mini-
mum functional requirements). It is worth pointing out that the abstract
tasks ate and aty are functionally equivalent (file upload) and ats is com-
posed by two concrete services (spell check and grammar check).

In order to implement and run our New Publishing BP we have used
Together Workflow Editor ¢ (TWE), which is an Open Source graphi-
cal editor to create and manage WfMC XPDL 7 process definition files.
Figure 7.4 shows the TWE graphical interface used to implement our run-
ning example that was deployed and executed within Together Workflow
Server 8 (TWS) workflow engine. Monitored data is used as input in our
simulated environment described in the following.

Shttp://www.together.at/prod/workflow/twe
"http://www.wfmc.org/xpdl.html
8http://www.together.at/prod/workflow/tws
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Figure 7.4: News Publishing example - TWE
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7.2.2 Event analysis implementation

As we described in Chapter 5, the monitoring module keeps send-
ing monitored data both to the indicator calculation and event
identification modules. Monitored variable values as well as indi-
cators values are provided by GAMES components, which keep sending
during specific time intervals. Thus, our framework has to extract mean-
ingful events from this bunch of data that represent system threats. To
do so, the data is interpreted as continuous streams that are used to keep
materialized view of RDF triples. As already discussed, an important
implementation issue we had to deal with is the timed-stamped charac-
teristic that incoming streams hold. This issue is solved by using Stream
Reasoning techniques proposed by [17| with a special type of RDF triple
that represents the different time slots.

The implementation of our timed stream reasoner was made using Jena
framework ?, which is a well-known Java API to deal with semantic web
applications and, in particular, with RDF and OWL. The reasoner is

“http://jena.sourceforge.net/
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divided into two different knowledge types: static and dynamic. The
static knowledge is represented by the goal-based module and specific
technical information about the components within our 3-layers model.
At the infrastructure layer, this information is regarding to the maximum
frequency the processor can operate and the capacity of the storage ar-
rays available, as shown in Listing 7.2. At the middleware layer, it is
concerned to the VMs configuration parameters that cannot be changed
at runtime. Finally, at the application layer it represents the annotated
information associated with the BP.

Listing 7.2: Static knowledge sample

<rdf :RDF
xmlns:rdf=‘http://www.w3.0rg/1999/02/22-rdf -syntax-ns#’
xmlns:dt=‘http://localhost/DC/’>

<rdf:Description rdf:about=‘http://localhost/DC/clusterRECS’>
<dt:hasCPU rdf:resource="http://localhost/DC/node01"/>
<dt:hasCPU rdf:resource="http://localhost/DC/node02"/>

<dt:hasCPU rdf:resource="http://localhost/DC/node18"/>
</rdf :Description>
<rdf:Description rdf:about=’http://localhost/DC/node01’>
<dt:type>Intel</dt:type>
<dt:id>P8400</dt:id>
<dt:nCores>2</dt :nCores>
<dt:maxClock>2260</dt :maxClock>
<dt:minClock>800</dt :minClock>
</rdf:Description>

</rdf :RDF>

The dynamic knowledge refers to the materialized RDF views created
initially from the static knowledge and then updated based on the incom-
ing streams. All this information is stored in memory and represents the
goal-model instance with all triples set as infinite expiration time. We
represent it by the predicate T. As the window slides over the stream,
the incremental maintainer:

1. Puts all incoming triples entering the window in a new predicate
called T,

2. Loads the current materialization and 7°", which represent the
incoming triples;
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3. Computes the production rules in order to identify the three dif-
ferent levels of threats;

4. Searches for expired triples;

5. Defines the set of triples to be added T and removed 7~ from
the materialization;

6. Updates the RDF materialization according to T and T~ ;

7. Updates the time-stamped triples according to T+ and 1.

Jena2 inference subsystem

One of the biggest advantages of representing pieces of knowledge as
RDF triples is the possibility to apply predefined inferences rules over it.
Such rules will lead to new derived pieces of knowledge which combines
two or more existing triples in an automated manner. To do so, many
free tools can be easily found over the web. Example of these tools are
MaRVIN [9], Sesame [34] and Jena [150].

Listing 7.3: Jena example - creating the RDF materialization and infer-
ence models

// Create a model representing the family
Model myRDFmodel = ModelFactory.createDefaultModel();

// Create a new generic rule reasoner to support user defined rules
Reasoner reasoner = new GenericRuleReasoner (Rule.parseRules(ruleSrc));
reasoner.setDerivationLogging(true);

// Create a new inference model over myRDFmodel using the reasoner above
InfModel inf = ModelFactory.createInfModel (reasoner, myRDFmodel);

// Create the RDF stream generator based on GAMES testbeds
RDFStreamsGenerator generator = new RDFStreamsGenerator(inf);
generator.start();

MaRVIN states for Massive RDF Versatile Inference Network which
performs RDFs inference through a parallel and distributed platform.
Its main advantage is regarding to the arbitrary scalability which com-
putes the materialized closure gradually. Such approach releases the
users to wait for the full closure to be computed. In Sesame the in-
ference engine is within the Storage And Inference Layer (SAIL) which
is completely independent and makes possible to implement Sesame on
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top of a number of repositories without changing any other component.
At the semantic level, the RQL query engine used in SAIL layer infer
new statements using queries that distinguish between schema and data
information. However, the most suitable for our purposes is Jena toolkit
inference engine, which provides better flexibility and allows several rea-
soners to be plugged in it, including a generic rule engine that allows
many customization of RDF processing and transformation. Listing 7.3
depicts a piece of Java code in which an empty RDF model and inference
model are created together with a new generic rule reasoner. Note that
the variable ruleSRC contains all predefined inference rules to identify
the different threat levels.

Another important feature of Jena inference subsystem is its traceabil-
ity function. Using a simple method -
InfModel.getDerivation(Statement) — is possible to trace how an in-
ferred statement was generated, which is one of the key concepts behind
the proposed solution. To enable this functionality we just need to start
logging all derivations, as it can be seen at line 6 in Listing 7.3. This
functionality slightly increases the derivation process execution time as
depicted in Figure 7.5, but does not compromise the proposed system.

Figure 7.5: The increased execution time of logging derivation function
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Threat levels deduction

In order to create an event occurrence, the event identification mod-
ule identifies three different levels of threat, in which only the third level
shall actually trigger the creation of an event occurrence. As explained
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in Chapter 5, the first level identifies indicators violation, warning or
alarming, based on their calculated value and defined thresholds. These
indicators are classified as ‘yellow’ or ‘red’, respectively. As not all viola-
tions lead to an event occurrence, the second level identifies the indica-
tors that are current violating warning thresholds, but are also inclined
to violate alarming thresholds. Indicators in this situation are classified
as ‘orange’. Finally, the third level represents indicators that are either
classified as ‘red’ or ‘orange’ for a longer period than the value defined in
the indicator acceptance attribute. In this case, they represent threats
to the system and event occurrences shall be triggered.

The identification of all three levels of threats is implemented through
deduction rules, in which the stream reasoner analyze the incoming
stream and creates new RDF triples in the materialized view. Based
on a set of rules, the mechanism determines the different levels of threat
which each monitored indicator value represents to the system. Four
inference rules are used for that as depicted in Listing 7.4. The first two
rules, rule_la and rule 1b, define if there is a warning or alarming indi-
cator violation, respectively (threat level 1). Note that the variables 7Y
and ?R represent the possible set of warning and alarming values of in-
dicator 7a, as defined in Eq. 5.1 from Chapter 5. The third rule, rule 2,
recognizes indicators that shall be classified as ‘orange’ (threat level 2).
The last rule, rule 3, infers the ones that shall trigger an event occur-
rence, thus representing a system threat to be eliminated by adaptation
actions (threat level 3).

Listing 7.4: Jena inference rules for threat levels identification

String ruleSrc = ¢

[rule_la: (7a http://localhost/EI/hasValue ?b), (?b http://localhost/EI/isIn ?c), (?c rdfs:range 7Y),
uriConcat(?a, ‘$hasValue$’, ?b, ?d), (?d http://localhost/EI/hasTime ?time),
uriConcat(?a, ‘$hasStatus$Yellow’, 7e)
-> (7a http://localhost/EI/hasStatus ‘Yellow’), (?e http://localhost/EI/hasTime 7time)]

[rule_1b: (7a http://localhost/EI/hasValue ?b), (?b http://localhost/EI/isIn 7c), (?c rdfs:range 7R),
uriConcat(?a, ‘$hasValue$’, ?b, 7d), (?d http://localhost/EI/hasTime ?time),
uriConcat(?a, ‘$hasStatus$Red’, 7e)
-> (?a http://localhost/EI/hasStatus ‘Red’), (?e http://localhost/EI/hasTime ?time)]

[rule_2: (7a http://localhost/EI/hasValue 7b), (?b http://localhost/EI/isIn ?c), (?c rdfs:range ?7Y),
(?b http://localhost/EI/isIn ?d), (?d rdfs:range ?R’),
uriConcat(?a, ‘$hasValue$’, ?b, 7e), (7e http://localhost/EI/hasTime ?time),
uriConcat(?a, ‘$hasStatus$0Orange’, ?f)
-> (7a http://localhost/EI/hasStatus ‘Orange’), (?f http://localhost/EI/hasTime ?time)]

[rule_3: (7a http://localhost/EI/isIn 7b), (?b rdfs:range ?V),
(?c rdf:first sortByTimeAsc(?V)), (?d rdf:first sortByTimeInv(?V)),
(?a http://localhost/EI/hasAcceptance 7e), diff(?c ?d ?g), greaterThan(?g 7e)
uriConcat(?a, ‘$isIn$’, ?b, ?g), (?g http://localhost/EI/hasTime ?time),
uriConcat(?a, ‘$triggerEventOccurr$’, ?h)
-> (7a http://localhost/EI/triggerEventOccurr TRUE), (7h http://localhost/EI/hasTime ?time)]’’;
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7.2.3 A prototype dashboard tool

Figure 7.6 depicts the indicators normalization and aggregation imple-
mented within a dashboard prototype where the information is based on
measured indicators from GAMES testbeds presented above. We focus
on two specialized GIFs 10: server utilization and server power, which are
under IT resource usage and energy impact main GIFs hierarchy. In
order to better represent these indicators, they are subdivided into high
and low levels, which contain respective application/middleware and in-
frastructure level indicators. The aim of the proposed tool is to perform
the indicators normalization functions and aggregation metrics in order
to come up with high-level GIFs modeled as high-level goals in our goal-
based model.

The upper-left corner of the figure depicts the aggregation regarding
to all 18 nodes of the testbed described in Section 7.1. Each server node
represents an aggregated value of all servers usage related indicators. The
red area size means how far from the optimal situation the aggregated
value is, which is obtained by calculating 1—GIF. The bottom-left corner
shows each selected indicator for the chosen GIF, that are CPU usage and
memory usage. Note that 65 and 31 represent the indicator measured
values, while 0.71 is the aggregated value of both indicators with respect
to server node #11. In this example, the second weight of the indicator
CPU usage, in the composed weighting system, is higher than memory
usage indicator as it has higher importance in this testbed scenario.
Finally, the right-side of the figure depicts four indicators values and
their thresholds at server level regarding both usage (memory and CPU
usage) and power (application performance and power consumption) that
were introduced in Chapter 3.

The power consumption indicator (427 Watts) is the average value of
one month measurement of the entire cluster and 30,538 tuples of data, of
which 51 represent alarming violation and 26,615 warning violation (i.e.,
measured values higher than 400 Watts). Thus, if we want to calculate
the aggregated value of the entire period interval, the system divides
it into two steps. The first calculates the aggregation value of violated
indicators separated from normal values and the second aggregates all
of them within a single value. In this way, the weights used during
the normalization phase are different for normal and violated indicators,
representing different impacts in the threat identification module.

0Green Index Function, defined in Chapter 3
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Figure 7.6: Dashboard tool - GIFs and indicators screen-shots
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7.3 The impact on events and actions

Based on some GAMES modules, such as the monitoring system, and
the testbed data obtained by Nagios we configure and run our frame-
work modules within a controlled environment. As said before, we do
not intend to replace any component of GAMES, but instead, provide
additional mechanisms that can be used to improve the existing ones.

Looking at GAMES data we observed that the proposed controllers
(Local Control Loop LCL for decisions at the server level and Global
Control Loop GCL for decisions at the entire facility) do not have sophis-
ticated mechanisms to identify system threats that require the enactment
of adaptation actions. The aim of our proposed event identification and
analysis modules is to reduce the number of adaptation actions execu-
tion by creating three levels of system threats, in which not all of them
trigger adaptation. In this way, we aim to narrow the set of violated
indicators that require adaptation without harming the overall system.

Analyzing the many database tables produced by Nagios we were able
to reproduce situations that were responsible for triggering adaptation
actions, represented by indicators violations. This was possible only
because all experiments were performed three times: without games
methodology intervention and two types of controllers approach: fuzzy
and bio-inspired [25].

The graph shown in Figure 7.7 depicts the accumulated number of
raised events that were treated as system threats (i.e., adaptation ac-
tions were triggered) within a period of 6 time slots of monitored data.
It is possible to notice that GAMES GLC !!' always identified more

" Gobal Loop Controller.
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Figure 7.7: Graph identifying the number of threats before action enact-
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threats than our Event Identification (EI) module from time slot 2 to 6.
This is done using our proposed indicator flexibility, indicated by warn-
ing thresholds. The EI_relaxed represents a wider range for warning
thresholds, i.e., varying the parameter a indicated in the equations pre-
sented in Chapter 3. Moreover, the indicator acceptance attribute and
the three levels of threats avoid the triggering of unnecessary adapta-
tion. For example, design-time actions like SLA renegotiation ' may
cause temporary quality degradation like availability violation. There-
fore, if the SLA renegotiation action lasts as expected, the availability
violation should not trigger any other adaptation. It is worth to men-
tion that at time slot 6 the three scenarios (GAMES GLC, EI_strict and
EI_relaxed) represent similar levels of goals satisfaction, although the
first two have higher expectations with respect to the third one.

The proposed approach is also reflected in the number of violated
indicators. The graphs depicted in Figure 7.8 compare the number of in-
dicators alarming violation, i.e., ‘red’ status, in three scenarios: i) GAMES
GLC that was executed following GAMES controllers in a real testbed at
HLRS facility; ii) EI with orange that was executed in a simulated en-
vironment but with GAMES sensors data as initial input and takes into
account the indicators classified as ‘orange’ status together with the ‘red’

2The complete list of design-time adaptation actions is presented in Table 4.1 of
Chapter 4.

162



7.3 The impact on events and actions
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Figure 7.8: Number of violated indicators

ones; and iii) EI without orange that was also executed in a simulated
environment, but did not consider ‘orange’ indicators as eminent system
threats. The simulation was conducted using an expected adaptation
action failure rate, in order to fairly compare our simulated experiments
against GAMES testbed experiments. Figure 7.8a represent 10% of ac-
tions failure, while Figure 7.8b 20%. Our proposed approach reaches the
desired levels of goals satisfaction considering a fewer number of violated
indicators. Differently from the previous figure, in these figures we do
not consider the number of system threats, but the number of violated
indicators that can or cannot represent a system threat in our approach.
Instead, in GAMES all indicators violation are considered as threats and
require adaptation actions. In almost all time slots (in both graphs) our
scenarios have less alarming violated indicators. It does not mean that
our enacted actions got better results since we considered the same set
of actions, but that warning violation are not seen as threats. Although
the second scenario, EI with orange, has to deal with more violations,
we argue that ‘orange’ indicators have to be considered as ‘red’ in this
phase as they are very likely to become ‘red’.

The graph depicted in Figure 7.9 shows the average power consump-
tion of the entire cluster (i.e., the 18 server nodes) during a period of
43 time slots, which represent part of the execution of the BP. The first
important improvement that both GAMES and our proposed framework
provide is the elimination of two peaks of power consumption (time slots
9 and 30). Then, we can see that from slots 7 to 13 and from 24 to 32
our framework slightly overtakes GAMES controller by consuming less
power, making clear the advantage of dealing with less raised events and,
therefore, less adaptation actions. As adaptation actions are intrinsic re-
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Figure 7.9: Cluster average power consumption during 43 time slots
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lated to other actions and events, it is unlikely that the enactment of
an adaptation action does not produce any side-effect and, by doing so,
the system can enter into an infinite cycle. The presented approach aims
to reduce the number of raised events and enacted actions in order to
increase the probability of overall success.

Regarding the goal-based model evolution mechanism, Figure 7.10
aims to demonstrate that the used mining technique can be performed
within reasonable time — less than 1 minute. The experiment was set
using one month of raw data obtained from GAMES testbed, which was
used as input together with simulated data. An initial goal-based model
was set, in which some relations were intentionally missing in order to
ensure that the mining process (FIM algorithm) was able to identify all
of them. There were 4 missing relations and after the execution of 10
mining processes, they were recognized '3 by the system and suggested to
be added in the model. It is worth to mention that all modifications are
presented to the system manager who shall approve or not them. As the
mining processes execution time is an important issue at this phase, the
presented graph shows that it increases significantly as the historical log
table stores more tuples. Thus, in order to avoid unacceptable duration
time, tuples have an expiration time defined by the system manager. In
this way we limit the mining scope according desired preferences.

13 An example of relation identification by the mining process is described in Chap-
ter 6.
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Figure 7.10: Mining process (FIM) execution time
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7.4 Summary

In this section we explained in details how our proposed framework fits
within GAMES architecture, in particular with the monitoring system.
Moreover, we highlight how our framework can contribute to improve sys-
tem threats identification, adaptation selection based on feedback loop
and impact propagation, and the creation of high level system goals based
on indicators normalization and aggregation. Thus, a brief overview
about GAMES architecture was necessary to make these points clari-
fied.

Using the project testbed monitored data we were able to apply our
event identification and analysis modules based on an initial goal-based
model version, which was taken from GAMES. Results were compared
against GAMES LCL with respect the number of identified system threats
(i.e. events that triggered adaptation mechanisms) and the number of
indicators within alarming thresholds. Our proposed approach was able
to keep less violated indicators based on a fewer number of raised events.
This was possible due to our refined mechanisms that recognize different
types of system threats and, therefore, the adaptation selection can focus
on the most significant ones.

The FIM mining technique used to support our goal-based model evo-
lution also played an important rule to refine the event identification
and adaptation selection modules. Due the identification of unforeseen
impact relations, the adaptation selection module could reduce the ap-
pearance of new indicators violations as a side-effect of the adaption
action execution.
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8 Concluding remarks

Though the research on green computing can follow several directions,
this thesis aimed to cover service oriented aspects considering both the
design and the execution of service-based applications. In this chapter
we summarize the research work and provide future research directions.

8.1 Summary

In order to consider the energy aspects of a service-based application,
we first propose some metrics in order to extract the application main
characteristics in a quantitative manner, which are used to support the
calculation of green performance indicators. For this matter, detailed
information about these indicators and their dependencies are presented.
Due the indicators heterogeneity, we propose the creation of Green Index
Functions, which aggregate related indicators within one single value.
The approach is divided into two phases: normalization and aggregation.

Approaching the problem to find the best trade-off between perfor-
mance and energy consumption, we present a novel energy-aware and
quality-based technique in order to solve the service composition prob-
lem, which takes into account non-functional characteristics through a
global approach. Hence, a new energy efficiency metric for a single ser-
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vice is introduced, which maps directly the relationship between energy
consumption and execution time. The energy dimension requires consid-
ering novel aspects for service quality evaluation. In particular, the pro-
posed method considers soft constraints, nonlinear relationships among
quality dimensions, and ranges for quality values.

On the basis of the actual use of the resources during the application
execution, a way to improve energy efficiency of the process is proposed.
Our approach enables the identification of energy leakages and/or of in-
dicators violations and the selection of suitable adaptation actions that
can be applied to the process and its virtual execution environment in
order to maximize the use of the resources and minimize the power con-
sumption. We have demonstrated how the service-based business process
co-design can help the identification of non-optimal situations and sup-
port the system adaptation in selecting and executing actions at runtime
aligned with design-time preferences.

In order to support the adaptation action selection, we propose a
framework that is based on a goal-based model to analyze the actions
impact propagation throughout the system model. The novelty relies
on the model external components, which supports the identification
of system threats based on pattern recognition and context evaluation.
Data-stream reasoning mechanisms are used to evaluate diverse scenarios
and to identify relationships among system threats and enacted actions
at runtime. In parallel, mining techniques are used to ensure that the
considered goal-based model instance is adequate with the underlying
system environment by evolving the model elements (like unforeseen re-
lationships) according to monitored data. Thus, it is possible to have
different instances of the same model that fit within different environ-
mental configurations.

This framework is integrated within GAMES methodology, which pro-
vides the surrounding elements, such as monitoring system, to enable
execution of the proposed approach. The GAMES project provides real
monitored data from its cloud computing testbed scenario. This infor-
mation is used as input data into our simulated experiments in order to
make them as close as possible to real service centers.

8.2 Future directions

The research work presented by this thesis has provided a set of solutions
to the problem under investigation. But still unsolved issues delineate
many directions towards the extension of this thesis. This section aims
to unveil some of these directions.
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1. Green performance indicators: In this thesis we formulate
a green performance indicator called SBA-EEI, however there is a
big gap of indicators at the application layer. In particular, set of
indicators that correlate the application development phase (cod-
ing) and its execution environment. Software engineering metrics
that focus on the application life-cycle could take into consideration
the application energy aspects. This research line would improve
the application energy models and provide more accurate resource
allocation algorithms.

2. Application energy elasticity: In Chapter 4 we describe an ini-
tial set of energy-aware adaptation actions which can be extended
with new technologies both at middleware and physical infrastruc-
ture layers. These new technologies enable non-existent ways to re-
duce power consumption through dynamic and autonomous adap-
tation, in which hardware and software are able to clearly commu-
nicate to each other in order to express their current needs and
capabilities.

3. Cloud federation: The solution proposed in this thesis is to-
wards one single service center. Extending it to federated data
centers new issues arise and the complexity of managing desired
goals levels become an even more critical aspect. We believe that
our proposed framework could abstract the underlying environ-
ment context, however, the goal-based model and the adaptation
selection mechanisms have to be redesigned as the importance of
communication turns up, for instance. Existing research towards
this directions are presented in ECO5Clouds ! and FIT4Green 2
EU projects.

4. Other research directions: New challenges are identified when
new application scenarios are taken. One type of application we
believe that energy consumption reduction has huge potential is
Bag-of-Tasks applications, which are composed of sequential and
independent tasks, such as in massive searches, image manipula-
tion, and data mining algorithms.

"http://www.eco2clouds.polimi.it
Zhttp://www.fit4green.eu
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