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Abstract

Organic materials present a unique combination of features that make them
suitable for a large variety of applications. However, the development and
the optimization of these materials requires an in-deep knowledge of the
structure-property relationships. In the last two decades, quantum chemical
methods for electronic structure calculations have proven to be useful tools
in the study of structure-property relationships but their application to ex-
tended, complex systems such as organic molecular crystals and polymeric
materials, whose properties are dictated by both intra- and inter-molecular
interactions, has been quite limited. In this thesis we apply state-of-the-art
quantum chemical methods to study the structure, the electronic properties
and the spectroscopic response of some molecular and polymeric crystals.

In the first part of the thesis, we have investigated the exciton proper-
ties of molecular crystals. The Frenkel exciton Hamiltonian has been used
to model excitons in crystals and the main parameters of this Hamiltonian,
the exciton couplings, have been calculated by using quantum chemical sim-
ulations. We have tested our methodology to a test case, the crystal of
para-nitro-aniline, and then we have studied the exciton properties of some
molecular crystals of technological interest, acenes and their derivatives. In
this case in particular, we were interested in finding useful guidelines for the
design of materials which show efficient Triplet-Triplet Annihilation (TTA).
Through this study we highlighted the effect of the chemical substitution
on the exciton mobility in these crystals and we have addressed some of the
molecular requirements necessary to obtain materials with efficient TTA.

In the second part of the thesis, we have studied the structure and the
InfraRed (IR) spectroscopic response of polymeric crystals. The structure
and the IR spectrum of the α form of nylon 6,6 and of the α and γ forms
of nylon 6 have been calculated. For the first time these calculations have
been carried out on 3-D periodic models, instead of on infinite chains or
on oligomeric models. The good agreement between theoretical and exper-
imental spectra demonstrates that quantum chemical methods are nowa-
days suitable to study complex systems such as polymeric crystals. On
the basis of the theoretical calculations, we have revised the interpretation
of the IR spectra of these polymers, solving the ambiguities and the con-
troversial assignments found in the literature. A thorough study has been
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viii ABSTRACT

carried out to revise the interpretation of the IR spectrum of crystalline
poly(tetrafluoroethylene), PTFE, in particular on the assignment of the dou-
blet at 626-638 cm−1. On the basis of quantum chemical calculations we
were able to address the contributions to the IR spectrum from the ordered
phase, from conformational defects and from the amorphous phase. In ad-
dition, we have assigned the low frequency component of the 626-638 cm−1

doublet to the formation of helical-reversal defects.
Finally, we present the results of some DFT and TD-DFT calculations

aimed to explain the optical properties of an organic dye, the 4−hexylamino−
7 − nitro − 2, 1, 3 − benzoxadiazoles in solution. UV-Vis and photolumi-
nescence spectroscopies have showed that this chromophore presents a non
monotonic shift of both the absorption and emission energy with the sol-
vent’s polarity.



Chapter 1

Introduction

In the last decades organic materials have been subject to an extraordinary
success and they currently find application in a huge variety of fields. Or-
ganic materials are successfully used for structural applications, in textile
as well as in transport industry, in optics [1] and electronic applications [2]
and finally their use has been extended to innovative fields as biology and
nanomedicine [3]. The success of this class of materials resides in a unique
combination of properties like mechanical flexibility, low density, possibility
to produce devices and manufacts with complex forms (for instance in thin
film) and with low cost production techniques (printing and solution tech-
niques). However, the main peculiarity of this class of materials is probably
represented by the large possibilities of property tailoring, that allows to op-
timize the material properties for the specific requirements needed for a given
application. This happens by properly modifying the material structure at
the molecular scale, in a so called “molecular engineering” approach. The
practical application of this approach requires a very deep knowledge of the
structure-properties relationship. Traditionally, these structure-properties
relationships were investigated through the use of materials characteriza-
tion techniques, spectroscopic, diffraction, electrochemical and microscopic
techniques. In particular, vibrational spectroscopy techniques, both Raman
and Infrared, has been widely used in the past to study the structure and
the properties of organic polymeric materials. For instance, Zerbi and its
group in the late 80ies applied succesfully the Raman technique to study
the electronic properties of π-conugated semiconducting polymers [4, 5]. In
spite of the wide use of these characterization techniques, the interpretation
and the assignment of the experimental spectroscopic features of organic
molecular and polymeric materials is not simple. These materials in fact
present a quite heterogeneous structure and their spectroscopic response is
generally the sum of many contributions coming from fully ordered regions,
disordered regions, local defects, surfaces, different regular structures (poly-
morphism) and so on. As a result, it is not unusual to find ambiguities and
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2 CHAPTER 1. INTRODUCTION

contraddictions in the literature on the interpretation of the spectroscopic
features of organic systems, with subsequent debates on their structure and
properties.

Figure 1.1: Examples of recent applications of quatum chemical calculation
to extended systems. a) Electronic properties of the pentacene-C60 interface
[6] b) Inorganic CdSe nanocrystal [7] c) Equilibrium structure of cycloma-
ltohexaicosesaose [8]. d) Electron structure of Ruthenium based sensitizer
on the surface of TiO2 cluster [9].

Another tool for the investigation of the structure-properties relation-
ships that has emerged in the last decades is represented by computer sim-
ulation techniques and in particular by quantum-chemical calculations. In
the last two decades, these techniques have been fruitfully applied to high-
light the connections between the structure-properties relationships of or-
ganic systems [10, 11, 12]. In addition, quantum chemical calculations are
able to predict the spectroscopic response of the systems under investiga-
tion, thus providing a unique connection between structure-spectroscopic
response-properties. With the development and the implementation of the
Density Functional Theory (DFT) [13] and of its dynamic version, the Time
Dependent-Density Functional Theory (TD-DFT) [14, 15], quantum chemi-
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cal calculations have gained a huge success and nowadays they are consid-
ered as standard research tools in many fields as chemistry, physics, physical
chemistry, biology and material science.

With the continuous increase of the computational resources and the
development of efficient codes, quantum chemical calculations have been
applied to more and more complex and large systems and the current fron-
tier is the simulation of extended structure such as molecular aggregates,
interfaces [6], polymers [12], of biological systems such as small polypep-
tides [16] or carbohydrates [8], and of nanostructures such as nanoparticle
[7] and nanotubes [17]. However, the application of the available quantum
chemical methods to describe complex systems is far from being a stan-
dard in computational chemistry. A number of complications arises for the
description of these systems. The description of intermolecular interactions
and in particular of van der Waals interactions, the description of the IR and
Raman intensity with complex formalisms like the Berry phase approach,
the proper description of the optical properties of molecular aggregates [18]
are just a few examples of the complications that are encountered when
dealing with large and complex systems. This work of thesis sets in this
trend. Here, we use quantum-chemical calculations to study the structure,
the electronic properties and the spectroscopic response of molecular and
polymeric crystals, abandoning the “single molecule” approach in favor of
a “supramolecular” approach, that takes into account the effects due to in-
termolecular interactions explicitly. The aim of the present work is to solve
real problems encountered in the study of the properties of organic materi-
als (and in their spectroscopic characterization) by taking advantage of the
“supramolecular” approach.

The remaining part of this thesis is organized as follows. Chapter 2 deals
with the exciton properties of organic molecular crystals. Excitons in molec-
ular crystals are described within the Frenkel Hamiltonian and quantum
chemical calculations carried out on molecular aggregates (dimers) are used
to estimate the molecular parameters of interest, i. e. the exciton couplings.
Our methodology is tested on the para-nitro-aniline crystal, taken as a case
of study. Then it is used to study the exciton properties of the crystals of
some acenes and their derivatives, which find many applications in molecular
electronics and in photovoltaics. Chapter 3 deals with the simulation of the
IR spectroscopic response of some polymeric crystals. We have simulated
the IR spectrum of the α crystalline form of nylon 6,6 and both the α and γ
polymorphs of nylon 6, considering both isolated infinite polymeric chains as
models as well as 3-D crystal models, thus taking into consideration also the
crystal packing. In addition, we have studied the IR spectrum of the poly-
tetrafluoroethylene, considering both finite oligomeric models and isolated
infinite chain models. In Chapter 4 we present some introductory results on
a side project aimed to develop organic and hybrid nanostructures for the
solar energy conversion. Also in this case, the “supramolecular” approach
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has proven to be very useful. The nanostructures proposed for the frequency
(down)-conversion of the solar light are formed by an absorber/donor moiety,
which in this case is the 4−hexylamino−7−nitro−2, 1, 3−benzoxadiazoles,
a benzofurazan derivative, and an emitter/acceptor moiety, which is an in-
organic QD. Starting from some UV-Vis absorption and emission emission
measurements, we have carried out quantum chemical calculations on the
structure and optical properties of the benzofurazan derivative, considering
both the isolated molecule and some supramolecular configurations, in order
to enlight the possible role of specific host-guest interactions.



Chapter 2

Excitons in molecular
crystals

2.1 Introduction

In the last two decades, organic materials have raised great interest for
their possible application in molecular electronics and opto-electronics [19,
1, 2, 20], in particular in the field of energy conversion and photovoltaics
[21, 22, 23, 24, 25]. The low cost of production and the possibility of property
tailoring make organic materials suitable for a low cost/large volume indus-
trial production of organic optical and electronic devices. Devices based
on highly pure single molecular crystals show interesting charge and energy
transport properties, with large exciton mobilities and long exciton diffusion
(respectively 101 cm2 V−1 s−1 and 70 nm in pentacene [26, 27]).

Differently from their inorganic counterpart, the optical properties of
organic materials are excitonic in nature, that is, the absorption of light
in these materials does not give rise to free charges but to an interacting
electron-hole pair, named exciton. Excitons play a fundamental role in the
opto-electronic properties of these materials and they are ubiquitous in na-
ture in both technology and biology.

Exciton properties in molecular solid depend on both single molecule
properties and intermolecular interactions, the latter being described math-
ematically by the exciton coupling parameter Jab. With respect to the optical
properties, strong intermolecular interactions, i. e. large exciton couplings,
result in a large shift of the absorption spectrum in going from the gas to
the condensed phase, in a general broadening and also in the formation of
new bands [28]. Intermolecular interactions are the main responsible also
of the energy transport properties and strong interactions result in fast ex-
citon diffusion. Within the widely used Marcus-Jortner-Levich theory, the
tranfer rate of an exciton from a molecular site to another is proportional
to the square of the exciton coupling Jab [29, 10]. Excitons can be either
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6 CHAPTER 2. EXCITONS IN MOLECULAR CRYSTALS

Figure 2.1: Schematic representation of the triplet-triplet annihilation
(TTA) process and of the singlet fission (SF) process

.

singlet or triplet with respect to the spin of their wavefunction and this
fact turns out to have a great influence on the exciton transport proper-
ties. Singlet excitons diffuse fast within the materials (diffusion coefficient
D ∼ 10−2 cm2 s−1) but have a very short lifetime (of the order of 10−9 s),
thus their diffusion length is limited to about 10 nm. Triplets diffusion is
slower (D = 10−4 cm2 s−1) but their lifetime si much longer, going from
10−4 s to 101 s, thus their diffusion length can be of the order of µm. Large
exciton diffusion is of great importance in bulk heterojunctionsolar cells for
overcoming the so called “exciton bottleneck”, that consists in the fact that
excitons must diffuse to an interface before they can separate and generate
free charges (exciton separation) [11]. Materials with strong exciton inter-
actions should have excitons with longer diffusion length, that are likely to
reach the donor-acceptor interface and then they are expected to improve
the overall efficiency of the photovoltaic process.

Organic systems are gaining the attention of scientists also for their ca-
pability of showing multi-exciton processes, singlet fission (SF) and triplet-
triplet annihilation (TTA). Singlet fission (SF) is a process in which an
organic chromophore in an excited singlet state, Sn shares its excitation
energy with a neighboring ground state, S0, chromophore and both are con-
verted into triplet excited states, Tm. Triplet-triplet annihilation (TTA) is
the opposite process, where the energy of two chromophores in their triplet
state, Tm, is completely transfered to one of such chromophores, which pop-
ulates its singlet state, Sn, while the other decays in its ground state [30].
SF and TTA are schematically represented in Figure 2.1.

Multi-exciton processes are known since a long time in acenes crystals,
where they were originally proposed to explain the photophysics of an-
thracene single crystals in 1965 [31]. More recently they have been stud-
ied in a large number of organic systems, like other molecular crystals
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[32, 33, 27, 34], carotenoids [35, 36], conjugated polymers [37, 38], disordered
molecular films [39, 40], and in solutions with sensitizer [41, 42, 43, 44, 45].
Multi-exciton mechanisms are currently at the center of intense studies since
it is believed that they can improve the efficiency of the photovoltaic pro-
cess. SF is a quite intringuing mechanism since it gives rise to two produced
electron-hole pairs for each absorbed photon, thus it can potentially increase
the short circuit current of photovoltaic devices. TTA instead has been pro-
posed to up-convert the lower frequency region of the solar spectrum above
the energy gap, thus increasing the portion of light available for the pho-
tovoltaic process. Detailed balance models estimate that, taking advantage
of SF and TTA mechanisms, the maximum theoretical efficiency of a solar
conversion device increases from 31% of the Shockley-Queisser limit to 49%
[46, 47].

In order to have efficient SF, it is required that the global process is
exothermic, that is, the energy of the singlet state, Sn must be larger than
the sum of the energies of the two triplet states, Tm, that is Sn > 2Tm. For
having an efficient TTA the opposite condition is required, 2Tm > Sn. Inter-
molecular interactions in aggregate phase affect substantially the efficiency
of multi-exciton processes. In particular, strong interactions can give rise to
a large shift of the energy levels, thus influencing the global energetic of the
multi-exciton processes. Moreover, for TTA it is required that two triplet
excitons, formed in two separate crystalline regions, diffuse in the material
until they come close enough to interact and give rise to the transition from
two triplets to one singlet. Such diffusive step was proposed as that limiting
the efficiency of the TTA process [48]. Experimental confirmation of this
suggestion was obtained by Tubino et Al. for systems with a sensitizer and
an emitter in solution [42] 1. No experimental evidences about the impor-
tance of the diffusive step in the TTA process in solid state were obtained
so far, at least at the best of the author’s knowledge.

The study of exciton in condensed phase is therefore very important for
the comprehension of the opto-electronic properties of organic based tech-
nological devices and is fundamental for the development and optimization
of new and more performing materials. The comprehension of the exciton
properties in the solid phase requires, on one hand, intense experimental
investigations and, on the other hand, a solid work of modeling and the use
of simulation techniques, able to predict the electronic structure and the re-
sponse of the system under investigation. In this chapter we present our work
on the modeling of the exciton properties in organic crystalline materials.
Excitons are described with the Frenkel Hamiltonian and the paramaters

1The sensitizer molecules absorb photons in the long wavelength region of the solar
spectrum and they populate their first triplet excited state through intersystem crossing.
Then, the triplet excitons are transfered to the emitters, which diffuse in the solution till
they decay to the ground state or till two emitters come close enough to give rise to TTA,
with the resulting emission of a short wavelength photon.
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of interest, the exciton couplings, Jab, are calculated with state-of-the-art
quantum chemical tools. For the evaluation of the exciton couplings, we use
the so called “energy gap based” approach, in connection with the transition
densities matrices projection method developed by us, that allows to analyze
critically the results of quantum chemical calculations and to obtain reliable
estimation of the exciton couplings Jab.

The Frenkel exciton Hamiltonian for the study of the excited states of
molecular aggregates, the approaches reported in the literature for the cal-
culation of the exciton couplings and the TDM projection method are pre-
sented extensively in section 2.2. In attachment a (C. Quarti, D. Fazzi and
M. Tommasini; “A density matrix based approach for studying excitons in
organic crystals” Chem. Phys. Lett., 496:284-290, 2010) our methodology is
tested to the case of the para-nitro-aniline (PNA) crystal. In attachement
b (C. Quarti, D. Fazzi and M. Del Zoppo; “A computational investigation
on singlet and triplet exciton couplings in acene molecular crystals” Phys.
Chem. Chem. Phys., 13:18615-18625) we applied our methodology to a case
of technological interest, crystals of acenes and derivatives.

2.2 Describing excitons in molecular crystals

2.2.1 Exciton Hamiltonian: the Frenkel Hamiltonian

The Frenkel Hamiltonian of a molecular aggregate, composed of N molecule,
is the following [28, 49, 50, 51, 52]:

H =
N∑
a

Ha +
N∑
a

∑
b<a

Vab (2.1)

where Ha is the many-body electronic Hamiltonian of the isolated a-th
molecule and Vab is the Coulomb interaction between an electron located on
the a-th molecule and another one located on the b-th molecule. The Frenkel
Hamiltonian considers the nuclei fixed and it neglects any coupling between
electronic and nuclear degrees of freedom (exciton-phonon coupling). In or-
der to consider such interactions, more involved descriptions are required
(Holstein or SSH Hamiltonian).

The hypothesis at the basis of the Frenkel Hamiltonian is that the inter-
molecular interactions are weak enough not to heavily modify the properties
of the single molecule, thus the set of the diabatic states, that are the solu-
tions of the electronic problem for the isolated molecule 2:

Haϕ
f
a = εfaϕ

f
a (2.2)

2In our notation, the subscript refers to the a-th molecule and the superscript refers
to the f -th excited state
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is convenient for the description of the excited states of the aggregate. The
Frenkel hamiltonain is represented in the basis set χfa where a molecule is
in its f -th excited state, while all the other are in their ground state, with
appropriate antisymmetrization:{

Ψf
a = ϕfa

∏
b6=a ϕ

0
a

χfa = N−1/2
∑

ν(−1)νpνΨf
a

(2.3)

From the hypothesis of weak intermolecular interactions it is reasonable to
assume that the single molecule states, said also diabatic states, preserve the
orthogonality also in the aggregate. In other words, different excited states
χfa and χga remain orthogonal, i. e. the Frenkel Hamiltonian is diagonal with
respect to the single molecule’s excited states.

The ansatz used for representing the adiabatic states of the aggregate is
the linear combination of the basis of Eq. 2.3

Φ =
N∑
a=1

caχ
f
a (2.4)

By inserting the ansatz of Eq. 2.4 in the Frenkel Hamiltonian of 2.1, sub-
tracting the energy of the ground state ε0a from the resulting equation, mul-

tipling for
(
ϕfa
∏
b6=a ϕ

0
a

)?
and integrating over the spatial coordinates, we

get: ∑
a

(
Ωf
aδab + Jfab

)
ca = Ebcb (2.5)

where:

Ωf
a = εfa − ε0a +Wa (2.6)

Jfab = 〈ϕfaϕ0
b |V |ϕ0

aϕ
f
b 〉+ 〈

[∑
ν

(−1)νP − 1

]
ϕfaϕ

0
b |V |ϕ0

aϕ
f
b 〉 (2.7)

The matrix elements in Eq. 2.5 have the following meanings:

� The diagonal term (Eq. 2.6) is just the excitation energy for the iso-
lated a-th molecule plus a stabilization term Wa due to the crystalline
field.

� The off-diagonal term (Eq. 2.7) is the so called exciton coupling or
resonance energy coupling and it represents the interaction energy be-
tween the a and b molecules. This term consists of two contributions.
The first one is the Coulomb interaction between the variation of elec-
tron densities on the a-th and b-th molecule, due to the excitation.
This term is electrostatic in nature and it has a long-range character.
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The other terms are the interactions due to the exchange of any couple
of electrons between the two molecule. This is a quantum contribu-
tion and it is proportional to the overlap between the wavefunctions
of the a and b molecule [53], thus it is effective only at very small
intermolecular distances (< 5 Å).

The Coulomb and the exchange contributions play a different role for
singlet and triplet excitons. In molecular solids and aggregates the
intermolecular distances are rarely shorter than 5 Å and the exchange
contribution assumes values of about 5-10 cm−1 [51, 54, 55]. In the
case of singlet excitons, typical values of the Coulomb contribution
are of the order of 102 cm−1, thus the exchange contribution can be
safely neglected. In the case of triplet excitons instead, Coulomb in-
teraction assumes smaller values (∼ 100, 101 cm−1), because of the
spin orthogonality, and exchange contributions cannot be neglected
anymore.

In the following we apply the Frenkel Hamiltonian to two cases of in-
terest, in order to highlight concepts and equations that will be important
from here on.

Molecular pair) Consider the case of a couple of identical molecules a
and b. By expressing the Frenkel Hamiltonian on the basis of the diabatic
states of Eq. 2.3, we get the following matrix representation:

Hab =

(
εa Jab
Jab εb

)
(2.8)

where εa = εb = ε0.
The eigenstates of this Hamiltonian, named also Davydov components, are:

Φ± = 1/2(caχa + cbχb) (2.9)

which have energy

ε± = ε0 ± 2Jab (2.10)

the exciton coupling term can be obtained, in both absolute value and sign,
knowing the energy of the adiabatic states, ε+ and ε−:

Jab =
ε+ − ε−

2
(2.11)

For the case of two inequivalent molecules (εa 6= εb), the absolute value of
the exciton coupling can be obtained from the knowledge of the energy of
both the diabatic (εa and εb) and adiabatic states (ε+ and ε−):

|Jab| =
√

(ε+ − ε−)2 − (εa − εb)2 (2.12)
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General 3D crystal) The Frenkel Hamiltonian of a 3D crystal, com-
posed by σ molecules per unit cell, can be conveniently expressed in this
form:

H =
∑
nα

Hnα +
∑

nα<mβ

Vnα,mβ (2.13)

In this notation, the latin index identifies the unit cell and the greek index
identifies the molecule within the cell.
The ansatz of the exciton wavefunction of the aggregate is the usual:

Φ = (σN)1/2
∑
nα

anαχ
f
nα (2.14)

where the basis set χfnα is the same as that of Eq. 2.3.
The coefficients of the exciton wavefunction must satisfy the Bloch theorem:

anα = Bαe
ikn (2.15)

By introducing the ansatz in Eq. 2.13, multipling by χfmβ and integrating,
we get ∑

α

LαβBα = εfBβ (2.16)

where:

Lαβ = (
∑

n〈ϕ
f
nαϕ

0
mβ|V |ϕ0

nαϕ
f
mβ〉+

〈[
∑

ν(−1)νP − 1]ϕfnαϕ
0
mβ|V |ϕ0

nαϕ
f
mβ〉)e

ik(n−m)
(2.17)

2.2.2 Methods for the evaluation of the exciton coupling

In Eq. 2.5 the two set of parameters of interest are the on-site energies Ωf
a

and the exciton couplings Jfab. The on-site energies determine the energetic
center of the exciton structure, thus they are often fit from experiments. The
exciton couplings, Jab, determine the form of the exciton structure and their
evaluation from experiments, when possible, is very complex. The evaluation
of such quantities is the typical field where quantum chemical calculations
can provide an invaluable contribution. In the literature there is plenty of
examples where exciton coupings Jab are evaluated with quantum chemical
tools and several methods for this task have been proposed. [55, 56, 57, 58,
18, 54, 59, 53, 60, 61, 62, 51, 52] All these methods can be classified in four
main approaches [63].

� A) Enegy gap based or adiabatic states based scheme
This approach is based on the knowledge of the properties of the adi-
abatic states of the molecular aggregate, in particular of molecular
dimers. It consists in calculating the excited states of the dimer, rec-
ognizing the two Davydov components, Φ± (see Eq. 2.9) associated to
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the excited state of interest, ϕf , and estimating the exciton coupling
as half of the energy splitting (Eq. 2.11 or 2.12).

The present method is conceptually the simplest one and it generally
provides accurate results but nevertheless it shows some limitations. It
cannot distinguish between Coulomb and exchange contributions but
it provides the global interaction. Since it requires the knowledge of
the adiabatic states of the dimer, it is computationally more demand-
ing than the diabatic states based methods (see later). Some of the
widely used quantum chemical formalisms for the excited states calcu-
lation, for instance Time Dependent- Density Functional Theory (TD-
DFT) with the widely used B3LYP and PBE0 exchange-correlation
functionals, overestimate the exciton coupling. Usually, this fact is
due to an unbalanced description of the excited states involved in the
molecular aggregate. In some instances, the lowest Davydov compo-
nent is too low and, in general, fictitious low lying excited states with
charge transfer character are predicted, which make the evaluation of
the exciton coupling difficult or incorrect [18].

In general, the recognition of the two Davydov components associ-
ated to the excited state of interest is a relevant practical problem.
The presence of fictitious low lying states, due to these limitations of
the computational method [18], or of nearly degenerate excited states
makes the calculation of the exciton coupling through this approach
somehow difficult and arbitrary. We developed a method, named Tran-
sition Density Matrix projection method that allow to overcome this
problem (see section 2.2.3).

� B) Direct coupling or diabatic state based scheme

This approach is based on the knowledge of the diabatic states |ϕ0/f
a/b 〉

and on the direct evaluation of the exciton coupling through Eq. 2.7. It
requires a relatively small computational cost and it provides separate
estimations of the Coulomb and the exchange contributions. However
this approach requires the evaluation of complicated one- and two-
electron matrix elements and it does not provide very accurate results.

A recent improvement is given by the constrained density functional
theory (CDFT), proposed by Van Voorhis and co-workers [54]. This
formalism allows to define rigorously localized diabatic states and to
obtain reliable estimations of the exciton coupling.

� B1) Direct calculation of the Coulomb interaction
Conceptually similar to the previous one, this approach is based on
the knowledge of the properties of the diabatic states, i. e. the tran-
sition multipole moments of the molecule. It consists in neglecting
the exchange contribution Jexch to the exciton coupling (see Eq. 2.7)
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and approximating the Coulomb contribution through a multipole ex-
pansion. In this way the Coulomb interaction is written as the sum
of a dipole-dipole interaction term (Jd−d), plus a dipole-quadrupole
(Jd−q), quadrupole-quadrupole (Jq−q) and so on.

J = Jd−d + Jd−q + Jq−q... (2.18)

By considering only the first order term in the multipole expansion,
one get the so called point dipole approximation (PDA) [64], that his-
torically has been the first approach used for calculating the exciton
coupling of singlet states:

J =
µa · µb
R3

− 3
(µa ·R) (µb ·R)

R5
(2.19)

where µa/b is the transition dipole moment of the a/b-molecule and R
is the vector between the center of mass the a-th and b-th molecule.
PDA approximation provides accurate results when intermolecular dis-
tance is large (∼ 20 Å). In the case of molecular crystals, where inter-
molecular distances are of the order of 5 Å, PDA is no more accurate
but it is useful for a qualitative rationalization of the intermolecular
interactions.

Obviously, in the case of triplet excited states the PDA and in general
the present approach are not accurate at all, since exchange contribu-
tion to the exciton coupling (Eq. 2.7) is dominant.

� C) Use of additional operators
A recent and completely different approach for the evaluation of the
exciton coupling relies on the use of an additional operator. Such
operator, ∆A represents the difference in excitation number (for singlet
excitons) or the difference in spin (for triplet excitons) of the diabatic
states of the molecular dimer. The exciton coupling is then obtained
by properly rotating the two state Hamiltonian:

Jab =
(E1 − E2) |∆A12|√

(∆A1 −∆A2)
2 + 4∆A2

12

(2.20)

The present approach is generally accurate but computationally it is
the most demanding and, for the moment, it is still considered an
expert approach.

In Table 2.2.2 we classify some papers where the exciton coupling is
computed on the basis of the approach used.
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Table 2.1: Classification of some papers found in the literature with respect
to the approach used for calculating the exciton coupling. For each paper we
report also the publication year and the journal (jctc=J. of Chem. Theory
and Comput.; jcp=J. Chem. Phys; jacs=J. Am. Chem. Soc.; jpc=J. Phys.
Chem.)

paper approach A approach B approach B1 approach C

Mennicci jctc 2010 [57] X
Mennucci jcp 2007 [58] X
Mennucci jacs 2005 [18] X X
Hsu jpca 2011 [55] X
Hsu jpcb 2001 [56] X
Van Voorhis jpcc 2010 [54] X X X
Beljonne jcp 2000 [60] X X
Cornil jacs 1998 [61] X
Scholes jpcb 1998 [59] X
Scholes jpc 1994 [53] X X
Philpott jcp 1982 [62] X X
Jortner jcp 1965a [51] X
Jortner jcp 1965b [52] X

2.2.3 Transition Density Matrices (TDM) projection method

As outlined above, all the approaches for the estimation of the exciton cou-
pling Jab their some advantages and limitations. Within the energy gap
based approach (approach A) we have developed a procedure, named tran-
sition density matrix projection method, that allows to overcome the main
limitation of this approach, that is to find the two Davydov components of
a dimer, Φ±, associated to the generic excited state of the molecule ϕfa/b in

a unarbitrary and unambiguous way. The transition density matrix (TDM)
projection method is based on the knowledge of the TDMs associated to the
excited states of the dimer and of the isolated molecules. The TDM, ρj , of
the j-th excited state of a system is defined as [65]:

ρj = 〈g|c†ncm|j〉 (2.21)

where |g〉 and |j〉 are the wavefunctions respectively of the ground and of

the j-th excited state and c†n and cm are respectively the creation and the
annihilation operators for the n-th and m-th atomic orbital. In the TDM
projection method, the generic excited state of the dimer Φg and that of
the isolated molecule ϕfa are compared mathematically, by projecing their
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respective TDMs, ρgab and ρfa , with the following inner product:

(ρfa ,ρ
g
ab) = Tr

[
(ρfa)∗ · P̂a

(
ρgab
)]

(2.22)

where the operator P̂a projects the matrix of the dimer onto the subspace
of the basis functions belonging to the a-th molecule. The inner product
in Eq. 2.22 corresponds to a Frobenius product and we have verified in
that it is the correct inner product for the space of TDMs i) expressed in
an orthonormal basis set (overlap matrix S = I) and ii) where the excited
states are orthonormal by the usual definition of the inner product between
wave functions.

Since the generic excited state ϕfa of the isolated molecule and its Davy-
dov components, Φ±, have the same character, the products of their respec-
tive TDMs (ρfa ,ρ±) are expected to be much larger than the products with
the TDMs associated to all the other single molecule excited states.

The TDM projection method is robust and general and it works with
singlet excitons as well as with triplet ones. The use of such method in
connection with the energy gap based method gives accurate results for the
exciton coupling, since it allows to rule out unphysical charge transfer states
due to the limitation of the computational method used. In addition, TDM
projection method potentially provides information of the sign of the exciton
coupling.

2.3 Publications

Attachment a)

“A density matrix based approach for studying excitons in organic crys-
tals” Claudio Quarti, Daniele Fazzi and, Matteo Tommasini; Chem. Phys.
Lett. 496:284-290, 2010.

In the first publication on this topic, the present method for study-
ing excitons in organic crystals is presented and tested on the para-nitro-
aniline (PNA) crystal, taken as a case study. The exciton associated to the
first, dipole allowed excited state of the PNA crystal was described with
the Frenkel Hamiltonian (see section 2.2.1), thus neglecting vibrational and
vibronic effects. The molecular parameters of interest, i. e. the exciton
couplings Jab, were evaluated with quantum chemical calculations, both at
semiempirical ZINDO and ab-initio TD-B3LYP/6-31G(d,p) theory level.

As a first step, we carried out a structural analysis of the experimental
X-ray crystal structure of the PNA, in order to classify all the non equiva-
lent interactions between nearest neighbor molecular pairs, in the following
referred as dimers. Nine non equivalent interactions, or dimers, have been
found. For each dimer we calculated the exciton coupling, Jab with the TDM
projection method, presented above. Thus we have calculated the excitation



16 CHAPTER 2. EXCITONS IN MOLECULAR CRYSTALS

energies and the TDM associated to the six low lying excited states of both
the dimer and the constituting molecules and we have projected the TDMs
of the dimer on the TDMs of the single molecules with the metric in Eq.
2.22. In this way, we can recongnize the two Davydov components associ-
ated to the first dipole allowed singlet excited state and we can estimated
the exciton coupling Jab with the “energy gap approach” (see Eq. 2.11 and
2.12). The results of the projection procedure for one of the dimers of PNA,
dimer A, and the list of the exciton couplings obtained from ZINDO and
TD-B3LYP/6-31G(d,p) calculations are reported respectively in Table 1 and
3 of attachment a.

Once all the exciton couplings were determined, we reconstructed the
Frenkel Hamiltonian of the crystal, Eq. 2.16 and we calculated the exciton
Density of States (eDOS) and the exciton dispersion bands.

The exciton Density Of States (eDOS) was compared with the exper-
imental UV-Vis absorption spectrum, recorded by Dr. A. Lucotti in our
laboratory 3. UV-Vis spectrum finds nice correspondences with some fea-
tures of the eDOS between 2.5 and 4 eV (see Figure 3 of the attachment
a), including i) no absorption below 2.7 eV; ii) a change in the slope of the
spectrum at 2.9 eV; iii) a maximum of the absorption band at 3 eV iv) a
change of UV-Vis spectrum slope at 3.5 eV and v) a small absorption band
at 4 eV.

In addition, we calculated the exciton dispersion bands from Γ to the
high symmetry points of the first Brillouin zone of monoclinic lattice. These
bands provide useful information about the exciton mobility. As expected,
the exciton bands associated to the first singlet dipole allowed state are four,
since the PNA crystal is composed by four translationally non equivalent
molecules. The low lying band has large bandwidth along the Γ → B and
Γ→ Z directions.

In conclusion, we used the Frenkel Hamiltonian for describing the first
dipole allowed exciton of the PNA crystal. The parameters of the Hamilto-
nian, i. e. the exciton couplings Jab, were calculated with quantum chemical
tools in conjunction with an innovative approach, named the TDM projec-
tion method. Exciton Density of State (eDOS) obtained from theory well
explain the experimental spectroscopic data, thus the methodology adopted
is valid and the TDM projection method proposed for the determination
of the exciton couplings provides reliable estimations for these parameters,
both in absolute value and in sign.

3Rashba demonstrated that under the assumption of a) negligible vibrational band-
width of the populated phonons and b) for k-independent transition probability, the elec-
tronic transition is no more restricted to k = 0 and the UV-Vis spectrum (Iabs) is propor-
tional to the exciton density of states (eDOS) [66].

Iabs ∝ eDOS(E)
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Attachment b)
“A computational investigation on singlet and triplet exciton couplings

in acene molecular crystals” C. Quarti, D. Fazzi and M. Del Zoppo; Phys.
Chem. Chem. Phys. 13:18615-18625, 2010.

In this work, the transition density matrix approach for the study of
excitons in molecular aggregates is applied to a case of technological in-
terest: acene crystals and their derivatives. Crystalline acenes are among
the most promising and studied materials for applications in molecular elec-
tronic and a thorough study of their exciton properties in solid state can
be useful for the comprehension and the optimization of their performances
in technological devices. Here we considered anthracene (An) and tetracene
(Te) and two anthracene derivatives, 9,10-di(phenyl)anthracene (DPA) and
9,10-bis(phenylethynyl)anthracene (BPEA). In addition to their high exciton
and charge transport mobility, An and Te were considered because of their
capability of showing multi-exciton processes, SF and TTA. Multi-exciton
mechanisms of SF and TTA were first invoked in 1965 to explain the pho-
tophysics of crystalline An [31] and they were found in 1968 in crystalline
Te [67]. For DPA and BPEA instead, TTA was observed up to now only
in solution with a sensitizer [41, 42, 43, 44, 45] and no study in condensed
phase was presented before, at least at the best of the author’s knowledge.

The aim of this work is twofold. On one hand, we carry out a thorough
characterization of the exciton properties of acenes and their derivatives the
in solid state, in order to gain a deeper insight into the properties of these
largely used systems. On the other hand, we aim at correlating the effect
of chemical substitution to the acene backbone on the exciton properties
of molecular crystals, in order to find useful guidelines for the development
of new materials with improved exciton interactions, that are expected to
prove enhanced performances in the field of solar energy conversion.

A thorough characterization of the properties of both the first singlet
and triplet exciton of the isolated molecules was carried out at the semiem-
pirical (ZINDO) and the ab-initio (TD-DFT) level of theory, with B3LYP
and CAM-B3LYP exchange-correlation functionals. Our calculations show
that An, DPA and BPEA match the energetic requirements for having ef-
ficient TTA, while Te matches those for having efficient SF. Unfortunately,
our calculations provide an unbalanced description for the singlet and the
triplet excitons, slightly underestimating the excitation energies of the lat-
ter. Actually, experimental evidences show that An in solid state [31] and
DPA and BPEA [41, 42, 43] in solution with a sensitizer give efficient TTA,
as found in our calculations. Te instead is a very peculiar case since the en-
ergy of the first singlet matches very well with twice the energy of the first
triplet, thus both SF and TTA are found [30]. Moreover, our calculations
show that the transition dipole moment associated to the transition from the
ground to the first singlet excited state, µS0→S1 , that for these molecules is
directed along the short acene axis, is strongly affected by the introduction
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of π-conjugated chemical substituents along this direction. In fact, going
from An to BPEA µS0→S1 increases from 1.65 atomic units (au) to 4.05 au
at ZINDO level, from 0.86 au to 3.76 au at TD-B3LYP level and from 0.98
au to 3.58 au at TD-CAM-B3LYP level (see Table 1 of attachment b). Note
that in going from An to DPA, the transition dipole moment shows only a
small increase since in DPA the benzene rings are nearly orthogonal with
respect to the acenic part of the molecule, thus limiting the π-conjugation in
the short acene axis. These considerations on the transition dipole moment
µS0→S1 will be important when we discuss the singlet exciton couplings (see
later).

Once the exciton properties of the isolated molecules were addressed,
we focused on the exciton properties in the crystalline phase; in particular,
we estimated the exciton couplings for these crystals. As in the previous
work, we carried out a thorough structural characterization of the An, Te,
DPA and BPEA experimental crystal structures in order to recognize all the
different types of interactions between nearest neighbor molecular pairs, or
dimers. We found four dimers for An, eight for Te and five for both DPA and
BPEA. For all these dimers we calculated the exciton couplings associated to
the first singlet and triplet excites state, at three theory levels: ZINDO, TD-
B3LYP and TD-CAM-B3LYP. For the calculation of the exciton coupling
we have used the “energy gap” approach (see Section 2.2.2) in connection
with our TDM projection method. Thus, we calculated the energy and the
TDM of the low lying excited states for both the dimer and the constituting
molecules and we projected the latter on the former with Eq. 2.22 in order
to recognize the two Davydov components associated to the excited state
of interest. Then, we used Eq. 2.11 and 2.12 for the evaluation of the
exciton couplings. The exciton couplings estimated for the four crystalline
structures for both the first singlet and triplet state are reported in Table 3
of attachment b, together with the center of mass distance of each dimer.

The results of our calculations for the singlet exciton coupligs are the fol-
lowing. ZINDO and TDCAMB3LYP results are qualitatively similar with
each other and they are consistent with the estimation reported in the liter-
ature 4. At the opposite, TD-B3LYP predicts very strong interactions for all
the systems. This fact has been recently explained by Mennucci and cowork-
ers as a limit of the widely used B3LYP functional[18]. For these reasons, we
refer only to the ZINDO and TD-CAM-B3LYP results for the discussion of
the singlet exciton couplings. For An and Te, the stronger interactions are
found respectively for the A, B and A, A1, B and B1 dimers, which lie in the
high density packing {0,0,1} crystalline plane. In DPA the interactions are
weaker, being at maximum 100 cm−1. In BPEA instead all the interactions
are very strong (larger than 100 cm−1) also for those dimers with large center

4For the exciton coupling associated to the first singlet excited state of the dimer B of
anthracene, Beljonne et Al. provide an estimation of 242cm1 [68]
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of mass distance. These results can be rationalized on a qualitative ground
on the basis of the point dipole approximation (PDA) (see Eq. 2.19). As
outlined before, the presence of π-conjugated phenylethynyl group in 9 and
10 position in BPEA provides a very large transition dipole moment µS0→S1 .
Thus within PDA, which describes the exciton interactions as an interaction
between transition dipole moments, the exciton couplings in BPEA crystal
become very large. In addiction, in all the dimers of BPEA molecular transi-
tion dipole moments are nearly parallel, thus the scalar product of Eq. 2.19
is maximized. Summarizing, the introduction of chemical substituents in
acene core that increases π-conjugation along the short acene axis, together
with an efficient crystal packing, is a possible route for having materials with
improved exciton interactions.

The results of our calculations for the triplet excition couplings are the
following. In this case, the estimations obtained by us at the three different
levels of theory are consistent with each other and with the estimations re-
ported in the literature 5. Triplet exciton couplings are in general smaller
than their singlet counterpart, as expected by the fact that Coulomb con-
tribution to the exciton coupling is much smaller for the former than for
the latter. Nevertheless, we find that for some interactions, like dimer A
of BPEA, triplet exciton coupling assumes values comparable to those of
the singlets, e. g. 102 cm−1. This new and quite interesting suggests that
exchange contribution to exciton coupling can be much stronger than what
believed previously and that triplet excitons can diffuse as fast as singlets.
Moreover, this result may explain a recent finding of very long triplet dif-
fusion length in crystalline rubrene [69]. We found that the triplet exciton
couplings are much more selective than singlet ones. Indeed, while the sin-
glet exciton couplings of all the BPEA dimers are sizable, there is only one
dimer with a large triplet exciton coupling, namely dimer A. Note that such
dimer is characterized by a very short intermolecular distance. In the same
way, also for An and Te, the largest triplet exciton couplings are found
in correspondence of the dimers with short intermolecular distances and in
DPA, where all the intermolecular interactions are large, the triplet exci-
ton couplings are all negligible. This result can be explained by recalling
that the dominant interaction for the triplet exciton coupling is of the ex-
change type, that is, they are proportional to the overlap of the molecular
wavefunctions and are thus very sensitive to the intermolecular distance.

From the screening of the exciton properties of both the first singlet
and triplet excited state, carried out on two acenes (An and Te) and two
derivatives in the solid phase, we can derive some important considerations.
In acenes crystals, stronger exciton interactions are found in the herring-
bone packing plane {0,0,1}, consistently with the general belief that exciton

5For anthrancene, Jortner estimated triplet exciton couplings of the order of 5 cm−1

with PPP wavefunctions [51]
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diffusion in this class of molecular crystals is mainly constrained to this
plane (two dimensional diffusion). Nevertheless, chemical substitutions can
modify heavily this behavior. For instance, in BPEA the introduction of
π-conjugated chemical substituents along the short acenic axis results in an
increase of the molecular transition dipole moment and a correspondent in-
crease of all the exciton couplings. Thus, within a molecular engeenering
approach, this route can be used to develop new materials with improved
exciton interactions, that might be used, for example, to improve the per-
formance of photovoltaic devices. On the contrary, large singlet exciton
couplings can be detrimental for singlet fission process since they can result
in a red shift of the singlet exciton energy, in going from the gas to the
crystalline phase, that makes the singlet fission endothermic. For triplet
exciton we find that exciton couplings are in general smaller with respect to
their singlet counterpart but in some cases they are comparable. This new
can explain some recent evidence of triplet exciton with very long diffusion
length [69]. Nevertheless, triplet diffusion is always much more anisotropic
than singlet diffusion, being effective only along particular crystalline planes
or directions.
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a b s t r a c t

A theoretical analysis of molecular excitons in crystalline p-Nitro-Aniline (PNA) is presented. The
approach is general and can be straightforwardly extended to the calculation of the exciton structure
of other molecular crystals or aggregates. Based on the evaluation of transition density matrices
(TDM), the method allows to easily classify the excited states of interacting molecules on the basis of
those of the constituent molecules. Exciton couplings of selected dimers within the PNA crystal have been
evaluated and the exciton dispersion has been determined. The experimental absorption spectrum of
PNA powders can be analysed in details based on the exciton density of states.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

In the last decades organic conjugated materials have been
assuming a growing interest for their use as active materials in
opto-electronic applications [1]. In order to achieve a satisfactory
description of their optical and electronic properties a detailed
understanding of their photophysics both in solution and in solid
state is required. Up to now, most of the theoretical investigations
on conjugated materials have been carried out on isolated mole-
cules (mimicking the molecular behaviour in inert matrices or di-
lute solutions), however there is a growing interest for the
simulation of optical properties in condensed phases, to predict
the behaviour of films, polymers and organic crystals. A very pop-
ular theoretical framework commonly adopted for this task is the
molecular exciton theory [2,3]. This theory assumes that the excited
states wave functions in aggregates are weakly influenced by inter-
molecular forces, so that they are well approximated through the
excited state wave functions of isolated molecules. Two are the
most commonly adopted approaches in the framework of molecu-
lar exciton theory: the Frenkel exciton hamiltonian [4], that ne-
glects the effects due to the nuclear dynamics (i.e. free exciton),
and the Holstein hamiltonian [5,6], which explicitly includes the
exciton–phonon interaction (i.e. dressed exciton). Both Frenkel
and Holstein hamiltonians have been successfully employed for
the description of excitons in molecular aggregates [7].

The main parameter of the molecular exciton model is the exci-
ton coupling, which describes the interactions between two mole-
cules and the easiness of exciton transfer from site to site [8].

The exciton coupling (also named resonance coupling integral [9])
strongly depends both on the electronic structure and the supra-
molecular organization (packing) of the molecules, as thoroughly
reported [10,11].

In this Letter, we present a theoretical modeling of excitons in
p-Nitro-Aniline (PNA) crystal. This theoretical approach is general
and it can be easily extended to the calculation of the exciton
structure of any other molecular crystal or aggregate. We have
considered in this work PNA thanks to the experimental data avail-
able on both crystal structure [12] and absorption spectroscopy
[13–15].

To describe the excitonic structure of PNA in its crystal phase
we have developed a systematic method (named density matrix
projection method), based on the calculation of transition density
matrices (TDMs), which allows to greatly ease the calculation of
the exciton coupling and the classification of the excited states of
molecular aggregates and crystals. Based on this method and on
crystallographic data we have evaluated all the possible exciton
couplings between pairs of nearest neighbour PNA molecules. Once
the Frenkel hamiltonian of PNA crystal is known, exciton density of
states (eDOS) and exciton dispersion curves for the crystal can be
easily obtained. Finally, based on these results and on Rashba the-
ory [2,16], it has been possible to analyse the experimental UV–Vis
spectrum of solid PNA powders on the basis of the calculated eDOS.

2. Theoretical method

We briefly recall here the molecular exciton theory within the
framework of Frenkel approximation [2]. Considering a dimer
ðabÞ formed by two identical molecules a and b, its hamiltonian
operator H is given by the sum of the hamiltonians Ha and Hb of
the single molecules, and by the interaction term Vab:
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H ¼ Ha þ Hb þ Vab ð1Þ

Assuming that Vab is a weak perturbation we can express an
approximate eigenfunction of H as [2]:

j/i ¼ cajw0awbi þ cbjwaw
0
bi ð2Þ

where jwai ðjwbiÞ and jw0ai ðjw
0
biÞ are respectively the ground and the

excited state wave functions of a (b) molecule and are eigenstates of
the single molecule operator Ha ðHbÞ; j/i is the excitonic wave func-
tion of the dimer.

In absence of intermolecular interactions ðVab ¼ 0Þ the excited
states of the dimer are given by the degenerate states jw0awbi,
jwaw

0
bi. The effect of the intermolecular interactions is to remove

the degeneration: the eigenfunctions of the hamiltonian in Eq.
(1) are described by an in-phase combination of the previously
degenerate states, /þ (ca and cb with same sign), and by an out-
of-phase combination, /� (ca and cb with different sign). The states
/þ and /� are splitted in energy by the quantity 2Jab [2]:

Jab ¼ hw0awbjVabjwaw
0
bi ð3Þ

Jab is called exciton coupling or resonance coupling integral and it is a
measure of how easily the excitation energy can be transferred be-
tween the molecular site a and b (resonance coupling integral). The
sign of the exciton coupling determines if the lower energy exci-
tonic state is associated to the /þ ðJab < 0Þ or /� ðJab > 0Þwave func-
tion [2]. In particular, by recognising the in-phase and out-of-phase
nature of the excited states in a dimer, it becomes straightforward
the evaluation of the exciton coupling (in sign and modulus) from
the Davydov splitting 2J ¼ E/þ � E/� .

These results can be extended to the case of a generic molecular
aggregate or a crystal composed by N identical molecules. Upon
crystal formation, from a single molecular excited state one obtains
N excited states which form an exciton band. The width of the exci-
ton band is proportional to the exciton coupling integral J [2]. The
Frenkel hamiltonian of a crystal can be expressed on the basis set
of the excitonic wave functions jpi in which only one molecule at
site p is excited while all the others ðp – qÞ are in their ground
state:

H ¼
XN

p¼1

jpiXphpj þ
XN

p;q¼1

jpiJpqhqj; jpi ¼ jw0pi
Y
q–p

jwqi ð4Þ

where Xp is the on-site excitation energy (required to excite a mole-
cule at site p) and Jpq represent exciton couplings.

The eigenfunctions of the crystal hamiltonian given by Eq. (4)
are named crystal exciton wave functions jUki, here expressed as
a linear combination of localised wave functions:

jUki ¼
XN

p¼1

ckpjpi ð5Þ

In the case of an organic crystal with M molecules per cell, the Bloch
theorem can be applied to the wave function jUki in Eq. (5) and the
crystal hamiltonian can be cast into a block-diagonal form, where
each block has dimension M �M and depends on the choice of
the wave vector k, which can be expressed in terms of the associ-
ated phase factors hi:

hi ¼ k � ai; i ¼ 1;2;3 ð6Þ

where ai are the fundamental translations of the crystal lattice.
When written on the basis of Bloch wave functions, each k-depen-
dent block of the hamiltonian of Eq. (4) assumes the following form:

Hðh1; h2; h3Þ ¼ Aþ
XN1N2N3

n1 ;n2 ;n3¼1

Bn1n2n3 � eiðn1h1þn2h2þn3h3Þ
�

þ Bn1n2n3 Þy � e�iðn1h1þn2h2þn3h3Þ
� i

ð7Þ

Matrix A collects interactions among molecules located within the
same cell (intra-cell interactions), while matrix Bðn1n2n3Þ contains
the interactions between molecules in the reference cell (taken as
origin) and the cell identified by the lattice translation R ¼ n1a1þ
n2a2 þ n3a3.

In order to obtain the matrix elements of the exciton hamilto-
nian (Eq. (7)) from quantum chemical methods, one can compare
the full calculation of a dimer (or aggregate) with that of the com-
ponents. To foster this task it is highly desirable a method that al-
lows to make a reliable correspondence between the excited states
of the constituent molecules and those of the aggregate. Here we
propose a direct method for classifying excited states of organic
crystals or aggregates based on the transition density matrix
(TDM) approach. TDMs can describe in details excited states and
have been successfully used in the literature [17,18]. The TDM be-
tween the ground jgi and a generic excited state jji of a system, is
defined as [17]:

qj ¼ hgjcyncmjji ð8Þ

where cyn, cm are respectively the creation and the annihilation oper-
ators for the nth and mth atomic orbitals, usually assumed to be
orthonormal. qj describes the excitation process jgi ! jji in terms
of changes in the electronic density and it can be thought as a vector
in Liouville space [17].

When assuming the Frenkel exciton picture for the jth excited
state of the dimer (see Eq. (2)), the associated TDM takes the form:

qj
ab ¼ cahwawbjcyncmjw0awbi þ cbhwawbjcyncmjwaw

0
bi ð9Þ

where w0a=b refers to some fixed excited state of the monomer (a or
b) with associated TDM qi

a (or qi
b). By recalling the definition given

by Eq. (8) and considering the subspaces associated to the mole-
cules a and b, it can be shown that the dimer TDM has the following
structure:

qj
ab ¼

caqi
a 0

0 cbqi
b

" #
þ qj�CT

ab ð10Þ

The use of atomic orbitals easily allows partitioning in Eq. (10) the
contributions over blocks associated to molecule a and b. The diag-
onal blocks of qj

ab are the TDMs of the single molecules weighted
with their own exciton coefficients (ca and cb, see Eq. (2)), while
the off-diagonal contribution qj�CT

ab , associated to intermolecular
charge transfer contribution, is defined as:

qj�CT
ab ¼ ca

0 hwawbjc
y
ncmjw0awbi

hwawbjc
y
ncmjw0awbi 0

� �

þ cb
0 hwawbjc

y
ncmjwaw

0
bi

hwawbjc
y
ncmjwaw

0
bi 0

� �
ð11Þ

We have verified that for the lower energy exciton states of PNA di-
mers here considered the elements belonging to the off-diagonal
blocks of the TDMs are much smaller than those of the diagonal
blocks (by about two orders of magnitude).

Our aim is the analysis of the TDMs of the dimer based on the
TDMs of the isolated molecules. The following procedure allows
to determine the exciton wave function coefficients ca and cb.
The comparison between TDMs of different excited states (i.e. state
jii and jji) requires the introduction of an inner product in Liouville
space where TDMs are considered as vectors [17]:

qi;qj
� �

� Trðqiy � qjÞ ¼
X
n;m

qi
nm

� ��
qj

nm ð12Þ

The inner product in Eq. (12) corresponds to the Frobenius product
between matrices [19]. If jii and jji are different excited states, the
product between the corresponding orthogonal TDMs is zero,
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otherwise its value gives the square of the normalisation constant of
the TDM, which can be assumed to be 1.

Calculations of excited states and TDMs have been carried out
by using the semiempirical ZINDO method, that meets the hypoth-
esis of orthogonal AOs and provides accurate results for the excited
states of conjugated molecules [17,20]. The GAUSSIAN03 suite of pro-
grams [21] has been used to carry out all quantum chemical calcu-
lations here reported. For the sake of completeness also time-
dependent DFT calculations (TD-B3LYP/6–31G**) have been con-
sidered using the same projection method and roughly approxi-
mating the atomic orbitals basis set to be orthogonal. Such an
approximation does not introduce any error in the determination
of the exciton couplings, which are obtained as half of the energy
difference between properly classified excited states of the dimers.
The classification procedure does not require the accurate determi-
nation of the numerical value of the wavefunction coefficients ca

and cb. For a given excited state of interest, one only needs to know
whether ca and cb are substantially different from zero and their
relative signs.

The Frobenius product is here applied for projecting the dimer
TDMs qj

ab over those of the constituent molecules qi
a;qi

b. In this
way, we can classify the aggregate (dimer) excited states on the ba-
sis of those of the single molecules ða; bÞ and thus we represent the
excitonic wave functions j/�i by determining directly the coeffi-
cients ca and cb:

qi
a 0

0 0

" #
;qj

ab

 !
¼ qi

a 0
0 0

" #
;

caq
j
a 0

0 cbq
j
b

" # !
¼ ca qi

a;q
j
a

� �
¼ cadij

ð13Þ

Similarly, in the case of molecule b, the Frobenius product of Eq.
(13) involving qi

b on the left hand side gives cbdij.

3. Application to the PNA crystal

The TDM approach presented above is applied here to the PNA
crystal. PNA is a well-known compound thanks to its non-linear
optical properties, known since long time [22,23]. In solid state it
establishes stable dipole–dipole interactions and hydrogen bonds.
PNA single crystal has a monoclinic unit cell with four symmetry-
equivalent molecules per cell [12].

Despite the fact that PNA is a well-known organic compound,
widely studied from a spectroscopic point of view both in gas
phase [13] and in solution [14,15], to date no experimental and
theoretical UV–Vis spectra have been reported for solid state
PNA. We aim at the interpretation of the UV–Vis absorption spec-
trum of crystalline powders of PNA in order to describe the aggre-
gation effects in terms of changes in the optical properties (from
gas phase [13] and solution [14,15], to solid state). Moreover,
PNA provides a benchmark for testing the applicability of the
molecular exciton theory to a system with interactions somewhat
stronger than systems for which the Frenkel exciton approxima-
tion is usually considered.

As a first step, starting from the X-ray crystal structure of PNA
[12] we classified, through a systematic structural analysis, all pos-
sible nearest neighbour pairs of molecules, finding nine non equiv-
alent molecular dimers that are reported in Fig. 2. For each of them
we have evaluated the exciton coupling Jpq in order to write the
crystal hamiltonian given by Eq. (7). By symmetry of the PNA crys-
tal, the on-site excitation energy Xp is equal for all molecules. It has
been set equal to the excitation energy evaluated with ZINDO for
the first dipole-allowed excited state (see below). Preliminary cal-
culations carried out on molecular aggregates obtained from the
experimental crystal structure suggest that non nearest neighbour
interactions have a negligible contribution. Therefore, interactions

farther than nearest neighbour have not been considered in this
work.

The procedure for the evaluation of the exciton couplings be-
longs to the so-called supramolecular approach [11]. Here below
we report in details the application of the TDM projection method
for the evaluation of the exciton coupling relative to the A dimer
(see Fig. 2). The same procedure has been employed for all other
cases.

Dimer A consists of two PNA molecules positioned face-to-face
with anti-parallel dipoles at a distance of 3.83 Å between the cen-
tre of mass. The lowest six excited states have been calculated, by
using ZINDO and TD-DFT (B3LYP/6-31G**), for the dimer ðabÞ and
the single molecules (a) and (b). The molecular geometries have
been obtained directly from crystal structure data [12] and no
geometry optimization has been applied.

According to ZINDO calculations for the single molecule, the
first two excited states S1

a=b (2.42 eV) and S2
a=b (2.81 eV) are dipole

forbidden while state S3
a=b is dipole-allowed (oscillator strength

f ¼ 0:47) with an excitation energy of 3.47 eV and mainly a
HOMO–LUMO character. Three higher excited states of the mono-
mer have been also taken into consideration in order to better val-
idate the projection method here proposed.

In dimer A the first five excited states (S1
ab ¼ 2:46 eV,

S2
ab ¼ 2:46 eV, S3

ab ¼ 2:85 eV, S4
ab ¼ 2:85 eV, S5

ab ¼ 3:13 eV) are dipole
forbidden while S6

ab, with an excitation energy of 3.39 eV, is dipole-
allowed ðf ¼ 0:85Þ. For each excited state of dimer A we have ap-
plied the TDM projection method (see Eqs. (12) and (13)) in order
to classify the excited states of the dimer on the basis of those of
the monomer units (both a and b). To this aim, we have projected
according to Eq. (13) the TDMs of the first six excited states of the
dimer (qj

ab, 2N � 2N matrix, with j ¼ 1;6 and N the number of
atomic orbitals of the PNA single molecule) onto those of the single
molecules (qj

a=b, N � N matrix, with j ¼ 1;6). The results of this pro-
cedure, corresponding to the exciton wave function coefficients ca

and cb, are reported in Table 1. We observe that the first four ex-
cited states of the dimer are originated from single excitons of
the isolated molecules (e.g. S1

ab derives from S1
a , S2

ab derives from
S1

b , etc.), consistently with the fact that these states are degenerate
and do not couple. The relevant result reported in Table 1, is that
the dipole-allowed single molecule excited state of a ðS3

aÞ and b
ðS3

bÞ combine originating the two Davydov split levels: S5
ab (in-phase

exciton /þ) is the lower energy one and S6
ab (out-of-phase exciton

Fig. 1. The four symmetry-equivalent PNA molecules in the crystalline monoclinic
unit cell according to X-ray diffraction analysis [12]. Atom colour scheme is the
following: green carbon, red oxygen, blue nitrogen, white hydrogen. PNA molecules
are labeled according to the same scheme followed to write the exciton hamilto-
nian. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
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/�) is the higher energy one. We observe that very small contribu-
tions from S4

a=b and S6
a=b states are also found. These minor contribu-

tions have been neglected in the forthcoming analysis since the
associated coefficients in the excitonic wavefunction that describes
states S5

ab and S6
ab are less than one order of magnitude smaller than

those of S3
a=b.

Finally, once the in-phase and out-of-phase excitons have been
identified (S5

ab and S6
ab, respectively – see Table 1) we can evaluate

in sign and modulus the exciton coupling for dimer A as:

J ¼
E/þ � E/�

2
¼ S5

ab � S6
ab

2
¼ �0:13 eV: ð14Þ

The validity of the TDM projection method has been tested further
by comparing the transition dipole moment lj

ab computed for the
dimer with that deduced from the coefficients obtained with the
TDM method and the excitonic approach [2]:

lj
ab ¼ cal

j
a þ cbl

j
b ð15Þ

In Table 2 we report the cartesian components of the transition di-
pole moments for the Davydov split excited states of the dimer (S5

ab

and S6
ab) evaluated with (i) a direct ZINDO calculation on dimer A

Table 1
Coefficients derived from the TDM projection procedure for dimer A; the dimer TDM qj

ab is projected on the monomers one qj
a=b . Coefficients lower than 0.01 are not reported.

q1
a q1

b q2
a q2

b q3
a q3

b q4
a q4

b q5
a q5

b q6
a q6

b

q1
ab

1.00 0.04 – – – – – – – – – –

q2
ab

0.04 �1.00 – – – – – – – – – –

q3
ab

– – 1.00 �0.09 – – – – – – –

q4
ab

– – �0.09 �1.00 – – – – – – – –

q5
ab

– – – – 0.70 0.69 0.04 0.04 – – �0.02 �0.02

q6
ab

– – – – 0.70 �0.71 – – – – �0.04 �0.04

Table 2
Cartesian components of transition dipole moment lab for excited states S5

ab and S6
ab of

dimer A, obtained by a ZINDO calculation on the dimer and the TDM projection
method approach (Eq. (15) see text). Transition dipole moments are expressed in
Debye.

l5
ab l6

ab

lx ly lz lx ly lz

ZINDO 0.00 0.00 �0.02 �0.07 �0.11 �3.21
TDM 0.00 0.00 �0.03 �0.06 �0.07 �3.31

Fig. 2. Non-equivalent nearest neighbour dimers extracted from the crystal structure of PNA [12].
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and (ii) the excitonic approach through TDMs (Eqs. (15) and (13)).
We obtain a very good agreement between approach (i) and (ii)
thus both demonstrating the validity of the TDM projection method
and testing the known additivity of transition dipoles in Frenkel
exciton aggregates.

With the help of the TDM projection method the results ob-
tained with ZINDO on the dimer can be fully rationalized. Since
molecules in dimer A are in an anti-parallel configuration, the in-
phase combination of la=b (state S5

ab) gives a vanishing total lab.
On the opposite, in the out-of-phase combination (state Sð6Þab ) the
transition dipole moments of monomers are cooperatively added
together, giving rise to a net transition dipole lab.

The procedure described above has been also applied for all the
dimers extracted from the PNA crystal structure, evaluating all the
exciton couplings required for the construction of the crystal exci-
ton hamiltonian (see Eq. (7)). We list in Table 3 the exciton cou-
plings for the PNA dimers shown in Fig. 2. Results from both
ZINDO and TD-B3LYP/6-31G** are given. The two methods provide
a very similar description: the couplings have the same order of
magnitude and sign, except for dimer I. The exciton coupling asso-
ciated to dimer A, in which the molecules are as close as possible in
the crystal, is the largest. The other couplings have the same order
of magnitude, therefore none of them can be neglected in the for-
mulation of H.

Overall the evaluated exciton couplings (Table 3) nicely com-
pare with values reported in literature for other organic crystals
or molecular aggregates (e.g. J ¼ 0:012 eV for nanotubes aggre-
gates [24] or J ¼ 0:008 eV for biological molecules [25]). Notably
the exciton coupling for dimer A is rather large due to close di-
pole–dipole interaction. By symmetry the on-site transition ener-
gies are equivalent for all four molecules within the crystal cell
and they have been approximated with the excitation energy of
the molecule (with geometry given by the X-ray diffraction data)
as: 3.48 eV (ZINDO) and 4.14 eV (TD-B3LYP/6-31G**).

4. Results and discussion

PNA has an intense UV–Vis absorption band centred around
� 4:2 eV in gas phase with no resolved vibronic structure [13]. This
absorption band red shifts in solution, with a strong solvatochro-
mism behaviour by changing the solvent polarity, from 3.8 eV in
cyclohexane to 3.3 eV in water [15].

Absorption UV–Vis spectra of solid crystalline PNA powders, to
the best of the authors knowledge, have not been reported in the
literature. Therefore we have proceeded with a measure in our lab-
oratory (thanks to Dr. A. Lucotti). The UV–Vis absorption spectrum
has been recorded by depositing a few drops of ethanol solution of
PNA on a QS SUPRASIL quartz slide (from Hellma, spectral range
200–2500 nm) and letting them dry completely. A thin polycrystal-

line deposit was obtained suitable for measurement with an inte-
grating sphere setup on a JASCO 570 V UV–Vis NIR spectrometer.

We show in the upper panel of Fig. 3 the UV–Vis absorption
spectrum of crystalline PNA powders at room temperature: the
main absorption band peaks around 3.0 eV, with a band-width of
� 1:8 eV (from 2.55 to 4.35 eV) and a satellite peak around
4.1 eV. Comparing the solid state absorption with the main intense
absorption band of PNA in gas phase [13] and in solution [15], we
observe an aggregation induced effect (crystal effect) which causes
an overall red shift and a broadening of the main exciton band
(from 4.2 eV in gas phase down to 3.0 eV in crystalline powders).

ZINDO (and also TD-DFT) simulations carried out on the iso-
lated PNA unit cell (containing four molecules) are not able to de-
scribe the absorption spectrum of crystalline PNA. In particular
ZINDO predicts two dipole allowed excited states, positioned at
3.34 eV ðf ¼ 0:43Þ and at 3.45 eV ðf ¼ 1:18Þ. These states do not de-
scribe the correct red shift and overall, can not account for the ob-
served broadening (see Fig. 3).

The experimental solid state absorption spectrum can be ration-
alised in the framework of Frenkel exciton theory and the previous
theoretical analysis (Section 3). Starting from the knowledge of the
exciton couplings Jpq (see Table 3) and of the on-site excitation
energy Xp, we can write the crystal hamiltonian of Eq. (7) for the
PNA crystal. The PNA unit cell contains four molecules, hence the

Table 3
Exciton couplings for all possible nearest neighbour PNA molecules in the crystal evaluated at ZINDO and TD-B3LYP/6-31G** levels. The distances between the centre of mass of
the molecules in each dimer are reported together with the i; j labels of both molecules and their cell indexes within the crystal (see also Fig. 1). The i index is always referred to a
molecule placed within the reference ð0; 0; 0Þ cell. These J values have been used to write the A and B appearing in Eq. (7).

Dimer ZINDO J
(eV)

TD-DFT J
(eV)

Mass centre distance
(Å)

i 2 ð0;0;0Þ j 2 ðn1;n2;n3Þ n1 n2 n3

A �0.1309 �0.0919 3.83 2 3 0 0 0
B �0.0362 �0.0439 4.61 1 2 0 0 0
D �0.0556 �0.0560 8.06 1 3 0 0 �1
F 0.0396 0.0328 6.03 1 1 0 1 0
G �0.0478 �0.0305 6.94 1 4 �1 0 �1
H 0.0179 0.0177 7.32 1 2 0 1 �1
I �0.0179 0.0017 7.70 1 4 �1 1 0
Q �0.0295 �0.0381 8.23 1 3 0 1 �1
S 0.0135 0.0107 7.53 1 3 �1 1 �1

Fig. 3. UV–Vis absorption spectrum of PNA crystalline powders at room temper-
ature (upper panel) and density of exciton states (eDOS) for the PNA crystal from
ZINDO simulations (lower panel). Labels are placed in correspondence of charac-
teristic features of the experimental spectrum which are also recognisable in the
calculated eDOS. See text for details.
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crystal exciton states originated from the first dipole-allowed ex-
cited state of PNA (S3 ¼ 3:47 eV , ZINDO) will result in four bands.

Rashba’s theory [2,9,16,26] asserts that, assuming a little band-
width of the phonon dispersion band, the absorption spectrum of
an organic solid turns to be proportional to the exciton density of
states eDOS (E):

Iabs / eDOSðEÞ ð16Þ

Excitons in PNA crystal can be optically created far from the C point
ðk ¼ 0Þ since the formation of an exciton with wave vector k can be
assisted by a coupled phonon with wave vector q ¼ �k. In this way
the conservation of momentum is guaranteed and excitations can
occur all over the first Brillouin zone (BZ) (�p < hi < p, i ¼ 1;2;3).

The exciton density of states obtained by diagonalising H (Eq.
(7)) within the first BZ is reported in Fig. 3 (bottom panel) and
compared with the experimental UV–Vis absorption spectrum, re-
corded on PNA powders. This eDOS is related to the four exciton
bands associated to the first optically allowed excited state of
PNA ðS3Þ. Thus the absorption band experimentally observed
around 5.0 eV is not accounted for by our calculations since it is
originated from higher excited states which have not been consid-
ered here.

From the comparison between the eDOS and the absorption
spectrum of PNA powders, we can observe that the eDOS is overall
centered on the main absorption band and that the eDOS width ni-
cely spans over the experimental band-width. Moreover, many
characteristic peaks of the eDOS are found in correspondence or
close to features of the experimental spectrum (see labels (i)–(v)
in Fig. 3). The absence of any absorption band below 3.0 eV (i),
the main band around 3.0 eV (iii) and the low intensity peak
around 4.1 eV (v) are well accounted for by the computed eDOS.

Also slight changes in the slope of the absorption, (ii) and (iv)
can be related with corresponding features of the eDOS.

Further insights on the description of excitons in PNA crystals
can be obtained from the analysis of the exciton band dispersion
in the first BZ. These have been obtained by diagonalising H along
high symmetry directions starting from the C point. The exciton
bands are reported in Fig. 4 together with the eDOS. We observe
that there are some directions along which exciton bands are
highly dispersive (C! E, C! Y , C! D) and directions along
which the bands are less dispersive (C! Z, C! B). The analysis
of exciton bands dispersion, which can be easily obtained with
the present approach, could be of use for the evaluation of exciton
mobility in organic crystals.

5. Conclusions

Molecular exciton theory, within the Frenkel approximation,
has been applied to describe the UV–Vis absorption spectrum of
PNA in its crystalline state. A method based on the evaluation of
the transition density matrix has been conceived in order to clas-
sify the excited states of molecular aggregates (specifically dimers)
on the basis of those of the single molecules, as extracted from the
aggregate. This method provides a detailed and satisfactory
description of excitons in the aggregate.

The crystal hamiltonian of PNA has been evaluated by deter-
mining all exciton couplings between nearest neighbours. The
resulting exciton density of states has been successfully used with-
in Rashba theory to analyse the features observed in the UV–Vis
absorption of PNA crystalline powders.

This demonstrates the applicability of both the TDM projection
method and the molecular exciton theory even in the description
of non-weakly interacting molecular crystal as the PNA crystal

Fig. 4. Exciton dispersion bands of the PNA crystal as calculated from diagonalisation of the crystal exciton hamiltonian along specific directions of the reciprocal lattice
reported in the first top panel.
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(characterised by dipole–dipole interactions and hydrogen
bonding).
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Quantum chemical calculations (DFT, TDDFT and ZINDO/S) of singlet and triplet exciton

couplings are presented and discussed for some acene derivatives (such as anthracene, tetracene,

9,10-di(phenyl)anthracene and 9,10-bis(phenylethynyl)anthracene). An accurate excited state single

molecule characterization has been carried out followed by an analysis of the inter-molecular

excitonic interactions, taking place in the crystalline phase. These have been correlated to exciton

coupling terms obtaining guidelines for the choice of molecular materials with large exciton

couplings. Such organic systems are likely to show multiexciton processes such as singlet fission

(SF) and triplet–triplet annihilation (TTA) which are useful in energy conversion phenomena to

be exploited in photonic and optoelectronic devices.

Introduction

Organic conjugated materials have become the centre of an

ever growing interest in the field of energy conversion and

storage.1–10 Organic photovoltaic (OPVC) solar cells are

indeed currently produced and available on the worldwide

market.6–8 In organic materials the conversion of the incoming

solar energy into electric current takes place in several steps

that occur inside the cell, namely: (i) exciton formation,

(ii) transport (i.e. diffusion), (iii) exciton dissociation (separation

of electron–hole pairs), (iv) transport of the carriers to the

electrodes and (v) extraction of the charges to the external

circuit.11 Every step has to be optimized in order to obtain a

good yield in the overall photoinduced process.1–4,11 Many

studies, both theoretical and experimental, have been carried

out during these years to find, for organic materials, structure–

property relationships which can help in the optimization of

solar energy conversion efficiency.1–4

One of the factors limiting the efficiency of conventional

single-stage OPVC solar cells having a single light-absorbing

phase is that part of the energy of the absorbed photons is

converted into heat and only the photons with energy close to

the energy gap of the absorbing medium can be used for

energy production.12 One way to improve the efficiency is that

of taking advantage of exciton multiplication processes such

as singlet fission (SF).12–17 In this process, an excited singlet

state of a chromophore (a) shares its energy with a nearby

molecule (b) in its ground state, producing a triplet excited state

for both a and b. If the two triplets are sufficiently independent

from each other to produce separated charge carriers, the

photocurrent per photon would pass from 1/3, for an ideal

single stage solar cell, to nearly 1/2 for SF cells.12,15–17

SF can be considered a special kind of internal conversion

and, like many other internal conversion processes, it can be

very fast particularly in molecular crystals. SF is closely

related to the inverse phenomenon, namely, triplet–triplet

annihilation (TTA), where two triplet states on two neighboring

chromophores (a and b) annihilate promoting one molecule

(a) in an excited singlet state, leaving the other one (b) in its

ground state.15–18 Both SF and TTA require that excitons,

either singlet or triplet, be easily excited, diffuse and interact.

In the case of molecular crystals, singlet excitons are short-

lived (Bns timescale) and may be delocalized over more than

one site, whereas triplet excitons are long-lived (Bms) and tend
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to be localized on a single site.15 In a perfect molecular crystal,

both types of excitons can move by random hopping.18–26 The

diffusion length is normally much smaller for singlet excitons

(B10 nm) than for triplet excitons (B10 mm) because of the

different lifetimes. The ability of excitons to diffuse, by follow-

ing a Förster or a Dexter like energy transfer process, depends

primarily on the magnitude of the exciton coupling (V), i.e. the

interaction energy between nearest neighbor molecules in their

excited states (in other words how the two molecules share

their energy). The larger the exciton coupling, the easier the

exciton transport and diffusion. Generally, for molecular

crystals, exciton couplings are large so that exciton diffusion

can be efficient, thus increasing the probability of exciton–

exciton interactions leading to SF or TTA processes.15,27,28

SF and TTA processes are highly affected both by intra-

(single molecule) and inter-molecular (supramolecular) prop-

erties. In SF, for instance, one necessary single molecule

property is that the excited state energy levels of singlets and

triplets satisfy the relation E(S1) Z 2E(T1).
12,15 As for supra-

molecular properties, SF (and also TTA) is affected by the

molecular organization (e.g. molecular packing in crystals, the

amount of ordered phases in blends), by the purity of the

crystalline phases, by the presence of defects (dislocations,

vacancies) or multiphases and also by temperature (that

determines the exciton hopping rate) and pressure.15

Within a molecular engineering approach, which has the

purpose of identifying the most performing molecular system,

one of the most important parameters which needs a thorough

study and optimization, is the exciton coupling (or resonance

transfer integral) V, which strongly depends on both the electro-

nic excited state structure and on the supramolecular organiza-

tion and packing, as widely discussed in the literature.26–38

Multi exciton generation in acene molecular crystals had

already been detected in 196539 for anthracene, and in 196840

for tetracene; SF mechanism has been indeed demonstrated on

the basis of delayed fluorescence measurements. In the case of

9,10-di(phenyl)anthracene (DPA) and 9,10-bis(phenylethynyl)-

anthracene (BPEA), TTA has been observed up to date in

solution with the presence of a sensitizer, such as an organo-

metallic complex. The heavy atom of the sensitizer enhances

the intersystem crossing rate (Sn - Tn) thus producing a large

number of triplet states from which the energy transfer to the

triplet state of BPEA or DPA occurs.41–43

In this paper we focus on the evaluation of exciton coupling

terms, for both singlet and triplet excitons, for different

molecular crystals belonging to the class of acenes such as

anthracene (1), tetracene (2) and two anthracene derivatives

namely, DPA (3) and BPEA (4) (molecular structures sketched

in Fig. 1).

We have calculated both intra- and inter-molecular proper-

ties for compounds 1–4, by using quantum chemical calcula-

tions both at the semiempirical ZINDO/S and ab initio DFT

and TDDFT levels. Singlet and triplet excited state energies

and transition dipole moment orientations have been evaluated

upon both DFT optimized structures and experimental geo-

metries from X-ray structures.44–49 For the calculation of

inter-molecular properties, on the basis of the experimental

X-ray structures, we have identified all the possible inter-

molecular interactions between pairs of nearest neighbor

molecules (dimers) and, in the frame of ZINDO/S and

TDDFT methods, we have evaluated the new excited state

electronic structures and properties for all molecular crystals

considered. For ZINDO/S calculations the classification of the

excited states of molecular aggregates and crystals has been

carried out on the basis of the transition density matrix

(TDM) projection method, as reported in a previous work.50

Both ZINDO/S and TDDFT exciton couplings have been

evaluated in the frame of the so called supramolecular

approach.29,51

Purposes of this work are:

(i) to screen exciton properties of molecular crystals of some

acenes widely used and studied for many optoelectronic and

OPVC applications;

(ii) to correlate the effect of different chemical substituents

(phenyl in DPA, and phenyl-ethynyl groups in BPEA) in the

anthracene core with the excited state energies and structures,

for both single molecules and crystals;

(iii) to provide useful guidelines for the development of new

materials with improved exciton interactions (in particular for

generating SF and TTA processes), thus providing enhanced

performances in the field of solar energy conversion;

(iv) to compare the reliability of different methods

(ZINDO/S vs. TDDFT) and functionals (B3LYP vs. CAM-

B3LYP), in associating each single molecule excited state with

the corresponding pair of dimer excited states present in the

molecular crystal.

Methods

Excited state properties for 1–4 (see Fig. 1) molecular crystals

have been studied in the framework of molecular exciton

theory,30,52–54 thus assuming that the excited state wave

functions in molecular aggregates are weakly influenced by

inter-molecular forces. Under this hypothesis, they can be

approximated by a linear combination of the excited state wave

functions of the isolated molecules. In particular for a molecular

dimer (ab) the Frenkel exciton Hamiltonian30,52,55 is given by:

H = Ha + Hb + Vab (1)

with Ha and Hb the Hamiltonian of the single molecules

composing the dimer and Vab the interaction term. Due to

the presence of the Vab term a generic excited state of the

isolated molecule is split into two dimer states whose wave-

functions, approximated eigenfunctions of the Hamiltonian in

eqn (1), are given as an in phase (jþ ¼ cac
0
acb þ cbcac

0
b) and

Fig. 1 Chemical structures of anthracene (1), tetracene (2), 9,10-

di(phenyl)anthracene (DPA, 3) and 9,10-bis(phenylethynyl)anthracene

(BPEA, 4). Long (x) and short (y) axes are also reported.
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an out-of-phase (j� ¼ cac
0
acb � cbcac

0
b) combination of the

product between the ground (ca/b) and the excited state

wavefunctions (c0a=b) of the isolated a/b molecules.30,54

The energy splitting of states j+ and j� is 2V where V is the

exciton coupling or resonance coupling integral, which is a

measure of how easily the excitation energy can be transferred

between molecules a and b.30

Optical and energy transport properties of a molecular

crystal or aggregate depend primarily on the magnitude of

the exciton coupling V.56–58

The exciton coupling V (that is the out of diagonal term of

eqn (1)) can be expressed as:32

V E VCoul + Vexch E VCoul + Vshort (2)

VCoul takes into account the Coulomb interaction terms

((aa0|bb0) integrals) and is long range, while Vexch (approxi-

mated as Vshort)33 contains the exchange interactions term

(e.g. Dexter like contribution (a0b0|ba) integrals).

V has been expressed via different approximations:29

(i) point dipole approximation (PDA), that is dipole–dipole

interactions between the two molecules:

V ¼ 1

n2
la � lb

R3
� 3
ðla � RÞðlb � RÞ

R5

� �
ð3Þ

where ma/b are the transition dipole moment vectors of the a/b

molecules, n is the refractive index of the medium and R is the

center of mass distance vector.

(ii) supramolecular method which consists in: (a) calculating

excitation energies of molecular dimers, (b) identifying the

dimer’s states j+ and j� associated to each excited state of

the isolated molecules and (c) evaluating the exciton coupling

V as:

V ¼ joþ � o�j
2

ð4Þ

for symmetric systems (oa = ob)

V ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðoþ � o�Þ2 � ðoa � obÞ2

q
ð5Þ

for asymmetric systems (oa a ob), where o+/� are the

energies of the dimer excited states, j+/� and oa/b are the

on-site excitation energies of the single molecule (a/b).

Vexch is proportional to the square of the inter-molecular

orbital overlap integral32,33 and it turns out to be important at

short inter-molecular distances.

In a supramolecular approach we do not discriminate

between these two terms (VCoul vs. Vexch) but we globally

evaluate the total exciton coupling V.29 However, it will be

important to consider eqn (2) when comparing singlet and

triplet resonance integrals, in which the exchange contribution

plays a different role53,54,56–59 (see later).

In this paper we calculate exciton couplings V for 1–4, by

considering nearest neighbor molecular pairs. The dimers have

been studied in vacuum (gas phase). However, we have

evaluated V, for the most interacting molecular dimers of

each class of compounds 1–4 (see Table 3 and Fig. 3), also

within the integral equation formalism (IEF) version of the

polarizable continuum model (PCM)60,61 in order to check

if there is a significant effect due to the crystalline field.

Both isotropic and anisotropic dielectric tensor constants62

have been considered, with dielectric constants ex = 4.0 and

ey = 2.5 (anisotropic case),62 and e = 3.0 for the isotropic

one,63 as reported in the ESI.w For compounds 1–3 the

calculated exciton couplings in PCM (both anisotropic and

isotropic cases), evaluated for centro-symmetric dimers (those

with maximum V, see Table 3), are not greatly affected by the

environment (see data in Table S1, ESIw). Only in the case of

compound 4 (BPEA) for the PCM isotropic dielectric tensor,

we observe a large decrease of V (see data in Table S1,

ESIw).64 However, it must be noted that in this case the choice

of the appropriate dielectric constants is particularly delicate

since the ‘‘conjugation’’ state of the molecule is different from

that of the other three cases and no experimental data are

available. In all cases, we have verified (see Table S1, ESIw)
that the physico-chemical description of the excited states

remains the same both in vacuum and in the PCM formalism.

For the above reasons we prefer to focus our discussion only

on the results obtained in vacuum.

Singlet and triplet excited state calculations on isolated

molecules and molecular dimers have been performed with

both semiempirical ZINDO and ab initio TDDFT methods.

From eqn (4) and (5) it is evident that the correct evaluation of

the exciton couplings relies on a correct assignment of the j+

and j� dimer states. To set the proper correspondence

between the excited states of the isolated a and b molecules

and those of the molecular dimers, we have proposed a direct

method for the classification of excited states in organic

crystals (or aggregates), based on the transition density matrix

(TDM) analysis (TDM projection method).50 Details are

reported in ref. 50; here we only recall the definition of the

TDM between the ground g and a generic excited state j:65

qj = hg|cwncm|ji (6)

where cwn and cm are, respectively, the creation and the

annihilation operators for the nth and mth atomic orbitals

(usually assumed to be orthonormal) and g and j are, respec-

tively, the wavefunctions of the ground and the jth excited

state. rj describes the g - j excitation process in terms of

changes in the electronic density.65 The TDM projection

method for singlet excited states has been used only in the

frame of ZINDO/S calculations.

Transition density matrixes have been evaluated also at the

TDDFT level, but the TDM projection method has not yet

been extended to this case. In this latter case the corres-

pondence between the excited states of the isolated molecules

and those of the dimers has been established on the basis of a

detailed analysis of the excitation energies, molecular orbitals

and coefficients involved in the transitions and the criterion

choice is that of the closest similarity.

The choice of DFT exchange-correlation functional is

fundamental in order to obtain a reliable description of the

excited state properties. For this reason we have carried out a

preliminary screening; BPEA has been taken as a test case

since no DFT calculations have been performed up to

date. We considered PBEPBE, B3LYP, PBE0, BHandH

functionals.66–69 Double (Pople, 6-31G**) and triple zeta

(correlation consistent cc-pVTZ) basis sets have been used in
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order to determine the effect of the basis set extension. BPEA

geometry optimization (ground state singlet S0) and excited

state energies (singlets Sn and triplets Tn) have been evaluated

for each combination of functional and basis set. Results

are reported in Table S2 (ESIw). B3LYP provides the best

compromise for an accurate description (according to experi-

mental data) of both S1 and T1 states. To correctly evaluate

the effect of intruder states51 and long range interactions,

especially in the description of molecular aggregates (dimers),70

we considered also the long range corrected (Coulomb

Attenuated Method) CAM-B3LYP functional,71 both for

isolated molecules and all the dimers of 1–4. All calculations

have been performed with the Gaussian09 code.72

Results and discussion

Study of singlets and triplets of isolated molecules

As already mentioned in the Introduction, exciton couplings

(V) are affected by both intra- and inter-molecular properties.

For this reason, before evaluating and discussing V, we have

carried out a thorough characterization of the excited state

(singlet S1 and triplet T1) properties of the isolated molecules 1–4.

Singlets. Molecular structures of 1–4 have been optimized

both at B3LYP and CAM-B3LYP levels with 6-31G** basis

set. Excited states have been calculated at ZINDO/S and

TDDFT levels on optimized DFT geometries. Excited state

calculations have been performed also on X-ray experimental

geometries.

In Table 1 we report the calculated excitation energies,

oscillator strength (f) and transition dipole moment (m0-1)

for the S0 - S1 singlet transitions on both DFT optimized and

X-ray geometries.

Anthracene, tetracene and BPEA optimized molecular

structures belong to the D2h point group; their S1 excited state

is of B2u symmetry and it is polarized along the y molecular

axis (transverse axis with respect to the anthracene core, see

Fig. 1). DFT optimized DPA belongs to the C2 point group;

S1 is of A symmetry, polarized along the y axis. For all

molecules the S1 state has a prevalent HOMO–LUMO char-

acter (see Fig. 2).

Even if the limits of the TDDFT method in predicting the

excitation energies of charge transfer states in p electron

conjugated systems are well known,71,73 our results are in

good agreement with the experimental data reported in

Table 1; TD CAM-B3LYP calculations are known to over-

estimate excited state vertical energies.

From Table 1 we can observe that both ZINDO/S and

TDDFT S1 calculated vertical energies of DPA and BPEA

shift downwards with respect to that of anthracene. In the case

of DPA the down shift is of the order of 1000–1500 cm�1 (both

TDDFT and ZINDO/S) while for BPEA, ZINDO/S predicts a

red shift of 4600 cm�1 and TDDFT of 6000 cm�1. The lowest

lying S1 state is predicted by TDDFT calculations for BPEA

while, in ZINDO/S calculations, the lowest lying S1 state is

found for tetracene, as is experimentally observed.

The addition to the anthracene core of phenyl (DPA) or

phenyl-ethynyl groups (BPEA) in 9,10-positions brings in a

global increment of the transverse (y axis) p-electron conjuga-

tion, which reduces the S0 - S1 optical gap.

In DPA the S1 down-shift is small because the DFT (both

B3LYP and CAM-B3LYP) optimized structure is non-planar,

with phenyl rings almost normal to the acene plane (dihedral

angle E 891), hence only a small increase of the p-electron
conjugation is expected. This is confirmed also by the analysis

of the calculated ZINDO/S transition density matrix (TDM)

and by the molecular orbitals (see Fig. 2) involved in the

S0 - S1 transition. The charge density variation occurring

during the S0 - S1 excitation is indeed very localized upon the

carbon atoms of the acene core (see bottom panel of Fig. 2),

without involving the lateral phenyl groups.

In contrast, in BPEA the triple bonds between the anthra-

cene core and the phenyl rings extend the p conjugation

transverse to the acene long axis inducing the planarization

of the phenyl rings and the S1 state is further down shifted.

The analysis of the TDM and of the molecular orbitals

Table 1 Vertical excitation energy (E), oscillator strength (f), transition dipole moment (m0-1) of the S0 - S1 transition evaluated at ZINDO/S,
TD-B3LYP and TD-CAM-B3LYP/6-31G** levels. S1 properties evaluated on both DFT optimized geometries (B3LYP and CAM-B3LYP) and
on X-ray crystalline structures are reported

ZINDO/S TD-B3LYP TD-CAM-B3LYP

E (S0-S1)/cm
�1 f m0-1/D E (S0 - S1)/cm

�1 f m0-1/D E (S0 - S1)/cm
�1 f m0-1/D Eexpt/cm

�1

B3LYP/6-31G** opt geom. CAM- B3LYP/6-31G** opt geom.
Anthracene 26 878 0.22 1.65 26 406 0.06 0.86 29 807 0.09 0.98 26 730a

Tetracene 20 446 0.25 1.93 20 102 0.05 0.91 23 654 0.08 1.14 21 130a

19 357b

18 712b

DPA 25 350 0.38 2.21 25 548 0.15 1.37 28 811 0.2 1.56 24 950c

BPEA 22 247 1.02 4.05 19 871 0.84 3.73 23 159 0.9 3.58 22 180c

X-ray geom.
Anthracene 26 673 0.23 1.70 26 203 0.06 0.87 29 056 0.09 1.01
Tetracene oa = 22 111 0.37 2.36 oa = 20 008 0.09 1.21 oa = 22 936 0.14 1.42

ob = 21 111 0.26 2.01 ob = 19 316 0.05 0.96 ob = 21 808 0.08 1.13
DPA 28 544 0.27 1.77 29 088 0.15 1.31 32 017 0.19 1.40
BPEA 21 093 0.96 3.87 20 568 0.79 3.55 22 971 0.88 3.54

a Experimental values (Eexpt) of lmax in n-heptane.74 b Experimental values (Eexpt) of lmax in solid state from ref. 15. c Experimental values (Eexpt)

of lmax in dimethylformamide (DMF).41,75
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involved in S0 - S1 (see Fig. 2) shows that the excitation is

delocalized across the whole molecular structure with large

contributions to rj also from the lateral groups (triple bonds

and phenyl rings) (see the ZINDO/S TDM map, Fig. 2

bottom).76

It is interesting to note that the increase of p conjugation

along the short anthracene axis (BPEA) produces the same

effect (red shift of the first dipole allowed transition) of an

increase of conjugation along the acene backbone, as indeed

observed for tetracene.

In tetracene the S1 excited state is calculated to be 6300 cm�1

lower than that of anthracene.

It is interesting to observe that notwithstanding the large red

shift of S1 obtained in going from anthracene to tetracene, the

molecular transition dipole moment (m0-1) related to the

S0 - S1 excitation is only slightly increased (both for

ZINDO/S and TDDFT, see Table 1). In contrast, in the case

of BPEA (4) m0-1 is more than twice the value of anthracene

(1) or tetracene (2) (m0-1
4 = 4.05 D vs. m0-1

2 = 1.93 D at

ZINDO/S and m0-1
4 = 3.73 D vs. m0-1

2 = 0.91 D at

TD-B3LYP levels). The reason why this happens is related

to the presence of the lateral phenyl-ethynyl groups which

open a transversal conjugation channel in the direction of the

transition dipole moment (y axis). (Note that this observation

will be important also for the rationalization of the calculated

singlet exciton couplings, see next section.)

In Table 1 we also report the properties of the S0 - S1
transition evaluated on experimental geometries both at

ZINDO/S and TDDFT levels. For anthracene and BPEA

only small differences in the S1 vertical excitation energy

and transition dipole moment are observed between DFT

optimized and X-ray experimental geometries. In the crystal,

compounds 1 and 4 retain an almost planar structure, and

small variations between calculated and experimental geometries

have been found.

Crystalline tetracene has two roto-translationally inequi-

valent molecules per cell,46,47 thus producing two different

on-site singlet excitation energies (oa and ob, see eqn (4) and

(5)). The differences in the on-site energies of tetracene calcu-

lated on optimized DFT or experimental X-ray structures have

been evaluated to be about 1000 cm�1, 700 cm�1 and 1100 cm�1

at ZINDO/S, TD-B3LYP and TD-CAM-B3LYP levels

respectively. Also in this case differences are not too large.

In contrast, in the case of DPA, the difference between the

S1 excited state energy, evaluated on the optimized or experi-

mental structures, is large (B3000 cm�1 for ZINDO/S,

B3500 cm�1 for TD-B3LYP and B3200 cm�1 for TD-CAM-

B3LYP). This overestimate can be ascribed to rather different

theoretical and experimental values for bond lengths and

angles.48 However, we expect that this discrepancy should not

affect the inter-molecular organization, preserving the analysis

carried out on the exciton coupling terms V that are mainly

dependent on inter-molecular distances and orientation.

Triplets. Triplet excited states have been evaluated with the

same procedure adopted for singlets. Calculated T1 energies

are reported in Table 2.

In this case we observe that TD-UB3LYP provides the best

agreement with experimental values. Both TD-UCAM-

B3LYP and ZINDO/S underestimate T1 energy, the latter

predicting energies about half the experimental values.

Fig. 2 (Top) Molecular orbitals (HOMO–LUMO) mostly involved

in the S0 - S1 transition for anthracene, tetracene, DPA and BPEA.

(Bottom) ZINDO/S TDM associated to the S0 - S1 excitation.

Numbers label the carbon atoms (as reported on the top panel). For

numbering see also Fig. S1 (ESIw). For DPA, numbers 15–20 and

21–26 refer to the carbon atoms of the phenyl groups. For BPEA,

15–16 and 23–24 refer to the triple bonds, while 17–22 and 25–30 to

the phenyl groups.

Table 2 Energy of triplet state T1, evaluated at ZINDO/S, TD-UB3LYP/6-31G** and TD-UCAM-B3LYP/6-31G** levels. T1 excitation energies
are reported for both optimized (B3LYP/6-31G** and CAM-B3LYP/6-31G**) and experimental geometries

ZINDO/S/cm�1 TD-UB3LYP/cm�1 TD-UCAM-B3LYP/cm�1 Eexpt./cm
�1

S0 optimized structures (B3LYP/6-31G**) S0 optimized structures (CAM-B3LYP/6-31G**)
Anthracene 8899 14 546 13 372 14 850a

Tetracene 5576 9088 6951 10 250b

10 082c

DPA 8035 14 023 12 841 14 275d

BPEA 6401 10 057 8922 12 340d

As extracted from X-ray data
Anthracene 8669 14 335 12 269
Tetracene oa = 5525 oa = 8914 oa = 5454

ob = 4349 ob = 7708 ob = 1611
DPA 11 850 18 754 17 483
BPEA 6867 10 704 8378

a Experimental values in n-heptane.77 b Experimental values in DMF,41 c Experimental values in solid state from ref. 15. d Experimental values in

DMF.78
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Compounds 2–4 exhibit red-shifts (with respect to anthracene)

of T1 similar to those observed for S1. DPA and BPEA are red

shifted, respectively, by about 500 cm�1 (in ZINDO/S) and

4500 cm�1 (in TDUDFT). Among the molecules considered,

the lowest lying T1 level is that of tetracene, in agreement with

the experimental findings.

As already observed in the case of singlets, the largest

discrepancy (B4000 cm�1) between the T1 energy evaluated

on the experimental structure and that on UDFT optimized

geometry has been found for DPA.

Our interest in the evaluation of T1 energy, both at the

single molecule and the crystal level (exciton splitting), is

justified by the fact that its position determines the mechanism

for its population, which is the first step in multiexciton

processes (e.g. SF or TTA). In particular, two population

mechanisms are possible: (i) direct population, using a laser in

resonance with T1 or (ii) excitation to higher singlet states able

to give rise to singlet fission.

The theoretical screening carried out in this work can help in

the choice of acene derivatives different from those already

studied in the literature such as anthracene or tetracene,

suitable for multiexciton processes in the solid state.

By recalling the energetic requirement for an efficient SF

(E(S1) > 2E(T1)) or TTA (E(S1)o 2E(T1)), one can note from

the data reported in Tables 1 and 2 that tetracene can exhibit

both up- and down-conversion mechanisms, as experimentally

revealed.15

Our calculations show that BPEA can, in principle, satisfy

the TTA requirement, being E(S1) = 19 870 cm�1 o 2E(T1) =

20 100 cm�1. Provided that (i) an efficient T1 population (e.g.

by resonant laser energy) is obtained and (ii) large triplet–

triplet exciton couplings are present, it is likely that TTA

phenomena can take place in BPEA molecular crystals.

Analysis of singlet and triplet exciton couplings

Once the properties of the first singlet (S1) and triplet (T1)

excited states of compounds 1–4 have been analyzed, we can

study how they are modified (crystal splitting) in the molecular

aggregates.

This study has been carried out by analyzing the crystalline

structure of 1–444–49 and by determining, for each crystal, all

possible nearest neighbor pairs of molecules in order to map the

inter-molecular interactions taking place inside the crystals.

There are four non-equivalent dimers (A, B, C, D) in

crystalline anthracene; eight dimers (A, A1, B, B1, C, C1, D,

D1) in tetracene79 and, in both DPA and BPEA crystals,

5 dimers (A, B, C, D, E/F). Their structures are reported in

Fig. S6–S9 (ESIw).
Each dimer has been analyzed in the framework of mole-

cular exciton theory30 as discussed in Methods section; we

have evaluated exciton couplings V for both singlet and triplet

states, according to the supramolecular approach (see eqn (4)

and (5)). The exciton coupling has been evaluated also

according to the PDA approximation (see eqn (3)), using the

transition dipole moments calculated at the TDDFT level

(see Table S3, ESIw). Even though it is well known that the

PDA approximation in the intermolecular distance regime we

are dealing with is not accurate,29 we refer to PDA because it is

useful to qualitatively rationalize the trends we obtain in terms

of transition dipole moments and molecular orientation.

Within the ZINDO/S approach we have obtained, for all

the 22 dimers considered, the TDM rj for both the dimer (ab)

and the constituting molecules (a and b) in order to establish

the correct correspondence between their excited states. Once

the dimer excited states (j+ and j�) have been correlated to

those of the single molecules (see Table S4–S7 (ESIw) for

exciton coefficients and assignment), we obtained the exciton

couplings V by using eqn (4) and (5).

Regarding TDDFT calculations, to set the proper corres-

pondence between dimer and single molecule excited states,

energies, molecular orbital coefficients involved in the excited

state determinant and oscillator strengths have been used as

guidelines80 (see Table S7–S10, ESIw). The same kind of

approaches has been used in the case of triplet states.

Singlet and triplet couplings V are collected in Table 3

together with the mass center distance (R) between the two

molecules constituting the dimer.

The calculated singlet exciton couplings are in good agree-

ment with the values reported in the literature for similar

molecular aggregates;51 in particular ZINDO/S calculations

on anthracene crystals agree very well with those reported by

Philpott and Spano.81,82

Considering the couplings evaluated at the ZINDO/S level

we can observe that in anthracene, tetracene and DPA mole-

cular crystals there is only one dimer with a large singlet

exciton coupling (i.e. dimer B (230 cm�1) for anthracene, B1

(137 cm�1) for tetracene and D (107 cm�1) for DPA); in

contrast, in BPEA all dimers show large singlet couplings

(A: 353 cm�1, B: 135 cm�1, C: 188 cm�1, D: 244 cm�1,

F: 200 cm�1) with absolute values higher than those evaluated

for anthracene or tetracene crystals. This behavior can be

qualitatively explained, as mentioned in the single molecule

analysis (see previous section), with the presence in BPEA of a

large transition dipole moment (m0-1 = 4.05 D, ZINDO/S)

transverse (y axis) to the acene long axis (x axis). Since m0-1 is

twice that of anthracene/tetracene (m0-1 = 1.65 D/1.93 D, see

Table 1), in the frame of the PDA approximation (see eqn (3)),

we should expect an exciton coupling four times that of

anthracene/tetracene (considering the same dimer geometry).

Since the actual dimer local geometry (distances and relative

orientations) is different from that of the isolated molecule,

BPEA exciton couplings are less than four times those of

anthracene or tetracene.

TDDFT exciton couplings evaluated with the PDA according

to eqn (3) (see Table S3, ESIw) nicely correlate with those

obtained in the supramolecular approach, even if absolute

values are strongly overestimated because of the small inter-

molecular distances. For further details and the numerical

values for the case of PDA, we refer to the ESIw data.

Another peculiar feature of the BPEA crystal is that, due to

the presence of lateral phenyl-ethynyl groups, even if the

distance between mass centers is significant (e.g. dimers B

or C with R = 18.9 Å), the singlet exciton coupling can be

substantial. This effect can be qualitatively rationalized again

by using the transition dipole moment approximation relation-

ship (see ESIw) for V (e.g. V E ma�mb/R3): in BPEA ma and

mb are transverse to the core, pointing in the direction of the
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external phenyl groups and, even if R is relevant, the scalar

product (ma�mb) is so large (dipoles being perfectly aligned in

the same direction (see Fig. 3)), that a noticeable exciton

coupling (A dimer: V = 353 cm�1) is obtained.

The most interacting (ZINDO/S) dimers of compounds 1–4

are sketched in Fig. 3. For both anthracene (1) and tetracene

(2) these dimers lie onto the highest packing plane ({0,0,1} see

Fig. S10–S11, ESIw) with molecules shifted along the b crystal

axis. In this configuration, the transition dipole moments of

both molecules (a and b) of each dimer point in the same

direction, giving rise, as a proof of concept, to a large scalar

product (ma�mb) hence a high exciton coupling (V1 = 230 cm�1

and V2 = 137 cm�1).

In crystalline DPA (3), molecules are arranged in a herring-

bone fashion (see Fig. S4 and S8, ESIw). Phenyls, as previously
observed (see Fig. 2), are not involved in the electronic

transitions and act as spacers keeping the molecules far apart

and screening exciton interactions. Dimer D is the only one

where a direct interaction between molecules can take place

resulting in a moderate value of V (D dimer: V3 = 107 cm�1).

Finally, in dimer A of BPEA (4), the two molecules are

nearly superimposed, thus resulting in a very strong exciton

interaction, of 353 cm�1 (large Coulomb and exchange con-

tribution, see eqn (2)). In Fig. 3 for BPEA we also report dimer

B which, notwithstanding a large R (18.9 Å), presents a

relevant exciton coupling (135 cm�1).

In conclusion, laterally substituted anthracene derivatives

exhibiting a large transverse p-electron conjugation with a close

packed crystalline structure are good candidates for having organic

systems with large exciton couplings and, probably, good coherent

energy transport (if spectral overlap is good enough).26,36

Fig. 3 Molecular dimers with the largest (ZINDO/S) singlet exciton

coupling. Black arrows indicate the direction of the transition dipole

moment ma and mb. Red arrows indicate the center of mass distance

between pair of molecules.

Table 3 Singlet and triplet exciton couplings V (cm�1) evaluated with the supramolecular approach at the ZINDO/S and TDDFT (B3LYP and
CAM-B3LYP/6-31G**) levels; mass centre distances R (Å) between molecules constituting each dimer are reported. The largest (singlet and
triplet) exciton couplings are highlighted in bold

R/Å

Singlet Triplet

ZINDO/S
V/cm�1

TD-B3LYP
V/cm�1

TD-CAM-B3LYP
V/cm�1

ZINDO/S
V/cm�1

TD-UB3LYP
V/cm�1

TD-UCAM-B3LYP
V/cm�1

Anthracene
A 5.2 76 121 29 4 23 29

B 6.0 230 157 256 6 20 15

C 9.9 34 12 27 4 25 27

D 11.2 44 15 21 0 0 0

Tetracene
A 4.8 88 a a

87 146 425

A1 5.1 46 369 a a a a

B 6.1 49 8 13 5 7 12
B1 6.1 137 107 134 1 0 3
C 12.3 a 247 83 31 109 125
C1 13.4 a a a 38 a a

D 13.6 20 113 25 0 0 1
D1 13.6 11 80 2 0 0 0

DPA
A 10.7 35 29 23 0 0 0
B 8.6 32 313 50 0 2 2
C 8.6 66 48 61 0 0 0
D 8.1 107 80 96 0 0 0
E 8.1 54 265 25 1 0 0

BPEA
A 5.6 353 754 221 120 171 183

B 18.9 135 165 160 0 0.0 0
C 18.9 188 291 231 0 2 1
D 10.0 244 255 262 0 7 7
F 8.5 200 212 215 0 0 1

a In the case of tetracene, some of the calculations on a few dimers yield an imaginary value for V. This is due to the fact that Do+/� and Doa/b

(evaluated on experimental geometries) (see eqn (5)) are very similar so that their difference is practically zero (either 0+ or 0�).
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The same analysis has been carried out at the TD-B3LYP/

6-31G** level. As it can be seen from Table 3, TDDFT

couplings are of the same order of magnitude of the

ZINDO/S ones (see the case of anthracene). In some cases

(e.g. DPA and especially BPEA) TDDFT couplings are larger

than ZINDO/S’s. This overestimate has been justified in recent

works by Mennucci and Curutchet.51 Usually the overestimate

of TDDFT couplings is due to an unbalanced description of

the excited states involved in the molecular aggregate. In some

instances, the lowest state is too low and, generally, at the

TD-B3LYP level there are fictitious low-lying excited

states51,80 that make the evaluation of the couplings very

difficult or incorrect. For many dimers, especially those of

tetracene, we find intruder states lower in energy than the first

real split dimer state. Moreover, it is also known that in

molecular complexes with excitation-energy transfer the

TD-B3LYP intruder low-lying state has a marked charge-

transfer (CT) character. The error in the evaluation of the

excitation energies of these TD-B3LYP CT excited states

usually leads to an underestimated optical energy gap.83 To

gain a better understanding and to correctly predict the

character of the low lying dimer excited states we have

performed calculations also with the long range corrected

Coulomb Attenuated Method, TD-CAM-B3LYP. With

TD-CAM-B3LYP most of the intruder low lying singlet states

have been removed (see Fig. S13–S16, ESIw) and the calcu-

lated singlet exciton couplings are now in a much better

agreement with those predicted by ZINDO/S.

In any case, it is interesting to note that for BPEA also

TDDFT calculations (both B3LYP and CAM-B3LYP) yield

large/moderate singlet exciton couplings for all the dimers.

This means that for BPEA, contrary to the other compounds

(1–3), exciton interactions are non-directional at all levels of

calculation.

From the above discussion on singlet exciton couplings, we

can derive some useful (both intra- and inter-molecular)

structure–property relationships:

(1) in the case of anthracene and tetracene, there are only

few large exciton couplings which are indicative of anisotropic

exciton interactions in the crystal resulting, probably, in

exciton propagation along well defined directions (identified

by dimers B and B1 for anthracene and tetracene, respectively).

Furthermore, for both crystals, we calculate strong singlet

exciton interactions in the {0,0,1} crystal plane and small

interactions between planes (see Fig. S10–S11, ESIw);81

(2) in the case of DPA small singlet exciton couplings have

been predicted at both ZINDO/S and TD-CAMB3LYP levels,

because phenyl rings prevent an efficient crystal packing (DPA

is indeed the only molecule with a non-planar geometry);

(3) BPEA is the only molecule that presents large singlet

exciton couplings for all the dimers considered, thus showing

isotropic inter-molecular singlet exciton interactions.

From the above three points we can conclude that the intro-

duction of the p-conjugated chemical groups (phenyl-ethynyl)

along the direction of the transition dipole moment of the

anthracene core (9,10 positions, y axis) enables a good crystal

packing, where molecules can arrange themselves in an efficient

p–p stacking structure, thus resulting in large inter-planar inter-

actions (in spite of rather large inter-molecular distances).

As in the case of singlets, we have calculated also triplet

exciton couplings at both ZINDO/S and TDDFT levels (see

values reported in Table 3), for all the 22 dimers considered.

For the calculation of triplet exciton couplings we have used

the supramolecular approach verifying, in every case, that the

low lying triplet state of the dimer is well separated in energy

from the other states (see Fig. S15–S16, ESIw) so that it is

possible to rule out excited state mixing.

From the values reported in Table 3 we can observe that

triplet exciton couplings are always smaller (in some cases also

by one or two orders of magnitudes) than the singlet counter-

part; this effect can be explained recalling eqn (2) reported in

Methods section.

The exciton coupling V is calculated as a sum between a

Coulomb and an exchange term; the latter depends on the

square of the inter-molecular overlap integral that is large

at short distances and adds a negative contribution to V

(see eqn (15)–(17) in ref. 55). Jortner et al.59 have evaluated

triplet exciton couplings in molecular crystals of naphthalene,

anthracene and biphenyl, finding values around 5–10 cm�1, in

very good agreement with our results on anthracene (4–6 cm�1

at ZINDO/S and B20 cm�1 at TDDFT levels).

Contrary to singlet exciton couplings we find that triplet

interactions are more selective. In BPEA, for instance, only the

dimer with the largest singlet exciton coupling (A) presents

also a large triplet coupling (Vsinglet = 353 cm�1 vs. Vtriplet =

120 cm�1 (ZINDO/S) or Vsinglet = 221 cm�1 vs. Vtriplet =

183 cm�1 (TD-CAMB3LYP), see Table 3). All the other

dimers have vanishing or small triplet exciton couplings

(few cm�1). The rationale behind this behavior is the following:

in the case of dimer A both molecules are superimposed with a

small inter-molecular distance (R = 5.6 Å), thus favoring a

good inter-molecular wavefunction overlap; in all the other

BPEA dimers instead, molecules are far apart (large R)

resulting in a small (or null) wavefunction overlap.

Also triplet couplings in DPA can be rationalized; in this

framework all DPA dimers have a small wavefunction overlap

(large inter-molecular distance and/or unfavorable relative

orientation) so that very small triplet exciton couplings are

expected (see values in Table 3). As already seen in the case of

singlet exciton couplings, TDDFT slightly overestimates

triplet couplings, especially in the case of anthracene dimers.

For the case of tetracene instead, ZINDO/S predicts a

relatively large triplet exciton coupling for dimer A (V =

87 cm�1); TDDFT, in particular TDCAM-B3LYP, over-

estimates the triplet exciton coupling and this behavior is

probably related to the erroneous evaluation of the site energy

(oa and ob). It is to be mentioned that dimer A is the only

dimer in which both ZINDO/S and TDDFT methods predict

a large triplet exciton coupling.

From the above analysis carried out on both singlet and

triplet exciton couplings at ZINDO/S and TDDFT levels, we

conclude that:

(1) by increasing the transverse (y axis) p-electron conjuga-

tion, i.e. from anthracene to BPEA, both singlet and triplet

exciton couplings increase;

(2) BPEA, thanks to the high crystalline packing and the

large transition dipole moment along the y axis, presents

relevant singlet exciton couplings along each crystal direction,
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both inside a crystallographic plane and between planes

(see Fig. S11, ESIw).
(3) DPA, because of the perpendicular phenyl rings, exhibits

a less dense crystalline structure, thus resulting in small singlet

and triplet exciton couplings.

(4) triplet exciton couplings, heavily affected by the inter-

molecular wavefunction overlap, are smaller than singlet

exciton couplings and are non-vanishing only for specific

dimer geometries (i.e. crystallographic direction).

(5) BPEA, which exhibits the largest transverse p-electron
conjugation and transition dipole moment, shows the most

relevant singlet and triplet exciton couplings among the

anthracene derivatives considered in this study.

As mentioned in the Introduction both in anthracene and

tetracene crystals, multiexciton generation phenomena such as

SF and TTA have been observed.15 These results seem in

agreement with our findings, indeed both anthracene and

tetracene have large singlet and triplet exciton couplings

(Vsinglet E hundred of cm�1 and Vtriplet E tens of cm�1) thus

favoring, in the frame of Förster (singlet) or Dexter (triplet)

theories, efficient diffusion and/or interaction mechanisms.

The larger the exciton coupling the higher the interaction

and hence, with a favorable spectral overlap, the longer the

length travelled (i.e. diffusion mechanism) by the exciton. As

the distances travelled increase, exciton–exciton interactions

become more probable and multiexciton processes such as SF

and TTA should take place.

To the authors’ knowledge, either SF or TTA processes have

not yet been measured in BPEA single crystals. In this quantum

chemical investigation we suggest BPEA as a good candidate

for having efficient multiexciton phenomena in the solid state.

The following criteria can be suggested as guidelines for the

choice of the most suitable acene derivatives for SF and/or

TTA processes: (i) large transverse p-electron conjugation and

transition dipole moment (intra-molecular properties); (ii)

planar molecular structure and (iii) efficient molecular packing

and supramolecular organization (inter-molecular properties).

Conclusions

In this paper we have presented a comprehensive study on

exciton properties of molecular crystals of anthracene (1),

tetracene (2) and some acene derivatives (3–4, Fig. 1). The

effect of extended p-electron conjugated groups, attached to

the anthracene core, on electronic and optical properties, has

been investigated for both single molecules and molecular

aggregates, with semiempirical (ZINDO/S) and ab initio

(TDDFT) calculations. In particular, focusing on the single

molecule properties, we have shown that the first dipole

allowed excited state S1 and the triplet state T1 down shift in

energy by increasing the transverse p-electron conjugation

(e.g. in BPEA). Furthermore, in BPEA the transition dipole

moment m, related to the S0 - S1 transition (along the

transverse, y axis), is more than twice that of anthracene and

tetracene. This property is fundamental in determining singlet

exciton inter-molecular interactions (singlet exciton couplings)

in molecular crystals with an efficient packing.

In the frame of exciton theory and by using the supra-

molecular approach singlet and triplet exciton couplings for

1–4 molecular crystals have been evaluated. The transition

density matrix projection method has been used together with

ZINDO/S theory to properly assign each dimer excited state

on the basis of single molecule states. In the TDDFT study of

the excited states of molecular aggregates both B3LYP and

CAM-B3LYP functionals have been tested.

Among the molecular crystals studied, BPEA presents the

largest singlet and triplet exciton couplings (both at the

ZINDO/S and the TDDFT level). In the case of singlets we

have found that: BPEA shows for all dimers, representative

of different crystallographic directions, large singlet exciton

couplings (hundreds of cm�1), while anthracene, tetracene and

DPA present only few dimers with large couplings. The

behavior can be qualitatively rationalized in the frame of the

point dipole approximation (Förster theory).

Triplet exciton couplings are, for compounds (1–4), smaller

than the corresponding singlet couplings and are more

sensitive to the relative molecular orientation and position

(intermolecular wavefunction overlap). Also in this case,

BPEA has the largest coupling which has been obtained for

the dimer with maximum inter-molecular wavefunction overlap.

More accurate quantum chemical calculations, such as multi-

configurational MCSCF, coupled clusters single/double

CCSD or Moller–Plesset methods (MPn), better describe the

singlet/triplet wavefunction overlap, giving a more reliable

description of the excited state properties and exciton

coupling, as reported in some works.84–87 In addition, also

DFT-D functionals, as those implemented by Grimme et al.,88,89

can be considered for a better description of the dispersion/

correlation contributions affecting the exact calculation of the

exciton coupling. However, these methods are too demanding

for our purposes or are out of the scope of this work. Our

quantum chemical study can be considered as a preliminary

investigation for finding guidelines to design molecules to be

used for optoelectronic devices, which present, in the solid

state, multiexciton generation phenomena (as SF and TTA).

In particular we found that, for the class of anthracene

derivatives, the increment of the transverse p-electron conjugation
can have two major effects on the intra-molecular properties:

(i) the decrease of both S1 and T1 energies and (ii) the increase

of the transition dipole moment m0-1.

The effect of the transverse p-electron conjugation on inter-

molecular properties is twofold: (i) large singlet exciton

couplings in all crystallographic directions (isotropic), and

(ii) large triplet exciton couplings.

In conclusion BPEA can be proposed as a good candidate

for SF and/or TTA processes since it has low lying singlet and

triplet excited states (efficient population) and large exciton

couplings (efficient exciton diffusion).
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Chapter 3

Vibrational spectroscopy of
polymeric crystals

3.1 Introduction

Polymeric materials find application in several fields and they are practically
ubiquitous in our everyday life. Moreover, new possible applications can be
forecast thanks to the development of new polymer based nanomaterials
[70, 71] or to the development of innovative production techniques, that
allow to obtain more and more complex morphologies [72, 73]. Thanks to
these advances, the use of polymers in innovative fields, like nanomedicine
[3], biomaterials, optics [74], electronics [75] and energy conversion [76] have
currently become promising fields of research.

From a more fundamental point of view, the development of new and
more performing materials requires an adequate knowledge of structure-
properties relationships. In this regard, vibrational spectroscopy techniques,
namely Infrared (IR) and Raman spectroscopies, have been very important
tools for the characterization of polymers and for the study of their physico-
chemical properties and they have been widely used in the past [77, 78]. IR
and Raman spectroscopy have been fruitfully used to study the conformation
of molecular chains in semicrystalline polymers, to determine the structure
of conformational defects and to follow their evolution with temperature
[79, 80]. They have given also important contributions to the study of the
intermolecular forces that held together the polymer chains in the solid phase
and that are responsible for the mechanical properties of these materials
[81]. Moreover, since the vibrational problem is strictly connected with
the electronic structure of the material, Zerbi and co-workers have used
Raman spectroscopy to study the connection between structural, vibrational
and electronic properties of semiconducting polymers and polyconjugated
materials [4, 5].

In spite of the amount of information accessible by means of vibrational

41
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spectroscopy, the interpretation and the assignment of the vibrational spec-
tra of polymeric systems is not an easy task, because of the presence of
different contributions in the spectrum of the material, arising from i) de-
fects, ii) polymorphism, iii) interfaces and, obviously, iv) contributions from
the crystalline and v) from the amorphous phase, that is always present for
this class of materials. As a consequence, it is not unusual to find ambi-
guities and debates in the literature on the interpretation of the IR and
Raman spectroscopic data and on the assignment of the spectral features.
In this sense, the possibility to adopt computational techniques able to pre-
dict the structure and the spectroscopic response of polymeric materials has
always been considered with interest, in order to ease the analysis and to
support the assignments of the experimental data. However, the application
of molecular simulations of the spectroscopic response to complex systems as
polymeric materials has been quite limited in the past, because of the lack-
ing of computational resources and codes. Molecular dynamics calculations
based on classical force fields have been presented in the past [82] but these
methods do not allow to predict the vibrational spectra. On the other side,
ab-initio simulations are effective in predicting the vibrational spectrum but,
due to their high computational cost, they have been used in the past only
considering very small models as molecular fragments (oligomeric approach)
or isolated infinite polymeric chains [83], that are not always suitable for the
prediction of the properties of polymer materials in the solid phase. How-
ever, thanks to the recent increase of the computational resources and to the
development of computational codes, it has been possible to extend the use
of quantum chemical tools to large systems and some new investigations on
the structural and spectroscopic properties of polymers by means of ab-initio
methods have been presented in the last years [84, 85, 86, 87, 88, 12]. As an
example, the current implementation of the CRYSTAL09 [89] code allows
to carry out DFT simulations on periodic systems characterized by a large
unit cell (i. e. containing a few hundreds of atoms) and to simulate their IR
spectrum. CRYSTAL09 makes use of atomic gaussian basis sets according
to the MO-LCAO procedure and it exploits the full symmetry of the system.
Moreover, the recent implementation of the interatomic pairwise potential
method for the description of the van der Waals forces (see Section 3.2.1)
and of the Berry phase approach for the calculation of the IR intensities of
periodic systems make the CRYSTAL09 code the ideal tool for the study of
the structure and spectroscopic response of semi-crystalline polymers.

In this chapter, we carry out Density Functional Theory (DFT) calcula-
tions (performed with both CRYSTAL09 [89] and GAUSSIAN09 [90] codes),
to study the structure and the IR response of some polymeric systems, for
which some debates and ambiguities in the assignment of the vibrational
spectra have been raised in the past: the α crystalline form of nylon 6,6,
the α and γ forms of nylon 6 and the conformation of polymeric chains of
poly(tetrafluoroethylene) in the crystalline phase. The recent development
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of new polyamide based nanoclays [70] and nanofibres [72, 73] have renewed
the interest of scientists on this class of polymers but, for an in-depth char-
acterization of their properties by means of IR spectroscopy, a revision of
the vibrational assignments is mandatory, due to the several open questions
that are still present in the literature. The simulation and the revision of
the IR spectrum of crystalline nylon 6,6 is the issue of the paper in attach-
ment c. (D. Galimberti, C. Quarti, A. Milani, L. Brambilla, B. Civalleri
and C. Castiglioni; “IR spectroscopy of crystalline polymers from ab-initio
calculations: nylon 6,6”, Vib. Spectroscop. in press).

Besides, polymorphism represents another source of complication in the
case of single-numbered polyamides (nylon n, with n even). In these sys-
tems, two main stable crystalline structures can be found: the α form,
characterized by a planar conformation of the chains and stable for n 6 6,
and the γ form, with a gauche conformation of the bonds close to the amide
groups and stable for n > 6. Polyamide 6 is a very peculiar case for both
fundamental and practical applications, since the two polymorphs are quasi-
isoenergetics, with estimated energy differences for the two forms of the order
of 1 kcal/mol, such that they can occur simultaneosly in the sample. The
calculation of the IR spectrum of the α and γ polymorphs of polyamide 6
and their assignment are presented in attachment d (C. Quarti, A. Milani,
B. Civalleri, R. Orlando and C. Castiglioni; “ Ab initio calculation of the
crystalline structure and IR spectrum of polymers: nylon 6 polymorphs”; J.
Phys. Chem. B, 116:8299-8311, 2012).

In attachment e (C. Quarti, A. Milani and C. Castiglioni; “Ab initio
calculation of the IR spectrum of PTFE: helical symmetry and defects”;
J. Phys. Chem. B, 117:706-718, 2013) we carry out a revision of the IR
spectrum of crystalline PTFE, with the support of DFT calculations. The
structural characterization of PTFE by means of IR spectroscopy is quite
complex because its IR spectrum is characterized by few, broad bands, typi-
cal of systems containing a large concentration of conformational defects. In
attachment e we adopt models of regular chain (treated as 1-D crystal) as
well as models of chain segments carrying conformational defects, in order to
address the contributions from the ordered phase and from defects to the IR
spectrum. In particular, we focus on the assignment of the doublet falling
at 638-626 cm−1, which is the only spectral feature showing an evolution
with the temperature and which interpretation has been subject of a long
debate in the literature.

In our studies, we consider both oligomeric models, infinite polymer
chains and polymer crystals for the study of the structure and spectroscopic
response of polymeric materials. To the best of the author’s knowledge, it
is the first time that the IR spectroscopic response of polymeric materials is
studied with ab-initio techiques, considering the whole 3-dimensional crystal
(see attachment c and d), thus taking into account explicitly also the effects
of the intermolecular interactions.
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Van der Waals interactions are crucial for the stabilization of polymers
in the solid phase but the description of these interactions by means of
standard ab-initio techniques is inadequate. The origin of the difficulty
in the description of the van der Waals interactions by means of DFT is
briefly described in section 3.2.1. A list of the methods that are effective
in describing these interactions is presented and the interatomic pairwise
vdW potential method, used in the present work, is discussed. Advantages
and limitations of this approach are highlighted and its main parameters are
explained (see section 3.2.1).

In order to properly analyze the effects of the intermolecular interactions
on the vibrational spectra of highly crystalline polymers and to distinguish
between markers of crystallinity and markers of regularity 1, we devel-
oped an “ad-hoc” method, named the eigenvectors projection method. This
method is conceptually similar to the density matrix projection method pre-
sented in the previous chapter and it consists in comparing mathematically
the normal modes of the crystal with those of the isolated infinite regular
polymer chain, in order to establish a correspondence between IR bands
of the crystal with those of the isolated chain. This method is a valid al-
ternative to the procedure of visualization of the eigenvectors, which can
be combersome for the case of crystals containing more than one chain per
unit cell and that is always characterized by a large degree of arbitrariness.
A detailed description of the eigenvector projection method is reported in
Section 3.2.2.

3.2 Methods

3.2.1 Description of the van der Waals interactions

The correct description of Van der Waals (vdW) interactions is among the
most important challenges for electronic structure based methods. We now
discuss briefly on the origin of these interactions. An expression for the
van der Waals interaction between two non overlapping atoms or molecular
fragments is represented by the well known Lennard-Jones potential:

VvdW (r) =
C12

r12
− C6

r6
(3.1)

where r is the inter-atomic distance and the C12 and C6 coefficients fix the
position and the depth of the potential minimum. The repulsion part of

1Regularity markers are those bands that are not actually markers of a specific pack-
ing motif but they can be found on polymer chains with a given regular conformation as
well as in all 3-D crystals characterized by the same regular conformation of the chains
belonging to the original cell. At the opposite, crystallinity markers are peculiar of a
specific packing motif; thus they arises from the intermolecular interactions taking place
between different chains and they cannot be found in other crystalline structures as well
in the isolated chain [91].



3.2. METHODS 45

the potential in Eq. 3.1 is consequence of the Pauli exclusion principle,
while the attraction part arises from quantum fluctuations of the electronic
densities of the two fragments: the fluctuating electronic density of the
fragment n°1 interacts with the fluctuating electronic density of the frag-
ment n°2 through long range electronic correlation. Such interaction can
be described as a induced dipole/induced dipole interaction that results in
a stabilizing contribution which decays as r−6 [15], as shown in Eq. 3.1.
Since correlation is the main ingredient of the van der Waals interactions,
their description falls naturally in the field of the correlated wave-function
based methods. In this framework, coupled cluster with singles, doubles and
perturbative triple excitations (CCSD(T)) and second order Möller-Plesset
perturbation theory (MP2) are the typical methods used for the description
of the intermolecular interactions [92, 93, 94, 95]. However, these methods
are computationally demanding and they are not suitable for large systems.
On the other side, DFT is a cheaper method that can, in principle, man-
age with these interactions but the standard, widely used LDA, GGA and
hybrid exchange-correlations functionals provide a wrong description of the
attractive part of the potential or they do not predict the correct minimum
energy (see the left panel of Figure 3.1). This happens because these func-
tionals are based on “local” or “semilocal” approximations, that are clearly
unsuitable for describing the long range correlation.

Figure 3.1: Performance of widely used PBE and B3LYP exchange corre-
lation functionals in describing van der Waals intermolecular interactions
for the Kr2 and the benzene dimer. Reference potential energy surface is
calculated at CCSD(T) level of theory. Figure taken from REF [96].

A great effort has been therefore devoted to the development of models
for the exchange-correlation functionals that express the long range disper-
sion as explicit functional of the electron density [97, 98, 99, 100]. Calcula-
tions with these methods revealed computationally efficients and they have
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been successfully applied to study the crystalline structure of polyethylene
[99].

In this work of thesis we use a more pragmatic approach, often refered in
the literature as interatomic pairwise vdW potential method. It consists in
adding an attraction contribution EvdW of the form C6/r

6 “a posteriori” to
the energy obtained from the Self Consistent Field (SCF) calculation ESCF :

E = ESCF + EvdW (3.2)

with the following form for the van der Waals interactions:

EvdW = −s6
nat−1∑
i=1

nat∑
j=i+1

Cij6
r6ij

fdmp(rij) (3.3)

where nat is the number of atoms in the system. Eq. 3.3 thus considers
the vdW interactions between all the couples of atoms of the systems. The
term s6 is a scaling factor that depends on the level of the SCF calculation.
The damping function fdmp instead has the following meaning: since the
repulsive part of the van der Waals interactions, due to the Pauli exclusion
principle, is already taken into account correctly in the SCF calculation, the
damping function guarantees that the van der Waals correction of Eq. 3.3
goes to zero at interatomic distances that are much shorter than the true
equilibrium position and it becomes effective at medium and large distance.
Many forms of the damping function have been proposed in the literature
[101, 102, 103, 104, 105] but the most used one is given by:

fdmp(rij) =
1

1 + e−α(rij/r0−1)
(3.4)

where r0 is the sum of the atomic van der Waals radii. Eq. 3.4 guarantees
that the correction in eq. 3.3 decays to zero fast enough to avoid spurious
effects in the description of the covalent and ionic interactions.

The present approach tracks back to the seventies [101] and it has the
advantage of being computationally cheap and accurate, thus it is the best
choice for treating very large systems (i.e. systems with hundreds of atoms).
In addition, this approach has been recently implemented in the new version
of the CRYSTAL code [106]. Nevertheless, the use of empirical parameters
to fit the intermolecular potential makes the present approach more sim-
ilar to “force field” based methods rather than to an ab-initio treatment;
the transferability of the empirical parameters indeed is a matter of in-
vestigation. About the choice of the Cij6 parameters, two approaches are
reported in the literature: Grimme uses constant parameters that fit the
results of calculations carried out at higher levels of theory [107, 108, 109],
while Tkatchenko determines them from first-principle calculations [110].
Clearly, the second approach is more flexible since it takes into accout the
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effect of the environment and of the hybridization state of the atoms in the
systems under investigation. However, according to Grimme: “changing the
C6 values by ±10% has only a small impact on the results when compared
to other theoretical or experimental data, which show, in general, relatively
large scattering” [107]. In our work we consider the C6 parameters with
values fixed at 0.14, 1.75, 1.23 and 0.70 J nm6 mol−1 respectively for H,
C, N and O (taken from ref. [108]). On the opposite, the van der Waals
radii, r0, affect heavily the results of the calculation. In order to address
the effects ot this set of parameters on the equilibrium geometry and on the
energetics of crystalline polymers, we made use of three different sets of van
der Waals radii:

set 1) parameters proposed by Grimme in REF [108]

set 2) parameters proposed by Civalleri in REF [106]

set 3) parameters proposed by Bondi in REF [111] for C, N and O atoms
and that proposed by Civalleri in REF [106]for the H atom.

The numerical values for these sets of parameters are reported in Table 3.1.
The remaining parameters are taken from the original work of Civalleri:

s6=1.00 for the B3LYP method and α = 20. Summation in Eq. 3.3 is
carried carried out for all the couples of atoms within a cutoff distance of
25 Å (default in CRYSTAL09).

Table 3.1: sets of van der Waals radii in Eq. 3.4 for the description of the
van der Waals interactions used in attachment c and d.

reference H (Å) C (Å) N (Å) O (Å)

grimme 2006 [108] 1.0010 1.6100 1.3970 1.3420
civalleri 2008 [106] 1.3013 1.5246 1.4668 1.4091
our works [111] 1.3013 1.7000 1.5500 1.5200

3.2.2 Eigenvector projection method

The advantage of ab-initio methods for the simulation of the (IR) spectro-
scopic response resides in the fact that they provide a complete solution of
the vibrational problem: vibrational frequencies, IR intensities and atomic
displacements from the equilibrium positions for each normal mode are in-
deed provided. In addition, they allow to investigate systems that are hardly
accessible to experiments, like the infinite polymeric chain with regular con-
formation. All this information can be used properly to address the effect of
intermolecular interactions on the IR spectroscopic response of crystalline
polymers: by comparing the spectrum of the isolated, infinite regular chain
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with that of the crystal, it is possible to address the effect of the inter-
molecular interactions in terms of band splitting and shifting and in terms
of the enhancement and redistribution of IR intensities. In this ground,
a methodologic problem is the development of an unambiguous and unar-
bitrary connection between the spectral features of the isolated chain and
those of the crystal. Is there the possibility to establish a rigorous mapping
between the normal modes of the isolated chain with those of the crystal?

For this task, we developed a method that is conceptually similar to the
transition density projection method used for studying exciton in organic
crystal (see Section 2.2.3). The present method is named eigenvector pro-
jection method and it consists in projecting the eigenvector associated to
the i-th normal mode of the crystal on the eigenvector associated to the
j-th normal mode of the chain. The detailed procedure of the eigenvector
projection method used in attachments c and d is the following:

i) starting from the hessian matrices of the infinite chains, Fchain, and
of the 3D crystal, Fcry, we re-diagonalize the vibrational problem ex-
pressed in the mass weigthed cartesian coordinates:

(Mcry)−1/2Fcry(Mcry)−1/2Lcry = ω2Lcry
(Mchain)−1/2Fchain(Mchain)−1/2Lchain = ω2Lchain (3.5)

where Mcry/chain are respectively the matrix of the masses for the
crystal and for the isolated chain.

ii) we decompose the generic i-th eigenvector associated to the crystal in
the contributions from the first, the second, ... the α-th chain of the
crystals, L1i , L2i ... Lαi ;

iii) we ensure that the numbering of the atoms of the isolated chain is
the same of the atoms of the chain extracted from the crystal and
that the eigenvectors of the two systems are referred to the same ref-
erence system. This step often requires to re-arrange the order of the
compontents of the L vector and/or to suitably rotate the cartesian
reference system;

iv) we project the portion of the i-the eigenvector associated to the α-th
chain of the crystal, Lαi , on the j-th eigenvector of the isolated chain
Lchainj with a simple scalar product:

(Lαi ,Lchainj ) =
∑
h

(Lαi )h (Lchainj )h (3.6)

In this way, we describe the normal modes of the whole crystal in terms
of the normal modes of the isolated chain. The advantage of using the
vibrational problem in the mass weighted coordinates (see Eq. 3.5) is that
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it becomes hermitian, thus we can take advantage of the orthonormality of
both the crystal and the single chain eigenvectors.

The eigenvector projection method gets back to the methodology of
describing the normal modes of complex systems on simpler or physically
meaningful basis sets, for instance, on the basis of maximally localized modes
or on the basis of the single constituents of complex systems [112]. When
a given normal mode of the crystal shows a large projection on a specific
normal mode of the isolated chain and negligible projection all the others,
then we can state that the two normal modes coincident; we are thus able
to establish the effects of the intermolecular interactions by measuring the
frequency shift and the variation of the IR intensity from the isolated chain
to the crystal.

The present method allows also to distinguish the IR marker bands of the
crystal as regularity or crystallinity bands. When a normal mode of the
crystal is associated to a normal mode of the isolated chain and the two show
close frequency values and comparable intensity, we can state that the mode
is peculiar of the regular conformation but it is quite insensitive to the crystal
packing. In this case, the associated band is defined regularity band. At
the opposite, when a normal mode of the crystal is associated to a normal
mode of the isolated chain showing a different frequency and/or remarkable
intensity change, this means that the normal mode in the crystal is affected
by specific intermolecular interactions and also by charge fluxes associated
to them [113]. In this case, the associated band is defined crystallinity
band.

3.3 Publications

In this section the results of our investigations on the structure and IR
spectroscopic response of crystalline polymers are briefly presented and dis-
cussed. Attachments c and d deal with the structural investigation and the
revision of the assignment of IR spectra of two polyamide systems. In attach-
ment e a critical discussion on the IR spectrum of poly(tetrafluoroethylene),
PTFE, is presented.

Attachment c)

“IR spectroscopy of crystalline polymers from ab-initio calculations: ny-
lon 6,6” D. Galimberti, C. Quarti, A. Milani, L. Brambilla, B. Civalleri and
C. Castiglioni; Vib. Spectroscop. accepted for publication.

In the first work on the structure and IR spectroscopic response of
polyamides, we have applied DFT method to study the crystalline α phase of
nylon 6,6. This system represents an interesting test case for the application
of electronic structure calculations for several reasons. On the one hand, its



50CHAPTER 3. VIBRATIONAL SPECTROSCOPYOF POLYMERIC CRYSTALS

crystal structure is characterized by just one polymer chain per unit cell and
thus it requires a limited computational effort. Moreover, this system is not
affected significantly by polymorphism effects and thus the interpretation of
the IR spectrum of crystalline samples should be quite straighforward. In
addition, even if the IR spectrum of nylon 6,6 has been studied since long
time, there are still some ambiguities and debates on some assignments that
need to be solved.

At first, we have carried out a geometry optimization of the crystalline
structure of nylon 6,6 with DFT method, at the B3LYP/6-31G(d,p) level
of theory, with periodic boundary conditions (PBC) along the three crys-
talline axis and imposing the space group symmetry determined from X-ray
diffraction experiments (P 1̄ space group). Van der Waals interactions have
been described with the interatomic pairwise vdW potential method pre-
sented in section 3.2.1. The same calculation has been carried out on the
isolated, infinite chain by imposing the PBC along the chain axis. For the
description of the van der Waals interactions we used only the Grimme pa-
rameters of the set 3 reported in Table 3.1. The computed cell parameters
are reported in Table 2 of attachment c and they show good agreement with
the experimental one, obtained from X-ray diffraction.

The IR spectrum has been calculated on the optimized structure of both
the crystal and the infinite polymer chain. The resulting spectra are re-
ported in Figure 2 of the attachment c and they are compared with the
experimental IR spectrum of a crystalline sample of nylon 6,6. A very good
agreement between the theoretical spectrum of the crystal and the exper-
imental data is found, while the spectrum of the polymer chain does not
parallel the general experimental pattern. The fact that the isolated chain
model is not adeguate for reproducing the IR spectrum is meaningful and
it points out the importance of intermolecular interactions in affecting the
spectroscopic response of nylon 6,6, as expected because of the presence of
strong hydrogen-bond interactions. A revision of the marker bands previ-
ously proposed in the literature has been carried out on the basis of our
theoretical results: the ambiguities related to the assignments found in the
literature are solved and new markers are proposed.

A further analysis has been carried out to describe more in detail the
marker bands previously confirmed, as well as the most intense IR bands. In
particular, we were interested in classifying all these bands as crystallinity
or regularity bands [91]. To this aim, we have compared the IR spectrum of
the crystal with that of the polymer chain and we have used the eigenvector
projection method illustrated in Section 3.2.2, in order to establish a rigorous
correspondence between the normal modes of the former and those of the
latter. Through this analysis it has been possible to associate each normal
mode of the crystal to its “parent” mode of the polymer chain, whenever
possible. The results of our revision on the assignment of the IR spectrum
of nylon 6,6 are summarized in Table 6 of attachment c.
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The successful prediction of the IR spectrum of nylon 6,6 in the crys-
talline phase demonstrates that our approach is effective in describing the
spectroscopic response of complex systems as polyamides, whose structure
is dictated by a detailed balance of intramolecular forces, van der Waals
interactions and hydrogen bonding. The novelty of our approach resides in
considering the whole crystal as a model and not adopting only the isolated
polymer chain model with regular conformation or even simpler oligomeric
models [83, 84, 85, 86]. The results obtained demonstrate that quantum
chemical calculations have currently reached the maturity to tackle com-
plex systems as crystalline polymers. We expect that, in the next future,
these methods will be successfully applied not only for the spectroscopic
characterization of polymeric systems but also for the study of a variety of
problems dealing with their physico-chemical properties.

Attachment d)

“Ab initio calculation of the crystalline structure and IR spectrum of
polymers: nylon 6 polymorphs” C. Quarti, A. Milani, B. Civalleri, R. Or-
lando and C. Castiglioni; J. Phys. Chem. B 116:8299-8311, 2012.

In a second paper, we have investigated polymorphism effects in nylon 6
by means of DFT calculations. Polymorphism is very common in molecular
based materials and it is one of the key features ruling their properties, both
at the nanoscale and at the macroscale. Nylon 6 is a very peculiar case, since
it presents two stable crystalline forms, namely the α and the γ form, that
are quasi-isoenergetic. Thus, real samples can present simultaneously both
the forms and they can undergo phase transition as result of the processing
or external conditions. The possibility to characterize real samples of ny-
lon 6 with vibrational spectroscopy techniques is therefore highly coveted;
unfortunately there have been some debates and contraddictions in the lit-
erature on the assignments of some IR marker bands of the two polymorphs.
Here, we use the CRYSTAL09 code to compute the IR spectra of both the
α and γ polymorphs of nylon 6 and to propose a revision of the previous
assignments.

We have first carried out a geometry optimization of both the α and the
γ crystalline forms, at the B3LYP/6-31G(d,p) level of theory, using periodic
boundary conditions and imposing the space group symmetry obtained from
X-ray diffraction studies (P21 and P21/a respectively for the α and the γ
form). Also in this case, we used the interatomic pairwise potential method
(see Section 3.2.1) to describe van der Waals interactions, with all the three
sets of van der Waals radii reported in Table 3.1. We have optimized also the
structure of the infinite, isolated chains “extracted” from the two crystalline
forms, which are characterized by two different regular conformations. The
cell parameters of the two polymorphs have been computed with all the three
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sets of van der Waals radii and they are reported Table 3.1. A general good
agreement between theory and experiments is found, with the set 3 that
provides the best estimate of the cell parameters (see Table 2 of attachment
d).

For both the α and γ polymorphs, we have then carried out the calcula-
tion of the IR spectra on the optimized structure of both the infinite chains
and the crystals and we compared them with the experimental spectra. Also
in this case, the theoretical spectra of the crystals nicely reproduce the pat-
tern shown by the experimental spectra, expecially in the region between
1500-900 cm−1, where the marker bands of the two polymorphs are found.
On the opposite, the IR spectra calculated on the isolated infinite chains
do not reproduce the experimental IR data and this points out again the
influence of intermolecular interactions on the (IR) spectroscopic response
of polyamides. A deeper analysis of the region between 1500-900 cm−1 al-
lowed to solve the ambiguities found in the literature on the assignment of
the marker bands of the two polymorphs, confirming the validity of some
marker bands and proposing some new one. The marker bands of the two
polymorphs are summarized in Table 7 of attachment d. A more exhaustive
analysis about the effect of intermolecular interactions on the IR spectra of
nylon 6 polymers has been done by comparing the IR spectrum calculated
for the crystal with that of the polymer chain. We used the eigenvector
projection method, presented in Section 3.2.2, to establish the correspon-
dence between the normal modes of the crystal and those of the polymer
chain. The results of this analysis for both the α and γ polymorphs are
reported respectively in Table 4 and 5 of attachment d. The revision of the
assignments of the marker bands of the two polymorphs are summarized in
Table 6, together with the classification of the most intense IR bands into
crystallinity/regularity bands.

As in the previous paper on nylon 6,6, this work demonstrates that ab-
initio computational techniques are now viable to predict the structure and
the vibrational spectroscopic response of polymer crystals. In the present
case, our approach proved to be effective for studying a complex phenomenon
such as polymorphism. In fact, both the α and the γ structures have been
predicted to be stable in nylon 6 and their calculated IR spectra showed a
good correspondence with the experimental data. We expect therefore that
these methods can be fruitfully employed for more comprehensive studies of
polymorphism in polyamides.
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Attachment e)
“Ab initio calculation of the IR spectrum of PTFE: helical symmetry

and defects” C. Quarti, A. Milani and C. Castiglioni; J. Phys. Chem. B
117:706-718, 2013.

In this paper we use DFT calculations to shed light on the debated as-
signment of the IR spectrum of crystalline poly(tetrafluoroethylene), PTFE.
The structural characterization of PTFE is not an easy task, because of the
presence of two phase transitions at room temperature, at 19 °C and 30
°C, in which disorder in the crystalline phase is observed, in addition to the
usual presence of fully amorphous regions. During the first phase transition,
at 19 °C, the conformation of the chains changes from a 136 helix to a 157
one [114], while at the second transition the chains keep the 157 regular
conformation but the supramolecular crystal packing sligthly modifies [115].
In addition, also a crystal phase with all-trans conformation of the chains
has been observed at high pressure [116]. IR spectra of PTFE recorded at
different temperature do not show any marked change that can be related
to the phase transition; only the relative intensity of the doublet at 638-626
cm−1 evolves with the temperature, within a range that exceeds the temper-
atures of the phase transitions, going from 19 °C to about 50 °C. The higher
component of this doublet 638-626 cm−1 has been associated to the regular
PTFE chains with 157 and 136 helical conformation, while two assignments
for the lower component were proposed in the literature: i) Brown assegned
it to a conformational defect, consisting in the reversal of the helical direc-
tion, i. e. a helical reversal defect. Such defect should not be hindered by
the supramolecular packing, since the chains can hold their axis (i.e. they
do not change direction); ii) Zerbi instead, on the basis of calculations with
an empirical force field carried out on infinite isolated chain models with
157, 103, 41 and 21 helical conformation, assigned the lower component of
the doublet to chain segments with an all-trans (21) conformation.

In this work, we revise the assignment of the IR spectrum of semicrys-
talline PTFE by means of DFT calculations. We have first performed again
the calculations proposed by Zerbi on systems with 157, 103, 41 and 21 heli-
cal structures, by using the state-of-the-art B3LYP/Ahlrichs-TZVP method.
In addiction, we considered also the 136 conformation, in order to investi-
gate on the phase transition. These calculations have been performed on
both infinite chains and finite oligomers, respectively with the CRYSTAL09
and GAUSSIAN 09 code. Calculations show that no clear IR markers as-
sociated to the phase transition from the 136 to the 157 conformation can
be found. Moreover, they show that no active IR bands associated to the
21 helical conformation can be found in correspondence with the doublet
638-626 cm−1. Thus, based on our calculations, the assignment proposed
by Zerbi should be reconsidered.

We considered then the effects of conformational defects on the IR spec-
trum of PTFE. A model for the helix-reversal defect has been taken from
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REF [117] and it has been re-optimized at B3LYP/Ahlrichs-TZVP level of
theory on two oligomeric models: C16F34 and C28F58. Our calculations
demonstrated that the helix-reversal defect is actually a local minimum
conformation for both the C16F34 and the C28F58 oligomers. Calculated
IR spectra of both the C16F34 and the C28F58 oligomers with helix-reversal
defects present a IR band at 628 cm−1 (frequency not rescaled), in good cor-
respondence with the lower component of the 638-626 cm−1 doublet. These
results confirm the assignment proposed by Brown, that the 626 cm−1 is
due to the formation of helix-reversal defects. In addition, we have carried
out a conformational analysis on the C8F18 oligomer, in order to address
the effect of the amorphous phase on the 638-626 cm−1 doublet and on the
1000-700 cm−1 frequency region, traditionally associated to the amorphous
component.

The conclusion reached concerning the assignment of the lower compo-
nent of the 638-626 cm−1 doublet clarifies the nature and the behaviour of
PTFE at the molecular scale. The small signal from the 626 cm−1 band of
the IR spectrum of PTFE at temperature well below the first phase tran-
sition demonstrates that this material is characterized by a large concen-
tration of helix-reversal defects already at low temperature and the steadily
increase of the intensity of this band between 19 and 30 °C shows that the
phase transition is accompanied by a large increase of the concentration of
these defects. These findings support the suggestion of Kimmig et Al. that
the phase transitions in PTFE are transitions from a state where intermolec-
ular interactions are dominant to a state where intramolecular interactions
prevail [118].
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Abstract 

The IR spectrum of Nylon 6,6 in the crystalline  phase is computed by means of dispersion-

corrected Density Functional Theory calculations carried out with periodic boundary conditions on 

the crystal.  The results are carefully compared to experimental spectra through a detailed analysis 

of different frequency regions and focusing on the spectroscopic markers of crystallinity or 

regularity (i. e. of the regular conformation of the polymer chain). The previous assignments, based 

exclusively on experimental or semi-empirical investigations, are critically revised, demonstrating 

that state of the art computational methods in solid state chemistry can provide tools to obtain an 

unambiguous description of the vibrational properties of the crystalline phases of macromolecular 

materials. In particular, the ambiguities related to the assignment of some debated bands of 

crystallinity/regularity are solved. The structural and vibrational properties are interpreted on the 

basis of the peculiar intra and intermolecular interactions occurring in polyamides.   
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1. Introduction 

Despite the widely spread application of vibrational spectroscopy methods for polymer systems 

[1-4] also in the industrial environment, the study of polymers structure and of their vibrational 

properties by means of quantum chemical approaches is only at its early stages. While molecular 

dynamics simulations and periodic first principles calculation encountered a large success for the 

investigation of the crystal structure of macromolecules, few calculations have been carried out for 

the accurate prediction of the vibrational spectra of polymers, due to the fact that quantum chemical 

calculations of a suitable level of theory are required to this aim. The investigation of the vibrational 

properties of polymers and the assignments of the IR spectra for practical and analytical purposes 

have been based mainly on experimental works or semiempirical calculations. It is thus not rare to 

find contrasting assignments, different interpretations and also some ambiguities in the past 

literature. More recently, ab-initio calculations have been often carried out by taking into account 

small molecular models (i.e. short oligomers), according to the so-called “oligomer approach” [5-9] 

but only in the last years, ab initio calculations of IR spectra of polymers explicitly exploiting the 

translational symmetry have been presented [10-19], thanks in particular to the new computational 

tools that have been implemented and that are now routinely available. Furthermore, accurate 

computational models for a correct description of intermolecular interactions in the framework of 

density functional theory became available only recently [20-23] and they are mandatory for a 

reliable study of molecular crystals, especially in the case of soft materials such as polymers. 

In this class of materials, polyamides are well recognized and widespread in our everyday life. 

Furthermore, the development of new systems such as nanocomposites [24,25], electrospun 

nanofibers [26-34] and their application in the field of biomaterial and nanomedicine are currently 

promising fields of research. However, some fundamental chemical/physical phenomena related to 

the interplay between intra- and inter-molecular interactions are currently investigated both 

experimentally and theoretically aiming at the development of structure/property relationships 

based on a molecular approach, in connection with related characterization techniques. 

Furthermore, the complexity of these interactions has been the main responsible of the ambiguities 

which are present in the literature, lacking the support of a suitable computational investigation.  

In this paper, we want to explore the application of the new computational tools now available for 

the description of polymeric materials in the crystalline state, presenting a computational study 

based on Density Functional Theory (DFT) calculations augmented with an empirical dispersion 

correction (DFT-D) [20,21] of the IR spectra of NY6,6 by using the CRYSTAL09 code [35,36]. 

The calculations take into account the space group symmetry for the accurate simulation of the 

vibrational properties of crystalline molecular materials. In the case of vibrational spectroscopy of 
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polymers, this code has been successfully applied to few cases, namely to the case of syndiotactic 

polystyrene [10-12], polyglycine [13], nylon 6 polymorphs [18] and polytetrafluoroethylene [19]. 

In Section 3.2 the DFT-D computed crystal structure of the α form of NY6,6 will be compared with 

the experimental structure and the predicted IR spectra will be used to give an interpretation of the 

experimental spectra in the different frequency ranges. Their interpretation and the detailed 

assignment of the spectroscopic markers of crystallinity or regularity are reported in Section 3.3. 

 

2. Materials and Methods 

The present computational study has been carried out by applying the same procedure adopted in 

our previous work on Nylon 6 polymorphs [18]. Full geometry optimization of the structure and the 

calculation of the IR spectra of the NY6,6 chain in its regular conformation (1D model chain, rod 

symmetry group  P
_

1 , isomorphous to the Ci point group) and of the crystal (triclinic cell, P
_

1  space 

group) have been carried out by means of the CRYSTAL09 code [35,36],  in the framework of DFT 

and adopting periodic boundary conditions (PBC).  We chose  dispersion-corrected B3LYP [37,38] 

exchange-correlation functional together with the 6-31G(d,p) basis set. As starting guess structures 

for the calculations, we considered the experimentally determined crystal parameters and atomic 

coordinates reported by Bunn et al. [39] for the  form of NY6,6, sketched in Fig. 1. 

 

 

Fig. 1: Sketch of the crystalline structure of the NY6,6 crystal,  phase. 
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The geometry optimization and frequency calculation on the infinite polymer chain, required  to 

discuss the spectroscopic markers of regularity vs. crystallinity, have been carried out by using as a 

starting guess the chain structure extracted from the crystal, according to the point group Ci.  

Vibrational frequencies and eigenvectors obtained for the 1D model chains have been used for the 

interpretation of normal modes of vibration observed in the crystal, according to the procedure 

presented in Ref. [18] and summarized in the Supplementary Data. 

All the DFT calculations included the Grimme’s correction for dispersion interactions [20-23] 

(DFT-D), using the parameters adopted for Nylon 6 and reported in Table 1.  

 

Table 1: List of the numerical values adopted in calculations for the parameters C6 and RvdW 

occurring in Grimme’s correction EDisp for dispersion interactions [20,21] 

(
6

,

6

)1/(6
,1

1

gij

ij

g ij
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R
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e
sE

vdWgij
 


 ). A cutoff distance of 25.0 A was used to truncate direct 

lattice summation. C6 are in units of J nm
6
mol

-1
 and their values have been taken from Ref. [20,21] 

while RvdW  are in unit of A. For the “d” parameter a standard value of 20 has been chosen and for 

s6 parameter a value of 1.00 [23]. 

Atom 
C6 

(J nm
6
mol

-1)
 

RvdW 

(A) 

H 0.14 1.3013 [23] 

C 1.75 1.70 [40] 

O 0.70 1.52 [40] 

N 1.23 1.55 [40] 

 

 

In all calculations, the atomic positions and the lattice parameters were fully optimized while 

normal frequencies calculations (at Γ point) have been carried out on the optimized geometries by 

diagonalization of the (numerically computed) Hessian matrix. 

To compare the computed and the experimental data, the calculated frequencies were scaled by 

0.97. This value has been determined in order to match the Amide I band computed for the crystal 

with the corresponding one in the experimental spectrum. 

In this paper, the computational parameters adopted have been selected on the basis of the results   

obtained  in the cases of NY6 [18], for which the comparison of different parameters has been 

made: future works should be carried out to investigate systematically the effect of the choice of 
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DFT functional, of the basis set and of the the parameters used for Grimme’s correction on the final 

crystal structure and IR spectra.  

NY6,6 samples were prepared as self-standing thin film, with thickness ranging from few to tenths 

μm, by means of Doctor Blade technique using a formic acid solution of NY6,6 pellets (5% in 

weight kept under magnetic stirring for 1 hour) deposed on glass. All the samples were heated at 

50°C in a oven for 1 hour in order to remove the formic acid and then detached from the glass. IR 

absorption spectra of the polymer films have been recorded with a FT-IR Nicolet Nexus 

Spectrometer (resolution 1 cm
-1

, 128 scans).  

 

3. Results and Discussion 

3.1 Prediction of NY6,6 crystal structure 

In Tab. 2 we report the DFT-D computed values for the cell parameters of  NY6,6  crystal, 

compared with the experimental values. The c vector  coincides with the chains axis, a lies in the 

plane which contains  hydrogen bonds while vdW packing occurs along b direction. Hydrogen 

bonded distances, intra and inter-sheet distances between the axis of adjacent chains (respectively a 

sin and b sin) are also compared.  

 

Table 2: Experimental [39] and DFT-D computed cell parameters for α NY6,6. Distances are in A, 

angles in degrees. Experimental values are also reported for comparison. Intra and intersheet 

distances between the axis of adjacent chains (a sin and b sin) and torsional angles i (referred to 

the backbone atoms) next to the amide group are reported. In the last column the absolute and 

percentage ∆ between experimental and DFT-D values are reported. 

 Experimental [39] B3LYP/6-31G(d,p) ∆ (exp-DFT-D) 

a  4.90 4.98 -0.08/-1.63% 

b 5.40 5.29 +0.11/+2.04% 

c 17.20 17.48 -0.28/-1.63% 

 48.50 45.37 +3.13/+6.45% 

 77.00 74.14 +2.86/+3.71% 

 63.50 62.37 +1.13/+1.78% 

RO…N 2.8 2.89 -0.09/-3.21% 

a sin 4.77 4.79 -0.02/-0.42% 

b sin 4.04 3.76 +0.28/+6.93% 

 

 

 

1 174 167 +7/+4.02% 

2 169 166 +3/+1.78% 
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A satisfactory agreement is found between experimental and DFT-D values and only minor 

discrepancies are observed. As observed also in the case of Nylon 6 [18], these discrepancies are 

dependent on the parameters used for Grimme’s correction and by using different choices for van 

der Waals radii, non negligible variations can be observed for the cell parameters, in particular for 

those directions dominated by weak  packing forces (b parameter). Furthermore, it should be noted 

that thermal effects can have an important role in modulating cell parameters in polyamides 

crystals, as reported by Itoh [42]. Any comparison with DFT values (obtained by a full geometry 

optimization i.e. at 0 K) should be thus carried out carefully. Considering in particular the 

intramolecular torsional angles around the amide group ( value in Table 2), a larger deviation from 

transplanarity is predicted by calculations with respect to the experimental values.  

 

 
Fig. 2: Comparison between experimental and DFT-D computed IR spectra (crystal and single 

chain model) in the frequency range below 2000 cm
-1

 (scaling factor 0.97). 

 

 

3.2 IR spectra of NY6,6 

In Fig. 2 we report the comparison between the experimental and DFT computed IR spectra of 

NY6,6 in the frequency range 2000-500 cm
-1

 which is the most important for practical application. 

The spectra computed both for the infinite polymer chain and the crystal are reported: as expected, 

in the case of polyamides, the occurrence of hydrogen bonding prevents the interpretation of the 

experimental spectra on the basis of a single, infinite chain model but the whole crystal needs to be 

considered. This is particularly true in the case of Amide I and Amide II bands, whose frequencies 

and intensities are significantly influenced by hydrogen bonding. As described in Section 3.3, the 

comparison between the IR spectra of the infinite chain and the crystal is anyway useful, since it 

gives the possibility to assign the marker bands sensitive to the crystal packing (e.g. crystallinity 

bands) or mainly due to the existence of a regular conformation of the chains (e.g. regularity bands). 
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This issue is particularly important in the case of NY6,6 since many of the discrepancies found in 

the literature [43-64] concern the assignments of some bands as marker of crystallinity or regularity, 

thus affecting their use in practical applications.  

 

Table 3: Wavenumbers of the most important experimentally determined IR marker bands of 

NY6,6  proposed in the literature by different authors [43-64]. 

 wavenumber  (cm
-1

) of marker bands in the IR spectra  

Crystallinity 906, 936, 1200, 1466, 1460, 2946 

Regularity 1474, 1417 

Amorphous 924, 1136, 1140 

Reference 1630 

Uncertain 1180, 1144, 1224, 1329 

 

The spectrum computed for the crystal in Fig. 2 reproduces accurately the experimental spectrum 

even in minor details and the pattern in both frequencies and relative intensities shows a very good 

agreement. In the following, the different frequency ranges will be analyzed in detail, focusing in 

particular on the marker bands previously proposed in the literature and which are summarized in 

Table 3. 

 

3.2.1. 800-1100 cm
-1

 frequency range 

 

Fig. 3: Comparison between experimental and DFT-D computed IR spectra for α-NY6,6 in the 

wavenumber range 1100-800 cm
-1

 (scaling factor: 0.97).  

 

In this frequency region, important marker bands are found for polyamides crystals: also in  the case 

of NY6,6, the two bands observed at 936 and 906 cm
-1

 are usually assigned as marker of 

crystallinity [43-53]. However, a significant discrepancy is present in the literature: based on 

906 

936 

900 

921 

1077 998 
1049 

1029 
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previous observations [54], Quintanilla et al. [50] state that the band at 936 cm
-1

 is a marker of the 

trans conformation of the chain, independently of the presence of a crystal phase (i.e. it is a 

regularity band). Such assignment would prevent a diagnosis of crystallinity in real samples based 

on the detection this band, as well as its quantitative determination through the measured absorption 

intensity.  In Section 3.3 we will show that DFT-D calculations carried out on the isolated chain 

(1D model chain) can unravel this ambiguity and confirm that both these bands (predicted at 921 

and 900 cm
-1

, scaled values) are markers for the NY6,6 crystal. In addition to these two bands, Fig. 

3 shows that the pattern of the four main bands observed between 1080 and 980 cm
-1

 in the 

experimental spectrum is reproduced by the calculations, where four bands are indeed predicted. 

 

3.2.2. 1100-1500 cm
-1

 frequency range 

 

Fig. 4: Comparison between experimental and DFT-D computed IR spectra for α-NY6,6 in the 

frequency range 1500-1100 cm
-1

 (scaling factor: 0.97).  

 

In the frequency range below 1500 cm
-1

 many bands are observed having medium/weak intensity if 

compared with the strong amide I and II bands. The comparison with DFT-D computed spectra is 

reported in Fig. 4 and a good agreement is again found both in frequencies and intensities, even for 

the minor features. Also in this range, a lot of discrepancies are present in the previous literature. 

The weak and broad band observed at 1144 cm
-1

 has been previously assigned to the amorphous 

phase and in Refs. [50,55] it has been assigned to chain defects involving gauche conformations. 

DFT-D calculations predict a very weak band at 1128 cm
-1

 (scaled value) which can be related to 

the experimental band at 1144 cm
-1

 and thus they support the conclusions of Vasanthan [45,46] who 

indicated that also a contribution of the crystalline phase to this feature can be present. In any case, 

even if  such a contribution is present, it is not strong enough to ascribe the observed transition to 

1144 

1128 

1180 

1174 

1202 

1194 

1224 1329 

1340 1216 

1474 

1466 
1417 

1437 

1491 

1387 

1372 

1305 

1278 

1475 
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the effect of the crystal phase only and we can definitely confirm the assignment of the 1144 cm
-1

 

band as a marker of the amorphous phase.  In the case of the band observed at 1180 cm
-1

, some 

authors assigned it as a marker of the amorphous phase [56], while Vasanthan [45,46] and Cooper 

[55] demonstrated that it gets a contribution due to the crystalline phase: DFT-D calculations 

predict a band at 1174 cm
-1

 (scaled value) thus confirming that it is due to the NY6,6 crystal. The 

crystallinity band falling at 1202 cm
-1

 [45,46] is also confirmed (computed band at 1194 cm
-1

).  

The weak bands observed at 1329 and 1224 cm
-1

 have been previously attributed to folded chains in 

the crystal [47,48] and should be thus absent in DFT-D computed spectra due to the periodic 

boundary conditions adopted to describe the (ideal) crystal. However, two bands are predicted at 

1340 cm
-1

 (weak intensity) and 1216 cm
-1

, demonstrating that the two bands are present in the bulk 

crystal and cannot be taken as evidence of chain folding, as also previously discussed by Cooper 

[55]. Further marker bands are those found between 1491 and 1437 cm
-1

: computed spectra are still 

in general agreement with previous assignments [55] of  the observed bands at 1474, 1466 and 1417 

cm
-1

 (predicted at 1437 cm
-1

) to the crystal or to chains with regular conformation but a deeper  

investigation based also on the single chain model is required for a detailed assignement (see 

Section 3.3).  

As a final comment, the calculations indicate the presence of four other possible marker bands at 

1387, 1372, 1305 and 1278 cm
-1

 (computed values) for the crystal, not used in previous studies. 

 

3.2.3. Other spectral regions 

In Fig. 5a the experimental and DFT-D spectra are compared in the frequency range 800-400 cm
-1

. 

Again a close correspondence is found, in particular for the two bands at about 578 and 535 cm
-1

 

whose pattern is accurately predicted. In the case of the broad, structured bands falling between 680 

and 760 cm
-1

  DFT-D calculations are not able to reproduce the correct relative intensities: a similar 

behaviour was observed also in the case of NY6 [18] in the same spectral region and it could be due 

to the contribution of the amorphous in the experimental spectra. 

In the frequency range 1700-1450 cm
-1

 (Fig. 5b) the intense amide I and II bands are observed and 

their pattern in frequencies and intensities is again nicely reproduced by the calculations, including 

the presence of the weak band observed at about 1475 cm
-1

. As widely known [57], the amide 

bands, in addition to the NH stretching band observed at about 3300 cm
-1

 and reported in Fig. 5d,  

are very sensitive to hydrogen bonding and their correct prediction requires calculations on the 

whole crystal, making unreliable the 1D chain model for an interpretation of the spectra of 

crystalline samples. 
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578 

521 

535 

578 

a)  

 

 

b)  

 

 

 

c) 

 

 

d) 

 

Fig. 5: Comparison between experimental and DFT-D computed IR spectra for α NY6,6 in the 

following wavenumbers ranges: (a) 800-400 cm
-1

, (b) 1700-1450 cm
-1

, (c) 3100-2750 cm
-1

, (d)  

3500-3100 cm
-1

 (scaling factor: 0.97) 

 

Finally, in Fig. 5c the CH stretching region (3100-2800 cm
-1

) is reported: as expected some 

discrepancies are found, in particular when relative intensities are analyzed; two main features are 

however predicted, both characterized by the presence of several components in agreement with the 

experimental spectrum. It is well-known that in this frequency range anharmonicity effects 

(overtones, Fermi resonances) can give an important contribution; furthermore, conformational 

effects (e.g. amorphous contribution) can introduce a modulation of the CH stretching bands [65]. 

Also the approximations introduced by the calculations (e.g. basis set superposition error, Grimme’s 

1475 

1491 

1474 
1466 
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correction for dispersion interactions, etc) can originate discrepancies. In spite of this, we will show 

in the next section that also in this frequency range, DFT-D calculations are useful to obtain some 

further insights on the intramolecular interactions taking place for the polymer chain.  

 

3.3. Comparison with 1D model chain spectra 

Vibrational spectra of highly crystalline polymers [1,3] are often discussed in terms of crystallinity 

vs. regularity bands. This classification is based on the assumption that the q = 0 phonons of the 

crystal can be described in terms of q = 0 phonons of the single chains belonging to the 3-D unit 

cell, which are characterized by a regular conformation and then are described as 1-D crystal.  If the 

inter-molecular interactions are weak, the perturbation by the 3-D crystal packing is small and the 

spectrum is reasonably predicted simply by the calculation of the phonons of the isolated chain: on 

this basis we can conclude that we are in presence of vibrations mainly sensitive to the regular 

structure of the single chain (regularity bands). Sometimes, as for instance in the case of 

polyethylene, some regularity bands show the so called crystal splitting, which is indeed the 

signature of the presence of a regular 3-D packing: in this case the band is classified as crystallinity 

band. Moreover the crystal splitting proves the presence of more than one chain in the unit cell 

[1,3].  

In the case of NY6,6 (and in general for polymers characterized by strong intermolecular 

interactions (i.e. H bonds) the above description does not apply, since in this case the regular single 

chain represents an ideal model.  Indeed a NY6,6 chain is expected to develop inter- and intra-

molecular hydrogen bonds in any phase of the matter (and in particular both in the amorphous and 

in the crystalline phases). It may be however interesting to exploit the comparison of the vibrational 

spectrum of the 3-D crystal with that calculated for the ideal 1-D model, in order to obtain a 

classification of the normal modes capable to get some information on the relevant interactions 

taking place in the solid state. On the basis of the comparison of the two computed infrared spectra 

and in analogy with the case of van der Waals polymers crystals, we will  assign marker bands of 

crystallinity (i.e. of bands associated to normal vibrations which are sensitive to the 3-D crystal 

packing) or marker bands of regularity, the latter being simply predicted on the basis of the phonons 

of  the 1-D infinite chain, i.e. related to the existence of a regular conformation of the chains, 

independently of their supramolecular arrangement.  

An additional advantage of ab-initio calculations relies in the possibility to associate each frequency 

to the corresponding normal mode of vibration, allowing to propose a detailed vibrational 

assignment and gathering information on the dynamics of the system in terms of  specific intra and 

intermolecular interactions. The analysis has been done by following the “projection method” 
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previously adopted in the case of Nylon 6 [18] and described in the Supplementary Data. According 

to this method, the normal modes of the crystal are described on the basis of the characteristic 

normal modes of the isolated chain.  In this way a correspondence between the relevant IR active 

transitions of the crystal and of the 1D model can be established, enabling to  capture the effects of 

the crystal packing and H bonds formation in terms of frequency shifts and IR intensity 

redistribution due to the “mixing” of chain modes induced by the intermolecular interactions. 

 

a) b) 

  

Fig. 6: Comparison between DFT-D computed IR spectra of the α crystal and 1D model chain  of 

NY6,6  in the frequency range (a) 1100-800 cm
-1

  and (b) 1400-1100 cm
-1

 (frequency scaling factor: 

0.97).  

 

In Fig. 6a the frequency range 800-1100 cm
-1

 is shown. In the previous section we shown that the 

debated band at 936 cm
-1 

is nicely predicted by calculations carried out on the crystal; however this 

does not prove that the appearance of this band in the experimental spectrum should be  taken as an 

evidence of the presence of a 3-D packing (i. e. it is a marker of crystallinity).  Indeed it could be 

due only to the presence of chain segments   showing  trans-planar  conformation (such as that 

observed in crystal), even if they are not packed in a crystal, characterized by a regular network of 

H bonds. The comparison with the spectrum computed for the 1D model chain definitely assigns 

both the band observed at 936 and 906 cm
-1

 as markers of crystallinity: indeed, their intensity would 

be much weaker for a regular isolated chain and the pattern recorded can be nicely reproduced only 

if a periodic tridimensional chain packing is present. On this basis the assignment of the band at 936 

cm
-1

 as a marker band of trans regular conformation [50] is definitely discarded. As reported in 

906 
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1077 998 
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1180 

1176 
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Table S1 of the Supplementary Data, the normal modes associated to the bands 936 and 906 cm
-1

 

involve directly the amide groups and CH2 deformation modes. It is thus quite straightforward to 

understand why, due to the high sensitivity to the intra/intermolecular environment of the CH bonds 

[65,66], these bands are significantly affected by the hydrogen bonding taking place in the crystal. 

On the one hand, the four bands observed between 950 and 1080 cm
-1

 result to be slightly stronger 

according to the calculation on the crystal but the differences between 1D and 3D models are not so 

significant to consider them as reliable markers of the crystalline phase: for this reason it is 

reasonable to suggest that the bands predicted at 1077 and 998 cm
-1

 should be considered markers 

of regularity, as also confirmed by the analysis reported in the Supplementary Data. On the other 

hand, based on intensity arguments, the two bands at 1049 and 1029 cm
-1

 could be considered 

markers of crystallinity, even if they are not suitable for practical purposes.      

In the case of 1400-1100 cm
-1

 range (Fig. 6b) a quite complex behaviour is observed: while the 

band at about 1174 cm
-1

 in the computed spectrum of the crystal (assigned to the experimental band 

at 1180 cm
-1

) is a marker of crystallinity, the band predicted for the isolated chain at about 1176 cm
-

1
 seems to lose intensity in the crystal; the same holds also for the bands predicted at about 1235 

cm
-1

 and 1128 cm
-1†

. It should be also noted that, in the case of the doublet of bands predicted at 

1194 and 1174 cm
-1

 the projection method reveals that a significant coupling of different normal 

modes of the 1D chains is present and thus the trend in intensity cannot be simply interpreted 

carrying out a one-to-one correspondence with the bands of the 1D chain. Based on these results, it 

is appropriate to assign the bands observed at 1201 and 1180 cm
-1

 as markers of crystallinity, 

confirming the conclusions reported in previous papers [45,46]. On the opposite, it is possible to 

assign the bands predicted at about 1278 cm
-1

 and 1216 cm
-1

 in the crystal as markers of regularity 

while the bands predicted at 1372 cm
-1

, 1387 cm
-1 

and 1305 cm
-1

 are enhanced in intensity in the 

crystal and are assigned as markers of crystallinity (see Table S1). As pointed out in the previous 

section, the two bands observed at 1224 and 1329 cm
-1

 cannot be considered as markers of chain 

folding [55] since they have two correspondent bands in the DFT-D computed spectrum at 1216 

and 1340 cm
-1 

respectively.  

On the basis of the previous investigation carried out on Nylon 6 [18], we can also conclude that the 

assignment of individual bands as markers of crystallinity/regularity is not trivial in this range since 

significant dynamical couplings take place because of the supramolecular arrangement. In particular 

the whole pattern of bands and their relative intensity in this region provide the evidence of 

crystallinity, as clearly shown in  Fig. 6b.  

                                                 
†
 A similar behaviour in intensity has been found in the same frequency range also for Nylon 6 and it is due probably to 

subtle effects of hydrogen bonding in modulating non-principal charge fluxes [67-70] associated to these vibrations. 



14 

 

a) 

  

b) 

 

Fig. 7: Comparison between DFT-D computed IR spectra of the α crystal and 1D model chain  of 

NY6,6  in the frequency range (a) 1750-1400 cm
-1

 and (b) 3550-3100 cm
-1

 (frequency scaling 

factor: 0.97). In panel b) the intensity for the 1D model chain have been multiplied for 5 for a better 

comparison. 

 

In Fig. 7a the frequency range associated to Amide I and II bands is reported: the usual  frequency 

downshift and intensification of Amide I band and the frequency upshift of Amide II bands when 

passing from the 1D chain to the crystal is observed, consistently with the occurrence of hydrogen 

bonding [57]. In addition to this standard and well-known behaviour, further insights can be 

obtained by inspection of the 1490-1400 cm
-1

 range. The bands observed at 1474 and 1466 cm
-1

 and 

predicted for the crystal at 1491 and 1476 cm
-1

 (scaled values) increase in intensity due to crystal 

packing and are thus markers of crystallinity. Finally,  the other major band predicted at 1437 cm
-1

 

for the crystal is clearly a marker of crystallinity. Our assignments in this region differ from those 

1474 
1466 

1491 

1476 1437 

1417 

1440 
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previously proposed by some authors [55,58,59,64] who assigned the band at 1474 and 1417 cm
-1

 

as regularity bands. On the contrary, the previous assignment of the band at 1440 cm
-1

 to a gauche 

conformation of the chain is assessed also by our calculations since we do not observe bands with 

significant intensity to be assigned to this experimental feature.  

In Fig. 7 we report also the NH stretching region where the well-known significant redshift and 

intensification [57] originated by hydrogen bonding is clearly observed in the computed spectra. 

 

 

Fig. 8: Comparison between DFT-D computed IR spectra of the α crystal and 1D model chain  of 

NY6,6  in the frequency range 3100-2700 cm
-1

.  

 

Lastly, we now analyze the comparison between experimental and DFT-D computed spectra in the 

CH stretching region, reported in Fig. 8. We already mentioned that this region should be analyzed 

with care, due to the presence of significant anharmonicity not taken into account in present 

calculations, carried out in harmonic approximation. As usual, this region is structured, due to the 

overlap of many contributions and it is difficult to detect markers of crystallinity/regularity in such 

a range. As a first observation, we can note that the pattern of bands of the crystal is blue-shifted 

with respect to that of the 1D chain, as also observed in the case of the  form of Nylon 6, probably 

due to the steric hindrance between CH2 groups when packed in the crystal.  

The analysis of CH stretching bands is particularly useful to study the intramolecular vibrational 

interactions taking place in NY6,6 chain. It is indeed well-known since the pioneering work by 

Mckean [66] that CH stretching frequencies are sensitive to their molecular environment; 

furthermore, in a very recent paper [65], it is shown how CH2 stretching frequencies are particularly 

sensitive to the neighbouring chemical groups, being influenced both by inductive effects by 

halogens and electronegative groups and by conformational effects. In the present case of NY6,6, 

the presence of the amide groups can modify the nature of the CH2 in the alkyl chain depending on 
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their relative distance along the polymer. In particular, CH2 groups immediately adjacent to the 

amide group are expected to be remarkably different from the other methylenic groups. 

Furthermore, since the creation of hydrogen bonding strongly modulates the electronic structure of 

the whole amide group, it can be expected that it results also in a modulation of the characteristic of 

the CH2 groups closer to it and the bands associated to vibrations localized on these groups will be  

sensitive to the crystal packing. In Table 4 we report the assignment of the CH stretching bands: it 

is immediately evident that some bands are directly related to a normal mode localized only on one 

or two CH2 groups adjacent to the NH or C=O bonds of the amide group, such as for example the 

bands calculated at 3027, 2997, 2993, 2980, 2956 and 2952 cm
-1

. The extreme sensitivity of CH2 

vibrations to their environment is further highlighted by the fact that CH2 groups adjacent to the NH 

bond have different stretching frequencies with respect to CH2 groups adjacent to the C=O bond.  

Thanks to the projection method, it seems correct to relate the experimental bands at 2946 and 2933 

cm
-1

 respectively to the convolution of the modes predicted in the range 3029-3027 cm
-1

 and to the 

band at 3015 cm
-1

. We agree with the assignment of Cooper [55] and Heidemann [58] of the band at 

2946 cm
-1

 to the antisymmetric stretching of the CH2 mainly adjacent to the NH bond; in addition 

the contribution of the mode predicted at 3027 cm
-1

 is related to normal modes associated also to 

the CH2 groups adiacent to the C=O bond. Considering the band at 2970 cm
-1

, this is associated to 

stretching modes on CH2 groups adiacent to the N atom, as proposed by Zimba [60]. Finally, since 

no other bands are predicted above 3029 cm
-1

 (corresponding to the experimental band at 2946 cm
-

1
), we confirm that the bands observed at 3195 cm

-1
 and 3058 cm

-1
 can be probably assigned to 

overtones, as proposed by Cannon [61]. 

As a summary to the whole discussion and in order to quantify the effect on IR intensities due to the 

hydrogen bonding in the crystal, we report in Table 5 the comparison between the computed 

intensity sums for the 1D model chain and the crystal in the different regions of the spectrum 

previously analyzed. 
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Table 4: Assignment of the CH stretching modes. In the last column the location of the CH2 group 

with respect to the N-H or C=O bond of the amide group is indicated by greek letters (: first 

neighbour, : second neighbour...) 

 

Crystal Assignment  

DFT 

computed 

frequency 

(scaled) 

(cm
-1

) 

IR 

intensity 

(km/mol) 

  

3029 35 CH2 Antisymmetric Stretching collective 

3027 226 CH2 Antisymmetric Stretching 
β(CO) 

α(NH) 

3015 81 CH2 Antisymmetric Stretching 

β(NH) 

α(NH) 

γ(NH) 

2997 12 CH2 Antisymmetric Stretching 

β(NH) 

γ(NH) 

2993 17 CH2 Antisymmetric Stretching α(CO) 

2980 65 CH2 Symmetric Stretching β(CO) 

2970 244 CH2 Symmetric Stretching 

α(NH) 

β(NH) 

γ(NH) 

2959 17 CH2 Symmetric Stretching 

α(NH) 

β(NH) 

γ(NH) 

2956 14 CH2 Symmetric Stretching α(CO) 

2952 23 CH2 Symmetric Stretching 
β(NH) 

γ(NH) 
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As expected due to the presence of hydrogen bonding, the NH stretching region and the Amide I 

and II region are significantly enhanced in intensity; however, also in the 500-900 and 900-1150 

regions, an enhancement in intensity characterizes the crystal, confirming again that many bands in 

this region are indeed important markers of crystallinity, which can be used also for practical 

purposes. On the other side, in the region 1150-1550 cm
-1

,  with the exception of the amide II band, 

such a remakable effect is not observed and the projection method reveals that it is quite difficult to 

obtain a definite assignment of crystallinity/regularity bands in this region. 

Based on the detailed analysis reported, we finally report in Table 6 our assignments for the IR 

spectrum of NY6,6  crystal, also compared to previous assignments. In this Table we report only 

the relevant marker bands; the complete list of DFT-D computed frequencies and intensities for 

both the crystal and the chain can be found in the Supplementary Data. 

 

Table 5:  Intensity behavior of the infrared spectrum of 1D model chains (single chain)  and 

crystals of NY6,6. 

Frequency 

range 

(cm
-1

) 

1D 

(CHAIN) 

3D 

(CRYSTAL) 

500-900 31 468 

900-1150 27 103 

1150-1550 1332 1731 

Amide I and II 1061 2161 

CH stret 492 733 

NH stretc 28 1804 

 

 

4. Conclusions 

In this work, we have shown how recent developments in theoretical and computational solid-state 

offer valuable tools for the calculation of the infrared spectra and vibrational properties of soft 

crystalline materials. Polymers are a significant example of this kind of materials, since vibrational 

spectroscopy techniques are widely used also in the industrial environment, but their application 

relied almost exclusively on experimental and/or semiempirical approaches. It is thus not rare to 

find many discrepancies, ambiguities and open questions in the literature, also in relation to 

materials which are widely used in the everyday life. The CRYSTAL code is very powerful to 

predict the IR spectra of molecular crystals, due to the possibility to take into account the full space 

group symmetry (required for structural optimization, band assignment and description of the 
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polarization properties) and to include a suitable description of van der Waals interactions in the 

framework of density functional theory. Here, we have used CRYSTAL09 code to carry out DFT-D 

calculations of the IR spectra of  Nylon 6,6 polymer, by considering both the crystalline structure ( 

form) and the infinite chain model. A good description of both the crystalline structure and of the 

experimental IR spectrum has been obtained. In particular, some ambiguities in the assignment of 

the marker bands, previously proposed on the basis of experimental investigations, have been 

unraveled and a better insight has been obtained.  

As in our recent paper on vibrational properties of Nylon 6 polymorphs [18], the results here 

obtained demonstrate that accurate DFT-D calculations of the IR spectra of crystalline polymers are 

possible and can be applied to discuss a wide range of problems, providing answers to several open 

questions. Their importance is not restricted to the interpretation of the chemical/physical properties 

of material but they are a valuable tool to support experimental techniques in the development and 

characterization of innovative polymeric systems. 
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ABSTRACT: State-of-the-art computational methods in
solid-state chemistry were applied to predict the structural
and spectroscopic properties of the α and γ crystalline
polymorphs of nylon 6. Density functional theory calculations
augmented with an empirical dispersion correction (DFT-D)
were used for the optimization of the two different crystal
structures and of the isolated chains, characterized by a
different regular conformation and described as one-dimen-
sional infinite chains. The structural parameters of both
crystalline polymorphs were correctly predicted, and new
insight into the interplay of conformational effects, hydrogen
bonding, and van der Waals interactions in affecting the
properties of the crystal structures of polyamides was obtained.
The calculated infrared spectra were compared to experimental data; based on computed vibrational eigenvectors, assignment of
the infrared absorptions of the two nylon 6 polymorphs was carried out and critically analyzed in light of previous investigations.
On the basis of a comparison of the computed and experimental IR spectra, a set of marker bands was identified and proposed as
a tool for detecting and quantifying the presence of a given polymorph in a real sample: several marker bands employed in the
past were confirmed, whereas some of the previous assignments are criticized. In addition, some new marker bands are proposed.
The results obtained demonstrate that accurate computational techniques are now affordable for polymers characterization,
opening the way to several applications of ab initio modeling to the study of many families of polymeric materials.

I. INTRODUCTION
Polyamides, commonly known by the commercial name nylon,
are well-recognized polymeric materials, because of their wide
occurrence in everyday life. Despite their well-assessed
applications, scientific and technological research on this class
of polymers is far from having reached a plateau: The
development of nanocomposites based on nylons,1 the
application of new techniques of production such as electro-
spinning,2 and even the application of polyamides in the field of
biomaterials and nanomedicine are currently active and
promising fields of investigation.
From a more basic, physicochemical point of view, the

development of structure/property relationships based on a
molecular approach and the understanding of the origin of the
polymorphism that arises in several semicrystalline polyamides
are currently being deeply investigated both experimentally2f,3

and theoretically;4 in particular, thanks to the development of
molecular simulations and related computational techniques, ab
initio theoretical modeling can be exploited to this aim.
Polymorphism is one of the key features ruling, at the

nanoscale, the properties of polyamides; however, despite its
importance, the control and experimental recognition of the
crystalline structure of nylons are issues that have not been

completely solved. The existence of metastable phases, the
peculiar behavior observed upon thermal or mechanical
stresses, the phenomena ruling the stability of one phase or
another, and the understanding of phase transitions from a
molecular perspective are just a few topics about which many
questions are still unanswered. The complexity of this matter
arises from the peculiar balance between intra- and
intermolecular interactions taking place in these systems. For
instance, in the case of single-numbered nylons (nylon n, where
n is even), the stability of the α crystalline form with respect to
the γ form depends on the length of the monomer chain (i.e.,
on the number of −CH2 units). Indeed, the balance between
intermolecular H-bonding and van der Waals (vdW)
interactions among −CH2− units belonging to adjacent chains
in the crystal determines the predominance of one form or the
other.4a In particular, the α form is more stable for n ≤ 6,
whereas the γ form is more stable for n ≥ 8. The case of nylon 6
(NY6) is most peculiar because it presents both crystal forms,
often occurring simultaneously in the same sample, because of
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the small difference in energy between them, with the α form
being more stable. In addition, this polymer can easily undergo
a phase transition from the α to the γ form as a result of
external stimuli or processing.2b,3e,i,5

Because the setting of a given crystal structure implies
peculiar trends of the macroscopic properties (e.g., melting
temperatures, densities, mechanical properties), a careful
determination of the crystal structure is mandatory and has
been widely carried out by means of X-ray diffraction and IR
spectroscopy.2b,3i,5,6

In parallel, calculations based on molecular dynamics4a,7 have
been used to investigate the structural properties of nylons,
together with quantum chemical simulations carried out on
feasible small molecular models.4b However, because of the
limited computational resources and the lack of standard codes,
any accurate quantum chemical calculations of infinite polymer
chains and their crystal structures were unaffordable in the past.
Even if a very good computational description of the molecular
structure could be obtained by means of classical molecular
dynamics,7 these methods do not allow the prediction of
reliable vibrational spectra. On the other hand, ab initio
molecular dynamics techniques can, in principle, give a very
good description of the vibrational force field and spectra of
quite large molecular systems, provided that the simulations are
long enough for reliable statistics to be obtained. Anharmonic
effects can be automatically included in these calculations, but
on the other hand, a description of the vibrational properties in
terms of normal modes is not straightforward. Recently, these
methods have been applied successfully to different molecular
systems,8 but they have not found application yet in the case of
polymeric materials, which are still too computationally
expensive. So far, indeed, very few works have been published
on the computational vibrational spectroscopy of polyamides,
and they were all based on semiempirical force fields.9

Because of this lack, the characterization of nylons by means
of vibrational spectroscopy has always relied on band
assignments based on purely experimental works:5,6,9 The
diagnostic tools so developed are now routinely used for the
spectroscopic characterization of new systems such as nano-
composites or electrospun nanofibers as well. Unfortunately,
the reliability of these assignments has not be confirmed
through accurate molecular modeling.
In this article, we present a computational study based on

density functional theory (DFT) calculations of the IR spectra
of the α and γ crystalline forms of NY6 using state-of-the-art
computational techniques in solid-state chemistry. Indeed, in
the current implementation of the CRYSTAL09 code,10

accurate simulation of the vibrational properties of crystalline
molecular materials is possible, explicitly taking into account
the space group symmetry of the systems. In the case of
polymeric materials, accurate calculations using this code have
recently been presented and applied with success to the case of
a single chain of syndiotactic polystyrene,11 polyglycine,12 and a
few polyconjugated polymers.13 To our knowledge, however,
no other application of this code to the study of polymer
materials has been presented so far.
The work is organized as follows: In section III.1, the DFT-

computed equilibrium structures of the two α and γ crystalline
forms of NY6 are compared with experimental determinations,
focusing in particular on the importance of van der Waals
interactions and the effects of their correction by means of
Grimme’s procedure. The structural results obtained were then
used in the simulation of the IR spectra described in section

III.2. The interpretation of the IR spectra and the assignment of
the spectroscopic markers of α and γ polymorphs of NY6 are
reported in section IV.

II. COMPUTATIONAL AND EXPERIMENTAL DETAILS
Full geometry optimization of the crystal structures and
calculation of the IR spectra of the α and γ polymorphs of
NY6 were carried out by means of the CRYSTAL09 code10

within the framework of density functional theory (DFT). We
employed the B3LYP14 hybrid exchange-correlation functional
together with the 6-31G(d,p) basis set. (The dimensions of the
basis set are reported in the Supporting Information, together
with the atoms and fractional coordinates of the asymmetric
unit of the optimized structures.)
All B3LYP calculations included the empirical correction for

dispersion interactions proposed by Grimme15 and imple-
mented in CRYSTAL09. Three different sets of empirical
parameters were used and compared because it has been
demonstrated in previous works16 that the results could be
significantly affected by different choices. The numerical values
of the parameters finally chosen in this work are reported in
Table 1. Further details and comments about this choice are
reported in the Supporting Information.

In all calculations, the atomic positions and the lattice
parameters were fully optimized; default optimization algo-
rithms and convergence criteria were employed.10a

As starting guess structures for the calculations, we
considered the experimentally determined crystal parameters
and atomic coordinates reported by Holmes et al.18a and Simon
et al.18b for the α form (P21 space group) and by Arimoto et al.
for the γ form (P21/a).

19 To detect the spectroscopic markers
of regularity/crystallinity,20 we carried out geometry optimiza-
tions and frequency calculation on the infinite polymer chain
characterized by a regular conformation (one-dimensional
model chain), taking as starting structures the two different
conformations shown by the chains in the two polymorphs:
The “α-type” chain belongs to P21am line group and is
characterized by a transplanar structure, whereas the “γ-type”
chain belongs to the P2111 line group and shows a nonplanar
arrangement of the backbone atoms, determined by the skew
conformation of the CH2 units adjacent to the amide group.
The two crystal structures, showing the two different

conformations of the polymer chains, are sketched in Figure 1.
Calculations of normal frequencies (at the Γ point) were

carried out on the optimized geometries as obtained by
diagonalization of the (numerically calculated) Hessian matrix.
Vibrational frequencies and eigenvectors obtained for the

one-dimensional model chains were used for the interpretation
of the normal modes of vibration observed in the crystal,
according to a “projection” procedure reported in section IV.

Table 1. Summary of the C6 and RvdW Parameters Employed
in the Present Work for the Grimme Correction15,a,b

atom C6
15 (J nm6 mol−1) RvdW (Å)

H 0.14 1.301316

C 1.75 1.7017

O 0.70 1.5217

N 1.23 1.5517

aCutoff distance of 25.0 Å used to truncate direct lattice summation.
bStandard values of d = 20 and s6 = 1.00 used.16
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To compare the computed and experimental data, the
calculated frequencies were scaled by 0.961421 in the frequency
range of 4000−1100 cm−1 and by 0.975 below 1100 cm−1.
Different scaling factors were used here to obtain the best fit
between the experimental and computed IR spectra.
The DFT-D-computed spectra were compared with

experimental IR spectra of two different NY6 samples showing
large excess contents of the α and γ crystalline polimorphs and
with an amorphous sample.22 Samples of α crystals with a
thickness suitable for IR analysis were prepared starting from
formic acid solution of NY6 and coating a film by means of the
Doctor Blade technique. Samples of the γ form were prepared
following the procedure previously reported in the literatur-
e.3i,22,23 IR spectra were recorded using an FT-IR Nicolet
Nexus Spectrometer (resolution 1 cm−1, 128 scans).
Amorphous samples were obtained by rapid quenching of the
melt in liquid nitrogen. All experimental spectra reported
showed good agreement with the experimental spectra
previously published in the literature and can be used for a
reliable validation and discussion of the DFT-D-predicted
spectra. In the case of the γ form, the IR spectra show very
weak bands, which can be associated to the presence of slight
impurities of the α form. Anyway, their content is very limited
and does not affect the comparison with the predicted spectra.

III. RESULTS
III.1. Prediction of the Crystal Structures. The correct

prediction of the crystal structure and of the cohesive energy of
NY6 polymorphs is a computationally difficult task. As already
mentioned, the intermolecular properties of single-numbered
nylons are ruled by the interplay between hydrogen-bonding
and vdW interactions among >CH2 groups, stabilizing the α or
the γ crystalline form depending on the length of the monomer
chain. The computational description of these interactions is
currently one of the weaknesses of the DFT method in the case
of small molecules as well, but it can be corrected by the
empirical procedure proposed by Grimme,15 employed herein.
Furthermore, the computational difficulties parallel the
experimental problems related to the existence (or coexistence)
of other polymorphs in addition to the α and γ phases and of
the unavoidable presence of the amorphous phase, as always
occurs for any semicrystalline polymer. These facts add further
uncertainties in the interpretation of experimental measures, as
documented by the wide debate on the crystalline structures of
NY6 that took place in the past literature.5,6

In this work, we restrict ourselves to the modeling of the
structures of the two main (α and γ) crystalline forms of NY6,
by comparing them to the experimental structures reported by
Holmes et al. and Simon and Argay18 and by Arimoto et al.:19

these structures are indeed referred to by most of the scientific
articles dealing with NY6.
In Table 2, we report a comparison between the

experimental cell parameters and those computed using the

set of parameters for the Grimme correction reported in Table
1. A complete discussion of the results obtained using other
different sets of parameters is provided in the Supporting
Information.
Considering first the results for the α form, good predictions

were found for the β angle and b parameter (chain axis
direction), consistent with the fact that the latter cell parameter
depends on the good computational description of the
intramolecular degrees of freedom. The a parameter is related
to the packing between neighboring hydrogen-bonded chains
forming a sheet (see Figure 1). Very good agreement with
experimental data was obtained in this case as well, indicating
that hydrogen-bonding effects are described properly by the
computational method employed. The largest discrepancy with
the experimental data was found for the c parameter, related to
the packing of “sheets” (formed by H-bonded chains)
interacting through vdW forces: The set of parameters
employed (Table 1) was the one giving the best agreement
(see the Supporting Information), even though a non-negligible
difference from the experimental determination was still
present. For the γ form, a very similar situation was found:
The b parameter (chain axis), the β angle, and the c parameter
(H-bonded chains in pleated sheets) were described accurately,
and a good description was obtained for the a parameter
(stacking of sheets through vdW interactions), even though a

Figure 1. Sketches of the crystalline structures of the α and γ polymorphs of NY6. Carbon atoms are in green; hydrogen atoms, white; oxygen atoms,
red; and nitrogen atoms, blue.

Table 2. Experimental18,19 and DFT-D-Computed Cell
Parameters for α and γ Forms of NY6

α polymorph (P21) γ polymorph (P21/a)

expt18 DFT-D expt19 DFT-D

a (Å) 9.56 9.57 9.33 8.99
b (Å) 17.24 17.48 16.88 16.85
c (Å) 8.01 7.53 4.78 4.75
β (deg) 67.5 68.64 121.0 123.3
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non-negligible difference was still found with respect to the
experimental value.
However, on one hand, in the case of molecular solids,

thermal effects can have a non-negligible role in modulating this
cell parameter,24 and a comparison with the result of a
complete cell optimization by means of ab initio calculations
should be undertaken with care because no thermal effects are
included in the latter. On the other hand, the slight
underestimation can be due to a basis set incompleteness
that causes a spurious extra-binding due to basis set
superposition error (BSSE) that adds to the genuine attractive
dispersion correction. The employed set of parameters, in
particular the use of Bondi’s van der Waals radii, probably leads
to an error cancellation between the two contributions that
provides the best prediction of the lattice parameters (see the
Supporting Information).
One can thus conclude that a reasonably good description of

the crystal structure of NY6 polymorphs can be obtained by
using the selected parameters employed for the Grimme
correction (see Table 1), justifying their use also for the
computation of the IR spectra of the two polymorphs.
A very important feature for the comprehension of the

polymorphism in NY6 is the relative stability of one crystalline
form with respect to the other. To date, very few works based
on molecular mechanics7 or quantum chemical calculations
applied to small molecular models4b have been used for this
purpose, and the general conclusion was that the α form is
more stable than the γ form, showing an energy difference of
0.5−1.5 kcal/mol per monomer unit, depending on the
computational method employed. Because in the present
work our aim is a detailed description and discussion of
structure and vibrational features of the two polymorphs, a
complete investigation of the energetics behind nylon’s
polymorphism is planned for the near future. We just briefly
summarize some preliminary results here.
It is interesting to compare the energy differences between

the two isolated polymer chains (one-dimensional model
chains), exhibiting conformations very similar to those
observed when forming the crystal, to determine the
contribution of the conformational potential energy for the
two different chains. Grimme’s correction has also been used in
this case to guarantee the best description of the interactions
between nonbonded atoms, playing a significant role in
determining the shape of the torsional potential surface.
If one uses the molecular structure of a single polymer chain

“extracted” from the experimental crystal structures as a guess
geometry and carries out a complete geometry optimization
(no constraints except for the choice of symmetry rod group,
which does not affect the final value of the torsional angles), the
two starting conformations are kept (except for an expected
and small geometry relaxation). This is a first very interesting
result: it suggests that the two chain conformations character-
istic of the α and γ forms are not driven by the intermolecular
interactions but also satisfy equilibrium requirements for the
isolated chain (i.e., they correspond to minima of the torsional
potential energy surface of the single polymer chain). The
energy difference between the two conformations of the
isolated chains (normalized on the monomer units) demon-
strates that the γ-type conformation is slightly more stable
(1.073 kcal/mol) than the α-type conformation whereas, in the
crystals, the two polymorphs are practically isoenergetic
(energy difference of 0.045 kcal/mol per monomer unit). On
the other hand, the α form is slightly more stable (up to a

maximum of 1.5 kcal/mol per monomer unit) if other sets of
parameters for Grimme’s correction are used (see Table S3 of
the Supporting Information). These preliminary and qualitative
results are particularly interesting because they show how
polymorphism in nylon 6 results from a subtle balance of both
intra- and intermolecular interactions, requiring an accurate
computational description of both of these types of
interactions.

III.2. IR Spectra of NY6 Polymorphs. In this section, the
IR spectra obtained by DFT-D calculations are presented and
compared to the experimental spectra of the two polymorphs.
In Figure 2, the computed and experimental spectra for the two

polymorphs are shown in the range below 2000 cm−1; in the
same figure, IR spectra calculated for the two isolated chains,
characterized by the regular conformations of the α and γ
forms, are also reported for comparison. The general pattern of
the experimental spectra, dominated by the so-called amide I
and amide II bands in the range between 1700 and 1500 cm−1,
is well reproduced by DFT-D predictions on crystals.
Moreover, as expected, it is immediately clear that calculations
on the isolated chains are inadequate even to give a qualitative
prediction of the most relevant spectral features.
Below 1500 cm−1, the experimental spectra show several

weaker transitions that were found to be very sensitive to the
polymorph structure: These IR bands have been indeed
proposed in the past as spectroscopic markers to recognize
the presence of the different crystalline forms in real samples
(see a list of the experimental frequencies of the most widely

Figure 2. Comparison between experimental and DFT-D-computed
IR spectra (crystal and single-chain model) for α (top) and γ (bottom)
polymorphs of NY6 in the frequency range below 2000 cm−1 (scaling
factor of 0.9614 for the whole range of frequencies).
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used markers, proposed or employed by several authors, in
Table 3).

In the following sections (see Figures 3 and 4), a detailed
discussion of the marker bands is carried out focusing on each

specific spectral region, where transitions sensitive to the crystal
structure of NY6 occur. (In the Supporting Information, similar
figures are reported comparing experimental spectra with DFT-
computed spectra obtained using different sets of parameters
for Grimme’s correction.) To ease the comparison between
calculations and experiments, a suitable scaling factor was
employed for each spectral range; for the same reason, in the

text, we refer to calculated peak frequencies, reporting values
after scaling.

900−1100 cm−1 Frequency Range. In Figure 3, we report a
comparison between experimental and DFT-D-computed
spectra for the α and γ polymorphs in the 900−1100 cm−1

range. This is probably the most important range because of the
presence of very popular marker bands of the two polymorphs.
Indeed, according to Table 3, there are three strong marker

bands for the α form at 930, 960, and 1030 cm−1 and two
marker bands for the γ form at about 970 and 1000 cm−1.
Minor markers are the bands at 950 and 915 cm−1 for the α and
γ forms, respectively.
By inspection of Figure 3, one can verify that DFT-D-

computed spectra show a good agreement with the
experimental ones: In particular, calculations confirm that the
previously reported bands are all characteristic markers of the α
and γ polymorphs of NY6.
Despite the general agreement between theory and experi-

ments, there are several discrepancies in the description of
some details: In the case of the α crystal, the predicted intensity
ratios between the three bands at 930, 950, and 960 cm−1 do
not exactly parallel the experimental ones. It should be noted
that the experimental spectrum is affected by the presence of
non-negligible contributions from the amorphous phase, which
is indeed responsible for a broad band peaked at about 985
cm−1. To obtain spectra free from the amorphous contribution,
a spectral subtraction of this contribution was carried out
(Figure 3) to determine whether the intensities of the two
bands, in particular the 960 cm−1 band, could be affected. No
changes were observed, and thus one can conclude that DFT-D
calculations are not sufficiently accurate in this case to
satisfactorily reproduce the experimental intensities and
intensity ratio of the two bands.
A similar situation was found in the case of the IR spectra of

the γ form (Figure 3): A good description was obtained for the
bands at 970 and 1000 cm−1, but an additional absorption
feature was calculated between these two features. This extra
transition probably falls under the main band (occurring at 970
cm−1 in the experimental spectrum) or shows a negligible
intensity in the experiment, whereas its relative position and/or
intensity are differently predicted by DFT-D calculations. It
should be noted that the calculations correctly predict the
existence of a third band (experimental frequency = 915 cm−1),
although it is again too intense with respect to the experimental
(broad) band.
Despite the discrepancies underlined above, the overall

agreement between the experimental and DFT-D-computed
spectra is good and confirms the assignments (reported in
Table 3), based on purely experimental investigations. In
particular, the selectivity of this spectral region for the
recognition of the two different crystalline polymorphs is well
reproduced by calculations.

1100−1500 cm−1 Frequency Range. In Figure 4, we report
a comparison between the experimental and DFT-D-computed
IR spectra in the frequency range of 1100−1500 cm−1.
Vasanthan and co-workers5c,6f proposed the band at 1200

cm−1 as a marker of the α form, whereas no other marker bands
of NY6 polymorphs have been discussed in this range so far.
Based on the experimental spectra reported in Figure 4, one
can see that the band falling at 1170 cm−1 (usually taken as a
reference band5c,e) is predominant for the γ form, and a similar
behavior was observed for the band at 1234 cm−1. On this basis,
we suggest that these two bands be considered as additional

Table 3. Frequencies of the Most Important Experimentally
Determined IR Marker Bands of the α and γ Polymorphs of
NY6 Previously Proposed in the Literature3i,5,6

frequencies (cm−1)

α form 930, 950, 960, 1030,1200
γ form 915, 970, 1002
amorphous 985, 1124
reference 1170, 1630

Figure 3. Comparison between experimental and DFT-D-computed
IR spectra for α and γ polymorphs of NY6 in the wavenumber range
1100−900 cm−1 (scaling factor = 0.975). For the experimental spectra,
the spectra obtained upon subtraction of the spectrum of an
amorphous sample are also reported.

Figure 4. Comparison between experimental and DFT-D-computed
IR spectra for α and γ polymorphs of NY6 in the frequency range
1500−1100 cm−1 (scaling factor = 0.9614). For the experimental
spectra, the spectra obtained upon subtraction of the spectrum of an
amorphous sample are also reported.
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markers of the γ polymorph. Moreover, in the case of the α
form, in addition to the 1200 cm−1 absorption, two strong
bands falling at 1416 and 1478 cm−1 were distinctly observed
and can be thus proposed as further marker bands.
Considering DFT-D-computed spectra, the agreement with

the experimental spectra was very good also in minor details.
Considering first the γ form, we confirm that the experimental
band at 1170 cm−1 (predicted at lower frequency by the
calculations, i.e., 1152 cm−1) is indeed a marker of this form.
This finding allows us to solve one of the discrepancies found in
the literature: Indeed, the 1170 cm−1 band was taken by some
authors as a marker of the amorphous phase, whereas
Vasanthan and Salem5c,e demonstrated that this band was
somehow dependent on the crystal morphology of the system
and proposed it as a reference band. Our results further suggest
that the 1170 cm−1 band can indeed be associated with the γ
polymorph. Also, in the case of the band at 1234 cm−1, the
calculations (predicted band frequency at 1222 cm−1) support
its assignment to the γ form: To our knowledge, this band has
not yet been proposed as a marker of the γ form. Moreover,
computed data predict a further marker for this form at about
1380 cm−1, where a band is clearly detected. However, in this
range, the experimental spectra are quite broad and
structureless, and thus, this marker band seems to be unsuitable
for practical applications.
Considering the α form, DFT-D calculations confirm again

that the band at 1200 cm−1 is a marker band of this polymorph;
moreover, calculations indicate that the two bands at 1416 and
1478 cm−1 are additional markers of α form, although they have
not been used for practical purposes. In addition to the main
features described above, the calculations also reproduce minor
details quite well, such as the pattern of bands observed
between 1400 and 1500 cm−1 for both forms or the pattern
observed at about 1300 cm−1 for the γ form.
Other Spectral Regions. In the previous section, the most

relevant spectral regions for the application of IR spectroscopy
to the characterization of materials based on NY6 were
analyzed. In this section, we briefly discuss other different
frequency ranges, where some additional information can be
obtained. All of the related figures can be found in the
Supporting Information.
Between 1500 and 1800 cm−1 (upper panel of Figure S7,

Supporting Information), the most intense vibrations of
polyamides can be found, namely, the amide I and amide II
bands. The relative positions observed in the experimental
spectra for the two bands were reproduced correctly by DFT-D
calculations. In particular, the amide I band of the α form
exhibited a lower frequency than the γ form, indicating that, in
the former case, there is a more efficient hydrogen-bond
network, characterized by stronger bonds.
Another feature directly related to hydrogen bonding is the

NH stretching band falling at about 3300 cm−1 (see the lower
panel of Figure S7, Supporting Information). Whereas the
experimental spectra of the two polymorphs show very similar
peak positions for these broad bands, DFT-D calculations
predict a slightly lower frequency for the γ form, thus
suggesting that stronger hydrogen bonds are present. This
finding is in contrast with what is observed for the amide I
band, in both the experimental and DFT-D-computed spectra.
However, the fact that, considering the experimental spectra, no
significant differences between the two polymorphs were found
in the NH stretching region suggests that the trend given by the
present calculations should be ascribed to some weaknesses of

the theoretical modeling, such as the influence of basis set
superposition error or of the Grimme corrections in the
description of hydrogen bonding. Furthermore, anharmonic-
ities can have a non-negligible effect in this frequency range but
were not taken into account in the present (harmonic)
calculations.
Below 900 cm−1, no important features were observed except

for an intense and broad band at about 690 cm−1 for both
forms (see Figure S8, Supporting Information). Also, in this
range, DFT-D calculations reproduce the experimental pattern,
and in particular, they describe well the weak bands occurring
between 500 and 650 cm−1. However, considering the intense
absorption feature falling at about 690 cm−1 in both the
experimental spectra, a too-large frequency splitting between
the absorption peaks of the two crystalline forms is predicted by
the calculations. To better clarify the origin of this discrepancy,
further experimental investigations are required to clearly
distinguish the contribution due to the amorphous domains in
this frequency range.
Finally, in the CH stretching frequency region (Figure S9,

Supporting Information), an overall agreement was found again
with DFT-D calculations, despite the fact that anharmonic
effects, overtones, Fermi resonances, and so on, usually
significantly affect the spectral pattern. In particular, the two
main broad bands of the γ form were found at lower
frequencies than the two broad bands of the α form, as
reproduced by DFT-D calculations. A qualitative interpretation
of this fact can be proposed: It is indeed believed that, in the α
form, the best geometrical arrangement for the hydrogen bonds
is obtained at the expense of a less favorable packing of the
>CH2 groups of adjacent chains, whereas the opposite situation
is found in the case of the γ form. The fact that the CH
stretchings of the α form show higher frequencies can be
ascribed to repulsive intermolecular interactions originating in
the tight contact of nonbonded H atoms of the methylene units
of adjacent chains. By comparing the calculated IR spectra of
the crystals with those of the single chains, we verify in section
IV that this behavior is indeed uniquely related to the
intermolecular interactions between closely packed chains in
the crystal.

IV. DISCUSSION
An additional advantage of ab initio calculations of vibrational
spectra relies on the possibility to associate with each frequency
(i.e., eigenvalue) the related eigenvector describing the normal
mode of vibration, to carry out a band assignment. In the case
of polyamides, the vibrational assignment was derived in the
past only on the basis of empirical correlations or considering
the eigenvectors obtained through semiempirical calculations
on small oligomers.8a,b

In addition to the identification of characteristic group
frequencies, the analysis of the computed vibrational
eigenvectors allows information to be gathered on the dynamics
of the system in terms of relevant intramolecular interactions
and provides a tool to estimate the effect of the intermolecular
interactions between different molecules. However, in the case
under study, the eigenvector analysis carried out by means of a
visual inspection of the Cartesian atom displacements
associated with the vibrational modes of the crystal is rather
difficult, because of the presence of more than one molecule
per unit cell.
In this case, a useful technique for the analysis of

eigenvectors is the comparison between the vibrational
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modes calculated for the single, regular chain (one-dimensional
model chain) and the vibrational modes of the crystal. In this
way, it is possible to establish a correspondence between the
latter and the former, which provides a description of the
vibrational problem of the crystal on the basis of the vibrational
modes of the isolated chain. Moreover, it allows the effects of
the intermolecular interactions in terms of frequency shifts and
IR intensity redistributions driven by the different vibrational
couplings occurring in the single chain with respect to the
crystal to be captured. Indeed, in the presence of strong
intermolecular interactions, the description (in terms of atomic
displacements) of the vibrational modes of the crystal can
markedly deviate from that of any mode of the isolated chain.
This behavior is often found in the case of NY6 and explains
the impressive change of the spectral pattern when
intermolecular interactions are taken into account.
The detailed analytical procedure followed to carry out this

analysis is reported in the Supporting Information.
The method was applied to the analysis of the marker bands

discussed in the previous sections: the correlation established
between the normal modes of the crystal and those of the one-
dimensional model chain is illustrated in Tables 4 and 5, where
frequencies and IR intensities of selected transitions of the α
and γ crystals are shown. The data here reported were extracted

from the output of the DFT-D calculations according to the
following criteria:

(a) All IR transitions previously identified as markers (or
potential markers) for the detection of the crystal
polymorphs are reported.

(b) Strong IR features (even if not recognized as marker
bands) in the characteristic range 1500−900 cm−1 are
included in the tables. In this case, a quite drastic
threshold intensity value of 40 km/mol was defined,
corresponding to about 10% of the strongest IR
transition of the α form in this frequency range.

(c) For any given selected transition of the crystal, we report
the computed (scaled) frequency and intensity of the
corresponding (i.e., similar) IR transition of the isolated
chain (one-dimensional model chain). This normal mode
of the single chain is the one showing the higher
similarity to the normal mode of the crystal considered
(i.e., it shows the highest scores skt

(i); see the Supporting
Information). A sketch of the eigenvector (single-chain
mode) is also reported, thus providing an indication
useful for the vibrational assignment.

According to the symmetry rules dictated by the site
symmetry, the vibrations of the crystal showing correspondence
with vibrations of the one-dimensional model chain must obey
the following symmetry relationships:

Table 4. Correspondence between the Normal Modes Associated with the Main IR Transitions of the α Polymorph of NY6 and
Normal Modes of the One-Dimensional Model Chain in α-Type Conformationa,b

aFrequencies scaled by 0.9614 (above 1100 cm−1) and 0.975 (below 1100 cm−1). bIR intensity values normalized to the number of chains in the unit
cell of the crystal in brackets. cMarker bands are indicated by (M).
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(a) For the α form, the A and B modes can be obtained as
mixing of A1, A2 and B1, B2 modes, respectively, of the α-
type isolated chain.

(b) For the γ form, the Au and Bu modes are obtained from A
and B modes, respectively, of the γ-type chain.

Notice that, to make a correct comparison between IR band
intensities obtained for crystals and one-dimensional model
chains, the IR intensity values of the crystals must be divided by
the number of chains in the unit cell (values in brackets in
Tables 4 and 5).
IV.1. IR Spectra of Crystals and Isolated Chains. Before

performing a detailed analysis of the data reported in Tables 4
and 5, it is instructive to compare the predicted IR features of
the isolated chains and of crystals, reported in Figure 5. To
carry out a correct comparison, the intensity relative to crystals
must be normalized to the number of chains belonging to the
crystal cell.
Considering the 1100−800 cm−1 range, the most impressing

effect due to the three-dimensional arrangement of the chains is
a marked increase of the global intensity. In particular, in the
case of the α form, the IR spectrum of the isolated chain
presents just one strong infrared active band (at 907 cm−1),
whereas in the spectrum of the crystal, at least two strong
features appear with comparable intensity. Interestingly, a
frequency correlation seems to exist between the band of the
one-dimensional model chain at 907 cm−1 and the lower-
frequency band of the crystal (918 cm−1), which moreover

shows a very similar intensity. The situation is even more
dramatic for the γ form, where several relevant features appear
in the crystal, whereas the single chain shows only two features
(at 1056 and 1096 cm−1) of medium intensity.
In the range of 1500−1100 cm−1, neglecting the strong

amide II transition that appears between 1400 and 1500 cm−1

for the isolated chains and is affected by a marked blue shift in
the crystal (see Figure 2) due to the occurrence of H bonding,
it is very difficult to establish a correspondence between the IR
bands of the crystals and those of the isolated chains. It seems
that, in this range, the global intensity is only slightly enhanced
by the crystal packing, but it is redistributed over a larger
number of vibrational modes, giving rise to very structured
spectra.
The data reported in Tables 4 and 5 are useful to rationalize

these trends.
By considering the sketches of the eigenvectors of the single

isolated chains (last column of Tables 4 and 5), all of the
vibrational modes can be labeled as collective normal modes,
because they involve cooperative angular deformations of all
the CH2 units and, in most cases, also contain a non-negligible
contribution by bending of the amide groups. The “delocaliza-
tion” of these modes over all of the chemical groups of the
polymer chains does not allow a classification in terms of
characteristic group vibrations. On the other hand, this clearly
explains why the spectral ranges considered are so sensitive
both to the chain conformation and to the crystal packing: It is

Table 5. Correspondence between the Normal Modes Associated with the Main IR Transitions of the γ Polymorph of NY6 and
the Normal Modes of the One-Dimensional Model Chain in γ-Type Conformationa,b

aFrequencies scaled by 0.9614 and 0.975 above and below 1100 cm−1, respectively. bIR intensity values normalized to the number of chains in the
unit cell of the crystal in brackets. cMarker bands are indicated by (M).
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indeed well-known that frequencies of collective normal modes
are usually strongly affected by the specific molecular shape,
that is, by the architecture of the molecule as a whole.
Another remark can be made about the calculated

frequencies of the crystal and the corresponding ones of the
isolated chain: Frequencies of the two similar modes are quite
close, and in most cases, the relative shifts do not exceed 20
cm−1. Nevertheless, there is a remarkable remixing of the single-
chain modes considering the vibrations of the crystal structures.
This is especially true in the higher frequency range, where the
analysis of the score values demonstrates that many vibrations
of the crystal take comparable contributions (i.e., comparable
score values) from many vibrations of the isolated chain.
Considering the IR intensity values reported in Tables 4 and

5, it can be seen that totally symmetric vibrations (i.e., modes
invariant under the symmetry operation associated with the 2-
fold screw axis) show a different behavior than vibrations
belonging to the B species. Indeed, the transitions of the one-
dimensional model chains associated with totally symmetric
modes show the highest IR intensities, whereas those of B
species are usually very weak. In the crystal, there is a general
increase of the intensity associated with B-symmetry normal
modes, which in several cases, show an intensity enhancement
of about 1 order of magnitude with respect to the
corresponding transition (similar normal mode) of the isolated
chain. On the other hand, normal modes of A-symmetry
species can show the following different behaviors:

(a) The IR intensity of the normal mode of the chain can be
almost “transferred” to the similar mode of the crystal
(consider, for instance, the modes of the α crystal at 918,
1258, and 1482 cm−1).

(b) The IR intensity of the normal modes of the isolated
chain can show a non-negligible decrease while going to
the similar ones of the crystal; in this case, the intensity
decrease seems to be compensated by an intensity
enhancement of other normal modes of the crystal, just
belonging to the A species. As an example, the 1182 and
1185 cm−1 bands of the α crystal show a total IR
intensity of 56 km/mol (per chain) to be compared with
the intensity (153 km/mol) of the similar mode of the
single chain at 1155 cm−1. This intensity depletion in the
crystal is partially compensated by the occurrence of the
1280 cm−1 band (25 km/mol), correlated with a weakly
IR-active A1 mode of the single chain (0.5 km/mol) at
1261 cm−1. This last feature can be simply ascribed to the
effect of mode remixing occurring in the crystal, as
confirmed by considering the whole set of scores
obtained.

As a further support for the above conclusions, some
summary data are reported in Table 6, where the intensity
behavior of the infrared spectrum of one-dimensional model
chains and crystals of NY6 (α and γ forms) is illustrated on the
basis of global IR intensity values, obtained as sums of the

Figure 5. Comparison between DFT-D-computed IR spectra of the crystal and one-dimensional model chain of the α (left) and γ (right)
polymorphs of NY6 in the frequency ranges 900−1100 cm−1 (frequency scaling factor = 0.975) and 1500−1100 cm−1 (frequency scaling factor =
0.9614). For a correct comparison, the intensities of the crystals were divided by the number of chains in the unit cell. The discontinuities at about
1075 cm−1 are due to the use of different scaling factors.
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intensities of the selected transitions analyzed in Tables 4 and
5. In Table 6, contributions from normal modes of the
symmetry species A and B are presented separately. It can
immediately be realized that the total intensity associated with
the totally symmetric vibrations of the single chain is practically
kept unaltered in the crystal, whereas B modes undergo to a
marked intensity enhancement in the crystal. To confirm that
this peculiar behavior is related neither to the (quite arbitrary)
selection of bands made in Tables 4 and 5 nor to the selection
of the normal modes of the one-dimensional model chain
(based on the similarity criterion), we show in Table 6 IR
intensity data obtained by summing over the whole spectral
ranges analyzed in Tables 4 and 5, without any preliminary
selection of bands for crystals and one-dimensional model
chains. These data confirm the trends already described, for
both the α and γ polymorphs.
Accordingly, it seems quite clear that the strong intermo-

lecular interactions arising from the formation of interchain H
bonds selectively affect the IR intensity of normal vibrations
transverse with respect to the chain axis (i.e., B normal modes),
as expected because of the geometrical arrangement of the H
bonds. An extended and deeper analysis based on internal and
Cartesian intensity parameters25 would be required to give
further insights into this behavior.
IV.2. Classification of the Marker Bands: Crystallinity

and Regularity Bands. Tables 4 and 5 demonstrate that most
of the marker bands of both polymorphs are true markers of
crystallinity: they are indeed associated with modes that show
negligible intensities for the single one-dimensional models but
gain intensity due to the interactions occurring in the crystal.

On the other hand, some bands (e.g., the bands at 918 and
1182 cm−1 for the α form and those at 1113 and 1222 cm−1 for
the γ form, all of A species) show similar or even lower
(normalized) intensities in the crystal than in the polymer
chain. These bands can be considered specific markers of the
presence of a regular chain having a transplanar α-type or a
nonplanar γ-type conformation: On one hand, they are well
correlated (frequency and intensity) with vibrations of the
single chain, and on the other hand, they are not affected by the
characteristic intensity enhancement associated with the
formation of the H bonds between the chains. For this reason,
we prefer to label the above IR absorptions as “regularity
bands” instead of “crystallinity bands”. Notice that the
experimental marker band of the α form at 930 cm−1

(computed frequency of 918 cm−1) found wide application in
the literature for the characterization of NY6 polymorphism by
means of IR spectroscopy, and its classification as a
conformation-sensitive regularity band is particularly mean-
ingful in this respect.
In Table 7, the full list of marker bands of NY6 crystal

polymorphs (including the markers newly proposed in this
work) is summarized.

IV.3. CH Stretching Region. Further insight into the role
of intermolecular interactions in affecting the vibrational
properties of NY6 can be obtained by comparing the IR
spectra of the one-dimensional model chain and the crystal in
the CH stretching region. In Figure 6, we report the computed
IR spectra of the crystal and the single polymer chain for both
polymorphs. The α-type and γ-type one-dimensional model
chains have CH stretching bands in the same frequency range,
whereas the situation is markedly different for the two crystals.
This behavior was already outlined in the previous section
concerning the experimental spectra, and it was attributed to
the different extents of interactions between >CH2 groups of
adjacent chains in the two cases.
Figure 6 shows that, in the case of the γ form, the shape and

intensity of the IR spectrum changes in going from the isolated
chain to the crystal but, overall, there is not a significant
frequency shift. On the contrary, in the case of the α crystal, a

Table 6. Intensity Behavior of the Infrared Spectra of One-
Dimensional Model Chains (Single Chains) and Crystals of
NY6 in the α and γ Formsa,b

α Form of NY6

IR intensity (km/mol)

A B

frequency
range (cm−1) modes selected

1-D
(chain)

3-D
(crystal)c

1-D
(chain)

3-D
(crystal)c

900−1150 most intense +
markers

28 138 [35] 4 125 [31]

all 45 181 [45] 12 169 [42]
1150−1550 most intense +

markers
296 1247

[311]
17 1013

[253]
all 402 1550

[388]
23 1240

[310]
γ Form of NY6

IR intensity (km/mol)

Au Bu

frequency
range (cm−1) modes selected

1-D
(chain)

3-D
(crystal)c

1-D
(chain)

3-D
(crystal)c

900−1150 most intense +
markers

30 48 [24] 6 145 [72]

all 59 83 [41] 20 189 [95]
1150−1550 most intense +

markers
341 657

[328]
34 475

[238]
all 511 784

[392]
91 692

[346]
aData refer to sum of the IR intensities of selected transitions
belonging to given spectral ranges (see text for details). bContribu-
tions from normal modes of symmetry species A and B presented
separately. cIR intensity values normalized to the number of chains in
the unit cell of the crystal in brackets.

Table 7. Classification of Marker Bands of NY6 Crystal
Polymorphs

experimental
frequency
(cm−1) ref(s)

DFT-D-computed
frequency (scaled)

(cm−1)

IR
intensity
(km/
mol)

regularity/
crystallinity
assignment

α Form
930 1b, 5, 6 918 96 regularity
950 5b, e 946 70 crystallinity
960 5a, e, b,

1b, 6e,
5f

955 21 crystallinity

1030 5e, 6e, 5f 1021 35 crystallinity
1200 5e 1182 179 regularity
1416 1421 326 crystallinity
1478 1483 157 crystallinity

γ Form
915 5a, 6e, 5f 915 49 crystallinity
970 1b, 5,

6a−d, f
974 73 crystallinity

1000 6e, 5f 1002 23 crystallinity
1170 5e 1152 121 crystallinity
1234 1222 153 regularity
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non-negligible frequency blue shift of the main peak is observed
with respect to the one-dimensional model chain, thus revealing
a stronger intermolecular interaction between >CH2 groups of
the adjacent chains in this form.

V. CONCLUSIONS

The characterization of polymer structures and of their
vibrational properties by means of high-level quantum chemical
approaches is only at its early stages. Whereas molecular
dynamics simulations and periodic first-principles calculation
have been used to investigate the crystal structures of
macromolecules, very few calculations have been carried out
for the determination of the vibrational spectra of polymers,
because of the fact that quantum chemical calculations are
required for a reliable determination of the vibrational force
field. So far, DFT or ab initio calculations have been carried out
by taking into account small molecular models (i.e., short
oligomers), according to the so-called “oligomer approach”.26

Because of these limitations, the investigation of the vibrational
properties of polymers and also the vibrational assignments of
the IR spectra for practical and analytical purposes have been
based so far only on purely experimental works or semi-
empirical calculations, and a confirmation based on a reliable
theoretical investigation is still lacking. Indeed, contrasting
assignments, interpretations, and also some ambiguities are
often present in the literature. Only recently, periodic ab initio
calculations of IR spectra of polymers have been pre-
sented,10,12,27 thanks in particular to the new computational
tools that have been implemented and that are now routinely
available in a few packages.
In this work, we used CRYSTAL09 to carry out DFT-D

calculations of the IR spectra of two nylon 6 polymorphs (α
and γ forms). The CRYSTAL code is particularly powerful for
this purpose because of the possibility of taking into account
the full symmetry of the crystal, as required for a reliable band
assignment and for the subsequent investigation of the
polarization properties of the system. Furthermore, van der
Waals interactions can be taken into account by including
Grimme’s correction in DFT functionals.15,16 The use of a
Gaussian basis set further allows a quantum description of the
system that is more “molecule-based” than other approaches,
such as the pseudopotential plane-wave method. A good

description of the crystalline structures was obtained for both
the α and γ polymorphs of NY6, and the comparison between
DFT-D-computed and experimental IR spectra of the two
forms supports the reliability of the method. Some marker
bands previously found from experimental investigations have
been confirmed and assigned. Some other assignments have
been revised on the basis of the comparison between the
calculated spectrum of the crystal and that of the single chain.
In particular, the widely used marker bands at 930 and 1200
cm−1 of the α form have been confirmed to be markers of a
regular transplanar conformation, not necessarily related to the
occurrence of a crystal packing. We found that the band at 1170
cm−1, assigned ambiguously in the literature, is peculiar of the γ
form. Moreover, we have proposed some new marker bands at
1416 and 1478 cm−1 for the α form and at 1234 cm−1 for the γ
form.
The results obtained demonstrate that quantum chemical

calculations of the IR spectra of polymers are now viable; they
can be applied to a very wide range of problems and can open
the way for new applications of the modeling. Indeed, in
addition to the straightforward review of the experimental
assignments of the vibrational spectra of many classes of
polymer, they can provide answers to several open questions. In
the case of nylons, the study of the relative stability of the α or γ
forms with varying length of the monomer chemical unit, the
characterization of other stable crystalline forms, and the
determination of the crystalline structure of nylons that have
not been precisely refined based on XRD experiments are just
few examples where the state-of-the-art computational
techniques exploited herein could make a significant con-
tribution.
Furthermore, an increasingly deep insight into the molecular

phenomena ruling the physicochemical and mechanical
performances of polymer materials is expected to be the direct
outcome of these computational methodologies. In particular,
these approaches can support standard characterization
techniques in the study of new polymeric system, such as
nanocomposites, electrospun nanofibers, and nanostructured
polymer materials currently being developed for a wide number
of innovative applications in many different fields.

Figure 6. Comparison between DFT-D-computed IR spectra of the crystal and one-dimensional model chain of the α (left) and γ (right)
polymorphs of NY6 in the frequency range 2800−3100 cm−1 (frequency scaling factor = 0.9614). For a correct comparison, the intensities of the
crystal were divided by the number of chains in the unit cell.
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ABSTRACT: A detailed analysis of the structure and vibrational properties of PTFE and the assignment of its IR spectrum are
carried out by means of density functional theory simulations on infinite, one-dimensional chains. Calculations take into
consideration regular polymer chains with different conformations (157, 136, 103, 41, and 21) in order to investigate the main
features due to the peculiar helical structures in the IR spectra. In addition, also the helix-reversal defect and effects related to
conformational disorder are considered, to analyze the contributions in the spectrum due to defects and to the amorphous phase.
The present study solves the ambiguities in the interpretation of the 638−626 cm−1 doublet, assigning the lower frequency
component to a normal mode of the helix-reversal defect. This interpretation is consistent with the general belief that the PTFE
crystal contains a large concentration of defects already at low temperature and that the two crystalline transitions at room
temperatures (19 and 30 °C) are accompanied by an order−disorder transition. As an additional result, the 788 cm−1 band,
previously adopted to measure the amount of amorphous material in real samples, is confirmed as a marker of this phase.

1. INTRODUCTION

In spite of the wide range of applications and the large amount of
scientific literature dealing with the fundamental and techno-
logical properties of poly(tetrafluoroethylene) (PTFE), this
polymer still presents some debated issues concerning its
structural and spectroscopic characterization. Furthermore, a
thorough understanding of its molecular properties is desirable,
since PTFE is the simplest fluorinated polymer and it is often
considered as a model in structural and spectroscopic studies of
the many new advanced fluorinated materials.1

The difficulty encountered in the definition of the PTFE
structure is related to the occurrence of several phase transitions
in a rather small range of temperatures (0−50 °C), in which
conformational disorder is observed in the crystalline phase,
coexistent with fully amorphous regions. The different crystalline
phases are characterized by a different chain conformation and/
or by a different three-dimensional arrangement of the polymer
chains in the crystal cell. Two regular conformations of the chain
have been identified, namely, a 136 helix found in form II, stable
below 19 °C, and a 157 helix at temperatures higher than 19 °C.

2a

Between 19 and 30 °C, the 157 chains are packed in a hexagonal
structure (form IV) which goes through a transition to a

pseudohexagonal structure above 30 °C (form I).2b Another
crystalline form (form III) is reported for samples obtained by
crystallization under high pressure and is characterized by the
transplanar conformation of the polymer chains.3,4 The smearing
of the XRD peaks going from form II to IV to I has been
interpreted as due to an increase of the structural disorder in the
higher temperature phases. According to the early paper of Rigby
and Bunn, “there is an evident change of crystal structure; it is,
however, not a change from one precise arrangement to another,
but a change from a 3-dimensional (fully crystalline) order below
20 °C to a lower degree of order above 20 °C”.5a However, DSC
measures on PTFE demonstrated that the observed phase
transitions happen at well-defined temperatures.6

In addition to X-ray diffraction studies,2,5,7 also vibrational
spectroscopy4,8−13 has been used for the structure character-
ization of PTFE, providing in some cases contrasting
interpretations of the few, often broad and overlapped vibrational
features. Krimm and Liang carried out a first assignment of the IR
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spectrum of PTFE on the basis of the 136 helical structure of the
chain.8 Successively, Moynhian revised the assignment of a few
bands; moreover, he suggested that the intensity ratio between
the 778 and 2367 cm−1 bands could be used for a measure of the
degree of crystallinity of PTFE samples9 and this method finds
practical application still nowadays.14

The relative IR intensity of the 638−626 cm−1 doublet is the
only spectral feature that shows a significant evolution with the
temperature. In correspondence of the crystal transitions, going
from 19 to 30 °C, the 638 cm−1 component decreases in
intensity, while the 626 cm−1 component increases. Moynhian
associated this variation to the transition between the crystalline
form, showing a 136 (form II) conformation of the chain and the
phases characterized by the 157 helix (forms IV and I).9

Accordingly, the peak at 638 cm−1 was associated to the former
phase and the peak at 626 cm−1 to the latter. Subsequently, this
interpretation was debated by Brown,4 who noticed that the
change of the intensity ratio in the 638−626 cm−1 doublet is not
limited to the temperature ranges characteristic of the phase
transformations: indeed, an absorption feature at 626 cm−1 is also
present well below 19 °C, and its intensity steadily increases until
50 °C. On this basis, Brown assigned the 626 cm−1 band to the
formation of a helix-reversal defect,4 which can be easily arranged
in the crystal.
In the same period, De Sanctis et al. carried out a theoretical

study on the conformation potential of PTFE, as a function of the
torsional angle (θ) around the CC bond. On the basis of
molecular mechanics (empirical potential energy functions),
they obtained a symmetric potential curve with global minima at
about ±165° and local minima around ±90 and ±60°. Only one
flat minimum was found around 165°; thus, the presence of two
stable conformations (the 157 and 136 conformations) cannot be
taken into account on the basis of the conformational potential of

PTFE. In addition, the trans-planar conformation (θ = 180°) was
found to be a maximum of the potential surface.15

In the 1970s, Koenig and co-workers carried out an extensive
investigation on PTFE by means of Raman spectroscopy and
they developed a specific empirical force field for the prediction
of the vibrational frequencies.10 These authors concluded that no
(Raman) spectroscopic markers associated to the phase
transition at room temperature exist and they claimed for
evidence of crystal splitting.10e It is still not clear whether the low
temperature phase (form II) contains one chain per cell5b or two
chains with different chirality;16 thus, the presence of crystal
splitting cannot be ruled out.
A deep revision of the IR spectrum of PTFE was carried out by

Zerbi and co-workers,13 by means of calculations based on the
force field developed by Koenig et al.10c Zerbi calculated k = 0
phonons and phonon dispersion curves of different helical
structures. In connection with the results of De Sanctis,15 he
considered the 157, 103, 41, and planar 21 helical conformations.
Accordingly, he predicted a band at 619 cm−1 for the planar 21
conformation. The assignment of this theoretical band to the
observed feature at 626 cm−1 brought the hypothesis of the
occurrence in the crystal of long sequences of CF2 units in
transplanar conformation. In addition, bands calculated for the
PTFE helices characterized by the 103 and 41 conformations
found a correspondence with the experimental bands at 288 and
778 cm−1.
However, the question of the correct assignment of the lower

frequency component of the IR doublet at 638−626 cm−1

remained unsettled until now, due to the lack of theoretical
methods suitable for a deeper investigation of the problem.
Nowadays, the availability of theoretical methods and computa-
tional quantum chemical codes suitable for the prediction and
the interpretation of the vibrational spectroscopic features of
crystalline polymers is well assessed.17,18 On this basis, in this

Figure 1. Sketches of the infinite and finite length model systems adopted in the computational study. The helix models have been investigated bymeans
of the CRYSTAL09 code20 taking into account explicitly the helical symmetry; the helix-reversal defect has been investigated bymeans of GAUSSIAN09
code21 by considering C16F34 and C28F58 oligomers. Only the C16F34 model is drawn. Carbon atoms are painted in green and fluorine atoms in gray.
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work, we revise the assignment of the IR spectrum of PTFE, thus
settling the controversial issue on the assignment of the 626 cm−1

band and giving a deeper comprehension of the spectroscopic
behavior of PTFE. Our calculations confirm the interpretation of
Brown on the formation of the helix-reversal defects in PTFE.
Moreover, they support the belief that the vibrational properties
of PTFE are related to a transition to a more disordered
crystalline phase at room temperature.7c

The manuscript is organized as follows. In section 2, the
models and the computational methods employed are presented.
In section 3, we show the results of the calculations concerning
both the molecular structures and the IR spectra of PTFE. In
particular, in section 3.1, we revisit the work of Zerbi on polymer
chains with different helical structures. Both infinite and finite
model systems have been considered, respectively, in sections
3.1.1 and 3.1.2. In section 3.2, we discuss the helix-reversal
defects. In section 3.3, we carry out a conformational analysis on
PTFE oligomers, to discuss the contribution (in the IR
spectrum) of the amorphous phase. Discussions and conclusions
are reported, respectively, in sections 4 and 5.

2. COMPUTATIONAL DETAILS
Calculations of the equilibrium structures and of the IR spectra of
PTFE are carried out in the framework of the density functional
theory (DFT). PTFE is described as a single, isolated polymeric
chain in regular conformation, similarly to a previous study on
polystyrene.18 The choice of neglecting the supra-molecular
arrangement is dictated by the fact that the structures on the 3-D
crystal phases are still debated16 and intermolecular effects are
expected to have small or negligible effects on the IR spectrum. In
fact, if on one side the intermolecular interactions would give
place to crystal splitting of some k = 0 bands in systems withmore
chains per unit cell, on the other side, the splitting can be hardly
detected in the IR spectra of semicrystalline polymers,
characterized by broad absorption bands, as is indeed the case
of PTFE. On the opposite, the effects due to the intramolecular
structure usually show clear signatures in the IR spectrum.
Indeed, several examples are reported of studies where the
presence of different conformers is observed by IR spectroscopy
and the evolution of their relative population with temperature is
monitored by IR intensity analysis;1a moreover, the detection of
conformational defects in polymeric materials has been
successfully carried out for a long time through IR analysis.19

For the above reasons, we believe that the models adopted here
(namely, single PTFE chains in vacuo) are reliable for the detailed
investigation on the IR spectrum of PTFE.
DFT calculations are carried out on both infinite and finite

models, sketched in Figure 1: calculations on the infinite
polymeric chains are performed with CRYSTAL09 code,20 which
allows the helical symmetry to be taken into account explicitly.
Calculations on finite oligomers are carried out with
GAUSSIAN09 code.21

The hybrid B3LYP functional22 and Ahlrichs-TZVP basis set23

were adopted. Calculations on both infinite and finite chains
were repeated also with the widely used and cheaper B3LYP/6-
31G(d,p)24 method, in order to investigate the effect of the basis
set; these results are reported in the Supporting Information.
Since intramolecular dispersion effects can be important in
different helices, we carried out calculations also by introducing
the D2 semiempirical corrections developed by Grimme.25 The
effects on relative energies and spectra prediction are however
completely negligible, as proven by the results reported in the
Supporting Information.

Thin films of PTFE were kindly provided by Solvay Solexis;
temperature controlled infrared absorption spectra were
recorded with a Nicolet Nexus FT-IR spectrometer (resolution
1 cm−1 and 128 scans) on PTFE film placed in a Mettler FP82
Hot Stage cell.

3.1. RESULTS
3.1.1. IR Spectra of Infinite Polymeric Chains with

Different Helical Structure. Calculations on infinite polymer
chains of PTFE with different helical structures, proposed by
Zerbi in the 1970s, are revisited here by using state-of-the-art
electronic structure calculations (B3LYP/TZVP). In ref 13, the
following helical structures, 157, 103, 41, and the trans-planar 21,
were taken into account. Here, in addition to the above
conformations, we consider also the 136 helical conformation, in
order to investigate the transition from the low temperature 136
phase to the higher temperature 157 one. The different regular
helix conformations of the infinite chain were selected by a
symmetry constraint, which in turn determines the order of the
rototranslational axis. The structural parameters were optimized
for the various conformations, and they are reported in Table 1

together with the respective energies. Computed optimized
geometries adequately reproduce the experimental data available
for crystals showing the 157 and 136 conformation of the chains,
characterized by a cell parameter along the polymer axis,
respectively, of 19.5 and 16.88 Å and torsional angle around the
CC bond of 165.8 and 163.5°.3

Considering the relative stability of the 157 and 136 helices,
they are predicted to be quasi-isoenergetic, the latter being more
stable than the former of less than 0.1 kcal/mol. However,
calculations at a different level of theory (B3LYP/6-31G(d,p))
show the opposite trend, with the 157 more stable than the 136 by
0.04 kcal/mol (see Table SI1, Supporting Information).26

Because of the small energy difference obtained for the two
conformations, it is hard to discuss the relative stability of the 136
(phase II) and 157 forms (phases IV and I) on the basis of our
theoretical predictions. However, we notice that the energy
difference found between the two conformations is certainly
comparable to the dispersion interactions between the different
chains packed in the crystal. This fact is somehow consistent with
the interpretation of Strobl, who suggested that the low
temperature 136 phase is dominated by intermolecular
interactions, while the high temperature 157 phase is dominated
by intramolecular interactions.7c

Our calculations show that helices with the 103 or 41
conformation lie higher in energy; namely, the formation of a
single helical turn requires more than 10 kcal/mol. Finally, the 21

Table 1. Equilibrium Repeating Distance, Torsional Angles,
and Relative Energies of the 157, 136, 103, 41, and 21 Helical
Structures of an Infinite PTFE Chaina

helix
repeating distance

(Å)
dihedral angle

(deg)
energy (kcal/mol per CF2

unit)

157 19.71 165.6 0.07
136 17.06 163.4 0.00
103 11.93 91.7 1.85
41 4.68 72.4 2.97
21 2.65 180.0 0.41

aCalculations (B3LYP/TZVP) have been carried out with the
CRYSTAL09 package by imposing PBC along the chain direction,
with constrained helical symmetry.

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp3102145 | J. Phys. Chem. B 2013, 117, 706−718708



helical conformation is associated to a local maximum in the
potential energy surface for symmetry reasons,15,27,28 and its
energy determines the energetic barrier between the left and
right 136 helical conformations, which results in being of the
order of kBT (at room temperature), thus supporting the
possibility of the formation of helical reversal defects, as
proposed by Brown.4

In Figure 2, we compare the IR spectra calculated for the
various helix models (157, 136, 103, 41, 21) with experimental
spectra recorded at different temperatures (from 13 to 50 °C);
for a correct comparison, the IR intensities of the theoretical
spectra are normalized to oneCF2 group, while the intensity scale

adopted for the experimental spectra is arbitrary. The choice of
the basis set does not affect the general pattern of the spectra,
even if the use of the 6-31G(d,p) basis set red-shifts slightly the
frequency of the bands in the CF stretching region (see Figure
SI1, Supporting Information). IR spectra computed for the 157
and 136 conformations are very similar and nicely reproduce the
experimental features in the whole spectral region, with the
exception of the region between 1000 and 700 cm−1, that is
traditionally associated to the amorphous phase (in this region,
the experimental spectra have been magnified in order to clearly
show the absorption features). Frequency differences between

Figure 2. Comparison of the experimental spectra of PTFE recorded at various temperatures and the theoretical spectra calculated on the 157, 136, 103,
41, and 21 helical structures for the infinite chains. The B3LYP/TZVP functional/basis set is used. No scaling factor for the frequencies is used.
Theoretical intensities are normalized to one CF2 group and different intensity scales are adopted in the different spectral range, for a better visualization.
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the IR spectra calculated for the 157 and 136 conformations are in
general very small, amounting to 5 cm−1 in the worst case.
Focusing on the region of the doublet at 638−626 cm−1, we

notice that, going from the 136 to 157 conformation, the
calculated band actually red-shifts from 636 to 632 cm−1. Even if
the predicted frequency shift (4 cm−1) is small with respect to the
splitting of the doublet experimentally observed (12 cm−1), one
could tentatively assign the two peaks of the experimental spectra
to the different crystalline phases (forms II and IV), characterized
by a change in chain conformation. However, the assignment of
the two peaks to the 136 and 157 helices has already been rejected
by many authors,4,13 since the variation of the relative IR
intensity of the two components of the doublet extends well
outside the range of temperatures characteristic of the phase
transition. Accordingly, we state that, also on the basis of our
theoretical predictions, no IR markers of transition from 136 to
157 helices of PTFE can be proposed.
In ref 13, the band at 626 cm−1 was assigned to a planar 21

helical structure: as shown in Figure 2 (region 700−400 cm−1),
no IR active bands are present for the 21 conformation in this
suitable spectral range. One vibrational mode associated to such a
conformation is predicted by our calculations in this region (615
cm−1), but it is not IR active, since it belongs to B1g symmetry.
Thus, the previous assignment should be revised according to the
present DFT results.
On the other hand, in agreement with previous assignments,13

we find that some bands calculated for the 103 and 41
conformations nicely reproduce the 740 and 778 cm−1

experimental absorptions in a spectral region assigned to the
amorphous phase. Also, the original assignment of the IR band at
288 cm−1 to the 103 conformation finds a parallel in our
calculations. It is difficult, at this stage of our investigation, to
state whether the occurrence of some absorption bands in the
1000−700 cm−1 range reveals the presence of long chain
sequences in a peculiar regular helix conformation (namely, 103
or 41 helices) or can be better explained as originated by
disordered conformations occurring in the amorphous phase,
containing isolated gauche defects (i.e., with some torsional angle
close to±60). Since this point deserves a deeper investigation, an
analysis of the absorption features in the 1000−700 cm−1 region
will be done in the section 3.3, by means of a conformational
analysis of PTFE oligomers.
3.1.2. IR Spectra of Finite Oligomers with Different

Helical Structures. In parallel with the previous calculations on
infinite systems, we carried out geometry optimization and
calculation of the IR spectrum also on some oligomeric models of
PTFE, characterized by the same helical structures adopted for
the study of the 1-D crystal. This analysis was done in order (i) to
make a comparison with the results previously obtained on
infinite systems to check the consistency of the two computa-
tional approaches adopted and (ii) to provide information about
the effect of the confinement due to the finite size of molecules.
The issues described in (i) and (ii) are particularly important in
the perspective of the subsequent studies on finite size models
and aimed to identify spectroscopic markers of structural defects,
such as the helix-reversal defect and conformational disorder
typical of the amorphous phase.
As in the works of Barone and co-workers,29 the oligomer

C16F34 was taken as a model: five relevant helical conformations,
namely, 157, 136, 103, 41, and 21 helices, were constrained by
fixing the torsional angles of the oligomer to the values found for
the infinite models, reported in Table 1. Then, the molecular
geometry has been optimized by keeping fixed all the torsional

angles of the polymer backbone. In addition, a full molecular
optimization without constraints on torsional angles was carried
out, using as a guess structure the most stable helical
conformation, i.e., the 136 helix.
Calculations on the five C16F34 oligomers obtained according

to the different helical structures considered show relative
energies that follow the same trend found in the case of the
infinite helices, as reported in Table 2. This is an indication that

results obtained for the C16F34 model can be considered
consistent with those obtained on the infinite chain. The fully
optimized structure shows a geometry very similar to the 136
conformation, with torsional angles of about 162°.
IR spectra of the C16F34 oligomer constrained in the five

different helical structures were calculated and are reported in
Figure 3, where a comparison with spectra calculated for the
infinite chains is also shown. A procedure used in some of our
previous works,1b that consists of computing vibrational spectra
for molecules carrying fictitious heavy masses at the terminal CF3
groups, allows one to avoid spurious features due to terminal CF3
groups and to obtain a spectrum which can be compared with
that of the infinite chain straighforwardly. The results of the
calculations on the finite C16F34 system parallel those of the
infinite systems, especially in the region of the doublet 638−626
cm−1. On the opposite, the weak bands calculated at 740 and 720
cm−1 for the 136 and 157 conformations of the oligomer do not
parallel any feature of the corresponding infinite chain. On this
basis, the experimental bands at 740 and 720 cm−1 could be
associated to finite chain effects.
While the spectra calculated with the two approaches (on

infinite and finite systems) do not match perfectly in frequency,
calculations on longer oligomers (30 CF2 units), carried out with
the B3LYP/6-31G(d,p) (Figure SI2, Supporting Information)
basis set, reproduce very well the results obtained for the infinite
systems at the same level of theory. This suggests that the
frequency mismatch shown by the spectra reported in Figure 3
has to be ascribed exclusively to effects due to the finite length of
the chain.
In light of the calculations on the oligomers, we can confirm

the relevant conclusion of section 3.1.1. No intense IR bands
associated to sequences in all trans conformation are predicted in
correspondence of the doublet at 638−626 cm−1; moreover, in
this region, also in the case of the oligomer the 21 helical structure
shows just one, IR inactive (B1g) band.

Table 2. Equilibrium Dihedral Angles and Relative Energies
per CF2 Group of the Fully Optimized (OPT) and of the 157,
136, 103, 41, and 21 Helical Structures of the Finite C16F32
Oligomera

helix dihedral angle (deg) energy (kcal/mol per CF2 unit)

OPT 161.8
157 165.6 0.20
136 163.4 0.07
103 91.7 1.47
41 72.4 2.16
21 180.0 0.48

aCalculations were carried out with the GAUSSIAN09 package
(B3LYP/TZVP).
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3.2. HELICAL REVERSE DEFECT

In this section, we will take into consideration the interpretation
of Brown, according to which the 626 cm−1 band is associated to
the formation of a helix-reversal defect.4

A model for the helix-reversal defect has been proposed
recently by Barone and co-workers, based on DFT calculations.29

They considered the C16F34 oligomer as representative of the
PTFE chain, and they obtained a stable conformation of the type
...t+t+(t+)*(t−)*t−t−..., where t± = ±162.4° and (t±)* = ±172.2°

(optimization performed with GAUSSIAN09 at the PBE0/6-
31G(d) level). In the present work, in addition to the C16F34
oligomer, we consider also the longer oligomer C28F58, in order
to investigate the effect of increasing chain lengths on the IR
spectrum of the PTFE helix with the reversal defect.30

For both oligomers, we started with a similar guess geometry:
...t+t+t+t−t−t−... (where t± = ±160°). Then, we performed a full
optimization at the B3LYP/TZVP level. The helical reversal is
preserved during the optimization, and the system finally
converged to a conformation very similar to that obtained by

Figure 3.Comparison between the spectra calculated on infinite PTFE chains (CRYSTAL09) and on the C16F34 oligomer (GAUSSIAN09), for the 157,
136, 103, 41, and planar 21 helical structures (B3LYP/TZVP). No scaling factors for frequencies are used. Theoretical intensities are normalized to one
CF2 group (except for the region 1000−700 cm−1, where the intensities for the 157, 136, and 21 helical structures have been amplified by a factor of 10)
and different intensity scales are adopted in the different spectral range, for a better visualization.

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp3102145 | J. Phys. Chem. B 2013, 117, 706−718711



Barone and co-workers. Thus, we can confirm that the helix-
reversal defect is actually a local minimum of the potential energy
surface of both the C16F34 and C28F58 oligomers.
In Table 3, we compare the values of the torsional angles

calculated for the “regular” oligomers and for the same oligomers
carrying the helix-reversal defect, as obtained through geometry
optimization of C16F34 and C28F58. Notice that, with the
exception of the end torsional angles, the fully optimized
“regular” structures show a geometry closer to that of the 136
conformation (θ = 163.4°) than that of the 157 one (θ = 165.6°).
In the molecules showing helix-reversal, the defect is quite
localized and only two dihedral angles in the middle of the helix
are markedly different from the optimum value characteristic of
the regular structure. In particular, these angles relax to values
(about ±170°) close to 180°, which is the torsional angle
characteristic of the trans-planar conformation (helix 21). The
computed relative energy of the molecule with the helix-reversal
defect is found to be 1.50 kcal/mol larger than that of the fully
optimized regular chain, for both C16F34 and C28F58 oligomers.
This result is in agreement with the value of 1.25 kcal/mol
obtained empirically by Brown from the analysis of the IR
spectra4 and with the value of 1.14 kcal/mol found by Barone et
al. by means of DFT calculations at the PBE0/6-31G(d) level.29

In Figures 4 and 5, we compare the IR spectrum calculated for
the regular helical structure and for the helix-reversal defect,
respectively, in the case of C16F34 and C28F58. In the same figures,
the experimental spectrum of PTFE is shown, for the sake of
comparison. The IR spectra computed for the helix-reversal
defect and for the regular helical structure are quite similar in the
CF stretching region: indeed, both C16F34 and C28F58 show a
slight change in the intensity pattern, but no spectroscopic
markers clearly associated to the helix-reversal defect can be
found in this region. The two bands at 740 and 720 cm−1 (absent
for the infinite model) find correspondence both in the spectrum
computed for the helix-reversal defect and in that of the regular
helical structure. As noted in the previous section, such bands can
be attributed to finite chain effects, thanks to the activation of

phonons at k ≠ 0 due to the breaking of the translational
symmetry. Notice moreover that also the presence of a helix-
reversal defect breaks the translational symmetry of a polymeric
chain; i.e., it might induce the occurrence of transitions typical of
chains of finite size, also for a long chain.
Similar arguments hold for the band at 288 cm−1, which is not

present in the spectrum of the infinite 136 chain, but it appears
both in the spectrum of the finite regular chains and in that of
molecules characterized by the helix-reversal defect. However,
we must recall that in section 3.1.1 we showed that the 740, 720,
and 288 cm−1 experimental bands find a correspondence also
with some bands for the 103 and 41 helical structures. Thus, two
assignments can be proposed for these features: (i) finite size
effects, due to the presence of short chains in the sample or
simply induced by conformational defects (as for instance the
helix-reversal one), and (ii) formation of helical segments with
103 or 41 conformations. Because of the large energy associated
to the formation of helical segments characterized by the 103 and
41 conformations, we think that the mechanism related to the
activation of phonons at k ≠ 0 in short regular CF2 sequences
with 136 helix structure is more likely.
In the region between 700 and 400 cm−1, we see that the IR

band calculated at 520 cm−1 actually decreases its intensity when
the helical defect is formed. Also, this effect, due to the
occurrence of additional transitions in the same spectral region,
over which the IR intensity is redistributed resulting in a broader
absorption band, can be considered a marker of the helix-reversal
defect. It is pleasant to notice that a continuous decrease of the
peak height of the corresponding experimental feature (at 520
cm−1) has been observed while increasing the sample temper-
ature in the range between 13 and 50 °C.
In the region of the doublet 638−626 cm−1, a band

characteristic of the helix-reversal defect of the C16F34 oligomer
appears (see Figure 4), in very good correspondence with the
lower component of the doublet. Similar results are found for the
C28F58 oligomer (see Figure 5), where, in the case of the defected

Table 3. Torsional Angles Obtained for (i) the Fully Optimized Helical Structure (Helix) and (ii) the Helix-Reversal Defect
(Defect) Model in C16F34 and C28F58 Oligomersa

C16F34

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8

helix 169.2 162.6 161.8 161.8 161.8 161.8 161.8 161.8
defect 169.2 163.0 161.7 161.7 161.5 160.6 169.2 −173.6

θ9 θ10 θ11 θ12 θ13 θ14 θ15

helix 161.8 161.8 161.8 161.8 161.8 162.6 169.2
defect −161.6 −161.3 −161.7 −161.8 −161.8 −162.6 −169.2

C28F58

θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8

helix 169.2 162.6 161.8 161.8 161.8 161.8 161.8 161.8
defect 169.2 162.6 161.8 161.8 161.8 161.8 161.8 161.9

θ9 θ10 θ11 θ12 θ13 θ14 θ15 θ16

helix 161.8 161.8 161.7 161.9 161.7 161.9 161.7 161.9
defect 161.7 161.8 161.6 161.7 160.9 171.2 −171.5 −161.0

θ17 θ18 θ19 θ20 θ21 θ22 θ23 θ24

helix 161.7 161.8 161.7 161.8 161.8 161.8 161.8 161.8
defect −161.4 −161.7 −161.8 −161.8 −161.9 −161.8 −161.8 −161.8

θ25 θ26 θ27

helix 161.8 162.6 169.2
defect −161.8 −162.6 −169.2

aDihedral angles are labeled by increasing integer numbers starting from one end group and moving toward the other (B3LYP/TZVP).
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molecule, two bands are predicted in correspondence of the
observed doublet at 638−626 cm−1.
These results on oligomers strongly support the interpretation

of Brown, namely, that the variation of the relative IR intensity of
the doublet 638−626 cm−1 is due to the formation of a helix-
reversal defect, whose population in the crystal increases as the
temperature increases. Considering the short C16F34 chain, the
lower component at 626 cm−1 is indeed definitely assigned to the
helix-reversal defect and the higher component at 638 cm−1 is
attributed to the regular helix. Notice instead that, in the case of

the longer C28F58 oligomer, the 638 cm−1 component gains
intensity both from the chain in regular conformation and from
the defected chain.
A further investigation, based on eigenvectors analysis, was

carried out in order to better understand the behavior of the
doublet. First, we report in Figure 6 the eigenvector of the band
associated to the lower component of the 638−626 cm−1

doublet. As shown in Figure 6, this mode can be described
mainly as CF2 wagging vibration and it is quite localized on the

Figure 4. Comparison of the IR spectrum of C16F34 oligomer in two different optimized conformations: (i) regular helical structure; (ii) helix-reversal
defect. Experimental spectra of PTFE at different temperatures are also shown. Calculations carried out with the GAUSSIAN09 package (B3LYP/
TZVP). No scaling factor for the frequencies is used. Different intensity scales are adopted in the different spectral range, for a better visualization.
Theoretical spectra have been obtained by assuming a Lorentzian band shape with a full width at half-maximum of 10 cm−1.
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seventh or eighth chemical units around the helix-reversal defect
for both C16F34 and C28F58.
In Figure 7, we report the eigenvector associated to the high

component of the doublet, for C28F58. A similar normal mode is
found for the transition at 724 cm−1 predicted for C16F34, as
shown in the same figure. The two normal modes sketched in
Figure 7 can be described mainly as scissoring vibration of the
CF2 units, and they involve the whole chain and especially
chemical units near the ends; their remarkable frequency shift
can be ascribed to the different number of units involved, forming

a sequence with a regular helical conformation. On these
grounds, we can argue that the 638 cm−1 band provides
information about the coherence length of regular helical
segments in real polymeric chains of PTFE. In Figure SI3
(Supporting Information), the IR spectrum calculated for
oligomers of increasing length and containing helix-reversal
defect is reported and the bands associated to vibrational modes
with eigenvector similar to those reported in Figure 7 are
highlighted.

Figure 5. Comparison of the IR spectrum of C28F58 oligomer in two different optimized conformations: (i) regular helical structure; (ii) helix-reversal
defect. Experimental spectra of PTFE at different temperatures are also shown. Calculations carried out with the GAUSSIAN09 package (B3LYP/
TZVP). No scaling factor for the frequencies is used. Different intensity scales are adopted in the different spectral range, for a better visualization.
Theoretical spectra have been obtained by assuming a Lorentzian band shape with a full width at half-maximum of 10 cm−1.
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The selectivity of the helix-reversal defect (and that of its
infrared marker band at 626 cm−1) for a given kind of helix is
another intriguing issue. In order to obtain some insight on this
point, we studied the spectroscopic behavior of a helix-reversal
defect on a chain characterized by both the 136 and 157
structures. Since a full optimization of a short chain always
determines its relaxation into a structure with torsional angles of
about 162°, it is necessary that all the torsional angles are kept
fixed to the characteristic values reported in Table 1 for the 136
and 157 helices. For the two regular conformations, we calculated
IR spectra for (i) the regular helical configuration and (ii) the
chain carrying a helix-reversal defect in the middle, described as
two segments characterized by the torsional angles of the 136 and
157 helices with opposite chirality and joined together. In other
words, no relaxation for the torsional angles close to the helix-
reversal defect was allowed. Calculations are carried out on the
C16F34 oligomer. In Figure 8, the IR spectra of both (i) the regular
helical configuration and (ii) the chain carrying a helix-reversal
defect are compared in the region 700−400 cm−1. For each chain
model, we found that the formation of the helix-reversal defect
down-shifts the band at 640 cm−1. The value of the frequency for
the mode characteristic of the regular chain and of the defect
band depends on the specific chain model adopted, but the
computed frequencies always fall in the region of interest. Thus,
we can conclude that the band at 626 cm−1 is not peculiar neither
of the 136 nor of the 157 conformation.

3.3. CONFORMATIONAL STUDY

In order to evaluate the contributions of the amorphous phase to
the IR spectrum of PTFE, we carried out a conformational study
on a short oligomer. To this aim, we considered the C8F18
oligomer as the best compromise between computational effort
and accuracy needed to carry out a systematic investigation of the
conformational space. The procedure for this analysis was the
following. We constructed all the conformers which can be
obtained by selecting, for each torsional angle, one of the
following values: 0, 60, 120, 180, 240, 300°. In this way, we

collected 56 conformers. The conformation of each of them was
optimized at a low theoretical level, namely, RHF/3-21G(d).
Among the different conformers obtained, we selected only those
characterized by a relative energy which does not exceed more
than 5 kcal/mol the energy of the most stable structure, namely,
that showing a structure similar to the 136 helix. Starting from the
geometries so selected, a more accurate optimization and the
calculation of the IR spectrum were carried out at the B3LYP/
TZVP level.
The conformational analysis highlighted the presence of 49

conformers within the energy range of interest, whose energies
and conformations are reported in Table SI2 (Supporting
Information). The theoretical IR spectrum characteristic of the
amorphous phase reported in Figure 9 was obtained by summing
the contribution from each conformer, weighted for its respective
Boltzmann population at a given temperature, similarly to

Figure 6. Eigenvectors associated with the band at 626 cm−1 as obtained fromDFT calculations (B3LYP/TZVP) on C16F34 oligomer (upper panel) and
on C28F58 (lower panel).

Figure 7. Eigenvectors associated with the band at 638 cm−1 as obtained fromDFT calculations (B3LYP/TZVP) on C16F34 oligomer (upper panel) and
on C28F58 (lower panel).

Figure 8. Comparison between the computed (B3LYP/TZVP) IR
spectra for the C16F34 oligomer in its regular conformation (black line)
and with a helix-reversal defect (red line). The molecular geometries are
obtained according to three different ways: (i, top panel) fully optimized
structure; (ii, middle panel) constrained 136 conformation; (iii, bottom
panel) constrained 157 conformation.

The Journal of Physical Chemistry B Article

dx.doi.org/10.1021/jp3102145 | J. Phys. Chem. B 2013, 117, 706−718715



previous studies.1a,31 We focus on the IR spectra of these
conformers in the region between 1000 and 400 cm−1 in order (i)
to discuss the possible contribution of the amorphous phase to
the 638−626 cm−1 doublet and (ii) to analyze the region 900−
700 cm−1, traditionally associated to the amorphous phase. All
the computed spectra are reported in Table SI3 (Supporting
Information).
Dealing with the first point (see Figure 9, region 700−400

cm−1), we observe that only a few conformers show IR bands in
the region of the 638−626 cm−1 doublet, namely, conformer nos.
108, 138, 58, 46, 21, 61, and 55. All of these conformers are
characterized by two gauche-like torsional angles at about 60 or
90°, excluding no. 55 that shows three torsional angles around
90°. However, all of these conformers lie at higher energy than
that of the helix-reversal defect (at least 2 kcal/mol above the
most stable 136 helix-like geometry), to be compared with 1.5
kcal/mol, corresponding to the energy needed to make the helix-
reversal defect. Moreover, the computed intensity of the
transitions which can be put in correspondence with the 626
cm−1 band are generally very weak. Only conformer no. 58 shows
a band with IR intensity comparable to that shown by the helix-
reversal model (43 vs 238 kcal/mol). In addition, a contribution
of the amorphous phase to the steep increase observed for the
626 cm−1 band above 19 °C should be excluded because it would
require a fast increase in the concentration of gauche-like defects
in correspondence of the crystalline phase transitions (between
19 and 30 °C).7c Such defects can be hardy hosted in a crystalline
phase, characterized by parallel, well packed chains. Molecular
dynamic simulations, made by Sprik and co-workers, showed that
formation of gauche defects within ordered regions of PTFE
occurs only at very high temperatures (hundreds of °C), that is,
in a temperature range in proximity of melting.32 For all of these
reasons, we believe that the contribution of the amorphous phase
to the IR intensity of the 638−626 cm−1 doublet is negligible (see
Figure 9, region 700−400 cm−1).
Dealing with the second point (see Figure 9, region 1000−700

cm−1), from the inspection of the IR spectra collected in Table
SI3 (Supporting Information), we find many conformers that
show intense bands in this spectral region. In particular, some
predicted bands fall in correspondence with the experimental
740 and 720 cm−1 features, which were previously associated to
phonons at k ≠ 0. We believe that these bands get their intensity
both from finite chain effects and from a truly amorphous phase.

In addition, many conformers show bands in correspondence
with the 778 cm−1 broad band (conformer nos. 10, 26, 121, 113,
119, 79, 106, 38, 41, 115, 74, 7, 9, 68, 44, 61, 89, 99, 111, 32, and
34), that was associated by Moynihan9 to the amorphous phase;
this interpretation is now confirmed by our present investigation.

4. DISCUSSION

The analysis presented in this paper allows to settle the
assignment of the 638−626 cm−1 doublet in the IR spectrum
of PTFE. The assignment of the 626 cm−1 band to the formation
of trans-planar sequences13 can be definitely rejected because no
IR active bands have been calculated for the 21 helical
conformation in the spectral region of interest. The assignment
proposed by Brown, who argued that the 626 cm−1 band is
associated to the helix-reversal defect,4 is instead confirmed by
our theoretical investigation. In fact, our calculations show that a
stable structure associated to the helix-reversal defect exists, with
energy of 1.5 kcal/mol above the energy of the most stable
conformation (the 136 helix), in good agreement with the
estimate from IR intensity measurements.4 In addition, the IR
spectrum of this structure presents an IR active marker in
correspondence to the lower component of the 638−626 cm−1

doublet.
This result confirms previous interpretations of the infrared

features of PTFE, which have been attributed to the presence of
structural disorder in crystalline PTFE, even at temperatures well
below themelting point. In particular, based on the assignment of
the 626 cm−1 feature to the helix-reversal defect, Kimmig and
Strobl suggested that the transition from the 136 to the 157 helical
conformation in PTFE is a transition from a state where
intermolecular interactions are dominant to a state where
intramolecular interactions prevail.7c At low temperatures (lower
than 19 °C), effective intermolecular interactions oppose the
formation of helix-reversal and the concentration of these defects
remains small. At the form II−form IV transition, the
intermolecular interactions become less effective and thus the
helix-reversal defects can easily develop, increasing in concen-
tration until the thermodynamic equilibrium for the (quasi)
isolated chain is reached. Accordingly, the transition at room
temperature is better described as an order−disorder transition
than as a true transition between different crystalline phases. This
interpretation is consistent with the fact that crystal packing goes

Figure 9.Comparison of the experimental IR spectra at various temperatures with those obtained by means of the conformational analysis of C8F18: the
theoretical IR spectra are obtained by weighting the IR spectrum of each conformer with its corresponding Boltzmann statistical weight at different
temperatures. The spectrum obtained for the infinite chain model 136 is also reported for the sake of comparison (B3LYP/TZVP).
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from a triclinic structure in the 136 helix, that maximizes the
intermolecular interactions of helical systems, to a hexagonal one
for 157 helices.

3 This structure indeed maximizes the packing of
perfectly cylindrical objects, that is, for helices free to rotate.
Note that this interpretation is based on the assumption that

the 136 conformation is stabilized by intermolecular interactions,
while the 157 conformation is the true stable one, from a
conformational point of view. Our calculations predict very small
energy differences for these conformations (see Table 1),
comparable with intermolecular interactions, but unfortunately,
they cannot give a definitive validation to such an interpretation.

5. CONCLUSIONS

This work reanalyzes critically the interpretation of the IR
spectrum of PTFE. Calculations with state-of-the-art methods
for the prediction of the electronic and molecular structure are
carried out at the aim of interpreting the experimental spectral
features. Our calculations definitively settle the assignment of the
638−626 cm−1 doublet of PTFE as due to the formation of a
helix-reversal defect, as proposed by Brown.4

The assignment of the bands at 740, 720, and 288 cm−1 to
segments of helices with 103 and 41 conformation4 could be
acceptable, but it seems not to be the main contribution because
of the high energetic cost of these conformations (greater than 10
kcal/mol for helix turn). In fact, the experimental bands at 740,
720, and 288 cm−1 fall in correspondence with some transitions
calculated for finite size chains (oligomers), with both helical
structure and helix-reversal defects. On these grounds, the
presence of such bands, showing constant IR intensity between
13 and 50 °C, can be taken as the evidence of the relatively low
coherence length of the helix, already at low temperature.
As last useful result from a practical point of view, the

assignment of the 778 cm−1 to the amorphous phase by
Moynhian9 is confirmed by our analysis and then the use of the
IR intensity of this band for a quantitative determination of the
amount of amorphous material in real sample is supported by our
theoretical results.
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Appendix A

Organic and hybrid
nanostructures for SOLar
energy COnversion (SOLCO)

A.1 Introduction

In this chapter we present some preliminary results related to a project
aimed to the development of innovative organic and hybrid nanostructures
for the frequency conversion of the solar spectrum, in particular for the
down-conversion from the UV and blue light to the red and Near InfraRed
(NIR) region. The need for frequency conversion of light is strongly related
to a more efficient use of the solar energy and systems that convert effi-
ciently the light can find many applications in fields such as agricolture and
photovoltaics. The photosynthetic process for instance has its maximum
efficiency in the red-NIR (above 650 nm) and in the near UV (below 400
nm) part of the spectrum but the solar spectrum has its maximum intenisty
in correspondence of the yellow light (500 nm). The use of new cover ma-
terials for greenhouses which efficiently down-convert the visible light from
the yellow to the red would increase the crop production and reduce water
and soil contamination caused by the use of chemicals [119]. Similarly, sil-
icon based photovoltaic cells have their maximum efficiency in a frequency
range between 800 and 900 nm and the use of efficient luminescent solar
concentrators, that absorb high energy sun light and re-emit it at longer
wavelengths, would result in an increase of the efficiency or the photovoltaic
process [120].

The central idea of this project is to recur to nanostructures composed
by different chromophores. An absorber/donor chromophore absorbs large
frequency photons and transfers its excitation energy by resonance energy
transfer to an acceptor/emitter chormophore. The acceptor is chosen to have
a smaller band gap than the donor. This cascade mechanism is depicted in
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Figure A.1. The present design allows for a flexible tuning of the final
emission wavelength, by properly chosing the number of chromophores and
their energy levels.

Figure A.1: Representation of the cascade mechanism proposed for the
down-conversion of the solar light.

For the absorber/donor moiety, we have considered π-conjugated organic
dyes, which absorb in the green and blue regions and which have large
absorption cross sections. As emitter/acceptor moiety we have turned our
attention to inorganic quantum dots (QD), which show efficient emission
in the long wavelength portion of the Vis spectrum and in the NIR and
whose emission wavelength can be properly tuned as function of the size and
composition of the quantum dots. Hybrid donor/acceptor systems composed
by organic dyes and inorganic quantum dots (QD) are not new and a pletora
of studies where these systems are coupled together have been reported in the
literature, mainly dedicated to the development of sensors [121, 122] and in
photovoltaics [123]. These systems are also widely studied to investigate the
resonance energy transfer process, because of the large chemical flexibility
of these systems that allow to control the donor-acceptor separation [124,
125, 126, 127, 128, 129, 130].

The innovative idea of the present project is to couple the hybrid donor/acceptor
design to that of the host-guest compound. In fact, we have chosen to in-
clude the organic dye in β-cyclodextrin (b-CD). This design provides dif-
ferent advatages. I) Intermolecular interactions taking place for organic
dyes in the solid phase are in general detrimental for both the emission
and the energy transfer processes since they introduce non radiative decay
pathways that quench the exciton before it is emitted or it is transferred
to the acceptor; the inclusion in β-cyclodextrin allows to avoid such in-
teractions. II) At the same time, the inclusion in b-CD preserves a high
density of the organic dye allowing to maximize the absorbed light, in a
sort of antenna complex. III) Finally, it allows to tune the relative dye-
QD distance and orientation to obtain the largest energy transfer efficien-
cies. After some introductory tests we have chosen a benzofurazan derivate,



A.2. EXPERIMENTAL RESULTS 109

Figure A.2: Design of the nanostructure proposed for the frequency conver-
sion of the solar spectrum. The V3 organic dye is included in β-cyclodextrin
and various inclusion complex are attached to a single CdSe/ZnS.

the 4 − hexylamino − 7 − nitro − 2, 1, 3 − benzoxadiazoles (V3), as ab-
sorber/donor moiety. This chromophore absorbs the light at about 480 nm.
As acceptor/emitter moiety, we have chosen a CdSe/ZnS core-shell QD, with
a diameter of 6.3 nm and an emission wavelength declared by the producer
around to be around 640 nm. The molecular structure of V3, V3 and b-CD
inclusion complex and the whole nanostructure, are depicted in Figure A.2.

The nanostructures have been synthesized by the group of Prof. Paola
del Buttero and the group of Prof. Giuseppe Di Silvestro (Univ. of Milano).
The group of Dr. Chiara Botta (ISMAC-CNR) has carried out the UV-
Vis characterization of the nanostructure. The author’s group instead is
involved in the theoretical modeling of the nanostructures.

The remaining part of this chapter is organized as follows. In Section A.2
we report some introductory results from the photophysical characterization
of the V3 dye. These measurements demonstrate that specific intermolecular
interactions between the V3 dye and the solvent have an important role on
the optical properties of this chromophore. In Section A.3, we present and
discuss some preliminary DFT and TD-DFT calculations, with the purpose
of explaining the behavior of the V3 molecule in solution.

A.2 Experimental results

The optical properties of the V3 molecule have been investigated with UV-
Vis and photoluminescence spectroscopy. The absorption and emission spec-
trum of the V3 molecule have been measured in solution with solvent of
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different polarity: ethyl acetate (dielectric constant, ε=6.0), tetrahydrofu-
ran (THF, ε=7.5), dichlorometane (ε=9.1), methanol (ε=33.1), acetonitrile
(ε=36.2) and dimethylformamide (DMF, ε=38.3). The measured absorption
and emission wavelength and the emission quantum yield (QD) are summa-
rized in Table A.1.

Table A.1: Experimental absorption (λabs) and emission wavelength (λemi)
of the V3 molecule in various solvents.

solvent ε λabs (nm) λemi (nm)

ethyl acetate 6.02 460 525
THF 7.50 460 525
dichloromethane 9.10 455 515
methanol 33.10 475 540
acetonitrile 36.20 470 530
DMF 38.30 480 535

As showed in Table A.1, both the absorption and the emission wave-
lengths present a non monotonic behavior with the dielectric constant of the
solvent. They are constant for the two solvents with smaller dielectric con-
stant, then they decrease respectively to 455 and 515 nm in dichloromethane,
they increase to 475 and 540 nm in methanol, decrease to 470 and 530 nm
in acetonitrile and they increase again to 480 and 535 nm. Because of this
non monotonic modulation of the optical properties of the V3 molecule,
we cannot explain the solvent effects as due to the reciprocal polarization
between dye and solvent. Instead, it is reasonable to assume that specific
intermolecular interactions between the molecule and the solvent play an
important role in determining the optical properties of this chromophore.

A.3 Theoretical calculations

DFT and TD-DFT calculations have been carried out with the B3LYP func-
tional and the 6-31G(d,p) basis set. The present method generally provides
accurate results with a limited computational cost. The optical properties
of the isolated molecule have been investigated first in vacuum. Then we
considered the interactions with the solvent by using both the polarizable
continuum model (PCM) and specific interaction models, where the solvent
molecules are considered explicitly.

A.3.1 Optical properties of the isolated molecule

The molecular structure of the V3 chromophore in the ground state has been
optimized at DFT level. We have considered the V3 molecule in both the CIS
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and TRANS conformation with respect to the atoms with label α, β, γ, δ in
Figure A.2 and we have verified that the CIS conformer is actually the most
stable. We carried out also the calculation of the vibrational frequencies
to verify that the obtained molecular structure is a real minimum of the
potential energy surface of the molecule. Singlet excited states have been
calculated at the TD-DFT level on the optimized molecular structure, in
order to compare the excitation energies with the experimental absorption
energies. Our calculations show that the first excited state is dipole allowed,
with an oscillator strength of 0.2444 and a transition dipole moment of
about 1.77 atomic units oriented along the direction from the NO2 group
to the alkane chain. TD-B3LYP calculation considerably overestimates the
excitation energy of about 0.50 eV, setting the vertical excitation energy
at about 3.2 eV. However, such a large overestimation of the excitation
energy is not unexpected. In fact, Jacquemine and co-workers found that
the B3LYP functional applied to a large set of molecules, provides a mean
absolute overestimation of the excitation energies of about 0.3 eV [131]. The
transition from the ground state to the first excited state corresponds mainly
to a transition from the HOMO to the LUMO orbitals, which are depicted
in Figure A.3.

Figure A.3: Molecular orbitals mainly involved in the transition from the
ground to the first singlet excited state of the V3 molecule in gas phase.
Excited state calculations at TD-B3LYP/6-31G(d,p) level on the ground
state obtained at B3LYP/6-31FG(d,p) optimized geometry

.

A.3.2 Calculations with PCM

Within PCM method the solute molecule is embedded into a cavity and the
presence of the solvent is mimicked by point charges on the cavity surface,
whose distribution depends on the relative polarization of the charges and of
the electron density of the solute [132]. In this way the polarization effects
can be evaluated but the effect due to specific interactions, such as hydrogen
bonds, cannot be taken into consideration. Thus, we have carried out these
calculations for sake of completeness and to estimate the strength of the
polarization effects but we do not expect that they are able to reproduce
the non monotonic pattern in the excitation and emission energies of the V3
molecule with the polarity of the solvent.
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We first investigated the absorption properties of the V3 molecule. The
molecular structure of the V3 dye has been optimized again in the ground
state at DFT level with PCM, by setting the relative dielectric constant
equal to the values reported in Table A.1 for the various solvents. Then, we
have calculated the excited states of the obtained structure at the TD-DFT
in PCM. The excitation energies from the ground to the first excited state
for the various solvents are reported in Figure A.4 and compared with the
experimental data. Also in this case the theoretical calculations overestimate
the experimental excitation energies by about 0.4 eV. As shown in Figure
A.4, with the increasing of the solvent polarity the excitation energy to the
first excited state red-shifts of about 0.05 eV, reaching a plateau for dielectric
constant greater than 30.

Figure A.4: Comparison between the UV-Vis experimental absorption en-
ergy and the theoretical excitation energy from the ground state to the first
excited state of the molecule V3 calculated in different solvents. Excited
states calculations carried out at TD-B3LYP/6-31G(d,p) on the B3LYP/6-
31G(d,p) ground state geometry. Solvent effects modeled with the polariz-
able continuum model (PCM).

We have investigated also the emission properties of the V3 molecule.
The molecular structure of the first excited state of the V3 molecule has
been optimized at the TD-B3LYP/6-31G(d,p) level in PCM. The difference
between the energy of the first excited state and the ground state in the
equilibrium structure of the former (which corresponds to the emission from
the first excited state) is depicted in Figure A.5 as a function of the solvent
polarity and it is compared with the experimental emission energies data.
As for the absorption, we observe a red-shift of the emission energy which
reaches a plateau value of about 0.05 eV for dielectric constant greater than
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30.

Figure A.5: Comparison between the experimental emission energy and the
theoretical energy of the transition from the first excited state to the ground
state in different solvents. Excited states calculations carried out at TD-
B3LYP/6-31G(d,p) on the TD-B3LYP/6-31G(d,p) geometry of the first ex-
cited state. Solvent effects modeled with the polarizable continuum model
(PCM).



114APPENDIX A. ORGANIC ANDHYBRID NANOSTRUCTURES FOR SOLAR ENERGY CONVERSION (SOLCO)

A.3.3 Explicit interaction models

In order to study the effects of specific intermolecular interactions with the
solvent on the optical properties of V3, we have developed some molecular
models where these interactions are treated explicitly. We have consid-
ered molecular systems consituted by the V3 molecule and just one solvent
molecule. We do not pretend that such simple models are sufficient to repro-
duce quantitatively the optical properties of the V3 molecule in solution but
we expect that they provide some useful indication on the effect of the in-
termolecular interactions. Future studies could take into consideration more
solvent molecules. The dimer configurations have been chosen on the basis
of the possiblity to form a hydrogen bond (H-bond) between the dye and the
solvent molecule. For this study we have considered all the solvents reported
in Table A.1 except dichloromethane, since halogen bonds are more difficult
to be described accurately. Subsequently, each interaction model (referred
to as dimer) has been optimized at the B3LYP/6-31G(d,p) theory level.

The interaction models obtained with this procedure are sketched in
Figure A.2. We found i) two stable configurations for ethyl acetate, ii)
one configuration for THF, iii) five for methanol, iv) one for acetonitrile
and v) four for DMF. The interaction energies of all these model dimers,
reported in Figure A.2, have been calculated without considering the basis
set superposition error (BSSE). We have found that for all of the solvents,
the most stable interaction takes place between the NH group of the dye and
an electronegative atom of the solvent (nitrogen for acetonitrile and oxygen
for all the other cases). The interaction energies estimated lie between 7 and
13 kcal/mol. The second most stable type of interaction is between the NO2

group of the dye and a hydrogen bonded to an electronegative atom of the
solvent, with an interaction energy between 4 and 7 kcal/mol. Interactions
taking place outside the plane of the molecule are generally weaker, with
interaction energies of the order of 2 or 3 kcal/mol, except interaction 4 of
DMF. Further calculations have been carried out considering the BSSE but
they provide very similar results.
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Table A.2: Molecular geometries of the explicit interaction models between
the V3 dye and one molecule of the solvent. Geometries optimized at the
B3LYP/6-31G(d,p) level of theory.

ethyl acetate
interaction 1: -9.03 kcal/mol interaction 2: -4.47 kcal/mol

THF
interaction 1: -12.91 kcal/mol

methanol
interaction 1: -6.32 kcal/mol interaction 4: -5.32 kcal/mol

interaction 5: -12.13 kcal/mol interaction 6: -2.94 kcal/mol

interaction 7: -3.69 kcal/mol

Continues in the next page.
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Contrinues from the previous page.

acetonitrile
interaction 1: -7.46 kcal/mol

DMF
interaction 1:-9.97 kcal/mol interaction 2: -4.66 kcal/mol

interaction 4: -5.15 kcal/mol interaction 6: -11.56 kcal/mol

Then, we have calculated the excitated state properties of the various
dimers. Singlet excited states of all the interaction models have been cal-
culated at the TD-DFT level. In Table A.3 we summarize the properties
of the first excited state calculated for each interaction model. The orbitals
mainly involved in the transitions from the ground to the first few excited
states of all the interaction models are sketched in Table A.4. For the most
stable interaction of each solvent, the transition from the ground to the low
lying excited state is very similar to that in the gas phase in terms of orbitals
involved (see Table A.4), transition dipole moment and oscillator strength.
The excitation energies fall between 3.01 and 3.09 eV, very close to that of
the isolated molecule (3.2 eV). In Figure A.6 the excitation energies from the
ground to the first low lying excited state are reported for the most stable
interaction model of each solvent, compared with the experimental absorp-
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tion energy. As shown in Figure A.6, our interaction models qualitatively
reproduce the non monotonic trend of the absorption energy with the sol-
vent polarity. As in the case of the isolated molecule, TD-DFT calculations
overestimate the experimental UV-Vis absoption energies of about 0.4 eV.
These are still some small inconsistences between theory and experiment but
the use of more complex models, with many solvent molecules and using the
PCM method to simulate polarization effects due to the second solvation
shell, should result in a better agreement between theory and experiments
but these investigation are out of the scope of this work.

Thus, we have demonstrated that specific interactions between dye and
solvent actually take place and that our models of specific interaction are a
good starting point to describe the optical properties of the V3 dye.

Table A.3: Properties of the first excited state of all the interaction models
associated to each solvent. Interaction energies calculated at the B3LYP/6-
31G(d,p) level. Excited state properties calculated at TD-B3LYP/6-
31G(d,p) level. Calculations do not take into account the basis set super-
position error.

solvent interaction interaction excitation energy oscillator
energy (kcal/mol) (eV) (nm) strength

gas phase 3.1992 388 0.2444
ethyl acetate 1 -9.03 3.0992 400 0.2377

2 -4.47 3.1425 395 0.2463
THF -12.91 3.0841 402 0.2315
methanol 1 -6.32 2.4157 513 0.0001

4 -5.32 2.4084 515 0.0018
5 -12.13 3.0137 411 0.2057
6 -2.94 3.2046 387 0.2524
7 -3.69 3.2158 386 0.2532

acetonitrile -7.46 3.0855 402 0.2216
DMF 1 -9.97 3.0690 404 0.2203

2 -4.66 2.5057 495 0.0000
4 -5.15 2.9751 417 0.0000
6 -11.56 3.0663 404 0.0330

As reported in Table A.3, some dimers of methanol and DMF (interac-
tion 1 and 4 of methanol and 2 and 4 of DMF) have a low lying excited
state which is not dipole allowed (the oscillator strength goes from 0.0001
to 0.0018). The transition from the ground to this excited state of the
molecular dimer lies between 2.4 eV and 2.5 eV with respect to the various
interaction models, that is about 0.8 eV lower than the first dipole allowed
excited state. The analysis of the orbitals (see Table A.4) shows that such
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Figure A.6: Comparison between the experimental absorption energies of the
V3 molecule in solution and those calculated for the most stable interaction
model of Table A.2 for solvent. Excited states calculations carried out at TD-
B3LYP/6-31G(d,p) on the B3LYP/6-31G(d,p) geometry of the first excited
state.

a transition involves mainly the HOMO and LUMO orbitals of the dimer,
where the former is mainly localized on the solvent and the latter on the V3
chromophore. Thus, this excited state has charge transfer character. We
notice that the presence of this dipole forbidden excited state is selective
with respect to the relative position of the solvent and of the dye. In all the
dimers that present this charge transfer state, the NO2 group of the V3 dye
interacts with a hydrogen of the solvent.

The presence of such dipole forbidden state is very important since it
introduce a possible mechanism for non radiative decay. However, the exis-
tence of such a charge transfer state and its actual energy position should
be further investigated. In fact, the limitations of the theoretical method
employed (TD-B3LYP and in general of TD-DFT methods with functionals
containing a low exact exchange fraction) in describing charge transfer ex-
cited states are well known in the literature [133]. On the other hand, the
prediction of a HOMO and LUMO orbitals fully localized respectively on
the solvent and on the dye should be quite straightforward since the B3LYP
functional generally provides a good description of the static properties of
molecules. Moreover, a similar mechanism invoking a charge transfer dipole
forbidden state has been reported recently in the literature on the basis of
TD-DFT calculations for some organic dyes in solution [134, 135].
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Table A.4: Properties of the low lying excited states of the interaction mod-
els between the V3 dye and the solvents (ethyl acetate, THF, methanol,
acetonitrile and DMF). Calculations at the TD-B3LYP/6-31G(d,p) level on
the B3LYP/6-31G(d,p) ground state optimized geometries.

state excitation oscillator µS0→S1 orbitals involved TD coeff.
energy (eV) strength (atomic u. ) i → a

ETHYL ACETATE
Interaction 1
S1 3.10 0.2377 1.77 HOMO LUMO 0.69

Interaction 2
S1 3.14 0.2467 1.79 HOMO LUMO 0.69

THF
Interaction 1
S1 3.08 0.2315 1.75 HOMO LUMO 0.69

Continues in the next page
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Continues from the previous page

state excitation oscillator µS0→S1 orbitals involved TD coeff.
energy (eV) strength (atomic u. ) i → a

METHANOL
Interaction 1
S1 2.42 0.0001 0.004 HOMO LUMO 0.69

S2 3.21 0.3000 1.95 HOMO-1 LUMO 0.69

Interaction 4
S1 2.41 0.0018 0.18 HOMO LUMO 0.69

S2 3.16 0.2442 1.78 HOMO-1 LUMO 0.69

Interaction 5
S1 3.01 0.2057 1.67 HOMO LUMO 0.69

Interaction 6
S1 3.20 0.2524 1.79 HOMO LUMO 0.69

Interaction 7
S1 3.22 0.2532 1.79 HOMO LUMO 0.69

Continues in the next page
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Continues from the previous page

state excitation oscillator µS0→S1 orbitals involved TD coeff.
energy (eV) strength (atomic u. ) i → a

ACETONITRILE
Interaction 1
S1 3.09 0.2216 1.71 HOMO LUMO 0.69

DMF
Interaction 1
S1 3.07 0.2203 1.71 HOMO LUMO 0.69

Interaction 2
S1 2.51 0.0000 1.71 HOMO LUMO 0.69

S2 2.72 0.0143 0.46 HOMO-1 LUMO 0.70

S3 3.20 0.2897 1.92 HOMO-2 LUMO 0.70

Continues in the next page
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Continues from the previous page

state excitation oscillator µS0→S1 orbitals involved TD coeff.
energy (eV) strength (atomic u. ) i → a

ACETONITRILE
Interaction 4
S1 2.98 0.0333 0.68 HOMO-1 LUMO 0.60

S2 3.18 0.2077 1.63 HOMO LUMO 0.56

Interaction 6
S1 3.07 0.2316 1.76 HOMO LUMO 0.69
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M. Dion, P. Hyldgaard, A. Kelkkanen, J. Kleis, K. Lingzhu, L. Shen,
P. G. Moses, E. Murray, A. Puzder, H. Rydberg, E. Schröder, and
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