POLITECNICO DI MILANO
Facolta di Ingegneria Industriale

Corso di Laurea Magistrale in
Ingegneria Energetica

Numerical modelling of molten-salt
thermocline storage systems: feasibility and
criteria for performance improvement

Relatore:
Prof. Giampaolo Manzolini

Correlatori:
Prof. Andrea Lucchini
Prof. Michaél Kummert

Tesi di Laurea di:
Giovanni Angelini
770990

Anno Accademico 2011 - 2012






“Within 6 hours deserts receive more energy froemgtin than humankind
consumes within a year”

Dr. Gerhard Knies






Index

FIQUINES INAEX . ..t Vil
TADIES TNAEX ... e e e e e e e e e e e e nnes Xi
ADSITACT ..ttt Xiii
15T0]0 10 0= 1 [0 F TSP Errore. Il segnalibro non é definito.
Estratto in lingua italiana ..........coooiiiiiiiiiii e XVii
[T (oo 18 Tox 1[0 o PP XXV
BaCKgrOUNG.... ..ot XXV
(@] 0] 1= o1 1NV XXVil
1 Electric supply form solar €nergy........ccceveevvvevriiiiiiiee e eeeeeeeeeeeeeeen e 1
1.1 PROOVOILAIC .. uvvvieeiieiiiiiiieeee e smmmmm ettt 2
1.2  ThermoelecCtriC CONVEISION .......uuuiiiieieeeeeeaee e 5
1.3 Not concentrated solar power plants .......ccceeeeeiceieiiieieee e 8
I 0 A S Yo | = T o o ] 1 o [ 8
1.3.2  Solar Updraft tOWET .........oeiiiieeee et 8
1.4 Concentrated solar power plant............ccoovveviiiiiiiiciiiiie e 10
1.4.1 Parabolic trough ...........uueiiiiiiii e 10
1.4.2 Linear Fresnel ColleCtors ..........oouuuiiimiiiiiiiii e 12
1.4.3  Central rECRIVET .....cccviiiiiiei et 13
1.4.4  SOlar diSh......ccoooiiiiiiiiiieee e 15
1.5 History of CSP plants .........ouuuuuueiiiii e 16
2  Thermal energy SIOrage.........cooiiiiiiiiiiiiiiiiiiiaee e e e e e e e e e e e eeaeeeeeees 19
2.1 Thermal energy storage media ..............coummmmmeeereernniinnnnnneeeennnne 21
2t N R (T | o PP 22
2.1.2  Mineral/SyNthetiC Oil ...........uuuiiiiiiie e 22
2.1.3  MOKREN SAlL....ueeeiiiiii e 23



2.2 Indirect TWO-Tank TES SYSteM .......ccooiiiiiiiiiiiiiiicieee e 24

2.3 Direct TWo-Tank TES SYSIEM ......ccoooiiiiiiiiiiiiii e 26
2.4 Direct Thermocling TES SYStEM .......cccoiiiieceeemeviiiceie e e e e e e, 28
2.5 PaSSIVE SIOMAQE ...uvvrruiiiiii e e et eeeeee e e e e 30.
2.6 Latent TES SYSIEIM .....iiiiiiiiiieeeeieie st eeeeeen e e e eeeees 32
2.7 Chemical thermal energy Storage............cccmmmeeeseeeeeeeeeeeeeseeeeeennnnnns 33
2.8 Thermal energy storage COSt aSSESSMENT ..o eeeeeeevvvrnieeennnnns 34
2.8.1 Choice of the filler material for molten salt theyaline TES ..... 38
3 Previous studies on molten salt thermocline TES si&@ns.................... 39
3.1 Previous thermocline TES MOodelS.........cccovevvirrriiiiiiiiiiiiiicceeeeeenn 40
3.1.1 Schumann equation SEt .............cceeeees e e e e veeeeeennnnnee e 40
3.1.2  Schumann-Darcy-Brinkman-Forchheimer equation set....... 41
3.1.3 Hypothesis and assSUMPLIONS................cmmmmmeeereeennnnnnnnneeneeees 42
3.2 Model implementation ..........cccoeeeeeeeees oo e e e 44
321 PACRECO ..o 44
.2.2 Y ANQ i m————— e 45
3.2.3  GaNMEllA ccceveeeiiiiiieeeee e e 45
B.2.4 XU tiiiiiii it a e e e e e e rrrrrees ) 6.4
3.3 Validation of the model — Pacheco’s experimentéhda.................. 46
3.4  Previous findings on Thermocline Performances o........ccccc....... 47
3.4.1  Inlet fluid VEIOCILY......ccevueiiiiiiiieie e 49
A o (0 1] | Y/ P 50
3.4.3  Particle diameter .........cccooeeeiiiiiiii e 50
344 Tank height ... e 50
3.4.5 Inlet tempPerature.......cccooeeeeeeeeiiieeeeeeece e 51
3.4.6 Thermal cONAUCHIVILY .........cccoviiiiiiiiiiiiicrre e e e 51
3.4.7 Interstitial heat transfer coefficient.......ccccc.ooooiiiiiiiiiiiiiiceennn. 51
3.4.8 Insulation of the tank .............ccuuviiiimmmmm e 52
3.4.9 External air VEIOCItY............uuuuuuuiiiiceeeeiiiicies e e e e e eeeeeeeeeeeeanneens 52



4  Development of the thermocline model.............iiiiiii 53
4.1 Fundamental @QUALIONS .........uuuuiiiiiee e
4.2 DISCretiZatiON......ccviiiiiiiiiieee e 54

4.2.1 Discretization of mass balance equation.......ccooieeeeeeee.... 56
4.2.2 Discretization of energy equations..........eee.oeeeeeeeeeeiieeeennn.. 58

4.2.3  Flow chart of the thermocline model ...........c....ccccoiiiiiini, 59
4.3 Comparison with analytical SOIULIONS ........cceeeeuiiiiiiiieiee e 61
4.3.1 Transient radial diffusSion ...............uuiiiiiiiii e 62
4.3.2 Transient axial thermal diffusion ............ccceeieeiiiiiiiiinn, 64
4.3.3 Heat transfer between molten salt and packed bed............... 66
4.3.4 Axial advective transport and axial diffusion .......................... 69
4.4 Molten salt physical properties — Sensitivity asay......................... 71
4.5 Comparison with Pacheco experimental reSultS...............c.occeee. 75
4.6  Order of convergence of the numerical model.............................. 76
4.6.1 Order of convergence - mesh dimension .....ccccccceeoeoeeeeenne. 76
4.6.2 Timesteplength ... 77
5 Thermoclhing TES ISSUES........cooiiiiiiiiiiiiiiiiiiie et eee et e e e ese e eeeees 79
5.1 Thermal ratCheting..........cooiiiiiiiiiiiiicceeee e 79
5.1.1 Thermal ratcheting safety factor - Analytical meatho............... 82
5.1.2 Thermal ratcheting factor of safety - Numerical noet.............. 83
5.1.3 Proposed wall StrUCLUIES ............uuuuumimmmmmmmiieieee e 86
5.2 Thermal Stability of the thermocline - Fingering...............cccccceeee... 86
5.2.1 Hydrostatical Criterion.............ceeeeeiiieeeeiiieee e 87
5.2.2  HydrodynamicC CriteIrION .........cciiiiiiiiiiiiiiiiiiiiaea e e e e e e e e eeeeeneenes 87

5.3 Standby behavior of thermocling TES SYSteM wwervvnieeeeeeeeeennn.

5.3.1 Thermocline expansion during standby mode ......................90

5.3.2 Heatloss to the environNmMent.......coee oo,

6 Optimal design of the thermocline..............cccooieiiiiiiiiii e, 97

6.1 Simulation on a typical Summer WeeK........ . eeeeeeeererrnnnninanannss

6.1.1 Optimal tank SiZe........ccooviviiiiiiiiiivimmmmmm e ee e



6.2 Simulation on a early-spring Week ..........occooceeiiiiiiiiiiiiiiee 106
6.2.1 Optimal size of the tank — spring season ...........ccccceeee.... 109

6.2.2 Comparison of thermocline TES performancek .................. 109
6.3 Improvement of thermocline TES performance ......................... 110
6.3.1 Discharge efficiency and threshold temperature................. 110
6.3.2  Molten Salt ChOICE..........uuiiiiiiiiiiiie ettt 113
6.3.3 Molten salt and packed bed thermal conductivity................ 115
6.3.4  Tank height ... e 116
(@] 0 [od 017 [0 o - TP 119
Appendix-A. Discretization of molten salt energy eqgation ................cccc........ [
Appendix-B. Transient radial diffusion.............ccccviiiiiiii e, %
Appendix-C.Heat transfer between packed bed and mtn salt................. Vil
Appendix-D. Molten salt physical properties..........ccceeevvieeeeeeeeiieeeeeeiiiiinnns iX..
Appendix-E. Matlab code: finite-difference thermocine model................... Xi
BiblIOGraphy ... XXK

Vi



Figures index

Figure 0-1: schema di un accumulo a termoclinQu.........ccovvvevvvrivinnnnnnnnn. XVii
Figure 0-2: Thermocline temperature on 18th July...........coovvvvviiviiiinnnn. XViii
Figure 0-3: rappresentazione schematica del fenordel fingering [7].......... XX
Figure 0-4: Thermocline energy vield and efficies. 08' — 15" July......... XXI
Figure 0-1: World total primary energy supply fra®71 to 2010 ................ XXV
Figure 0-2: World electricity generation from 19612010 by fuel............... XXV
Figure 0-3: 1973 and 2010 fuel shares of eletyrgpeneration.................... XXVi
Figure 0-4: US Gulf Coast product prices 1994 3£220..............cccevvvvvrnnnnn XXVi
Figure 1-1: Total energy resources [19] ..o oiiiiiiiiieeiiiiccisee e 2.
Figure 1-2: p-n juncCtion [21]......ccooiiiiieeee e 3
Figure 1-3: Worldwide cumulative PV installed aapy [22] ..........cceeeeeernnen. 4
Figure 1-4: Photovoltaic cell efficiency - labarat tests [25] ..........cevvvvveninnnnn. 4
Figure 1-5: Agua Caliente PV facCility .......ccceeeeeiiiiiiiiiieiicieieee e 5.
Figure 1-6: Yearly sum of direct normal irradiafiZ8].............ccccceeeiviiiinneennnnnn. 7
Figure 1-7: El Paso solar pond..........cccccceuieiiiiiiiiei e e 8
Figure 1-8: Solar updraft tower SCheme. ... 9..
Figure 1-9: Manzanares updraft tOWEr .........cccevviiieeeeiiiiieeeeeee e Q..
Figure 1-10: Parabolic trough solar field ... 11.
Figure 1-11: Parabolic trough scheme [30].....ccc.uvviviiiiiiiiiiiieeeeeeeceeeeeiiiiiees 12
Figure 1-12 : Fresnel mirrors and cosine effegptical 0SS ............evceiiiennnnn. 13
Figure 1-13 : Gemasolar faCility ........... o eeeeeeeermmmmmiiiinanieeeeeeeseeeeeeenneen 14
Figure 1-14 : Solar diSh.........ooooiiiiii e 16
Figure 1-15: operating (blue) and under constomc@SP plants (yellow) ...... 18
Figure 2-1: Average consumption consumption aradlability radiation........ 19
Figure 2-2: Thermal energy storage CONCEPLS..cceeveeeeeeiiiiiiiiiiiiiiiiiiieeee e 20
Figure 2-3: CSP equipped with an Indirect Two-Ta®S system.................. 25
Figure 2-4: Andasol | and Il. Power block and ttaok TES system .............. 26
Figure 2-5: CSP equipped with a Direct Two-TanlSTdystem ...................... 26
Figure 2-6: Solar Two, Mojave Desert, California.............cccceevvvivviciiinnnnnn. 27
Figure 2-7: SEGS facility, Mojave Desert, Calif@n.................ccceevvvvvrrnnnnnns 28
Figure 2-8: Schematization of Thermocline TES&yBL..........cccoeeeeeiiiiiineene. 29
Figure 2-9: CSP plant equipped with direct thertimecTES system............... 30
Figure 2-10: CSP plant equipped with a passive FE8ncrete storage ......... 31
Figure 2-11: Saturated steam TES System [43]..ccceeivvviiiiiiiiiiiiiiiiniieeeeeeeen, 33
Figure 2-12: CSP Cost BreakdOoWn [5] .......ceeeeeeemmiinnneeeeeeeeeeeeeeeeeennnnns 34

vii



Figure 3-1: Schematic diagram of the thermocliBEST12].............cccoeeeeeees 43

Figure 3-2: Pacheco experimental data.......ccccccevvvvviiiiiieniieeeeeeeieeeeeeiiiens 7.4
Figure 3-3: Thermocline TES charging (left) ansictiarging (right) .............. 47
Figure 3-4: Discharge efficiency as a functiorRefynolds under different heat
(0SS rALES (NU) .eeeeeieiiiitiieie ettt e e e e e e e e e e e e e e e e neeneeeeseeees 49
Figure 4-1: Discretization of spatial domain...............oooiiiiiiiiiiiee, 55
Figure 4-2: Flow chart of the thermocline model.............coovvviiciiennnnn. 61
Figure 4-3: Radial diffusion. Analytical soluti@ompared to the numerical .. 63
Figure 4-4: Radial diffusion. Estimated error...........cccccvvvvviiviiiiiiiiieie e 63
Figure 4-5: Axial diffusion. Numerical results cpared to the analytical ...... 65
Figure 4-6: Axial diffusion, estimated error.............ccccceeeiiiiieeieeeeeeeeeeeeee, 6.6
Figure 4-7: Molten salt - packed bed heat transfer..................cccciiiiiiinnen. 67
Figure 4-8: Molten salt - packed bed heat tran&stimated error ................. 68
Figure 4-9: Temperature of the molten salt anthefpacked bed................... 68

Figure 4-10: Temperature difference between pablkedand molten salt...... 69
Figure 4-11: Axial advective transport and axiffusion. Analytical and

(LU TeTqTor= 1 IS0 ] 1)1 o I 70
Figure 4-12 : Axial advective transport and axiiflusion. Estimated error ... 70
Figure 4-13: Mesh dependence — Sharp model [58]...........covvvvrriiiiiininnnnnn. 71
Figure 4-14: Comparison of solar salt, Hitec anig¢XL physical properties at
temperature ranging 300°C — 500 °C .......vucemmeemeeeeeeeeeeeeeeeee e 2.7
Figure 4-15: Temperature evaluated when densitgnsidered as 1) constant:
1865 kg/ni 2) constant 1718 kg /8) variable with temeprture.................. 73.
Figure 4-16: Temperature difference between @30@8&00°c and @VAR

£5] [ 0101 F= U0 74

Figure 4-17: Pacheco experimental data compard'somodel (left) [12] and
Pacheco experimental data compared to the newajmaimodel (right) ....... 75

Figure 4-18: Pacheco experimental data compar&atonella's model ........ 76
Figure 4-19: Left: estimated error at several naigtensions. Right: mesh
dimension: estimated degree of convergence... S &

Figure 4-20: estimated error for several time megth and convergence ...... 78

Figure 5-1: Fall of packed bed particles becadigark dilatation .................. 79
Figure 5-2: cyclic stress in the shell envelope............cccceeiiiiiii, 0.8
Figure 5-3: Maximum and minimum temperature ofgteel envelope. ......... 83
Figure 5-4: Temperature of the molten salt insidetank and average
temperature of the steel envelope. Wall #1 eecceeeeeeieeiiiiiiiiiiiiiiiiiiieneennn.. 84
Figure 5-5: Temperature distribution in the walD&bh.................ovvvieeeennnnn. 85
Figure 5-6: dependence of the factor of safetiwhe duration of temperature
CYCIES. Wall #L.. ..o e e e e e e e e e e eeeaeeeees 85
Figure 5-7: fingering phenomenOoN ... eeeeeeiiiiiiieeiiiiee e 81.
Figure 5-8: Thermocline expansion with time.............ccoovvvvvviicccccceeeeen, 90

viii



Figure 5-9: Thermocline thickness with time .............ccccovviiiiiiiiiiiiciiee e, 91

Figure 5-10: Radial temperature distribution. Liosulation.......................... 93
Figure 5-11: Radial temperature distribution. Mediinsulation..................... 94
Figure 5-12: Radial temperature distribution. Higsulation ......................... 95
Figure 5-13: Heat loss rate for the three testalll structures and its
dependence oN WINA VEIOCILY ........eeiie s e s e e e e e e e e e e e eeeeeeeeaevaneeanes 96
Figure 6-1: Energy yield in the CSPM09 18" JUlY .....ovvvvveveeeeeeeeeeeeeeens 99
Figure 6-2: Molten salt mass flow.'09 18" July..........cccoooviveviviicceen. aLo
Figure 6-3. Left: Temperature distribution o™y .........cocoovevvveeeeenn. 101
Figure 6-4. Left: Temperature at the inlet anthatexit of the thermocline ..102
Figure 6-5: Sankey Diagram: weekD9 18" July..........cooeeeeeeeeeeeen, 103

aFigure 6-6: Discharge efficiency and collectidficincy. 09" — 158" July..104
Figure 6-7: Energy yield of the thermocline TE®ddferent thermcline sizes.

09 = LB T JUIY ..ttt 105
Figure 6-8 : Energy vield in the CSP"2329" March..........cococeveveveveernnnn. 106
Figure 6-9 : Left: Temperature distribution or"2@arch................cccoceu...... 107
Figure 6-10: Left: Temperature distribution of"2arch............ccocvveeeeee.. 108
Figure 6-11: Energy yield of thermocline TES fdfetent thermocline sizes.
239 29"  MACH ... 109
Figure 6-12: Quality of withdrawn heat for sevauraik sizes....................... 111

Figure 6-13: Dimensionless temperature distributbsolar salt and Hitec..115
Figure 6-14: Molten salt temperature when therooalductivity is changed

from the normal value (solid lines) to the valuddfdlashed lines)................. 116
Figure 6-15: Thermocline extension for severaktaeights.......................... 117
Figure 6-16: Discharge efficiency for several taekghts ..............ccoovveeeee 117






Tables index

Table 1-1: Operating CSP in the world [25] .......uiiiiiiniiieeeen 7
Table 1-2: Worldwide CSP operating plants, by @& ............ccccceeeeeeeeennn. 11
Table 1-3: Principal parameters of CSP systemB.[31..........cccuvviiiiiiiinnnnnnn. 17
Table 1-4: List of operating CSP plants... .. oooeeeeeeeeieeeeiiiiiiiiiiineeennn 17.
Table 1-5: List of CSP plant under CoONStruCtON. ... ..oeviiiiieeiiiiiiieeieeiiiiiies 18
Table 2-1: Characteristics of some possible sragdia.............ccccvvvvviieennn. 21
Table 2-2: Molten salt and Tehrminol VP-1 phybsmaperties [35].............. 23
Table 2-3: Molten salt and Therminol VP-1 storaget [36] ..............ccevveennne 35
Table 2-4: TES cost compariSON [1] [34] [B] weweee«eeeeeeeeeeeermmrreeeeerrrnnnnnnnnans 36
Table 4-1: Solar salt, Hitec and HitecXL physipebdperties at temperature of
300°C aNd 500 PC ..ooeiieieeieeee e ereee et a e e e e e e e e aaeeraees 72
Table 5-1: Wall tested by Garimella [6] ... e eeeeeeremmiiiinineeeeeeeeeeeeeeeeeiiens 82.
Table 5-2: Factor of safety (FS) estimated by @alia, estimated with the
numerical model and with the analytical method.............ccccceeiiiiii, 84
Table 5-3: Estimated factor of safety of threepmsed wall structure ............. 86
Table 5-4: Fingering critical VEIOCItIES ........ccoeeiiiiiiiiiiiiie e 89
Table 5-5: Assumption made in simulations on emvinental heat loss.......... 92
Table 6-1: ASSUMPLIONS ....covveeiiiiiiireeecee e e e e e e e e e e e e e 98
Table 6-2: Comparison of results: summer weeksanohg week simulations.
7,5h of full-load CapPACILY .........cceveviiiiieee e 110
Table 6-3: Discharge efficiency depending on tsigk ....................eveeeeennn. 112
Table 6-4: Solar salt and Hitec and tank Siz€..........cccooovviiiiiiiiiiiiiiinnnee. 113
Table 6-5: Thermal energy storage energy yielcwu&ition 9" — 18" July ...114
Table 6-6: molten salt velocity and fingering farcof safety..............ocooo. 118
Table B-1: molten salt physical properties. T alsvaxpressed in [°C] ........... IX

Xi






Abstract

The aim of this thesis is the assessment of thegpeance of direct molten salt
thermocline thermal energy storage (TES) systenmenveipplied to concentrated
solar power plants. The considered thermocline ewsplsolar salt at a
temperature ranging between 550°C and 300°C. TheimeoTES is believed to
be cheaper than state-of-art indirect two-tank TB8dasol and Gemasolar
type). The reason of this lower cost is the redunctif the number of vessels and
the displacement of expensive molten salt in th& tay a low-cost packed bed
(quartzite and silica sand): the packed bed actwiasary thermal storage. To
better understand the behavior and performanceabf $ES, a two-dimensional
finite-difference model is developed to predict parature distribution in the
thermocline vessel. The model includes heat trartsféveen molten salt and
packed bed, both radial and axial diffusion as wadl heat loss to the
environment. The model is validated after comparisath four particular
analytical solutions and with experimental datailabée in literature. Two
performance indicators are defined in order to makeonsistent comparison
between thermocline and two-tank configuration:ckiésge efficiency and
collection efficiency. Discharge efficiency is dedd as the ratio of thermal
energy withdrawn from thermocline TES at a tempeetbove 545°C on total
thermal energy withdrawn. Collection efficiency aefined as the ratio of
thermal energy stored in the TES on thermal enakgylable for storing. Both
discharge efficiency and collection efficiency @&gual to 100% for two-tank
systems, while for thermocline TES they are foumdbé about 70% and 90%,
respectively. It is observed that discharge efficieis closely related to the
thickness of the thermocline in the tank: furtherdges on molten salt and
packed bed thermal conductivity, molten salt chaicd tank height are made to
assess if there is any chance to reduce thermotilickness and, hence, to
improve discharge efficiency.

Key words: Concentrated solar power plant, thermocline thérevergy
storage, direct molten salt storage, dischargecieffcy, thermal ratcheting,
numerical modeling of heat transfer within a packed

Xiii






Sommario

Nella presente tesi sono studiate le performansestémi di accumulo diretto di
sali fusi in serbatoi a termoclino associati a @nsolari termodinamiche. I
sistema in questione utilizza “solar salt” a unaperatura compresa tra i 300
°C e i 550 °C. | serbatoi a termoclino hanno cdstivestimento molto inferiori
rispetto ai classici sistemi a doppio serbatoiod@sol e Gemasolar): infatti, si
riduce il numero di serbatoi richiesto per I'accuma i serbatoi sono riempiti
con un letto impaccato di rocce di quarzite e saldie ha un costo molto
contenuto e rimpiazza un egual volume di piu costa# fusi. L'accumulo
termico avviene principalmente nel letto impaccatmon nei sali fusi. Per
comprendere le perfomance degli accumuli a termocliene sviluppato un
modello bidimensionale alle differenze finite chermette di prevedere la
distribuzione di temperatura nel serbatoio. Il mimdmclude la trasmissione di
calore tra il letto impaccato e i sali fusi, le giéz termiche verso I'ambiente e la
conduzione termica radiale e assiale. || modellovafidato a seguito del
confronto con quattro soluzioni analitiche e condigi sperimentali disponibili
in letteratura. Sono definiti due rendimenti chenpettono il confronto delle
performance dell’accumulo a termoclino con il siséea doppio serbatoio: il
rendimento di scarica e il rendimento di accumulleendimento di scarica e
definito come il rapporto tra I'energia estrattd @amoclino a temperature al di
sopra di 545°C e I'energia estratta totale. Il rerhto di accumulo e definito
come il rapporto tra I'energia accumulata nel stibae I'energia accumulabile.
Entrambi questi rendimenti sono 100% per il sistendppio serbatoio, mentre
sono rispettivamente 70% e 90% per I'accumulo maefino. Si osserva inoltre
che il rendimento di scarica e strettamente dipetedelall’estensione del
termoclino nel serbatoio: viene condotto uno studio sensibilita sulla
condulttivita termica dei sali fusi e del letto ingpato, sull’altezza del serbatoio
e sul tipo di sali fusi utilizzati per cercare diurre I'estensione del termoclino
e, quindi, di aumentare il rendimento di scarica.

Parole chiave: Centrali termodinamiche, accumulo termico in strba
termoclino, accumulo diretto di sali fusi, thernrakcheting, modelizzazione
numerica dello scambio termico tra un letto impé&zeaun fluido.
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Estratto in lingua italiana

L’accumulo diretto di sali fusi in serbatoi a terclino ha dei costi
d’installazione molto piu contenuti rispetto agltccamuli termici a doppir
serbatoio utilizzati attualmente nelle centraliasokermodinamiche (Andasc
Gemasolar) [1][4B][4]. L'accumulo termico €& responsabile del-20% del
costo di installazione dellimpianto e una riduzodei costi di tale sisten
sarebbe auspicabil§s]. Infatti, serbatoi meno costogpermetterebbero «
aumentare le dimensioni dellaccumwcon conseguente riduzione del cc
dell’elettricita grazie al numero maggiore di orpiizalent [3].

| sistemi a termoclino sono meno costosi perchaevikdotto il rumero
dei serbatoi necessari peaccumulo termicpin piu, il serbatoio a termoclino
riempito con un letto impaccato a basso costo cleapa 1'80% del volume di
serbatoio, rimpiazzand piu costosi sali fusi. L'accumulo termico avvie
principalmente ndketto impaccato e non nei < [1].

Tuttavia il termoclino ha prestazioni di accumulonani perché i sali ad
alta e bassa temperatura sono a contatto tra Brinstaura un gradien
termico, detto termoclir (Figure 0-1)E per questo motivo che tale sistem:
accumulo viene detto “a termoclin

High temperature
medium High temperature
fluid

Heat at high T

1 Temperature gradient
(Thermocline)

Depleted heat

Low temperature
Low temperature fluid
7 medium “

Figure 0-1: schema di un accumulo a termoclino

Le performance, come accennato, ¢ minori rispetto al sistema a dop

serbatoioperché una partdei sali immessi a 550 °C vengoaocumulato nel
termoclino evengono poi estra ad una temperatura compresai 550 °C e i
300 °C: gran parte (essie inutilizzabile per la conversione termoelett, vista

Xvil



Estratto in lingua italiana

la loro troppo bassa temperatura. Viceversa, isistema a doppio serbatoio, i
sali fusi sono estratti costantemente a 550 °C.

Per comprendere il comportamento del termocliren@isviluppato un
modello 2-D alle differenze finite che permettecdicolare la temperatura dei
sali fusi e del letto impaccato in ogni punto delbstoio ad ogni istante
temporale (Figure 0-2). Il modello include lo sd¢am termico tra letto
impaccato e sali fusi, la diffusione termica assmkadiale e le perdite termiche
verso I'ambiente. Il codice € implementato in Matla il modello & stato
validato mediante confronto con quattro soluziomalgiche particolari e con
dati sperimentali disponibili in letteratura.

Temperature of molten salt.July 18 Energy fluxes.July 18
550 Oh Q collected
= = =75h = = = Q stored
17.5h = = = Q withdrawn
= = =24h | o0l Q loss
P gross
500
B
=
— 150+
8 450 g
o 3
= o
[ =]
g ks
u L r=
@ 400 3 100 RO .
£ Y I
g /] )
[ , N !
' 1
] l !
350 50t _1_—\:_
! 1
! 1
1
!
300 . /
. . 0 . . . . PR ,
0 5 10 0O 3 6 9 12 15 18 21 24

Tank height [m] Simulation time [h]

Figure 0-2: Temperatura del termoclino il 18 Luglioalle 7:30 (inizio caricamento), alle 17:30 (fine
caricamento e inizio scarcia) e a mezzanotte (figgornata, discharge continua oltre mezzanotte)
(sinistra). Bilancio energetico 18 Luglio (destra).

hY

Il modello €& stato utilizzato dapprima per studide@omeni quali il
“thermal ratcheting” e il fingering, che impediredb il corretto funzionamento
dellaccumulo. In seguito, si valutano e confromtade performance
dell’'accumulo a termoclino con quelle dei sistemilagppio serbatoio, sia nel
funzionamento estivo che in quello primaverile.inef sono condotte delle
ricerche al fine di individuare I'accumulo a terrntino piu performante.
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Thermal ratcheting

Il termoclino é soggetto ad un fenomeno chiamaterfnal ratcheting” [6]. Il
serbatoio tende ad allargarsi per dilatazione twanguando sali fusi ad alta
temperatura vengono accumulati. Mentre il serbatsioallarga, il letto
impaccato si riassesta occupando lo spazio vuotsciai®@ per via
dell’'espansione del serbatoio. Una volta che bk estratto, il serbatoio si
raffredda e tenderebbe a restringersi per torrarelame originale. Tuttavia, il
letto impaccato non puo piu ritornare nella posieimriginale, a causa della
forza di gravita, e il serbatoio si ritrova cosioenella posizione dilatata. Ne
risultano forti tensioni nella parete di acciaiol d®rbatoio: questi sforzi
potrebbe portare allo snervamento, ad una propag@ziciclica della
deformazione plastica, eventualmente fino al puintottura del materiale.

Il thermal ratcheting € studiato e tre possibitutire per accumuli a
termoclino vengono proposte. Vengono definiti uitecio semplificativo per la
valutazione dello sforzo nella struttura metalleaun conseguente fattore di
sicurezza rispetto al limite di snervamerfo= o,,.,,/0. | risultati mostrano
che uno strato di isolante tra le pareti metalliehesali fusi € necessario per
limitare I'impatto del thermal ratcheting. Quessmlante ha grande resistenza
termica e riesce a mitigare notevolmente la tentipeaalell’acciaio oltre che la
sua dipendenza dalle variazioni di temperatura sddi fusi all'interno del
serbatoio. Vengono identificate tre strutture chgistono al thermal ratcheting
con fattori di sicurezza tra 1,3 e 7,4.

Perdite termiche verso I'ambiente

Tuttavia, la coibentazione di due di queste é fitdahte e porta ad un

raffreddamento dei sali troppo repentino. La stinaticon fattore di sicurezza 7,4
offre invece una coibentazione molto migliore. Qaesruttura € composta da
uno spessore di isolante interno di 0,3 metri diemale refrattario, di uno

spessore di 0,03 metri di acciaio inossidabile eudaaltro strato di isolante

esterno di 0,15 metri di lana di roccia/vetro. Qaeonfigurazione é scelta per
le simulazioni che seguono.

Fingering

Un altro fenomeno studiato € il fingering, che gstesnello spostamento di un
fluido da parte di un altro con diverse carattaist fisiche [7]. Quello che puo
avvenire e che invece di avere un fronte di avaerdamregolare, si potrebbe
verificare una penetrazione del fluido iniettattlanenatrice del fluido in quiete,

provocando un miscelamento tra i due (Figure 0cB)esto miscelamento e
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indesiderato perché rovina la stratificazione teamie pud aumentare
considerevolmente lo spessore del termoclino.

hot fluid

cold fluid

Figure 0-3: rappresentazione schematica del fenome del fingering [7]

In un termoclino a sali fusi, il fingering potrebla@venire durante lo
stoccaggio di energia termica. | sali fusi ad &t@peratura sono iniettati nella
parte alta del serbatoio; man mano, questi salaltad temperature spingono
verso il fondo dellaccumulo i sali fusi a bassamperatura. In queste
condizioni, il “mobility ratio” € maggiore di uno @ fingering potrebbe
avvenire. Studi piu dettagliati e bilanci di pres® (legge Bernoulli e Darcy)
permettono di individuare una velocita critica:issli fusi sono introdotti nel
serbatoio al di sotto di questa velocita, I'effettel fingering dovrebbe essere
trascurabile. Si evince che questa velocita criicaun centinaio di volte
superiore alla velocita tipica di immissione deli dasi negli accumuli a
termoclino, quindi il fingering non rappresenta unaaccia per gli accumuli a
termoclino studiati in questa tesi.

Previsione delle prestazioni degli accumuli a tern@ino

Le prestazioni degli accumuli a termoclino vengaoafrontate con quelle del
sistema a doppio serbatoio; inoltre, la configuwaei che da le migliori
performance e ricercata. Per comparare i due sisilesistema a due serbatoi di
una centrale solare termodinamica di cui si dispang i dati orari
(irraggiamento, portata di sali fusi al campo smlaal power block e
allaccumulo) viene sostituito con un accumulo amieclino [8]. Si cerca
dapprima di determinare la dimensione del serbaitiimale, cioé il serbatoio
che si comporta nel modo piu simile possibile atesna a doppio serbatoio.
Sono definiti due rendimenti per confrontare lespagioni dei due sistemi: il
rendimento di scarica e il rendimento di accumlllsendimento di scarica é
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definito come la quantita di calore estratta dahteclino a piu di 545 °C divis
la quantita di calore estratta totale. In un sistemn doppio serbatoio

rendimento di scarica sempre 100%, perché i sali fusi sono estral
temperatura constante e pari a 550 °C. Invecetamgioclino una parte d
calore e stoccata a temperature tra 550 °C e 30G0I0 la frazione estratt
sopra ai 545 °C viene consider come utile. Il redimento di accumulo

definito come il rapporto tra I'energia accumulat serbatoio diviso I'energ
totale utile per l'accumulo. Non tutta I'energiaspionibile viene infatt
accumulata nel sistema a termoclino: una voltaickermoclino raggiunge

fondo del serbatoio (accumtquasi piend, la temperatura dei sali fusi in usc
aumenta ¥300°C) ealcuni specchi sono messi posizione di defoct per
evitarecondizioni di eccessiva temperatura nel ca. Cio provoca il mancat
assorbimento di unaarte dell’energia solare. Invece, nel sistema apiix
serbatoio il rendimento di accumulo e sempre 10@¥%6h® il sale fuso estrat
dal serbatoio freddo & costantemente a 30(

Test su settimana estive— dimensione ottima accumulo ¢
termoclino

Dappima, le simulazioni sono fatte su una tipica sedtia estiva con 7 gior
di sole e un elevatirraggiamento (& 15 Luglio): $ ricerca la dimension
ottimale del serbatoio a termoclind riscontra un tradeff tra il rendimento d
accumulo e il rendiento di scarica. Per serbatoi di piccole dimensidr
rendimento di accumulo é basso perché il serbatioiiempie rapidamente
molta energia disponibile non viene stoc (Figure 0-4).

Thermocline energy yield. 9t - 15% July

10000 100
9000 T. ——— 90
= (Q stored

8000 X‘m 80 Q store
—= 7000 A = 70 =
'g ./ T e——_ x Q withdrawn
£ 6000 60 % Tse4eeC
— - 793 c
& ~000 -— * * >0 _g == Collection
@ 4000 - - 40 & efficiency
c s wl
w3000 — 30 == Discharge

2000 20 efficiency

1000 10

0 T T T 0
4 6 8 10 12

Storage size [h]

Figure 0-4: bilanci energetici e efficienze termoclino. 09 45 Luglio
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D’altro canto, il termoclino € mediamente moltolinato: un gradiente
termico ripido separa nettamente la regione adtattgperatura da quella a bassa
temperatura, garantendo un’ottima stratificazicerentca e un alto rendimento
di scarica. Per un termoclino da 4h, cioé che puageatare il blocco di potenza
per quattro ore a potenza nominale, il rendimentscdrica € 80% e |l
rendimento di accumulo é solo 60%.

Per serbatoi di grandi dimensioni avviene il camxall rendimento di
accumulo € molto alto, perché quasi tutta I'enemgiecolta riesce ad essere
accumulata. Non si raggiunge comunque mai il 108f%,un valore asintotico
di 92-94%. Questo perché il termoclino raggiungame la parte inferiore del
serbatoio: alcuni sali vengono estratti a piu d) 3G e alcuni specchi vengono
messi in defocusing per compensare 'aumento tethlgeratura dei sali fusi in
ingresso. Per questi grandi serbatoi il termocknesteso e molta energia e
stoccata tra i 545 °C e i 300 °C: il rendimentosdarica € quindi basso. |
serbatoi sono sovradimensionati. Per un serbatohdil rendimento di scarica
e 67% mentre quello di accumulo & 92%.

Si trova che la dimensione ottima & 6h perché lantita di calore
estratta sopra ai 545°C € massima. In ogni casheaserbatoi da 7h e 8h sono
delle possibili scelte, perché la quantita di aalestratto sopra ai 545 °C é solo
leggermente inferiore. Viene pero preferito un awio da 7,5h perché il
serbatoio da 6h €& caratterizzato da variazioni efnperatura repentine
indesiderate durante le fasi di carica e scaricaabte la carica del serbatoio da
6h, la temperatura dei sali fusi cresce rapidameagpena il termoclino
raggiunge il fondo del serbatoio (accumulo quasng). Per evitare un
surriscaldamento del campo solare, alcuni speamd $nessi in posizione di
defocusing e entro mezz'ora I'accumulo e completampieno. Quando invece
il termoclino raggiunge il top dellaccumulo, lamperatura dei sali, fino a quel
momento di 550 °C, diminuisce rapidamente e il acidRankine deve
prontamente abbassare la pressione di evaporagidaegprocedura di arresto
della centrale viene avviata. Piu il serbatoio &ge, meno queste variazioni di
temperatura sono repentine. In conclusione, ilaerb da 7,5h e scelto per le
buone performance, vicine all'ottimo, e perché dédma la conduzione
dell'impianto.

Nella settimana estiva simulata il serbatoio dah h& un’efficienza di
scarica del 70,6% e un’efficienza di accumulo d&B%. In questo termoclino,
I'energia stoccata € 5019 MW quella estratta utile € 3518 MWH.e perdite
termiche sono 31 MWh e la variazione di energia interna molto picoetab
MWhy,). Quindi i restanti 1426 MWjhsono estratti a una temperatura al di sotto
dei 545 °C. Come confronto, nello stessa settimamaaccumulo a doppio
serbatoio avrebbe accumulato 5522 Myéhrestituito 5450 MW di calore al
di sopra dei 545°C.
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Test su settimana primaverile — scadimento prestaani

Le prestazioni del sistema a termoclino sono teséaiche su una settimana
primaverile (23 — 29 Marzo). In questa settimanaadiazione utile & inferiore
rispetto alla settimana estiva e in un paio dirgidrcielo € molto nuvoloso. Nei
giorni nuvolosi il termoclino & poco utilizzatotto il calore raccolto € inviato al
blocco di potenza; negli altri giorni invece mo#aergia termica viene stoccata
nelllaccumulo e la produzione elettrica e estesadg® ore dopo il tramonto. In
media, il serbatoio € usato in modo meno intensoiclestate: serbatoio da 7,5h
e sovradimensionato per questa stagione e le piastadel termoclino si
riducono. La dimensione ottimale € 6h e in questspgli accumuli da 7h e 8h
sono sconsigliati. Nel caso da 7,5h, il rendimetitgcarica scende a 65,8%,
mentre il rendimento di accumulo rimane a 90,9%.

In realta il blocco di potenza sarebbe capace atiaehre anche calore
molto al di sotto dei 545 °C: per esempio, il bloati potenza della centrale
SEGS | € in grado di lavorare fino a 90 °C al disdella temperatura nominale
[2]. Nel caso di una centrale che lavora a 550 t&@)perature fino a 475 °C
potrebbero essere considerate come utili. Considera4d75 °C come
temperatura limite, il rendimento discarica arrala5%. In ogni caso, questo
rendimento non puo piu essere confrontato con gyaell sistema a due serbatoi,
che restituisce i sali fusi costantemente a 5502,°Quindi, calore ad un’altra
qualita.

Ricerche per il miglioramento delle prestazioni dely
accumuli a termoclino

Infine, alcune simulazioni sono state condotte percare di individuare
possibili miglioramenti delle prestazioni del terrhno, in particolare il
rendimento di scarica. E gia stato osservato cheritimento di scarica &
strettamente connesso alla pendenza del termodirm@rcheranno quindi delle
soluzioni per rendere il termoclino piu ripido. Pesempio, si confronta
I'impiego di due sali: il solar salt e I'Hitec. Lgerformance nei due casi sono
simili, per via del simile comportamento dei sadéil’accumulo [9]. Tuttavia, i
solar salt lavorano a temperature piu elevatecaldre estratto dal serbatoio e
convertito al blocco di potenza con rendimenti sigpieche nel caso dell’Hitec.

| solar salt sarebbero quindi da preferire.

In seguito, viene condotta un’analisi di sensiéivgulla conduttivita
termica. Il risultato & che il termoclino si espangrincipalmente a causa del
trasporto avvettivo dei sali fusi e solo in modamelario per conduzione
termica [1] [10][11][12]. La ricerca di sali fusi tetti impaccati con minor
conduttivita termica € quindi inutile perché laasficazione termica non
verrebbe migliorata in modo sensibile.
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Infine, si prova ad aumentare l'altezza del setbatBer via di limiti
costruttivi, i serbatoi a sali fusi non possonoesape i 14 metri di altezza [13].
Tuttavia, € ben noto che in serbatoi piu alti tatficazione termica € migliorata
[1] [12][14]. Accumuli alti 25 metri mostrano unfefienza di scarica aumentata
del 5% rispetto ai serbatoi da 14 metri studiatofa. Aumentare |'altezza oltre
ai 25 metri non e utile, perché la stratificaziomemigliorata di poco e in
compenso aumentano molto le perdite termiche, par della maggiore
superficie laterale esposta all’'ambiente. Per tagggre i 25 metri si € proposto
un sistema di due serbatoi a termoclino da 12,5%i w@tegati in serie. In questo
caso, ci saranno due termoclini che si comportamoado semi-indipendente in
ognuno dei due serbatoi. Questa configurazione lonmderessante, ma studi
piu dettagliati sono necessari.

In conclusione, l'accumulo di sali fusi in serbatai termoclino é
promettente perché ridurrebbe notevolmente i atisiccumulo termico nelle
centrali solari termodinamiche. Tuttavia, le pregtai di questi serbatoi sono
inferiori a quelle del sistema a doppio serbato@menemente utilizzato:
I'energia estratta ad una temperatura al di sops#sl °C & un 30-40% in meno
che nel caso a doppio serbatoio. Una parte deljpmestratta sotto ai 545°C &
ancora utile per la generazione elettrica, che pexdene a carichi parziali e
quindi con rendimenti di conversione inferiori aetja nominale. Per
ottimizzare le prestazioni dei sistemi a termoclsicsuggerisce di aumentare
I'altezza dei serbatoi a 25 metri, magari collegadde serbatoi da 12,5 metri in
serie.

Possibili studi futuri

Per meglio comprendere la convenienza dei sisterg@rmoclino rispetto ai
sistemi a doppio serbatoio si dovrebbero fare dafieilazioni su base annuale e
confrontare I'output elettrico nei due casi [2].gnesto modo sara possibile fare
un’analisi dei costi tra i due sistemi e stimarédlelized cost of electricity” per
entrambi i casi. A questo fine, si consiglia lo lggpo di modelli
monodimensionali e monofase per delle simulaziarbase annuale dei sistemi
a termoclino [2][15]. Infatti, si e riscontrato chmer serbatoi ben isolati la
distribuzione radiale della temperatura € quadoamie: quindi, il problema puo
essere trattato come monodimensionale. Inoltrali fiesi hanno velocita molto
ridotte e lo scambio termico con il letto impaccatolto efficace: si riscontra
infatti che la differenza di temperatura tra lattgpaccato e sali fusi € sempre
sotto ai 2°C: il mezzo pud essere quindi trattaimme& monofase. Queste due
ipotesi (monodimensionalita e omogeneita), sengalifo il modello, aumentano
la velocita di calcolo e rendono il modello applita a simulazioni annuali.

XXV



Introduction

Background

Humanity has always been searching for energy ssundich could improve
its life conditions. Indeed, there is a close catioa between progress and
availability of energy at low costs [16].

In the last 40 years, energy has grown at a rafie986 every year most
primary energy consumption relies on fossil fueis2011, fossil fuels supplied
87% of worldwide primary energy consumption, whishestimated to be 12,7
Gtoe per year. Basically, consumption relies oouweses like oil, coal, natural
gas, biomasses and nuclear (Figure 0-1) [17].

14000
12 000
10000
8000
6000
4000
2000

1097I 1975 1980 1985 1990 1995 2000 2005 2010
(| Coal/peat B oil [ Natural gas 1 Nuclear
1 Hydro ™ Biofuels and waste B Other*
Figure 0-1: World total primary energy supply from 1971 to 2010 by fuel (Mtoe) [17]
In this scenario, electricity consumption is ingieg even more quickly at a

rate of 3,5% per year. Electricity consumption ssessed to 21 400 TWh, or
1,85 Gtoe per year (Figure 0-2). Fossil fuelstheemain resource.
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Figure 0-2: World electricity generation from 1971to 2010 by fuel (TWh) [17]
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Electricity is produced mainly in thermoelectrioqmr plant burning fossil fuels.

More in detail, 40,6% of worldwide electricity isigplied from coal, 22,2%

from gas and 12,9% from nuclear. Among renewablerggn hydro has a

significant share of 16% while other renewable tbgegenerates only 3,7% of
worldwide electricity (Figure 0-3) [17].

1973 2010
Hydro Other** Hyd Other**
% 0.6% Coal/peat o 3.7% Coal/peat
20 38.3% 16.0% 04

Nuclear Nuclear
3.3% 12.9%
Natural gas
12.1%
il Natural gas Qil
24.7% 22.2% 4.6%
6 115 TWh 21 431 TWh

Figure 0-3: 1973 and 2010 fuel shares of electtigigeneration. **Other includes geothermal, solar,
wind, biofuels and waste, and heat [17]

Such energy scenario is destined to default becassgves of fossil fuels are
limited and because an excessive release of grasalgases (CQOn primis)
could have severe effects on world climate. Enexagysumption at present rates
would exhaust reserves in few decades: accordimg Bhtish Petroleum
statistics, reserves-to-production ratio (R/P)esemated to be 55 years for all,
65 years for gas and 110 years for coal [18]. d&=si the dependence of
mankind on fossil fuels together with the depletadnmeserves themselves have
caused great price fluctuation of any kind of rawatenials (oil, coal, gas and
many other goods). This exposes international narethe behavior and
politics of exporter countries, especially the fehich export oil (Figure 0-4).

B Gasoline 160

M Gas ol
B Heavy fuel oil 140
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Figure 0-4: US Gulf Coast product prices 1994 — 2@. US $ per barrel [17]
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It is for this reason that many nations are tryimgeduce consumption of
fossil fuels, optimizing consumption (energy effiecy) and shifting energy
supply to other resources, such as wind, sun, wawsdro, biomasses and
waste, etc. Those resources are called renewabbude they are available in
almost infinite quantities: indeed, their rate efjeneration is quicker than the
rate of consumption. Among those, solar energynis of the most promising
sources because of its large availability and besdarge scale exploitation is
likely to be possible in the next future.

Several technologies have been developed for &ngesolar energy in
order to supply electricity: for example, photoanit and concentrated solar
power plants. The former is being massively ingthlh some countries as costs
are dropping and technology is becoming competitidafortunately, no
electricity storage is possible and electricity gation is interrupted after
sunshine. The latter is a promising technology bseaenergy storage is
possible and 24h electricity supply is feasible apl of Gemasolar).
Unfortunately, the cost of concentrated power pianery high [5].

Objectives

In this thesis a particular energy storage whidiersfchances for cost
reduction in concentrated solar power plants iglisth This system is direct
molten salt thermocline thermal energy storage.

The thesis is structured in six chapters.

* In the first chapter, developed technologies facticity generation are
presented. Advantages and disadvantages of eaclriafey discussed.
Especially, concentrated power plants (CSP) arerithesl.

* In chapter 2, possible thermal energy storage<flP are scanned. Direct
molten salt thermocline thermal energy storage (TESfound to be a
promising system. A simple cost comparison with ttker systems is
carried out.

* In chapter 3, literature review is made. Researethodology and findings
on thermocline TES are presented.

* In chapter 4, a new two-temperature two-dimensioinagte-difference
model is developed to predict of the temperaturstridution in the
thermocline TES. The model is validated after comspa with four
analytical solutions and with experimental datailate in literature.

* In chapter 5, some issues of thermocline TES aesemted and possible
solutions are discussed. For example, the theraigheting problem is
studied and possible vessel envelopes are propAtss.fingering problem
is faced.

* In chapter 6, performance of thermocline TES is parad to state-of-art
two-tank configuration. Thermocline model is rurden effective solar data
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to perform weekly simulations. Also, design of thecline TES which
gives optimal storage efficiency and which behatres most similarly to
two-tank configuration is researched.
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1 Electric supply form solar energy

The Sun behaves as a blackbody at 5774 K. Intiésrial regions, atomic fusion
take place and hydrogen is combined to form helilihis reaction releases a
large amount of energy, as described by Einsteigsreaergy equivalence
E=md. Energy flows towards external surface of the ®ynconvection and

internal radiation, and it is finally emitted tcethiniverse.

As described by Stephan-Boltzmann law, hydrogesh @her elements
are burn at a rate of 3,8 x’#a'W [16]. This energy irradiates the universe, and
half a trillionth of it (approximately 172500 TW3 intercepted by Earth. This
amount of energy depends of the diameter of EarthSun and on the distance
between the two celestial bodies. Also, it slightlganges seasonally and
depending on sunspot solar activity; radiationnety can vary of about 5%
maximum.

Radiation attaining external layers of the atmesphof Earth is
averagely 1364 W/fm This mean value of radiation/thermal power islethl
“solar constant”. However, radiation is partiallysarbed by the atmosphere and
much less power reaches the ground. Elements iatthesphere like C O,
N.O and HO absorb radiation of a certain wave length anémd-it in the
infrared spectrum. For examplez @bsorbs very short-length radiation, also
called UV, and protects Earth from this dangeroasliation. Also, air
molecules, humidity and dust provoke scattering rafliation: basically,
scattering deflect sun radiation in all directiomith a consequent loss in
available radiation. As a result, effective radiatiattaining Earth ground is
about 1000 W/mwhen the sun is at the zenith, and average amadgition on
Earth is assessed to about 198 AJh9].

Totally, Sun irradiates Earth with 885 x°IDWh every year [16], which
is about 6000 times the yearly primary energy coresti by mankind. In other
words, in just 90 minutes sun supplies enough gnergatisfy annual energy
needs of humanity[5]. While fossil resources angted in time, solar energy is
widely available and completely renewable (Figurd). Large-scale harvesting
of solar energy has the potential to solve thegnsupply problem.



Chapter 1

Annual global energy consumption by humans
=

Wind

Hydro

Photosynthesis

Figure 1-1: Total energy resources [19]

In the last decades many efforts have been addrésskevelop systems in
order to exploit solar radiation for electrical pyp Two main technologies
have been developed: photovoltaic and thermal agsioretechnology.

1.1 Photovoltaic

Photovoltaic performs direct conversion of bothrbeand diffuse radiation in
electricity. This system exploits the photovoltaféect: a photon hit an electron
of a material transferring a share of its energye Electron results “excited”
and it leaves the lower energy orbital. Hence,isiolh between photons and
electrons generate an electronic flux, i.e. antetecurrent. Particular materials,
called semiconductors, are used to effectivelyeopvlithose excited electrons and
extract the energy they gained.

In semiconductors there is an electronic energylgaween the valence
band and the conductive band. Most of photons aceigh powerful to push
electrons over this gap, exciting them. To effeddiivcapture these excited
electrons, two semiconductors are joined. The fissta positive doped
semiconductor and the second a negative doped @eduictor. This junction
results in a permanent electric field which managesffectively displace
electrons once excited (Figure 1-2). So, electamescollected and an electric
current is obtained.
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Unfortunately, photovoltaic efficiency is limited to abot1C-20%. This is
because only a certain share of photonic energyeaxploitedFirst, electrons
must overcome théenergy gap” between the valence baawald conductiol
band. For siliconthis gap is 1,1 eV and aly 78% of photonsare enough
powerful to push electrons above tlenergy barrier. Second, alphotonic
energy above the energy barris lost because is not transferred to electror
In silicon, photons transfejust 1,12 eV to electrongven if their internal energ
was higher This causs an avoided absorption of other%25of available
photonic energy20].

Besides of this 50% photonic loslarge-scaleconstructive issue ar
technology furtler limits photovoltaic efficiency to -20% More efficient
modules existsuch as muljunction panels. However, considering their ¢
and materials usetheyare unsuitable for large-scale utilizati@®].

Besides of thedow efficiency, photovoltaic is a verynergy intensiv
processand PV panels are very expen. Melting of silicon and furthe
purification processes require big amour energy Silicon for solar applicatic
hasa degree of impurities below ™ ppm (®lar grade silicor. Also, much
silicon is wasted whecoarse solar grade silicas cut and shaped inafer, just
before panel asseml.

The overallcost of photovoltaiis assessed typically 1€00-2400 €/kwW
and incentives are required to make it coritive [22]. Although, research is
sharpy reducing th costs. It has been estimated that every time wadel
installed capacity is double, photovoltaic coseiduced of 20¢ [22].

In the past yers installed capacity sharply increaséd2012, abot 30
GW have been installed worldwide increasing therall installed capacity t
about 100 GWn February 2013, according to EPIA statis. Germany, Italy
Span, Japan, USA, Taiwan and China aradereither in productioror/and in
installed capacityRigure 1-3) [22][23].
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Figure 1-3: Worldwide cumulative PV installed capcity [22]

Researchers are developing new photovoltaic teohgdb reduce costs and to
reduce the amount of energy required to build th&wspecially, second-

generation thin-film panels use much less semiccimdumaterial than first

generation panels [24]. Typical second-generatidraRe CdTe, amorphous Si
and CIGS cells. Costs are contained, but rapidatikid of those cells limits

their efficiency and lifetime. Since few years,rthgeneration organic cells
have been developed. Those cells are capable fibwefucost reduction because
they are made with very low-cost materials; unfostely, their performance are
very poor: efficiency of state-of-art laboratorysehardly overcomes 8% [25]

(Figure 1-4).
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Figure 1-4: Photovoltaic cell efficiency - laboradry tests [25]
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There are still many doubts about photovoltaic farge-scale electrical
production. Indeed, solar radiation is availabldydiew hours per day, and
electric storage is very expensive and possiblemdy little electrical quantities.
Despite of that, big photovoltaic facilities haveelb realized and others are
under construction. For example, the biggest platakc plant is “Agua
Caliente Solar Project”, in Arizona. It sizes 24AMMwith 5.2 millions of
modules spread on 970 hectares of desert surfager¢F 1-5). Also, two thin-
film 550 MW PV facilities are under construction i@alifornia: “Desert
Sunlight Solar Farm” and “Topaz Solar Farm”.

Figure 1-5: Agua Caliente PV facility
Large penetration of photovoltaic (and wind) in &lectrical production would
result in an unbalanced electrical grid. To sohis tssue, “smart grids” and the
concept of dispatchable loads must be developedhatovoltaic production is
intermittent, the only way to effectively exploitsi output is to displace
consumption when photovoltaic energy is availablewever, smart grids are
still at early stage of development.
Summing up, photovoltaic is a promising technoldgyt it is unsuitable

neither for large-scale electric production nor kesse load electric supply
because of the intermittency of radiation and thpassibility of energy storage.

1.2 Thermoelectric conversion

In solar thermal power plants solar thermal enésgyonverted through a
thermal process to electricity. So, energy coneersn a solar thermal plant is
completely different than in photovoltaic technolo@PV). PV exploits the
photoelectric phenomenon and radiation is convetiettly to electricity. In a
thermal process, radiation is converted to heat thed to electricity, i.e. an
indirect process. Solar thermal conversion is ragmmilar to a thermoelectric
power plant where heat from solar radiation reduat from fuels.
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The biggest advantage of thermoelectric solar poplants compared to
other renewable technology and to PV is the pddsitof thermal energy
storage (TES). When much radiation is availabld Isestored in the TES; when
radiation drops, heat is withdrawn from the TES angplied to the thermal
block for extra electric production. For examples TES feeds the power block
during cloud passages or after the sunset. Sm|an thermal power plants solar
intermittency is controlled: the TES allows to puwod electricity even if
radiation is insufficient or absent. Another adead is the increase in the load
factor of the solar thermal plants. Load factorswlar thermal power plants
without storage ranges between 20% and 25%, whif@ants equipped with a
6h-7.5h full-load capacity TES it is between 40% &%%. Also larger TES of
15h have been realized, with load factors of 75%n(@solar) demonstrating
feasible power production for 24 hours per daym@any weeks of the year [5].
Summing up, dispatchability is the main advantageshermoelectric solar
power plants.

Another interesting possibility is the Integrateale® Combined Cycle. This
gas combined cycles are equipped with a solar fadicch supply heat extra
thermal power to the bottomed Rankine cycle. Thygdst plant in the world is
the 75 MW Martin Next Generation Solar Energy Cenite Florida. Here, a
share of the electric output is associated to smatribute, while the remaining
is associated to natural gas.

In solar-only driven thermal power plants, therneaglic conversion of solar
energy is performed either in no concentrated plantin concentrated plants,
depending on the absence or the presence of artosieg device for solar
radiation. Concentrated option is more attractigeduse very high temperatures
are reached and good thermal conversion is possbldescribed by Carnot’s
law. Developed thermoelectric conversion systeras ar

a. Not concentrated systems
» Solar Pond
» Solar updraft tower
b. Concentrated solar power (CSP) plants
» Parabolic trough
» Central receiver
* Fresnel collectors
» Solar dish

Unfortunately, only beam radiation is exploitabheGSP plants, because
radiation is concentrated. Beam radiation is tharestof solar radiation that
arrives directly from sun; in contrast, the shakesaar radiation that had been
scatted by atmospheric molecules, humidity and dusalled diffuse radiation.
Beam radiation is about 80% of total radiation. &xploits both diffuse and
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beam radiation while concentrated power plants eodcentrated PV only
exploit beam radiation. Hence, less radiation @ilable for CSP and this limits
the regions where CSP plants are economically coeme Sites with high
annual irradiation and many sunny days per yearrageired, which limits
possible application to much less sites than PV eixample, very good sites are
Saharan desert, southern Spain and oriental USAhéde regions have average
yearly direct irradiance above 2000kWH/m

S
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Figure 1-6: Yearly sum of direct normal irradiance[26]

One of the biggest disadvantage of solar thermaepoplants is the high
installation cost, assessed between 3500 and 5B00 [5]. This is 4-5 times
the cost of conventional fossil and about twice ¢bst of PV systems. Also,
operation and maintenance costs are higher thatomventional plants and
equivalent working hours are less, even when theemargy storage are added.
As a result, thermal solar power plants are fdred@conomically competitive.

However this technology offers the chance for greaét reduction.
There are only few plants worldwide. Hence, thel@xgtion of economies of
scale is at early stage [5]. At the beginning ofi201,9 GW of installed
capacity were operative worldwide, mostly in Spaml USA (Table 1-1). This
capacity is very little compared to the 100GW o$talled PV technology.
However, many plants will be operating in the ngrars: 2,5 GW under
construction, and more than 10GW have been aneodupetween Spain, USA,
China and few other countries.

Table 1-1: Operating CSP in the world [27]

CSP operating at the

Country beginning of the 2012
Spain 1331 MW
USA 518 MW

Rest of the world 75 MW
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1.3 Not concentrated solar power plants

1.3.1 Solar pond

Solar pond system consists in a pool of saltwatee. floor of the pool is a black
absorptive surface. As a result, deep water ofahk is sensibly heated up. Free
convection is prevented to take place becauseeo$dhnity gradient: the hotter
lower fluid has great content of salt, and it isWier than the colder but lighter
water at the surface of the pool. Hence, thermadbignt is balanced by a
“halocline”, i.e. saline gradient, free convectisnprevented and good thermal
stratification is obtained. Hot water is then useddrive an organic Rankine
cycle engine. Typically, salt is NaHGO

There are only few solar ponds in the world. Thggbst was the 5SMW
plant of Beit HaArava, Israel, which was decomnaesid in 1988. Here, water
temperature was 30°C at the surface and 90°C dtfiooo [28]. Temperature
gap cannot be further pushed, because above 10af&® starts to boil. Thermal
efficiency is quite low because of the little temrgdare difference; according to
Carnot, its maximum value is about 16,5%. Nowadd#ys, biggest operating
solar pond is El Paso, USA (Figure 1-7).

—

Figure 1-7: El Paso solar pond

1.3.2 Solar updraft tower

Solar updraft tower exploits the “chimney effeci’e. the density
difference between warm and cold air, to generataiastream which drives
wind turbines. Solar updraft tower are composedglass structures which
covers a large land surface and a central talbhotbwer. Below the glass roof
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air is heated up by solar radiation, due to greasbdike effect. This warm air
is lighter than external cold air and it tends limb in the hollow chimney. The
warm air stream is intercepted by wind turbinethatentrance of the chimney,
converting kinetic energy of air into electricityigure 1-8).

Unfortunately, to achieve big electric output tbevér must be very tall,
even 1000-1500 m, and glass surface should coveralekn?, which results to
be economically and technically unattractive. kutlesolar updraft tower
occupies big land surface is generating little powetputs. Solar radiation
would be more efficiently harvested with other sdéchnology. Despite of that,
some big project have been proposed, such as h#&20 Enviromission tower
in Arizona or the 400 MW Greentower in Namibia.

The only solar updraft tower ever realized was Maxazes, build in
Ciudad Real, Spain in 1982. It was a 195 m tallaioand glass roof occupied
46 hectares; nominal power was 50 kW (Figure IFBg tower was built with
low-quality materials and suffered rusting and osion. The systems failed in
1989 when a storm blew down the tower.

Chimney‘| J

Glass roof

Figure 1-8: Solar updraft tower scheme
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1.4 Concentrated solar power plant

In CSP plant solar radiation is reflected on mirsarfaces and concentrated. A
receiver body receives radiation from mirrors, hepitself up and reaching
high temperatures. This receiver body is hollow arfteat transfer fluid (HTF)
is forced to flow through it, cooling it down. Tht HTF leaves the receiver
body and it is displaced towards a power block,ciwtabsorbs heat and converts
it to electricity. Sometimes CSP plants are alsoiggged with thermal energy
storage: in these plants a portion of the heaectdd at the solar field is stored
at mid-day hours and then used at low radiationrdou

The area of the mirrors is widely larger than tbhdace of the absorber
and thermal power hitting the absorber is greae fEtio between the reflecting
surface extension,&nd the surface of the absorptive surface extenSids
called solar concentrating ratio. Radiation hittthg absorber is equal to solar
beam radiation multiplied by this solar concentmatratio. Solar concentration
ratio cannot tend to infinite because of geometoosiderations. Indeed, Sun
subtends Earth with an angle of 0° 32’. Hence,rs@diation hitting Hearth is
not perfectly perpendicular, but rather containea icone-shaped volume. As a
result, concentration ratio is limited to about 2d%inear concentrating system,
while in punctual systems much higher values ualtout 46 000 are attainable
[29].

Several collectors have been developed. They assifled in linear and
punctual. In the former, mirrors track the sumglone angle, either azimuth or
solar altitude; these systems are parabolic trowghich is the state-of-art
technology, and linear Fresnel concentrators, whach cheaper but less
performing collectors. In the latter, mirrors trattle sun along both azimuth
angle and altitude angle; for example, solar dishdsgch are suitable for off-
grid or distribute generation, or power tower syste which allows to reach
high concentrating factors.

1.4.1 Parabolic trough

Parabolic trough is the state-of-art technology dnd used in about 90% of
CSP plants in the world (Table 1-2). Mirrors asggbolically shaped in order
to reflect normal radiation to their focal poinid&re 1-10). The absorber body
is a tube placed in the focus of the parabola areteives all radiation reflected
by mirrors (Figure 1-11). The absorber is composéda metallic tube
surrounded by a protective glass envelope, whielrgmt corrosion of the tube
and limits convective heat loss with the environtné&m HTF flows inside the
absorber, progressively heat itself up and leaves dolar field at high
temperature. The hot HTF is finally pumped to tbaver block, where thermal-

10
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to-electric energy conversion takes place. Solarcentration ratio of this
mirrors ranges 60-80 [5].

Parabolic trough mirrors are supported by a metalitucture and they
are equipped with tracking device. Mirrors can t@taround their longitudinal
axis and hence they are oriented to intercept taeimmum of solar radiation at
any hour of the day. If parabolic trough is Nortbu8 oriented, inclination of
mirrors is equal to the azimuth solar angle; ifgmmlic trough is East-West
oriented, inclination of the mirror is always equal solar altitude angle.
Usually, North-South orientation is preferred, hessathe amount of radiation
collected over a year is more than in East-WesbuayHowever, East-West
orientation manages to collect radiation more amtt during the year.

Table 1-2: Worldwide CSP operating plants, by CSPype [27]

CSP type Installed capacity [MW]
Parabolic trough 1800

Central receiver 70

Linear Fresnel concentrators 35

Figure 1-10: Praboli trough solar field

11
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Hot HTF, to

Concentrator

Cold HTF, from
condenser

Figure 1-11: Parabolic trough scheme [30]

Parabolic trough collectors are characterized kif fwermal and optical losses.
Optical efficiency is the ratio between the quanof solar radiation which
attains the absorber and the available solar iadiaMany geometric and
optical phenomena influence optical efficiency, Isuas shadowing effect,
reflection of the mirrors, absorption of the absorbube, transmittance of the
protective glass envelope, etc. Thermal efficieisayefined as the ratio between
radiation attaining the absorber and thermal eneffgctively transferred to the
HTF. To limit convective heat loss, vacuum is maiméd between the absorber
tube and the glass shell. Further, a selectivarap# applied on the surface of
the absorber tube: selective coating is a silvetiroroxide which optimizes
absorption of solar radiation and prevents emissiadiation typical of bodies
at low temperature, such as the absorber. Thetsgl@oating is applied also to
PV and makes them look blue. The overall perforreaot parabolic trough
collectors depends mainly on average temperatuteteoHTF and on average
irradiative solar intensity

Concluding, parabolic trough is the most employgdtean for CSP
plant. It is reliable and very performing. Althoygh is quite expensive: the
complex parabolic shape of the mirror and the diegaitself lead to high costs
per collector unit. Further, collectors cover ayw&arge surface: solar field is
responsible of about 50% of the cost of the er@ig® installation [5]. To sum
up, its reliability and good cost-effectivenessiaamake parabolic trough
collectors the state-of-art technology.

1.4.2 Linear Fresnel collectors

Linear Fresnel collectors are the second typenafali collector. The reflecting
surface is composed by straight thin flat mirrotsichk lean on the ground and
which can rotate independently along their longitataxis. Mirrors point the
absorber body which is placed above them. Thisttre is simpler and lighter
than the parabolic trough. As a consequence,alsis cheaper. The absorber is

12
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substantially the sanas in the parabolic trougAnother advantage very little

shading effecthenceless land isoccupied than in the parabolic trough c

(about half).Also, mrirrors are groundased, so operation ancaintenance (i.e.
cleaning) is simpler.

Linear Fresnel collectors are suitable for dirdem generation (DSC
In parabolic trougtthe absorber rotates witthe mirrors and ball join are
present in the collect. Direct steam generation requires highgsure rangin
50-100 bars and ball joint cannot staithose pressuresdence, DSG i
impossible in parabolic trough. On the other hafsorber of Fresnel collectc
is fixed andonly the mirrors rotate. Hence, DSG is possibldinear Fresnel
collectors.

However, cheapness is compensated by relative pediormances
Nominal optical efficiency is quite poor: about 65%rsus the 75% of parabo
trough [31] Most of optical lsses are due to geometric loss. Indethe
reflecting area is less than the opening (illumedatarea, even at zero incider
angle (Figure 1-12Mirrors arenot normal to sunray because theyoriented
to deflect radiatiorto the absorber. Henca cosine effect caus a loss in the
real reflecting areaParticularly, when the siis low on the horizon this cosil
effect affects is much relevarinstead, mirrors oparabolic trough caswing
and their aperture area is always normal to s@diation As a resu, at off-
design conditions the optical efficiency gap betweg®rabcic trough and
Fresnel mirrors is even increas

Cosine effect

Aperture area

Figure 1-12: Fresnel mirrors (left) and cosine effect -eptical loss (right) [32]

Summing up, Fresnel concentrators are sensiblypenghan parabolic trouc
and they allow DSG. However, parabotrough isstill preferred because
their greater optical performanc

1.4.3 Central receiver

Central receiversystem, or solar tow system, cosists in a tall towe
surrounded by field of thousands of helioste Each heliostat has a surface

13
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about 100 rhand tracks the sun rotation along both azimuthadtiide angles.
Heliostats reflect solar radiation to a heat exgearplaced at the top of the tall
central receiver. All heliostats are equipped wallectromechanical devices
called “trackers”, which continuously orientate roins depending on sun
position. Concentration factors are typically of0Q66000 and temperature at
the top of the tower reach easily 600 °C — 100@FiGure 1-13) [33].

Figure 1-13 : Gemasolar facilit

Central receiver plants are theoretically morergggng than parabolic
trough. These CSP plants offer better optical iefficy than parabolic trough
technology and they are good candidate for largental energy storage. Very
high temperatures can be attained and many stadeelseing carried out on the
power block: it is indeed possible to replace tbgia Rankine cycle with more
efficient combined cycles. Central receiver tecbgglhas been demonstrate as
promising and feasible with any storage type andreat transfer fluid but it is
still little developed compared to parabolic troygants.

Technological and economical problems hinder theeld@ment of large
solar power tower facilities. Central receiver sys$ are constrained in size for
two reasons. Big plants require very high towergvabl50 m. Here, very high
temperatures are reached and costly materialsegrgred for both the tower
and the receiver body/heat exchanger. Also, oplicsges are high because
closer heliostats block the radiation reflecteddayer heliostats. This optical
phenomenon, called “blocking” or “interference”,duee effective radiation
collected from outer mirrors. From an economic pah view, the two-axis
tracking orientation electro-mechanic system ofids¢hts is quite expensive,
considering the required degree of precision: msrmust continuously reflect
radiation to the heat exchanger at top of the tpwrich sizes hundreds of
square meters and which is up to 1 km distant. Weroissue of central receiver
plants is connected to the little thermal inertfatlee tower: when radiation

14
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drops, available thermal power decrease in a whdesing a drop in thermal
power available at the power block and causingtléstress in the mechanical
equipment [33].

Only few central receiver plants sizing more th&h MW have been
realized: Solar One and Two (USA), Gemasolar (addted Solar Tres, Spain),
PS10 (Spain) and PS20 (Spain). All kinds of HTFehbeen used: steam/DSG
(PS10 and PS20), mineral oil (Solar One) and modiah (Gemasolar, Solar
Two). These plants were equipped with very diffestaorage systems: saturated
water storage (PS10 and PS20), indirect oil thelim®cTES (Solar One),
indirect two-tank molten salt TES (Solar Two, Geolas. Four central receiver
systems sizing 100 MW each are under constructiothe USA (lvanpah
facility, Crescent Dunes project).

Concluding, central receiver solar power plants @omising, but many
technical and economical issues must be overtaken.

1.4.4 Solar dish

Solar dish is a large parabolic mirror that camt@with two degree of freedom.
Each solar dish performs concentration, collectiod conversion of the thermal
energy to electricity. Radiation hits the parabaticror and it is reflected to the
focus of the parabola. Here, a Stirling enginelésgd. Stirling engine receives
concentrated radiation, i.e. concentrated thermaigy, and converts it to work
and then to electricity (Figure 1-14). So, eackhdpenerates electricity
independently. Power generated by a solar dish @&t is exactly
proportional to the number of installed solar dshe

Sun-to-electric efficiency of Stirling solar disk very high. Optical
efficiency ranges 90% because most of radiatioefiectively concentrated.
Furthermore, Stirling engine is characterized byhhi30-40% thermal
efficiency, despite of its little size. To optimi#e gases like B He or N are
used because they are thermodynamically very efficiBesides, compared to
parabolic trough, there are neither piping losses auxiliary consumption.
Hence, overall nominal sun-to-electric efficiency 25-31%, which is great
compared to the efficiency of 15-20% of the thr&PG&ystems presented above

[5].
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Figure 1-14 : Solar dish

Unfortunately, the cost of each parabolic dish e&yvhigh and little
economies of scale are possible. As a result, siidaes are of little interest for
large scale generation because they are expensd/¢hare are little chances
they will become more convenient than other CSPUtss Solar dishes are
instead suitable for stand-alone/off-grid generatdd remote communities and
for distributed generation. For instance, a singdar dish of 10 m diameter
supplies about 15 kW.

1.5 History of CSP plants

Many scientists, such as Ericsson and Mouchoute Istivdied and developed
little thermal solar-driven engines and machinesesil842 [34]. Between 1965
and 1981, professor Giovanni Francia made seveqa¢raments on Fresnel
linear collectors and was chief of the 1M\&entral receiver plant built near
Genoa, Italy [35] [36]. However, the first largeate CSP plant was Solar One,
built in the Mojave Desert, California, in 1982 addcommissioned in 1988.
Solar One was a successful central receiver test-pJust after Solar One went
online, the nine Solar Energy Generating System&G parabolic trough
plants realized between 1984 and 1991. AfterwandsCSP plants were built
anywhere in the world for several years. It is just2006 that Spain started
investing in CSP parabolic trough plants, becongagkly the country with the
largest installed CSP capacity (Table 1-1) [24wsdays, the number of plants
are under construction is greater than the numbeperating plants.

As said, the state-of-art technology is parabaimigh. Although, also
linear Fresnel collector and central receiver sgawer plants are very
attractive for large-scale electric production. &alishes are more interesting
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for off-grid or distribute production. An overvieef the principal parameters of
each technology is presented in Table 1-3.

Table 1-3: Principal parameters of CSP systems [37]: Rankine cycle; 2: Stirling engine; 3: with

thermal energy storage

. Nominal Average Occupied
Power Concentration .. . 1) g Load
Technology efficiency” efficiency land surface
(Mwe) factor (%) (%) factor (%) (M/MWhiy)
Parabolic trough 10-200  60-80 21® 10-18" 25-760°  6-8
Fresnel 10-200  25-100 20" 9-11% 25-70° 46
Central receiver 10-100  300-1000  20% 8-1gY 25-70  8-12
Parabolic dish  0,01-0,04 1000-3000 31? 16-18? 25 8-12

CSP counts in the world 1,9 GW of installed opegtiapacity. The list of the
biggest plants for each technology is presentétable 1-4. Most of plants are
Spanish parabolic trough systems which have goheeosince 2010.

Table 1-4: List of operating CSP plants. PB: parabat trough; CR: central receiver; ISCC:
Integrated Solar Combined Cycle [27]

;:I\a/lr\)/?/?ty Name Location Country I;;Znology Inauguration
354 SEGS Mojave Desert USA PB 1984-1989
150 Solanova Sanlucar Spain PB 2010
150 Andasol Guadix Spain PB 2008-2011
150 Extresol Torre M. Sesmero Spain PB 2010-2012
100 Manchasol Alcazar de San Juan Spain PB 2010-2011
100 Valle San José del Valle Spain PB 2011
100 Helioenergy Ecija Spain PB 2011-2012
100 Aste Alcazar de San Juan  Spain PB 2012
75 Martin Next Gen. Indiantown USA ISCC -
64 Nevada Solar One  Nevada USA PB 2007
31 Puerto Errando Murcia Spain Fresnel 2009-2012
20 Planta Solar (PS20) Seville Spain CR 2009
19,9 Gemasolar Fuentes Spain CR 2011
1,5 Maricopa Solar Poria USA Solar Dish 2010

Besides of the 1,9 GW of installed capacity, ottieb GW are under
construction (Table 1-5). Leading countries areAUUSpain as well as other
countries like Israel, China, South Africa and Afamirates. Parabolic trough
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remains the most deployed system yet big cent@iver plants are under
construction; for example, the 370MW Ivnapah fagilCalifornia.

Table 1-5: List of CSP plant under construction. PBparabolic trough; CR: central receiver [27]

Capacit . Technolo Expected
[MF\)N] y Name Location Country type &Y inaugtlj)ration
370 Ivanpah San bernardino USA CR 2013
280 Solana Gila Bend USA PB 2013
280 Mojave Solar Pr. Barstow USA PB 2014
250 Genesis Solar Blythe USA PB 2014
121 Ashalim power st. Negev Desert Israel PB 2013
110 Crescent Dunes Nye Country USA CR 2014
100 Shams Abu Dhabi Arab Emirates PB 2013
100 Termosol Navalillar de Pela  Spain PB 2013
100 Khi Solar One Upington South Africa PB 2014
50 Nokh Nokh India PB 2013
50 Erdos Hanggin Banner China PB 2013
50 Delingha Delingha China CR 2013
12 Alba Nova Corsica France Fresnel 2013

Locations suitable for CSP plants are theoreticapable of powering the
entire world. Projects, like Desertec, are studytimg installation of many CSP
plants in Northern Saharan desert. electric supphich overcomes local
consumption is transferred to Europe countriesutjinovery high voltage subsea

connections [38].

%

2

nited States.

Mexico

noee $oon

i
Peru

Colombila
#

L%}
3 2]
Finland E
eeiand Sweden
Norway Russia
Uni
Kingdom
s Poland
Germany Ukraine
: Kazakhstan )
&% s e
North : China q
Ace i - th
Atlantic Afghal o8
Ocean req " “Men
Algeria Palk b
g Lioya Eoypt, 22y
Arabla L) ,'
Mall  Miger Q Q""
Chaa
Venezuela Nigeria Ethiop.
jeened -
» Kenya 3
DR Con,
: goTxnnmll Indonesia
Ellx_l
Angola
¢IIUIS Namibia
i _ anm Madagascar {ndian
o South erana 3 Ccean A
e/
T Atlantic

Map data 82013 MapLink, Tele Al

| Ocean

Argenting

South
Africa

Mep data 2013 Maplink, Tele Atlas - Terms of Use
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2 Thermal energy storage

Recent CSP plants are equipped vthermal energy storad@ES) At mid-day
hours much thermal energy is available. In thesaitions, the power bloc
works at nominal power and extra thermal energstased in a TES. Here,
storage medium manages to absorb thermal energingodown the HTF
During low radiation hots or cloudy weather, thermal eneris withdrawn
from the storage medium to drive the power blockud, TES manages
smooth the mismatch between radiation availabditg electric demai and it
avoids the stop of the plant due to solar inteentti. As a resultequivalent
working hours of the pla are increased. It has bees@mblemonstrated that t
Levelised Cost of Electricity is decreased when a CSPt aequijped with a
correctly-sized TES.

There is a mismatch between solar availability electric consumptio
(Figure 2-). Thermal energy storage allows to store solarggnas therma
energy and to use it later on, when electrical gon#ion is maximl. Also,
electrical production durinpeak load periodss more valuabli Summing up,
dispatchability of electrical supply is the mairvadtage of CSP plant compal
to other renewdb technology; TES systems are fundam« for the succeedin
of CSP plants.

Daily load and availahility of solar energy
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Figure 2-1: Average aily Italian electric [39] consumption compared tathe availability of solar
radiation

When designingherma energy storage, several aspects issues are ca@thi
Thermal storage must have a certain thermal capaicit order to store

determined amount of energy. For example, a TE®Idmisized to cover clot
passage only. Alternatively, TES can be muclger to extend power supply
nighttime. Further,itermal energy is collected and stored at high teatpes; it

19



Chapter 2

is desirable to efficiently maintain this temperatun the TES for sufficier
time, so heat is withdrawn still at high temperatudoweverone of the mos
important parameter is c-benefit.

Thermal energy storas are classified in sensible, lateric chemical
systems.In sensible storage, heat is stored by changingeh®erature of
storage medium, i.e. by changing its internal ey In latent storage, therm
energy is stored in a changing phase medFinally, in chemical storages, he
is stored making reversible endothermiothermic reaction happe(Figure
2-2).

Sensible storage is further classified in passeéye indirect and activ
direct storage. In passive storage the HTF flowdmghe storage, which
rather a regenerator. This regenerator is both bgehanger and TES a
storage medium is eithersolid material or a phase change material (PCln
active indirect storage systenthe HTF flowing in the solar field transfe
collected heat ta second liquid storage mediuThis storage medium is
different fluid stored in a tank. hen heat is stodeor withdrawn,the liquid
storage medium isumpednext to aheat exchanger where heat transfer witr
HTF takes placelt is called active because the storage mediunmhisipally
displaced towards the heat exchanger, in contrdhkt passive where tl HTF
flows in the solid storage mediu Finally, in active direct storage the HTF
also the storage medium and it is directly stomredlES system when ext
thermal energy is availab

Direct storage

— Active storage

— Sensible storage Indirect storage

Storage Concept | Passive storage

— Latentstorage

— Chemical storage

Figure 2-2: Thermal energy storage concepts

All of these TES layou have been studied and/or realized. The devel
systems together with the most promising system:
a) Sensible storage
* Indirect twc-tank system
» Direct twotank system
» Direct thermocline syste
» Passive storal
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Thermal energy storage

b) Latent storage
c) Chemical storage
Further, each of those systems is briefly presented

2.1 Thermal energy storage media

The choice of the storage medium is fundamenttiendesign of TES systems.
Certain characteristics are required for storagelinme. For instance, high
specific thermal capacity is preferred because nmerdrgy is stored in little
mass of storage medium. This limits the dimensiaa the cost of the storage.
Also, the storage medium must be chemically/phylsicéable and it may stand
many cycles of charge/discharge reversibly. The$ jrameter determines the
lifetime of the storage medium. Besides, the s®ragedium must be
compatible with the tank where it is stored, aslaglwith pipes, valves, pumps
and, eventually, the HTF-to-storage medium heathamxger. The storage
medium should be environmentally benign, not flarblmaand not toxic.
Substances with good heat transfer coefficient@rdee preferred because heat
transfer is performed more efficiently. Summing aply few substances satisfy
those characteristics and can be used for TES ih@l&hts.

Until now, three main candidates have been tesbedsénsible TES
systems in large-scale CSP plants [3][40]: steanmeral/synthetic oil and
molten salt. Other materials as concrete, air,;oErsand sodium are considered
as possible candidates, but they did not find lsgge application yet (Table
2-1). Steam is used in Direct Steam Generation (DSGtems but only little
storage are possible; for example for cloud passagéor supporting the
turning-off procedure of the power block. Oil haseh occasionally used in first
plants as storage medium, but it is dangerous apdnsive and it has recently
been replaced by molten salt. Finally, molten s#iers the chance for great
reduction of costs of TES systems, especially ifplryed in active direct
storage systems. An overview of these three sutstan presented.

Table 2-1: Characteristics of some possible storageedia [3]

Material Temperature Density Specific  Total hea3t

range [°C] [kg/m3] heat [J/kgK] [MJ/m?]
Water (1atm) 0-100 1000 4190 419
Molten salt 120-600 1680 1560 1043
Liquid sodium 100-760 750 1260 520
Cast iron <1100 7200 540 2138
Aluminum <650 2700 920 1366
Rock - 2600 890 1271
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2.1.1 Steam

Steam is employed in Direct Steam Generating (DSG)ems. In these CSP
plants, steam flows directly in the solar field hisated up and then sent to the
power block, eventually after being superheated.

Steam is cheap and stable at high temperatureamSteas no
temperatures limitation because there are no prublef molecular stability;
failure of materials happens before steam disseamahydrogen and oxygen.

Long term active direct storage at reasonable dsstet possible for
DSG. Steam has very low density and the storagddmoeed huge volumes.
Usually, saturated water-steam storages are impigdeto exploit the high
vaporization heat of water. However, these storagessized to only cover
cloud passages (0.5-1h). Concluding, steam issleegp and suitable for Direct
Steam Generation in Fresnel or central receivertphaith little TES system.

2.1.2 Mineral/synthetic oil

The most employed HTF is mineral/synthetic oil altgh it is expensive and
potentially dangerous. Qil is being used as HTEh biggest parabolic trough
CSP plants of the world like Extresol, Andasol, Biéa Solar One, SEGS, etc.

Oil is a good heat transfer fluid: it has good thak properties such as
thermal conductivity and specific heat; it has laswgcosity and pumping
consumption is contained.

Disadvantages concern mainly instability at highmgerature, its
harmfulness and its cost. Oil is heated until dadercritical temperature: above
it, oil cracks. As a consequence, maximal tempesatf the oil is limited.
Typical employed oil is Therminol VP-1, which is autectic mixture of
diphenyl oxide and biphenyl. Cracking temperatuse at about 400°C.
Therminol VSP-1 is never heated above 393°C in @BiAts and the power
block works below this temperature. Another problisnthat oil must be kept
under pressure. At 393°C oil has a high vapor presand to avoid excessive
formation of vapor the solar field is pressurized®@-40 bars, which requires
accurate design of the parabolic collectors. Alsegzing protection operation is
required because oil freezing temperature is 15@vyever, it is occasionally
activated only during winter nights [41].

Oil is harmful, flammable, toxic, polluting and yeexpensive (2€/kg).
Due to its high costs, it is not convenient to lsedias thermal energy storage
medium. An example of oil TES system is the twdktatrect active TES
system of SEGS |, 3h of full-load storage capacitye cost of oil is the main
share of the TES installation cost; also, the tartktare very expensive as they
are pressurized [42]. Concluding, it is more comeento store heat in a low
cost material, such as molten salt. This is whyeicent CSP plant oil is not
anymore used as storage medium.
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2.1.3 Molten salt

Molten salt is the third possible candidate asagfermedium in CSP plant.
Molten salts are very attractive as they are véigap and they are stable up to
500-600°C [41]. Hence, operating temperature ofG@B& plant can be raised to
higher values. This increase in temperature is fimaefor both the power
block and the thermal energy storage system. Atpimer block, thermal
efficiency is improved. At the TES, larger temparatrise allows to store much
more energy in littler amount of molten salt.

Three main molten salts are identified as suitdblde used in CSP
plants: solar salt, Hitec and HitecXL. These mokalts are mixtures of nitrate
and nitrite compounds. Potassium, calcium or sodinittates are the
commonest salts. The composition and relevant palysiroperties of those
three salt compounds are presented in Table 2+#2n®ng up, molten salts are
very attractive choice as thermal energy storaggiume

Table 2-2: Molten salt and Tehrminol VP-1 physicaproperties [41]

. : Therminol
Salt Solar Sall Hitec HitecXL VP-1
Composition [%] biphenil/
diphenyl
NaNG; 60 7 7
KNOs3 40 53 45
NaNG; 40
Ca(NGy), 48
Maximum temperature [°C] 600 535 500 400
Freezing temperature [°C] 220 142 120 13
Density @ 300°C [kg/r) 1899,2 1864,8 1992 815
Heat capacity @ 300 °C [J/kgK]  1391,4  1561,7 1447 2319

Molten salt is not toxic, not flammable nor polhdi Also, vapor pressure is
very low also at high pressure; typically it isradtion of Pascal [40]. Thus,
operating pressure is of only few bars in ordeprevent air infiltration in pipes

or tanks. The main disadvantage of molten saleshigh freezing temperature,
which is between 120°C and 220°C. Freezing is uralds as it can damage
pipes, storage, pumps, valves and other equipnfdat, re-melting frozen

molten salt is quite complex. CSP plants using emokalt implements freeze
protection operations and they are equipped frgepdtovery systems. Also
molten salts are corrosive and they could potdptidhmage valves, pipes,
pumps, etc. Materials in contact with molten salisirbe compatible in order to
minimize corrosion. Large scale plants using moltest have already
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implemented, demonstrating the feasibility of hamgllcorrosion and freezing
issue.

Molten salt were used for the first time as HTF dhdrmal storage
material in Solar Two plant. Here, molten salt kblésolar salt” was employed.
Solar salt is stable below 600°C, and in Solar Titvbas operated between
565°C and 290°C. The TES fared well, demonstratiegfeasibility of molten
salt active direct TES systems [42].

As solar salt freezing temperature is very high0Z), other molten salt
blends have been researched. Hitec and HitecXtvaveblends of molten salt
with low freezing temperature. Those mixtures idelusodium nitrite and
calcium nitrate. Their special compositions resaliow freeze temperatures,
respectively of 142°C and 120°C. Freezing protectiperation is still required,
but freezing issue is easier to handle than indblar salt case. Hitec and
HitecXL are stable below 535°C and 500°C, whichldss than solar salt
(600°C) [40]. However, temperature raise is stidag compared to the oil case.

Concluding, molten salt use in CSP plants is \atyactive. Thermal
energy storage in molten salt is cheap and denaiadtrtechnologically
feasible. Molten salts are designed to be stablemt high temperature (500°C
— 600°C). Compared to water and oil the maximal perature of the heat
collected at the solar field is sharply raised.utttier increase in temperature is
hindered by technological issues, such as materesdstance and corrosion
because of high temperatures. Also, special frgegnotection operations and
recovery systems are necessary to avoid solidibicadf the salt. Despite of
these two disadvantages, molten salt offers theash#o lower the cost of the
thermal energy storage and to raise the maximagbéeature of the power block,
increasing its efficiency.

2.2 Indirect Two-Tank TES system

Active indirect sensible two-tank TES system israekterized by two tanks, one
containing hot storage medium and the other ong stolrage medium [42][43].
This system is indirect, which means that the H3 f& idifferent fluid than the
storage medium. Those two fluids are never in dicentact and heat transfer
between them is performed through a HTF-to-storagdium heat exchanger.
When heat is stored, the storage medium leavesdldetank, is pumped to the
heat exchanger and it is heated up by the HTF. Tihenstored in the hot tank.
When heat is withdrawn, the inverse process talesp

Two-tank systems are low-risk and heat is effidienithdrawn steadily
at high temperature until the hot tank is empti@tiis system is widely
employed in CSP applications, and it is consideiesl state-of-art thermal
energy storage (Figure 2-10).
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Figure 2-3: CSP equipped with an Indirect TwoTank TES systen

Examples oftwo-tank indirect storage systems are the CSants of
Eextresol IH and Andasol-Il. Extresol | has been inaugurated in 2009 at T
de Miguel Sesmero, Spain. It is a parabolic tropigimt withsyntheticoil HTF.
The storages molten salt tw-tank system sized to drivbe power block fo
12hat nominal powe.

Andasol is another parabol trough system (Guadix, Spa (Figure
2-4). Andasol is placed on a plateau at about 1000 noeté¢he sea level. Her
scatteringof radiation is decreas; also, the site enjoygood sunny weather f
most of the yearand availableannual normal radiation reach easily 2
kWh/n?. In Andasol , synthetic oil is used in the solar fiedd atemperature
ranging 290°C -39C °C. TES is a molten salt indirect twank system sizing
7.5h of fulldoad storage capacity. The temperature of thedrnk is 38 °C and
the temperature of the cold tank is averagely °C. Each tanlsizes37 meters
of diameter and l#eters of height. Annual average -to-electric efficiency is
14,7%.

Indirect storageis usual the TES system ofgabolic trough. In thi
system,oil is used as the HTF and molten salt as storagéium. The use ¢
molten salt in the parabolic trough solar field uiegs particular attentio
because molten salwould freeze dring nighttime. Particular freezir
protection, such as gas or electric he;, isrequired; alternatively, recirculatic
of stored warm molten salt in the solar field isfpemed. The only example
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molten salt parabolic trough is the 5 MW plant Anclde, Italy[44]. However,
if molten salt are used in the solar field, dirgttirage is rather preferred beca
no expensive HTF-tstorage medium heat exchanger is neecs explained ir
section 2.3.

Figure 2-4: Andasol | and Il. Power block and twc-tank TES system surrounded byhectares of
parabolic trough concentrators

2.3 Direct Two-Tank TES system

In direct storage systems the HTF is directly stoM/hen extra radiation

available, cold HTF leaves the cold tank of the-tank storage [4342]. Cold
HTF is heated um the solar fielcand then stored in the hot tank. When he
withdrawn, hot HTF leaves the hot ti and it is pumped to the steam gener
of the power block, cooling itself dov Then, it is re-injecteéh the cold tanl
(Figure 2-5).

Hot tank Molzen salt at 550°C

.—d" Molten salt at 300°C
f b

‘[. Cold tank
S

\ = powerblock >

) >

Figure 2-5 CSP equipped with a Direct Tw-Tank TES system
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Two tank active direct molten salt system has besployed witr
success at $ar Two Plant (Dagget, Califorr, Figure 2-§ and Gemasole
(Seville, Spain).Both those systems are central receiver plaSolar two
worked between 1995 ar1999. Nominal power was 1W. Solar Two wa:s
the first CSP plant using tw-tank direct thermal storag&€he TES systerhad a
3-hours fullload capacitystorage. Power generation during cloud passage
nighttime succeeded with great thermal efficien@9%) andgreat storage
dischargeefficiency (97%; discharge efficiency is defined as the ratio loé
amount of thermal energy injected in the hot tankl ¢he amount of therm
energy withdrawn from the hot tai High thermal efficiency wadue to high
operating temperature ranging £ °C and 290 °C (solar saltHigh dischargt
efficiency is so high because heat is injected aiithdrawn at the samr
temperature (565 °C); efficiency is below 100% hseaa little amount of he
is lost to the environme.

Gemasolar (previously called Solar Tres) is a 19W central receive
plant completedn 2008.As Solar Two, Gemasolar uses solar salt betwee
°C and 290 °CSolar field is sized to supply up to 120 MW of tinat power
and its doublgank molten salactive direct storagesisized to supply the pow
block for 15 hwithout any solar radiation; < 24 h per day electrical productic
is realized during summerhe equivalent working hours of thidant are about
6500h per year, i.e. a capacity factolabout 75%.

) wo-takTES bI next to the towe

Figure 2-6 Solar Tw. , ave

Another interesting example is SEGS |, the firsttied nine parabolic trouc
plants installed inMlojave Desert, Californ (Figure 2-7).With 354 MW of
nominal electric outp, SEGS plantvere built between 1984 and 1989 but |
still the biggest CSHacility in the world. The twdank active direct storag
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used in SEGS | directly stores the synthetic awihg in the parabolic trough
solar field. The cost is very relevant becausehefliig quantity of oil required.
It has been estimated that oil was responsible2ét 4f the investment cost.
This is why, SEGS | is the only plant in the wodduipped with such TES
system and why this kind of storage has not bepeated. Also, storage at high
temperature cause high vapor pressure of the sika Bonsequence, tanks must
be pressurized and, due to their dimension, thosit is very high.

Figure 2-7: SEGS fcility, Mojave Desert, Caiforna

2.4 Direct Thermocline TES system

In a thermocline TES system HTF is stored at theedbthe tank while cold
storage medium remains at its bottom. The zone dmiwthe hot and cold
regions is characterized by big temperature gradievhich is called
thermocline: this is why one-tank storage is comipsaid thermocline storage.
As density of the fluid changes with temperatutgyancy forces help keeping
the thermal stratification. For this reason, thereo free convection and heat is
transferred from the top of the tank to the bottemly via conduction
[43][42][1].

Extra solar thermal energy collected at the salkld fis stored in the
thermocline tank. During the charging process, ¥ enters from a port
located on the top of the tank. The HTF slowly fbotlarough the packed bed
displacing cold molten salt and heating up the pdcked. At the exit port
located at the bottom of the tank, the HTF is catgly cooled down.
Reversely, when the tank is discharged the cold WHIbkly enters from the
bottom port and it heats itself up flowing throutdie warmer packed bed. Hot
HTF is displaced and leaves the tank form the uppet. At the exit port, the
hot HTF flows toward the power block to drive it.

28



Thermal energy stora

The tank can be divided in three zones. Therel@svar region, wher:
the storage medium is colThere is a intermediate thermocline region, wh
there is a high temperature gradient. Ainally, there is an upper region, whe
the storage medium is t (Figure 2-8) During charging process, heat is stc
and the uppehot region expands. As a conuence,the thermocline regio
moves from the topf the tank towards the bottgrshrinking the lower col
region.Reversely, \hen heat is withdrawn from the tardgld HTF is injected
the thermocline moves towards the top of the tartkthe hotter regic shrinks.

High temperature
medium High temperature
fluid

Temperature gradient
(Thermocline)

Low temperature

fluid
Low temperature
7 medium ”

Figure 2-8: Schematization of Thermocline TES system

However, the only active direct thermocline therreaérgy storage built is t
180 MWh;, TES system of Solar One, which was working with enah oil.
Solar One was the first lar-scale CSP power plant, built in Dagget, Califol
and it operated between 1982 and 1988. Solar Oseaw@ower tower syste
and mineral oil was used as both HTId heat storage medium. Due to min¢
oil, temperatures were limited and overall -to-electric efficiency was abol
16%. The plant was a breakthrough becat h continuous electric generati
was achieved durinthe summer [44].
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Molten salt at 550°C

Thermocline tank

Molten salt at 300°C

L ,p"'- Power block

Figure 2-9 CSP plant equipped withdirect thermocline TES system

Another example is the thermocline installed in36 MW CSP plant of Puert
Errado 2, Spain. The facility is a DSG plant wFresnel concentrators. Tt
plant is equipped with direct Ruth sin-tank thermocline storage of 0,5 ho
full-load capacity. The storage arranges steam buffecmgers cloud passag
and supply steam during the turning off transidrihe power blck [44].

2.5 Passive storage

In passive storage, the HTF flows an immobile storage material, which
usually solid [43][42] Many tubes pass though the storage performing
transfer. Heat transfer rate depends on the nuaribthe diameter of the tuk
in the solid body. Usually, the heat transfer rates quite high. Passive store
behaves asegenerators, which is ehe same time storage and heat excha
(Figure 2-10).
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Figure 2-10: CSP plant equipped with a passive TESeencrete storage [43]

Passive storage is a promising low-cost TES sysiaterials used are solid
material like concrete, castable materials and @ldmmnge materials. Those
materials are very cheap, available in bulky questiand they are easy to
handle. Besides, those materials have good thepmuglerties and they are
enough stable for TES application.

Unfortunately, heat cannot be withdrawn steadilyhigih temperature.
Indeed, the HTF flowing inside the solid passivaaje leaves the storage at a
temperature which decreases as the passive stocade down. This hinders
their utilization is CSP plants, because one ofntlest important requirement is
the possibility of withdrawing heat at nominal tesmgture for the longest time
possible. This requirement is dictated by the powtyck, which works
efficiently when driven by heat at constant nomiteshperature. An alternative
solution would be a latent passive storage. In dase, the passive storage
medium release heat at constant temperature dthimgohase changes of the
storage medium. However, passive storage TES sgstare still little
development and no breakthrough are forecast inteaa.

A passive system has been tested with successat@fd®ma Solar de
Almeria in between 2001 and 2006 with the collaboraof German company
DLR. Concrete blast furnace cement was used wath axides, ashes and other
materials in minor quantities. Also, other testsrevenade using ceramic
materials. Storage size was 350kWh and temperabiit@5°C were attained in
160 thermal cycles. The test fared well for botharete cement and ceramic.
Especially, contact between the HTF tubes and tmerete matrix was still
close and no signs of degradation were reporteid. ditsures good heat transfer
even after several thermal cycles. Concrete waadfdo be the best choice,
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basically because of its lower cost. Although, ame cases development of
cracks in the solid matrix were observed [42].

Concluding, passive storage certainly offers thanclk for reducing the
costs of thermal energy storage. However, passo@ges are not mature yet
and the drop in temperature due to the coolinghefdtorage during discharge
hinders passive storage to be used in CSP plants.

2.6 Latent TES system

Energy associated to a phase-change is calledt lateergy. More in detail,
energy required to pass from solid to liquid anahfrliquid turning to gas is
called respectively heat of fusion and heat of viajption. Thermal energy
associated to the phase change is called laterg\gag][43].

In latent thermal energy storages thermal energyoied and withdrawn
almost isothermally. Also, temperature storage migle controllable by
changing the pressure of the storage medium. Ligald transition is preferred
because heat transfer coefficients of liquids asitls are several times higher
than those of vapor substances. Hence, heat tramsfegperformed more
efficiently by liquid and solid substances. Alsbgetchange in volume from
liquid to vapor is consistent and complicate todian

Latent energy storages are of little size becapseific latent thermal
energy is very high compared to specific sensildat.hFor instance, heat of
fusion and of vaporization of water are respecyivd34 kJ/kg and 2272 kJ/kg,
while water heated of 1°C absorbs only 4.18 kJfkgeat.

Thanks to the experience of decades in the thesow® power
production with fossil fuels, little saturated stealirect thermal storages are
implemented in DSG plants. Here, steam generatedirectly stored in a
pressurized tank, where steam is at equilibriunhviquid water. This help
reducing the size of the storage, as heat vapmizé exploited and as water
has great thermal capacity compared to steam.e&\exiit of the storage, steam
is saturated. If superheated steam is neededpadd8&S must be connected to
the exit of the steam accumulator. However, thisirated steam storages are
able to meet only little mismatch between steandypection and electric output.

Examples of saturated steam storage are preséme iBSG plant PS10
(Seville, Spain) and in linear Fresnel concentrdtaility of Alba Nova |
(Corsica). PS10 is a tower power system. Saturatedm from the central
receiver is accumulated in a 45-bar pressurizeerves. To improve thermal
capacity of the reservoir, steam and water immeiged ceramic alumina
packed bed. Thermal storage has a capacity of 20hMawd it has a discharge
efficiency of 92,4%. This storage is though as éustorage and it can drive the
power block only for half an hour [42].
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Another example is the CSP plant of Alba Nova I,M%/ of hominal
power, which will be inaugurated in late 2014 inr§ica. This plant has a solar
field of Fresnel collectors and it is equipped wstturated water storage, as in
the PS10 case, but there is no alumina packedAlsd.here, storage is sized
for only 1h full-load capacity only (Figure 2-1[42].

Steam Charging Steam Discharging
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Isolated /2 Steam/

Pressure Vessel
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Liquid water

Charging / Discharging
Figure 2-11: Saturated steam TES system [43]

Liguid Phase

Indirect latent TES systems are good candidatekafge TES capacity but their
design is complicate and selection of storage nmmedia difficult. Some
experiments on molten salt with low melting poirstve been performed but
results were quite poor. Indeed, molten salts becastable after few thermal
cycles. Many efforts are addressed towards thelolevent of latent thermal
energy storage, but any breakthrough is forecasteamear future. Summing up,
latent energy storage is nowadays not enough deselfor CSP plants.

2.7 Chemical thermal energy storage

In chemical systems thermal energy is stored thHroteyersible chemical
reactions. When thermal energy is available, am#mimic reaction is induced.
For example, a chemical specie is dissociated hrsdréaction absorbs heat,
storing it. When heat needs to be withdrawn, tiverise reaction of synthesis is
induced; the chemical specie is exothermically lsgsized and heat is released.
Obviously, the process must be perfectly reversible

Chemical heat storages are very promising for tharé, but they are
nowadays almost undeveloped. Storing energy in cameactions offers great
specific energy density and storage size is coethiBesides, heat is steadily
stored for long periods at ambient temperature. nite storage is very
attractive for long term studies, as it can siguaifitly reduce the costs of thermal
energy storage systems.
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2.8 Thermal energy storage cost assessment

One of the main problems hindering CSP diffusiothis high specific cost of

3500 — 5000 € per kW installed[5]. Research is esklrd in finding how to

reduce this high cost. From the breakdown of c{fstpure 2-12)[5], the solar

field is assessed to be the most expensive compafighe plant, costing 40-

50% the entire installation cost. Other big expsrnme the power block (15-
20%), the thermal energy storage (TES) (15-20%ginering costs (10%) and
other costs (10-15%). So, TES is one of the biggleate of CSP overnight cost
system. The considered storage is a two-tank systdnth is the state-of-art

technology: it is low-risk, largely employed butstly. However, there are

chances for sharp cost reduction.

Owners costs

Tower
Owners costs

Balance of plant Solar field Balance of plant

Engineering and
sife preparation

Heliostat
field

Contingencies

Heat fransfer
fluid and system Engineering and

site preparation
Contingencies

Thermal
Thermal energy storage

energy sforage Power Receiver
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Figure 2-12: CSP Cost Breakdown [5]

Active direct molten salt thermocline TES is aseds® be cheaper than direct
and indirect state-of-art TES for several reasdisst it is a direct storage:
higher temperatures are reached limiting the sim the cost of the storage.
Second, thermocline is very cheap because it caiillée with low-cost filler
materials and besides just one tank is requirestead of two. Each of these
advantages is discussed.

Direct molten salt storage requires littler tanld dass storage medium
than indirect systems. Indeed, temperature is ddhib 390°C in indirect TES
systems because synthetic oil cannot be heatece&@868/C, or it would crack
[40]. In direct systems, instead, molten salt isdugas both HTF and storage
medium and temperatures up to 565°C are attaint[88] storage medium
temperature rise is about 250°C in direct systemrsus the only 100°C of
indirect systems; as a consequence, in directragsteuch more heat is stored
in much less molten salt.

34



Thermal energy storage

Thermocline tank is often filled with a low-costlisomaterial which is
immersed in the liquid storage medium. This is emoically convenient as the
low-cost solid material replaces more expensiveidigstorage medium. This
low cost material occupies most of the tank andcits as primary thermal
storage.

Storage cost in oil, solar salt, Hitec, and HiteciLcompared: direct
thermal energy storage in solar salt is the cheaghesce, especially if a packed
bed is put in the thermocline (Table 2-3).

Table 2-3: Molten salt and Therminol VP-1 storage cst [40]

Salt Temperature Cost per kg Specific heat  Storage Cost
Rise [°C] [S/kg] [J/kgK] [S/kWhy]
Hitec, Direct 200 0,93 1561 10,7
HitecXL, Direct 200 1,19 1447 14,8
Solar Salt, Direct 250 0,49 1391 5,1
Solar Salt and
quartzite rock, Direct 250 0,14 970 2.1
Solar Salt, Indirect 100 0,49 1391,4 12,7
Therm. VP-1, Indirect 100 2,2 2319 34,2

Hitec or HitecXL thermal energy storage is much enekpensive then
when using solar salt. All salts have similar phgbsiproperties (§ but the cost
of Hitec and HitecXI is much higher than solar sale (0,93 — 1,19 $/kg versus
0,49 $/kg) [40].

Compared to indirect case, direct storage in sedt is 2.5 times
cheaper because of the 2.5 times higher temperasee Indirect storage in
solar salt costs 12,7 $/k\Wwhile direct storage in solar salt costs only 5,1
$/kWih. Also, if a packed bed is put in the thermal egestprage, costs are
further reduced. Indeed, packed bed of quartzitgsfsilica sand occupy 78%
(porosity) of the volume of the storage, and tkest is about 0,07 $/kg [1]. The
cost of the molten salt — packed bed mixture iduatad to be 0,14 $/kg (eq.
(2.1)). Direct storage in solar salt and quartzite régiksa sand packed bed is
assessed to be the cheapest choice (2,1§/kW

0.78 % 70 2 x 2,529 4 022 % 0,49 > « 1 gL
ton m3 kg m3 21
Cost/kg = fon fon =0,14$/kg (2.1)
0,78 * 2'5W+ 0,22 * 1,8W

Concerning indirect storage in oil, it is assesgetle from 2 to 7 times
more expensive compared to direct storage in ma&n Oil specific thermal
capacity is 50% higher than molten salt one buttémeperature rise of oil is
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2/2,5 less. So less energy is stored in a kg othaih in a kg of molten salt.
Besides, the cost per kg of oil is 2-4 times mogeasive then molten salts. As
a consequence, the cost per ky\ored in oil is between 2 and 7 times higher
than in molten salt. Oil is confirmed to be a b&wrage medium because of its
high cost and little temperature rise [1].

Another advantage of active direct thermocline TdyStems is that the
TES require only one tank. The volume of this temknarginally larger than the
volume of one tank of the two-tank system. Thigxplained in the following
way: during the discharge process of a two-tank Td&yStem, the storage
medium leaves the hot tank and it is collectedhendold one. When the hot tank
is empty, the cold tank is full. Hence, the tankadwo-tank system are both
capable of storing the whole amount of storage orediAs a result, tank cost is
much reduced in thermocline system [1].

Another advantage of direct storage is that no esipe oil-to-salt heat
exchanger is needed. This device costs about 20tB8%hole cost of indirect
TES systems [1][45].

The cost of indirect two-tank systems, direct twokt systems and direct
thermocline system are compared in Table 2-4.d3nstored is proportional to
density, specific heat and temperature rise (eq))2So, high density, specific
heat and temperature rise allow storage in liled less expensive tanks:

Table 2-4: TES cost comparison [1][42][3]

Indirect Direct two Direct two- Direct
two-tank (a) tank (b) tank (c) Thermocline (d)
Solar Salt and
Synthetic oil - quartzite rock/silica
Storage medium Solar Salt Therminol VP-1 Solar Salt sand
Medium cost [S/kWhg] 12,7 2,2 0,49 0,14
Temperature rise [°C] 100 100 250 250
pcp[MI/mK] 2,48 1,87 2,48 2,16
PB Thermal conversion [%] 37 37 41 41
Storage capacity [MWhy,] 1014 1014 915 915
1-Tank storage Volume [m3] 14700 19500 5300 6100
Tank height [m] 14 14 14 14
Tank Diameter [m] 36,5 42,1 22,0 23,5
Tank Cost [MS] 12,5 16,5 6,0 4,8
Heat exchanger [MS] 5,8 - - -
Storage medium cost [MS] 12,8 34,9 4,7 1,9
Total [MS$] 31,2 51,4 10,6 6,9
Storage technology of: Andasol SEGS| Gemasolar -
Qstorage = VpcpAT (2.2)
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As expected, molten salt indirect storage (Andasolpy far a better
choice then direct oil storage (SEGS 1). Tanks helueost the same cost of 17-
18 M$, yet the huge difference in the overall deddue to the different storage
medium: solar salt costs about 12,9 M$, while odtds 34,9 M$.

Direct molten storage is remarked to be much muteresting then both
indirect molten salt storage and direct oil storeg@rage volume is reduced of
three-four times than the two previous cases amdadivcost is only 10,6 M$.
This kind of storage has been successfully impleeteat Gemasolar central
receiver plant.

However, direct molten salt thermocline thermalrggestorage is even
cheaper than this last. Indeed, total storage velisnalmost halved because
only one tank is required: 6100°wersus 10600 t Also, thanks to the packed
bed, the investment in molten salt and quartzitekgois much cheaper and
overall cost is only 6,9 M$.

However, low cost of thermocline TES is paid witbree performance than the
two-tank TES. In single-tank case, hot and coldagfe medium are stored in the
same tank. The hot region lies at the top of tié tahile the cold is quiescent
at its bottom. Natural thermal stratification islitced because of the difference
in density between hot and cold storage medium. é¥ew between the hot and
cold layers there is a thermal gradient, which aled thermocline. In this
region heat is stored at a temperature which isetothan the maximum
temperature, so it is useless for electric conwarsiUnfortunately, the
thermocline occupies a big share of the tank hedgletto heat conduction and
hot fluid charge-discharge processes: this caugdetiien of a considerable
guantity of injected heat. Summing up, low costh@rmocline TES is paid with
lower performance compared to the two-tank TESLH][

Concluding, direct molten salt thermocline offetge tpossibility for
reducing the cost of TES systems, but its perfoceamust be further
investigated to evaluate cost-effectiveness of sticiage. Thermocline systems
requires only one tank, no oil-to-salt heat exclearapnd much molten salt are
replaced by low-cost filler materials. Also, heatstored at high temperature
reducing the size of the tank and its cost; besidigh temperature allows the
power block with greater thermal efficiency. HoweMarge-scale utilization of
packed-bed thermocline storage for CSP is hinddrgdseveral problems.
Performance of a thermocline TES is lower than a-tank system because
most of heat in the thermocline region is consideas useless because not
warm enough to superheat the steam of the poweakblbhermocline TES
system has been little studied, and performanceligiten needs further
investigations.
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2.8.1 Choice of the filler material for molten salt thermocline TES

Quartzite rocks and silica sand have been idedtd®the best choice as
filler material in molten salt thermocline tankd.][6][11]. Brosseau et al.
proceeded with the screening of several materfalghors consulted a team of
geologists which suggested a set of 17 materis¢ghérmal and cyclic thermal
tests were carried out on those materials, to wwtaled their behavior and
compatibility with molten salt. During the isothesintest, some materials
reacted with the salts, others crumbled. Again,esgained weight because they
absorbed some molten salt, others partially diggbin the molten salt. Only 8
materials passed the first isothermal test. Amdge, 4 materials were quite
rare and they were set apart. After the cyclicrttartest, only quartzite rocks
and silica sands held up well. These materials aradlured the 554 temperature
cycles (several months of tests). Also, these tvatenals are largely available,
easy to handle and cheap. They are the best casifiber materials in a molten
salt thermocline.
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3 Previous studies on molten salt
thermocline TES systems

In this chapter previous studies and publicationtlmermocline TES are
scanned. Methodology followed by authors is presg@ind results concerning
the correct design of thermocline TES are discussed

The understanding of the thermal behavior of mo#tah thermocline TES
systems is fundamental in order to predict CSP tptenrformances. Indeed,
thermocline TES system supplies thermal energyhe gower block and it
strongly affects the performances of the entire @&iAt. For example, a good
thermocline have high discharge efficiency, whickams that most of the heat
stored in the thermocline can be withdrawn at Heginperatures to drive the
power block. Also, a good thermocline can remaistandby mode for several
hours having little thermal losses to the environm&hus, a well-designed
thermocline TES system is fundamental to achiegh QISP plant performances
[1][12][14].

Several factors influence thermocline performandésr instance, high
tanks are preferred, as height helps stratificatidm the other hand, high tanks
are subject to greater thermal losses as the oétibe surface exposed to the
external ambient on storage volume is greatertf8ve is a trade-off between
discharge efficiency and tank height, and an ogttarek height could be found.
Another example is molten salt mass flow rate ia thhermocline. Low fluid
velocity helps stratification, as thermal exchargsween molten salt and
packed bed is optimal. At the same time, dischardime is long and the
thermocline tends to extend itself due to heatudifin, compromising thermal
stratification. Many other factors influence thewtioe development: it is
fundamental to understand how they affect the perdnce of thermocline TES
systems [11][12].

Thermocline behavior can be predicted with a nucaérmodel. Many
authors developed numerical models of thermocliB& Bystem: these models
are easy to develop and results are availableart sime. Also, predictions are
accurate and it is possible to estimate their degre precision. Numerical
models are cheap, as they do not need any expepbysacal asset. Hence,
numerical modeling is a suitable methodology fa simulation of thermocline
TES. However, comparison with experimental dataesessary to validate the
numerical model and to confirm its correctness [1].

In order to develop their numerical models, allhaus adopt a similar
methodology, which can be divided into four majogas. First, authors identify
fundamental equations which govern the problem.s&@hequations are mass
conservation, momentum conservation and energyg jeelboth molten salt and
packed bed. Second, these differential equatioassalved with a numerical
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approach; for example a finite-difference approxiora must be used. Third,
equations are implemented and coded. Last, resatts compared to

experimental data to validate the model. Comparoresults with analytical

solutions and with real data is indispensable teckhthe correctness of the
model [12][14].

In the next subchapters previous models availatdeseanned. Advantages
and disadvantages of each model are discussedeaultsrof those researches
are briefly presented. Afterwards, in chapter 4etiof fundamental equation is
chosen and discretized: a new thermocline TES madslefleveloped and
compared with four analytical solutions and witlpestimental data available in
literature.

3.1 Previous thermocline TES models

Authors employed fundamental equations after makioigpe assumptions.
Basically, fundamental equations governing the hesatsfer between a fluid
and a packed bed are Schumann equations [10]. HEnreseed, for example, by
Pacheco et al. [1] and Yang et al. [11]. Other arghuse a set of equations
which includes several terms neglected in the Semmequations. For
instance, Garimella et al. [14] and Xu et al. [12].

Together with Schumann equations, which describ@rggnconservation,
also momentum and mass conservation are consideegztending on the
assumptions made by authors. Two sets of equakias been mainly used,
depending on the assumptions made by single autAdrgse two set of
equations are Schumann equations set and Schunmacg-Brinkman-
Forchheimer set.

3.1.1 Schumann equation set

Schumann equations govern energy conservation enctse of a fluid
through a porous media [10]. The fluid and the permedia are at different
temperatures. Therefore, the system is describeddyequations, one for each
phase. The first equation accounts the energy yélthe molten salt and it
includes internal energy change, advection, diflasind the heat exchange with
the porous medium (3.2). The second equation coadée energy yield of the
porous media and it is composed by internal enehgynge of the porous media
and heat exchange with the molten salt (3.3). Galamet al. call it “two-
temperature equations” because the first equatioauats for fluid temperature
while the second for the packed bed one. Veloctycommonly defined
depending on the porosity of the packed bed (ed))(3

Uy =U"E (3.1)
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0T, aT.. 0 0T,

EPmsCp,ms T + PmsCpmsUm ? = E (keff ?) + hv(pr - Tms) (32)
oT,

(1 - g)ppbcp,pb a_;:b = hv(Tms - pr) (33)

where ¢ is the porosity (or void fraction); -k and T represent the
temperature of the molten salt and of the packekl tespectively; gmsand ¢ po
are the specific heat of the fluid and the fillespectively; his the volumetric
interstitial heat transfer coefficient [W7Kj. As the surface of contact between
molten slat and packed bed is hardly measurabig,pteferred to adopt a heat
transfer coefficient which refers to the volumewhich the heat transfer takes
place. Basically, in an ideal packed bed of idetgpheres, the control volume
contains a number of spheres which depends ondtsipy of the packed bed
and on the diameter of the packed bed. Knowing th&t possible to evaluate
the area of thermal exchange per unit of volumel, &ence, it is possible to
define a volumetric heat transfer coefficient.

In Schumann equations heat diffusion is accountggia eq. (3.2). This is
because the packed bed is immersed in the liquigixrend contact between
solid particles is poor.

The termh, (T,,s — Tpp) is present in both equations and it differs omly i
the sign. This term behaves as a heat source ammlties the two equations.
This means that energy extracted from the moltdénisaompensated by an
equal amount of energy absorbed by the porous mediace versa.

Pacheco et al. and Yang et al. used those twoiegador their model [11].
Also, they included continuum equation. Howevereythconsider physical
properties of both fluid and packed bed were carsd as constant and the
continuum equation is simplified in:

div(v) =0 (3.4)

Momentum conservation is neglected because the ifiotiermocline TES
systems is very slow<{0* m/s) and viscous/transient velocity effects are
considered as negligible.

Summing up, Schumann equation set includes eq), (BR (3.3) and eq.
(3.4).

3.1.2 Schumann-Darcy-Brinkman-Forchheimer equation set

Another set of equations includes momentum equatitimthe Brinkmann-
Forchenheimer extension to the Darcy law [14]. Tinisdel is more complete
and it has the capability of forecasting viscoutea$, vortex and transient
velocity effects. Also, thanks to Darcy-Brinkmanr€lsheimer extension,
momentum conservation accounts for the porous-medasistance.
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Together with momentum equation, also continuumseoration for the
fluid phase and energy conservation for both phasesconsidered. Hence,
Schumann-Darcy-Brinkman-Forchheimer (SDBF) is a aeffour equations
[14]:

e% + div(ppmsttm) = 0 (3.5)

£ apg;su + V(Pmstm) = —=Vp + VI + ppsd (3.6)

apmscg,tmsTms 4 apmscg,zmsums = V(koy VTins) — PV -
+tr[V(id,,)T] + % ag’:s — hy(Tos — Tpp) .

(- PotSomtlos _y 1) (3.8)

Many terms of equation (3.7) have very little imoice: the second,
third and fourth terms at the right size of eq7)®&.11) account the heating of
the molten salt due to compression work (volumeaaspn/shrinkage), viscous
effects and kinetic energy changes. Those threestare evaluated to be “10
smaller than the convection and conduction ternes. this reason, Xu et al.
neglect those terms [12].

Thermal diffusion is accounted only in eq. (3.7hwéver, to account for
packed bed heat diffusion the thermal conductieftthe fluid ks is replaced by
an effective thermal conductivity..kThis coefficient accounts for diffusion of
both fluid and packed bed. Effective thermal carihity coefficient k is
evaluated as a combination of the thermal condigtof the molten salt and of
the packed bed, weighed on the porosityXu et al [12] summarize several
correlations for the evaluation of the effectiverthnal conductivity coefficient.

SDBF set of equations is more complete than Schansah More in
detail, it can forecast vortex in the porous meala it accounts for porous-
medium resistance. However, they are more complexdiscretize and
implement.

3.1.3 Hypothesis and assumptions

Some assumptions are commonly made by authors vefdying a
thermocline TES application. These assumptionssanemarized into the next
seven points. Assumptions concern symmetry arohadakis, flow mode and
material properties.
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1. The problem is axisymmetric. Thus, the problemws-timensional and
properties change along the axis and the radiusydivangularly. Garimella
et al. and Xu et al consider the problem as 2D1[][ Other authors
consider that properties change only along the ax@snot along the radius.
So, they treat the problem as one-dimensionalgkample Pacheco et al.,
Yang et al, Kolb et al. [1][11][2].

2. Diffusion along the porous media can be neglecéedparticles are almost
spherical, direct contact between filler grainssésy poor and molten salt
completely surround them. As a consequence, coioauict the packed bed
is very little and it can be neglected ([1][10BJthough these observations,
some authors include the thermal conduction inethergy equation of the
packed bed (eq. (3.8)) ([12][11]). Other authorgleet also heat conduction
of the molten salt ([47]). Indeed, Keays et al.fduhat the Peclet number is
very high in the axial direction and diffusion cdule reasonably neglected
during injection and withdrawn of molten salt tofin the thermocline
([48]).

3. Molten salt flow direction is one-dimensional (XGarimella, Pacheco).
Practically, distributor zones are designed to ensune-dimensional flow
direction and to prevent unwanted mixing of molsatt. These distributors
are regions between the packed bed region anaitéexit ports of the tank
(Figure 3-1). Even though, some authors have neddtdie flow as two-
dimensional in the packed bed and also in theibligor ([14]).

Hot molten salt, Tp

' . Distributor
; e

Filler & molten salt )
' Gravity, g

x4

r

q—>

(8]
Cold molten salt, T,
Figure 3-1: Schematic diagram of the thermocline TE$12]

4. Molten salt flow is assumed to be laminar in thekea bed region. Laminar
flow is a consequence of the low molten salt véyoftowing in the packed
bed [12].

5. The properties of the filler bed are constant. Aldee filler material is
assumed to be homogeneous, isotropic and contirf@8lis
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6. Molten salt properties are assumed as constantohye sauthors, such as
Yang et al[11]. Instead, others consider propedgtemperature dependent,
for example Garimella et al [14].

7. Temperature distribution in the particles of thek®al bed is considered as
uniform by all authors. This is true because that Bumber of the particles
is little and the lumped capacitance method caappdied [49]. However, in
some cases the Biot number is observed to be muehtey than the
threshold value of 0.1 [47]: in this case, Jeffarsmrrection is applied.
Jefferson correction consists in replacing the lwaausfer coefficient with a
modified heat transfer coefficient h’:

h' = -
3.9
1+le (3.9)

This modified heat transfer coefficient allows ugihe lumped capacitance
method with any Biot number, increasing accuracsestilts.

3.2 Model implementation

After having discretized the governing equationgha&f thermocline TES
systems, authors proceeded with the implementatbnthose equations.
Numerical models developed by each author sligkiilfer between them
because of different boundary conditions assumedftware chosen,
discretization schemes applied and spatial diga&tn made. Equations are
coded with several software. Each model will befbyidescribed.

3.2.1 Pacheco

Historically, the study of Pacheco and al. [1] ieoof the first numerical
models on molten salt thermocline available inrditere. The heat transfer
between a fluid and a packed bed porous materagssribed by the Schumann
equations [10]. These equations are discretizeld avifinite difference method.
Radial temperature distribution is taken as unifare the model is assumed as
one-dimensional. However, boundary conditions amglemented to account for
heat losses to the environment. Thermal conducsimompletely neglected for
both the molten salt and the packed bed. The catewritten in Visual Basic
and executed as a macro in Microsoft Excel. Th& taas divided in 80 equal
volumes and time step was set at 4 seconds. In@raperature for t=0 was
imposed, and the inlet temperature in the tank agssimed as known at each
time step. Pacheco and al. also tested a 5.9 nmalemnd 3 meters diameter
thermocline TES. The packed bed was of 3 cm dianwiartzite rocks and
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silica sand with a porosity of 0.22 [1]. Data cotkd are the only data available
in literature about temperature distribution inrthecline packed bed using
molten salt as HTF. Most of authors use those aafaoint of reference.

3.2.2 Yang

Yang et al. [11] develop a thermocline numericaldedlowhich is based on
Schumann equations, like Pacheco’s one. Yang ealsb. consider thermal
diffusion along the packed bed. Hence, eq. ((3s3nodified into eq. ((3.10)).

aT, 0°T,,
(1 - E)Ppbcp,pb a—f = (1 — S)kpb a—xg + hv(Tms — pr) (310)

Although, Yang model is simpler than Pacheco’s baeause many strict
assumption are made. For example, the tank is asbuadiabatic, so
environmental thermal losses through cylinder waites neglected. Furthermore,
also Yang considers all the properties of both pdcked and molten salt as
constant. Besides, as in Pacheco’s case, radiglerature distribution is not
accounted, i.e. the problem is one-dimensional.

Fundamental equations are discretized with a dowdhaifferencing
scheme for time, centered-differencing scheme tordactivity and upwind-
differencing scheme for advection [11].

To validate the model, Yang et al. built a littteetmocline tank 0.55 meter
tall and 0.263 meter diameter insulated with 0.lohfiberglass plus a thin
aluminum sheet. Data collected during their expentations are not available
in literature [11].

3.2.3 Garimella

Equations drawn are the SDBF equations set (subse8tl.2). They
include continuum, momentum and energy for bottkpdded and molten salt.
Equations are dimensionless and the spatial domalrscretized into centered
finite volumes. Spatial domain is bi-dimensionaltliscretized and also
distributor regions are included in the spatiakdBtization to examine molten
salt mote in these zones. Second-order upwind sehemsed for convective
fluxes, central-differencing for diffusive fluxesecond order implicit scheme
for time and pressure-velocity coupling is impleteehthrough PISO algorithm
[50]. The computational are performed using the memcial software
FLUENT. Compared to Pacheco’s and Yang's model,ifgdla’'s model is
more performing and capable of more wide and peesiimulations [14].
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3.24 Xu

SDBF fundamental equations are chosen by Xu g@hlHowever, some
terms of those equations are neglected, as prdyidiscussed. For example,
heating of the molten salt due to compression wofkolume
expansion/shrinkage), viscous effects and kinetergy changes is neglected.
Governing equations are discretized using theefimtlume method described
by Patankar [51]. The spatial domain is discretized two-dimensional non-
uniform mesh. Distributors are not included: umfioone-dimensional molten
salt flow is considered at the entrance of the pdcked. Second-order
differencing scheme is employed for convective disixcentered-differencing
scheme for convective fluxes, implicit scheme fionet and pressure-velocity
coupling is solved with Patankar’s algorithm SIMAR.EThe numerical method
has been implemented in a self-written simulatiodec[9].

3.3 Validation of the model - Pacheco’s experimental data

Once the model is implemented it is fundamentaihteck its correctness
comparing the results of the model with some expenital data. Pacheco et al.
[1] carried out an experimental study of the thechme. Pacheco and al.
realized a small thermocline system to validatetéofinical feasibility of such
storage. The tank was made of carbon steel, 58Iyt 3.0 m diameter. It had
an insulation of 23cm of fiber glass. The tank wasigned by the American
Petroleum Institute (API) for petrochemical issuBslar salt were stocked at
390 °C, and withdrawn at 290 °C. The packed bedmade of quartzite rocks
and silica sand, with a void fraction of 0.22. Ttweninal thermal capacity of the
storage was 2.3 MWh[1]. Pacheco et al. collected data and they studie
practical operational issues, such as compatibilify molten salt with
mechanical components, and if the degree of therstedtification was
satisfying.

The test fared well, confirming the feasibility afthermocline thermal
storage using quartzite and silica sand as fillatemal (Figure 3-2). The
thermocline is completely filled with molten satt 290°C when molten salt at
290°C are injected at the bottom of the tank, istarthe discharge process.
Thermocline moves towards the top of the tank adtemosalt at useful
temperature are withdrawn. The experimental datiedfi well the results
evaluated with the numerical model previously depetl by Pacheco et al.,
despite a certain deviation due to measurementtitumie [1].

Few other experimental tests on molten salt thelim® TES systems
have been carried out since then. Yang built lgtkperimental tanks of 0.55
meters tall and 0.263 meter diameter [11]. Howetlezy did not publish data
collected. Most of authors compare their modeldoHeco’s experimental data;
others use the data of the oil thermocline of S@ae. For example Kolb
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validate its numerical model comparing its resulgh experimeral data
obtained during the test of the 180 My, oil thermocline of Solar On[2].

Pacheco experimental data
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Figure 3-2 Pacheco experimental data. Temperature profile dung discharge of a 2,3MWi,
thermocline tank filled with solar salt and quartzite rock/silica sand packed be [1]

3.4 Previous findings on Thermocline Performances

Thermocline TES is designed to store and then gupmlten salt at hig
temperature. High teperature molten salt f&st injected in the storage durii
charge process. Afterwards, it is desired to walkdr the maximum amount
molten salt still at this high temperature. To & understand the phenomen:
Figure 3-3shows temperature distributiin a charged tanon the lef). Here,
hot molten salhave beerinjected for 2 hours. Initially, the t@perature in tr
tankwas initially equal to 300 °( From this charged tank, some thermal ent
are withdrawn untithe threshold temperature of 490°C is reachedHemight.
Molten salt aravithdrawr for 1.7h.

Temperature of molten salt after 2h charging Temperature of molten salt after 1.7h discharging
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Figure 3-3: Thermocline TES charging (left) and dischargingright)
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A certain quantity of heat is hence stored (hiditkgl in orange) and a certain
amount is withdrawn (highlighted in light gray).istobserved that some molten
salt are not withdrawn because at too low temperatbighlighted in light
green). If the thermocline was steeper, more mo#ah would have been
withdrawn, and green area would be less extendedce] the steepness of the
thermocline is fundamental and it deeply influentles performance of the
entire TES.

Discharge efficiency is chosen as the thermogle@ormance indicator.
Discharge efficiency is defined as the ratio of tiseful energy withdrawn from
the tank and the thermal energy initially storeq. (8.11)) [13]. Useful energy
is the amount of heat discharged at a temperat@ateay to a threshold value.
As high temperature is desired, this threshold ezaduarbitrarily assumed to be
slightly lower than temperature of injected moltait. For example, Garimella
considers useful the molten salt above the thresteshperature defined in eq.
(3.13) [13].

_ Quitn@ (T > Tenresnota)

Ndisch = (3.11)

Qwith,tot
Qwith = mmscp,ms(Thot - Tcold) (3-12)
Tms,threshold = Tms,cold + (Tms,hot - Tms,cold) - 0.95 (3'13)

In Figure 3-3, discharge efficiency is equal te tight gray surface (total
energy that can be withdrawn) on the orange onéh@nawn useful energy).
The threshold temperature chosen was 490°C (i%.teéimperature difference
drop) and the corresponding discharge efficien@bisut 65%.

As said, thermocline steepness directly influendbe discharge
efficiency. To achieve high performance, a steeg stable thermocline that
guarantees good stratification is desired. Thustntlocline behavior must be
understood and parameters which could influencentbeline development
have to be analyzed.

Thermocline development during charging and diggihg is affected by
a dozen parameters; during standby of the thermmdlie. when the molten salt
is quiescent, it is influenced by only four paraenst The understanding of their
effects on stratification phenomenon is fundametdahchieve high discharge
efficiency. In the next subsection, these pararseigit be singularly discussed
and analyzed.
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3.4.1 Inlet fluid velocity

According to Garmiella, Reynolds number affects riecline
development and an optimal Reynolds number is ifiemt[14]. Garimella
made several simulations changing molten salt wgl@nd keeping fixed the
volume of the reservoir. It is found that Reynotdsmber affects thermocline
expansion in three parallel ways. First, for low yRa&ds number the
thermocline expands due to thermal conduction. ddde¢he Péclet number is
little and thermal conduction is significant. H8atvs from the hot region to the
cold one, and thermocline region expands with tofifeusively. Second, the
heat exchange between molten salt and the pack&dsbeptimized at low
Reynolds numbers. This is because molten salt resang time in the thermal
gradient zone and it manages to completely heebalritself up or down within
the thermocline region. Contrarily, at hige numbers, molten salt is faster and
it needs a longer distance to be heated up. Coas#guthe heat exchange
zone, i.e. the thermocline, tends to extend. Tle thffect is heat loss to the
environment. If Reynolds is little, more time igju&red discharge the tank and
heat loss becomes more important. Summing up, &t welocity which
maximizes the discharge efficiency can be found.[14

Garimella et al. observed this trade-off and thegppsed an optimal
range of Reynolds numbers for the inlet moltenféal [14], [52]. Considering
well-insulated tanks, optimal Reynolds numbers eabgtween 50 and 100 [52]
(Figure 3-4).
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Figure 3-4: Discharge efficiency as a function dReynolds under different heat loss rates (Nu) [14]

Also Xu et al. studied the effect of the inlet teol salt velocity on
thermocline development [9]. Xu studied the chaimgdischarge efficiency for
an inlet Reynolds number range of 10-100 usingrg well insulted tank. The
tests were quite different from Garimella’s. Inde¥d changed the diameter of
the tank while keeping constant molten salt mass #nd the height of the tank.
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So, he could control Reynolds number by changireg dlameter. For large
diameters Reynolds number was little and chargimd) discharging time was
long. At low Re, expansion of the thermocline was slower butstdd longer
time. Xu found that thermocline was expanding qglyiclor high Reynolds
numbers, but for just little time. This trade-oflsulted in a very little influence
of inlet molten salt velocity on discharge efficogr{12].

3.4.2 Porosity

Low porosity is desirable, but there is a critizalue after which the
discharge efficiency drops. Xu et al. [12] obsertleat an increase in porosity
shrinks the thermocline. At high porosity, littledt has to be transferred from
the molten salt to the packed bed. Thus, the theidts itself up (or cools down)
easily within the thermocline, preventing the exgan of the thermocline itself.
However, this is true only for very little porositthermocline steepness is
almost unchanged for all porosities abew8.22.

Low porosity is also desired because it is econaltyicconvenient.
Indeed, expensive molten salt are replaced by @neffer material. At the
same time, too low porosity can spoil performanceshe thermocline TES
system. Concluding, a critical porosity arowwD.22 is identified as the best
compromise between effectiveness and costs otthage [12].

3.4.3 Particle diameter

Little particle diameter are preferred because dbetact area between
molten salt and particle is increased. The dimensss Biot number is littler
and the packed bed is “readier” to absorb and seleaergy. Summing up, little
particle enhance heat exchange with favorable itspac discharge efficiency,
which is increased [11][13][14].

3.4.4 Tank height

Once the volume of the storage is fixed, tall tamks in general to be
preferred. The thermal gradient occupies a cert@ight and displace itself
upwards and downwards during charge and dischaxgsegses. Obviously, if
the height of the tank was doubled, the relativéghte occupied by the
thermocline is halved. Hence, the thermocline argpas it was steeper, leading
to higher discharge efficiency.

However, doubling the height reduces the diametethe storage, as the
storage volume is fixed. As a consequence, inkeh & littler and molten salt
velocity results increased. However, this increiaseelocity causes a slightly
quicker extension of the thermocline. As a reslltauthors agree that tall tank
typically has greater discharge efficiency thaharssone [14][1][9].
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Unfortunately, maximum molten salt tank heightimsited by structural and
technical limits. Garimella assessed thermoclinimal height to 14 meters
[13]; Pacheco limits the height to a similar vabiel2 meters[1].

3.4.5 Inlet temperature

Inlet molten salt temperature has no influence@mocline development
and discharge efficiency. Xu et al. [9] simulatbd tlischarge of a full charged
thermocline TES system with several inlet tempeestu They compared
dimensionless temperature profiles of each simarafinding that they were
perfectly overlapping. Hence, discharge efficiemeyndependent on the inlet
molten salt temperature [12].

3.4.6 Thermal conductivity

Low thermal conductivity is sought. Low thermal domtivity reduce heat
diffusion from the hot region to the cold one, pt@non which spoils thermal
stratification. In these conditions, the thermoeliextends quicker and outlet
temperature drops early during a discharge, causmglischarge efficiency.

Xu et al. concluded that effective thermal condutti below a certain
threshold value has little influence on thermoclaevelopment [12]. Several
fictive heat conductive coefficients were tried ameimperature profiles
compared. As advective heat transfer remains predomy thermal
conductivity has marginal effect until the criticadlue of 25 W/mK is reached.
This value is very high: quartzite rock and silisand and molten salt are
characterized by typical thermal conductivity aéspectively, 5.3 W/mK and
0.5 W/mK. As a result, a change of typical heatdumtive coefficients of
molten salt and of packed bed little affect botlerthocline expansion and
discharge efficiency, if the value is below 25 W/ifiR][11].

Xu et al. also compared five relationships avadabl literature for the
calculation of the effective thermal conductiviflypical thermal conductivity
coefficients evaluated with those correlations weiféerent up to an order of
magnitude. However, those thermal conductivity ficeihts were always
largely below the threshold value of 25 W/mK. Heneay of those five
correlations can be arbitrarily used to evaluagedtfiective thermal conductivity
coefficient [12].

3.4.7 Interstitial heat transfer coefficient

Typical interstitial heat transfer coefficients de¥ge enough to achieve
quick heat exchange between molten salt and th&epdabed [12]. The
temperature difference between the molten saltta@gacked bed is usually in
the range 0.1 °C — 2.5 °C. These temperature diffags are small and they
have no effect on thermocline development. Xu etested several fictive heat
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interstitial coefficient and they found that thermthoe is remarkably affected
only by heat transfer coefficient which are 100dsmlower than the typical
values. With such poor interstitial heat transfeefticient the temperature
difference between the molten salt and the packedises to 10 °C; as a result,
the thermocline expansion is enhanced and the aligehefficiency decrease
deeply [12].

Several correlations are available in literature floee evaluation of the
interstitial heat transfer coefficient. Those relas predict almost the same
coefficients. As the sensitivity of the thermoclioe this coefficient is little, all
correlations are considered as enough accurate [12]

3.4.8 Insulation of the tank

A good insulation of the tank limits heat loss amthrantees uniform
cross sectional temperature distribution. On therhand, poor insulation leads
to important radial temperature gradients along rdmdius. Disuniformity of
temperature can cause recirculation fluxes andl leogtex which provokes
unwanted molten salt mixing. The stratificatiorsightly ruined, and discharge
efficiency decreases. Also, molten salt might feegathin few days in tanks
with very thin insulating layers [9][52].

3.4.9 External air velocity

External air velocity has little impact on heatdes to the environment
when the tank is well insulated. External air vélpdoes not affect much heat
losses because most of thermal resistance is theevaluctive resistance. An
increase of the velocity and, thus, a decreasbeotbnvective resistance, is not
much relevant on the total thermal resistance. Eletite drop in molten salt
temperature at the internal side of the tank wsaBlow. At the same time, heat
has enough time to diffuse from the center of & tto the wall boundaries,
compensating the temperature drop at the wall. elemadial temperature
distribution remains always almost constant. Sungnuip, heat loss rate of well
insulated tank is little dependent on external welocity; also, radial
temperature distribution is always constant [9].

On the other hand, if the tank is poorly insulaiaperature distribution
is not anymore uniform by the radius and heat la¢s depends strongly on
external air velocity. The temperature at the watips readily in poor insulated
tank and diffusion is slow due to low thermal cociiltity: heat has not enough
time to diffuse from the center to the wall regioAs a result, molten salt might
freeze at the wall while the temperature at théezaa almost unchanged [9].

Summing up, high tank insulation is needed to limérmal losses at any
external wind velocity. Also, high tank insulatiggrevents molten salt to
suddenly freeze and ensure almost constant rasirgderature distribution [9].
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4 Development of the thermocline model

In this chapter a new numerical model which degsrithe thermocline
TES system is developed. In the previous chapteryiqus researches and
studies on thermocline TES systems have been athlyz was found that
Schumann equations have been widely employed fwr pirpose. These
equations will be discretized with a finite difface method. Afterwards, the
model will be implemented on Matlab and it will fieally validated with four
analytical solutions and with experimental data.

4.1 Fundamental equations

The chosen set of equations is the Schumann egeatéi. It an accurate set
of equations for the description of heat transfetwleen a fluid and a packed
bed. Hypothesis made are:

1. The physical properties of the packed bed are asgumbe constant, while
those of the fluid are temperature dependent.

Viscous effects and vortex are considered as secgrohd negligible
Molten salt flow through the packed bed is one-disienal and aligned
with the tank axis.

Molten salt flow is laminar.

The filler is assumed to be isotropic, homogenagsantinuous.

The problem is considered to be 2D, axisymmetric.

Thermal diffusion is accounted only in the moltet €nergy equation. To
do that, an equivalent thermal conductivity coedint is considered. This
coefficient is a combination of the thermal condlitt coefficient of the
molten salt and of the packed bed.

w N

No ok

Fundamental equations which describe the probleen naass conservation,
molten salt energy yield and packed bed energyl ygl (4.1)-(4.3). Molten salt
velocity is defined as in eq. (4.4).

Pm

£ ats + div(pmsity) =0 (4.1)
0T s 0Tns O 0T\ 10 0Ty
_ms _ 7 _ms) 4 - —_ms — 4.2
EPms pms 5 + PmsCpmstim 0z 0z (keff 0z )+r6r (keffr or )+ ho(Tpp = Tms) (4:2)
T,
(1- g)ppbcp,pb a_: = hV(Tms - pr) (43)
Uy =¢-u (4.4)
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Where T,sis the temperature of the molten salt apglid the temperature of the
packed bed. Thermal conductivityks the effective thermal conductivity of the
molten salt and the packed bed (eq. (4.5), expaieveraged, [12]).

h, is the volumetric heat transfer coefficient (sebsection 3.1.1). Xu et al [12]
compare several relationships for the evaluationhof According to their

research, the following formula is chosen (eq.)[$3][12]. According to Xu,

equation is valid for Reynolds and Prandtl numbigrscal of thermocline

thermal energy storages. For the detail on theselations it is suggested to
consult books such as “Heat transfer in packed "bf#y or the paper of

Xu[12].

1—¢

h,=6-h (4.6)

Cc

1
z k
h = (2 +1,1%Pr3 - Reg'6> : l;ns (4.7)
S

where ks is the molten salt thermal conductivity.

4.2 Discretization

Authors develop their model choosing finite diffece approximations.
Usually, they replace differential terms applying cantered-scheme for
diffusion, upwind schemes for advection and impkohemes for time.

Finite difference method consists in replacing diegivates of a differential
equation by finite difference approximations acoogdto a discretization
scheme [55]. The spatial domain is divided intoesal discrete nodes: each
node is surrounded by other nodes and propertiesacih node are taken as
constant. For example, temperature, pressure, tgemsc. Mass, momentum
and energy yield are accounted at the interfacegde® nodes. So, properties at
a certain node are evaluated according to the pgrepef its surrounding nodes
and according to the mass/energy yield througlcéimérol volume [55][51].

The control volume of the thermocline tank is deddntoNx nodes along
the axial direction andNr nodes along the radial direction (Figure 4-1). To
increase accuracy of results, the mesh is finet teexhe wall surface, where
molten salt temperature is affected by heat lossthie environment.
Conventionally, the node 1 is on the top of thektauhile the nodeNz is at the
bottom, while the node 1 is at the center of thek tand the nod®r is at the
boundary of the tank. Mass and energy yields haveetsatisfied around each
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volume. It is chosen to represent temperature endénter of the nodes a
velocity at the bondaries of the control volun.

I R | 1R 2 3 4
1 ? 2 3 : 4 $ | : t } t-
hd : ¢ : ¢ : ® 5 : 6 : } 2N
T o T S
5 | 6 : 2N, I I I
° i ° i e | o | | '}
Lo H— R— Loe e e e
| ‘ |
| e i . i e o | i i E
oo mde Lo L.- @ - @) _@_l_ @
I i | | I I I |
| ® | e | e e I | N,-N,-2 | N,N,
S A A Foe e e e
| ° I NI'L\IT_Z | e 1N1.'Nr | : : I
) | o NN+1)-2 Ne(NL)
[ | | | ® | Y | $ |
|

|
]
I (k)

Figure 4-1 Discretization of spatial domair. Temeprature is stored at the center of the nodeseft);

velocity at the interface of control volumes (right. Node 1,1 is at thedp of the tank, at the centerlne.
Node Nz,Nr is at the bottom of the tank, in contactvith wall surface

Discretization consists in two steps. First, equegiare integrated in ea
volume in order to simplify seco-order spatial differamal terms. Afterwards
discretization schemes are applied to replacerdifteal terms with approxima
difference terms.

Several discretization schemexist Diffusion at the interface is usua
approximate with a center-difference scheme [51]For example, northei
diffusion is approximate after integration as follows:

OT\ _ kn(Tiony — T
(k ) = Kn(Tionr = T0) i=12..,N,-N, (4.8)

az/), = Az

Here convention N, S, O, W iused to represent northern noc-Nr),
southern node{Nr), western node{1) and eastern nodée-1); P indicates th
studied nodei). Concerning advection, the most natural approximaisothe
centereddifference scheme. Assuming that interface Imidway betweel
nodes, centerediferendng approximation for northern advection giv

Ti_nr +T;
(pcpu * T)n = (pcpu)n : % (4.9)
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Unfortunately, this scheme suffers instability whagplied to advection. A
stable alternative is the upwind-differencing sckeirhis scheme considers that
the fluid flows from a node to the adjacent one, Bothe upwind scheme,
temperature at the interface is equal to the teatpey of the upwind node. For
instance, northern advection becomes [51]:

(pcpu * T)n = (pcpu)n “Ti_nr (4.10)

This scheme is unconditionally stable and auth@es iti to develop their
thermocline models. Other schemes are also availablliterature, such as
power-law scheme, exponential scheme and the hgbhdme [51].

Finally, time derivates can be approximated witheaplicit (eq. (4.11)) or
implicit scheme (eq. (4.12)). In the explicit-diféemcing scheme temperature at
the following time step is evaluated from known paratures at the present
time step. SoTt* andT;; " are calculated straight-forwardly. In the implicit
differencing scheme, temperatures at the followiimge step are calculated
together with temperatures at the following timepsib1]:

aT _ (PCpT)Hl _ (PCPT)t

pcp at At (4.11)
t t—1
pc a_T ~ (pCpT) B (pCpT) (412)
Pot — At

Implicit scheme is computationally more complexi lius to be preferred
because it is unconditionally stable, while thelieias not [51].

Summing up, centered-differencing scheme is usedifeusion, upwind-
differencing scheme is chosen for advection and liamp downwind-
differencing scheme is used for time.

4.2.1 Discretization of mass balance equation

The mass conservation equation has to be includdiaei set of equation
when variable physical properties are consideréddehsity is temperature
dependent, there might be a density gradient invth@me: mass conservation
determines the velocity of the molten salt depemain this density gradient. In
the mesh, velocity points are taken as in Figwk. 4

0
ZPms + div(pmsiuy) =0 (4.13)

7ot
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Uy, =€ U (4.14)

No second order differential terms are presentlisoretization can take
place directly without any integration. An implicdownwind scheme is
considered for the change in density with timeppwind scheme is applied for
the advective term in the equation. According ®¢bnvention assumed:

t t
prtns,i - ,O,tn_s'li (pmsum)s (pmsum)N (4_15)
+ - =0
At Az Az
pfns,i - pfr;‘,li + pﬁns,sufn,s . pﬁns,nufn,n -0 (4.16)
At Az Az

Equation (4.16) is rearranged. Also, subscript RN S are replaced by
i, i-Nr andi+Nr. Inlet velocity is know, as the mass flow at th@rance is
imposed. So, the unknown is velocity at the soutlsédte of the tankug,;):

_ t t
prtns,i B prtns?i n Pms,i—NrUm,i _ Pms,iUm,i+Nr -0 (4.17)
At Az Az
Prms,icN C L Ax(phys — phh)
(um,i+Nr _ Pms,i-nr um,i) _ Ams i ms (4.18)
Pms,i tPms,i

Defining the following coefficients, equation (4)1i8 rearranged:

_ pfns,i—Nr 4.19
a=——F" (4.19)
pms,i
Qpony = 1 (4.20)
Ax(pt.. — pt=1
= (Pms : Prms ) 4.21)
Atpms,i
A NrUmienr — Qilly; = Ci (4.22)
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Eq. (4.22) recalls a matrix product. Indeed, caefhitsa can be collected
in matrix A, and the coefficientsin vector C. So, the molten salt velocity can
be obtained solving the linear system:

Axu, =C (4.23)

In this case, molten salt was considered to floemfrnorth to south.
Obviously, if the molten salt was flowing from sbub north the discretization
of the mass conservation equations must be rewigpdrtunely.

4.2.2 Discretization of energy equations

In this case, second order differential terms gamnsto integrate along the
z-axis and r-axis before applying discretizatiomesnes (2D problem). The
integration and discretization passages are lond emmplex. They are
explained in detail in Appendix-A. After the doublategration, time is
discretized with an implicit downwind-differencirgcheme, thermal diffusion
with a centered-differencing scheme and advectibin an upwind-differencing
scheme. This equation is rearranged and severapgrare identified. As a
result, a linear system is found (4.25). For moKatt, temperature at the node
depends on the temperatures of the neighbor nodethe temperature of the
packed bed and on the molten salt temperatureegirtvious time step:

t t t t t —
Qi Tms,i + QAji-1 Tms,i—l + Aii+1 Tms,i+1 + ai,i+NrTms,i+Nr + ai,i—NrTms,i—Nr =¢ (4-24)

The definition of those groups and the passagadatido those equations
are presented in Appendix-A. Eqg. (4.24) recalls atrix product. Indeed,
coefficientsa can be collected in matrik, and the coefficients in vectorC.
Thus, molten salt temperature can be simply obtiaine

AxT=C (4.25)

The boundaries conditions imposed are:
aT

arlr=
considerations,

» convection with the environment through the walhat tank wall,
* imposed velocity at the entrance of the tank,

» adiabatic conditions at the top and the bottonheftank.

=0 at the center of the tank, because of symmetric

Unfortunately, the particle temperattﬂi‘,&b,i, which shows out in the coefficient
G (eq. (4.24)), is not know a priori and the probleamnot be solved straight
forwardly. Besides, temperature dependant coeffisigp, c,, k) should be
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calculated on temperature,,d which is the unknown. Thus, an iterative
procedure is needed to overcome this problem.

Iterations are composed of four steps. First, pédbed temperature is
guessed in each node. For example, it can be adsemel to the particle
temperature at the previous time step. Also, playgimperties are evaluated on
the fluid temperature at the previous time stego8d, molten salt temperature
is calculated with equation (4.25). Third, the pestkbed temperature is
calculated. To do that, eq. (4.3) is discretizethwn implicit scheme for time:

(1 - S)ppb Cp,pb

T (Tl = TEpd) = hy(Thsi — Thy) (4.26)
(1 —&)pppe pb _
¢ th;ns,i + Atp DP 'T;fb}
Tob,i = ) (4.27)
h + £ ppbcp,pb
v At

Finally, packed bed temperaturg, s updated and another iteration take
place. At each iteration residuajsare evaluated. Residuals are defined as the
relative variation of a certain quantity betweerp titerations. For example,
considering molten salt temperature, at the itenatithe residuals at the node
is:

Tin = T
Ln Tt ,n—1 (4.28)

in

Pr; =

Residuals are evaluated for molten salt velocitgltem salt temperature
and packed bed temperature at each node. Whenakienom residual among
those drops below the value of 2. convergence is attained and the iterative
process stops.

4.2.3 Flow chart of the thermocline model

The model is schematized as in Figure 4-2. Fiestk properties, molten salt
properties and packed bed properties are set. Ai@sh dimension and time
step length are to be chosen as well as many prameters. Main parameters
that can be are:
* Vessel characteristics:
o height [m],
0 storage capacity [h of full-load capacity],
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o wall structure (number of layers, thickness andrniz
conductivity of each layer, emissivity of extersarface),
0 porosity [-],
o0 packed bed particle average diameter [m].
* External conditions;

o wind velocity [m/s],

0 environmental temperature [°C].
* Molten salt and packed bed properties:

o functions which describe the change in viscositgndgity,
thermal conductivity and heat capacity of moltert sath
temperature,

0 packed bed constant properties (density and heatcitg).

» Discretization parameters:

o number of axial nodes [Nz],

o number of radial nodes [Nr],

0 spatial distribution of radial nodes (non-uniformesh along
the radius),

o time step length [s].

» Simulation conditions:

0 molten salt mass flow rate at all time steps [m/s],

0 temperature of injected molten salt at any time §t€],

o initial temperature of the molten salt and packed In the
tank [°C],

o length of the simulation [s].

Molten salt mass flow rate, temperature of moli@h & any time step and
initial temperature are set as constant or read foxIsx file.

Simulation starts at; = 0. Temperature of molten salt, velocity of molten
salt and temperature of packed bed is iterativeiuated in all nodes until
residuals reach the imposed value (default valu#0y. Once residuals are
attained, time is increased= t;_, + dt and iterations restarts.

Oncet; = t,,q the simulation ends and results are displayedpaimted
in .xIsx file (Results.xlsx).
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Figure 4-2: Flow chart of the thermocline model

4.3 Comparison with analytical solutions

The numerical model is implemented in Matlab andcasnpared witt
some analytical solutionfFundamental equations are a syster differential
partial equations al there is no analytical solution to the entire peoil
However, it is possible tfind some particulaanalytical solution: For example,
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it is possible to study molten salt transient radi&usion only; in this case,
axial diffusion and advection are neglected andpieked bed is removed. This
problem has an analytical solution and the develapedel must agree with it.
In the next sections, the model is compared withi &malytical solutions:

» transient radial diffusion,

» transient axial diffusion,

» heat transfer between molten salt and packed bed,

» axial advective-diffusive transport.

4.3.1 Transient radial diffusion

Only radial transient diffusion of the molten sialtconsidered. Axial diffusion,
axial advection and heat transfer with the packed bre neglected. This
problem is described by partial differential eqoatieq. (4.29). Boundary
conditions are convection with the environment artsymmetric condition at
the center of the tank = 0):

OTps 10 (k aTms)

Pt “rar\*" Tor
T(r,t = 0) =T,

_g s _ (4.29)

or

r=0,t

= h(Tpns — Tamp)

r=R,t

0T s

—k
or

Tamb IS the external temperature of the environmené Mathematical passages
to draw the solution of the partial differentialuadgion are here briefly presented
as they are long and complex. It is recommendedottsult a book on heat
conduction for further details [56]. In brief, tmesolution strategy redefining
and regrouping the variables:

T— Tamb k h
r =71/R 9 =—3m0 a=— H=-— (4.30)
/ To — Tamp PCp k

Mathematical passages are exhaustively presentdgpendix-B. Finally, the
solution of the radial transient diffusive problén

9@, 6) = z o BZ T exp(—ap? 1) - }ZEE‘“ R; (4.31)

This analytical solution is compared with the depeld numerical
model. Physical properties are assumed as con3ta@tanalytical solution and
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the numerical one are almost perfectly overlappgédufe 4-3). The maximal
temperature difference between the numerical aatly@ral solutions is below
2.5°C (Figure 4-4): the numerical solution is adeged as correct and enough
accurate.

Analytical solution compared to the numerical one. Simulation time=36000s
400
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Figure 4-3: Radial diffusion. Analytical solutioncompared to the numerical one
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Figure 4-4: Radial diffusion. Estimated error
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4.3.2 Transient axial thermal diffusion

Now, only axial transient diffusion of the moltealtsis considered. This means
that radial diffusion, axial advection and heansfer with the packed bed are
neglected. Low initial temperature; Tis assumed in the lower half of the
cylinder and high initial temperature 16 set in the upper half.

The problem recalls heat transfer in semi-infimtedium. The problem
can be modeled as two semi-infinite regions of terapre T and T, put in
contact. As the two semi-infinite regions are omsamedium, the contact
temperature at the interface is the average teryverd/2+T,/2 [49]. Just one
of the two semi-infinite regions is studied: tenggare in the other half region is
symmetrical. The problem is described by this phdifferential equation with
these boundary conditions:

OTps 0 ( OTms
(+57)

P 5c T 9z\" oz
T(z>0,t=0)=T,
4T, (4.32)
T@=00)="-"=T,

| T@E-oo,0)=T,

The mathematical passages to obtain the solutiothisf partial differential
equation are not presented as they can be fouhtkiature [49]. In brief, this
problem can be solved defining a variable of sionle n eq. (4.33) and
temperature distribution is found to be a functainthe Gauss error function
(eq.(4.35)):

= 4.33

n== (4.33)
_T-Ty

O =7 (4.34)

Ums = erfe( n) (435)

However, the hypothesis of semi-infinite regioragstraining and more
accurate solution is developed. Indeed, the assampt semi-infinite region is
valid until a certain time, i.e. unti<3 [49]. In our case, the assumption is
vanished when the thermocline reaches the bottorthéotop) of the tank. So, a
more complete analytical solution is drawn using thethod of separation of
variables. The problem is the same as for the s&imite medium except for
the last boundary condition which is replaced balaatic boundary conditions
(eq.(4.36)), as heat loss with the environmentreglected for this analytical
solution.
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0Ty 0 ( aTms>
P ot T 9z\" oz
T(Z,t=0)=T1
T, + T
T(z=H/2,t)=%=Tm
% =0
0x z=0

The solution of this problem is [49][56]:

X = z (2n
n=1

4 TN m
T On * exp (—(Zn + 1)ET) sin <(2n + 1)5X>

at
_m

T—T,
_TO_Tm

T

X
T H

(4.36)

(4.37)

(4.38)

This analytical solution is compared with the depeld numerical
model. Physical properties are assumed as congantn Figure 4-5, the
analytical solution and the numerical one are p#sfeoverlapped. Precision is
great, and it gets better with time, even whentliemocline occupies all the
tank height. The temperature difference betweenatiaytical and numerical
solution is always below 0.1%, which is very acter@igure 4-6).
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Axial diffusion. Analytical solution compared to the numeric one
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Figure 4-5: Axial diffusion. Numerical results conpared to the analytical ones

65



Chapter 4

Temperature difference between the analytical and numerical solution
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Figure 4-6: Axial diffusion, estimated error

4.3.3 Heat transfer between molten salt and packed bed

Heat transfer between molten salt and packed bed bea studied
analytically if advection and diffusion are negkstt The equations to be solved
are two, one for molten salt temperature and omegézked bed temperature
(eq. (4.39)-(4.40)). There are no boundaries candit except for initial
temperature at = 0.

( aT,
€PmsCp,ms Tms =h, (Tpar - Tms) (4.39)
aT,,
< (1 - S)pparcp,par a—: = hv (Tms - Tpar) (4-40)
Tms(Z; t= 0) = Tms,O
\ pr(zr t= 0) = pr,O

The Biot number of this problem is little but somets above 0.1.
Jefferson correction is applied and the problentréested with the lumped
capacitance method [57]. The problem recalls ti®lastic problem of certain
number of spheres (i.e. particles of the packed imechersed in a fluid (i.e., the
molten salt) at a different temperature. In thisegahe problem is more complex
because both solid and fluid temperatures vary tantle.

The mathematical passages to draw the solutionhd ordinary
differential equation system are exhaustively pmest in Appendix-C. After
several mathematical passages, dimensionless pbhekiei@mperature is found:
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h,2
ﬁpb(t) = 19pb,0 T exp —gt (441)

Knowing the temperature of the packed bad, the éeatpre of the molten salt
is readily drawn:

Cyo
Tns (8) = 22 (Tpo = T (8)) + T (4.42)

ms

The analytical solution is compared to the numéc. Maximal Biot number
is found to be 0.33: hence, Jefferson correctiatilisvalid. Both temperature of
the molten salt and packed bed found with the nigalemodel well fits
temperature predicted by the analytical solutiagyfe 4-7). Error between the
analytical and the numerical solution is alwaysobell.0 °C, which is a
satisfying value (Figure 4-8).

Molten salt and Packed Bed temperature:
analytical solution compared to the numerical one
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Figure 4-7: Molten salt - packed bed heat transferAnalytical solution compared to the numerical
one
Velocity of the molten salt in thermocline TES systis enough slow to ensure
complete heat transfer between molten salt ad plabke. Indeed, in typical
TES molten salt velocity is about 0.5 mm/s [12]isitexpected that in nominal
working conditions the temperature of the packed \wi#l always be very close
to the temperature of the molten salt.
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Analitical and numerical percentage temperature difference
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Figure 4-8: Molten salt - packed bed heat transferEstimated error

As a proof, the packed bed temperature and theemghlt temperature
are tracked during the simulation of the Pachecpesment (section 3.3)
(Figure 4-9). Temperature difference between tlodten salt and the packed
bed is very little: the maximal temperature diffece after 2 hours of discharge
is just 1.16 °C (Figure 4-10). This result is als@agreement with the results of
Xu et al., who founded that temperature differehetwveen molten salt and is
usually in the range,1 °C < AT < 2,5°C [12].

Malten salt and packed bed temperature
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Figure 4-9: Temperature of the molten salt and oftte packed bed during withdrawing of hot molten
salt at 0,5h, 1h, 1,5h, 2h and 2,5h
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Temperature differece between molten salt and packed bed
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t=7200s
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Figure 4-10: Temperature difference between packebled and molten salt at t=2h

4.3.4 Axial advective transport and axial diffusion

Only axial advective transport and axial diffusiof the molten salt are

considered. So, radial diffusion and heat transfér the packed bed neglected.
This problem is called advection-diffusion equatieq. (4.43). Adiabatic

boundaries conditions are imposea at; also initial temperature is known.

( 0T s 0Tms 0 [ 0Tps
pCp 7 + pcpu

9z 0z 0z
T(z,t=0)=T,
T(z=0,t) =T, (4.43)
oT .6
{ 0z =0

z—o,t

Tin is the temperature at the entrance of the tankTgrile temperature of the
molten salt at = 0. This problem has an analytical solution found(yata-
Banks in 1961 [49]. The Ogata-Banks equation igdigr used for hydrological
purposes, such as contaminant diffusion and adwectnderground. Thanks to
the similitude between heat and mass transferQteta-Banks equation can be
applied also in our heat transfer problem [49]:

T Tin—To[ f (x—ut)_l_ ux f <x+ut)]+T (4.44)
=———|erfc ea -erfc .
e 2 Vaat Vaat 0
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Figure 4-11: Axial advective transport and axial dffusion. Analytical and numerical solution

The analytical solution is compared to the numérmadel. Physical
properties are assumed as constant. Convergerudgased when the number
of nodes is above a certain threshold value. Is ¢hse, it can be seen that 500

0.2 0.4

0.6 0.8 1

Axial distance [m]

nodes are sufficient to achieve satisfactory piecis(Figure

onerous and they do not add much precision.
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Figure 4-12: Axial advective transport and axialiffusion. Estimated error
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The dependence of the solution on mesh size aceotidshe researches
of Zurigat and al. [58]. Zurigat developed a modeljed Sharp, for thermocline
water tanks. Zurigat observed that a decreaseeimtimber of nodes lead to a
less precise results. With few nodes mixing of ewlsalt in enhanced and
stratification worsened (Figure 4-13).

1.00

MODEL OF
SHARP [18]

N -

0.75f

0.50F

X/L = 0.466

0.25}

DIMENSIONLESS TEMPERATURE, T*

0.00 0.25 O.ISO Gf?5 1,;)0 1.25
DIMENSIONLESS TIME, t*
Figure 4-13: Mesh dependence — Sharp model [58]

An infinite number of nodes is required to perfesiimulate the thermocline.
As the choice of an infinite number is not reatisi mesh of 500 nodes is
considered as enough accurate.

4.4 Molten salt physical properties - Sensitivity analysis

Molten salt physical properties are studied to usta@d how they affect
thermocline development. Physical properties inedlin the model are four:
viscosity, density, thermal conductivity and spiechieat. These properties are
studied for three molten salts: solar salt, Hited BlitecXL. Properties appear to
vary much with temperature (Figure 4-14, Tablel)4The temperature range
of 300°C — 500°C is chosen because it is the taegeperatures rise of a molten
salt in thermocline TES systems in CSP plant. Tidydical formulae for the
evaluation of physical properties are presentedippendix-D.
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HITEC vs Solar Salt: Density

HITEC vs Solar Salt: Viscosity
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Figure 4-14: Comparison of solar salt, Hitec and HecXL physical properties at temperature
ranging 300°C — 500 °C

Table 4-1: Solar salt, Hitec and HitecXL physical poperties at temperature of 300°C and 500 °C

Solar Salt Hitec HitecXL

Density [kg/m3] @300°C| 1899 1865 1992

@500°C | 1772 -6,7% 1718 -7,9% 1876 -6,1%
Viscosity [mPa*s] @300°C| 3,27 3,22 6,38

@500°C| 1,35 -58,7% 1,15 -64,2% 2,31 -63,8%
Thermal conductivity | @300°C| 0,5 0,395 0,519
[W/mK] @500°C| 0,538 +7,6% | 0,264 -33,1% | 0,519 0%
Specific heat @300°C| 1391 1562 1447
[1/kgK] @500°C | 1357 -2,5% 1562 0% 1447 0%

Among these four properties specific heat showy \igtle dependence on
temperature. This is why authors always considercifp heat as constant
[12][11][14].
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Viscosity is more than halved between 300°C and®G0®owever, in
thermocline calculations viscosity is accountedyanl the calculation of the
Reynolds number, which is required for the volumseteat transfer coefficient
evaluation (). Reynolds little influences,Hor two reasons. First, Reynolds is
raised to the power of 0,6 when evaluating o, changes in viscosity are
softened by this factor. Second, changes,ioghto an order of magnitude little
influence heat transfer between packed bed andemao#alt and hence
thermocline development (subsection 3.4.7). Sumnuipgviscosity could be
reasonably assumed as constant.

Thermal conductivity of solar salt drops of onerdhiwhile the change
for Hitec and HitecXL is little. Thermal conductiMs below 25 W/mK little
influence thermocline development, as discusseilfosection 3.4.6. As thermal
conductivity of molten salt is always below 1 W/mKis reasonable to assume
constant thermal conductivity.

Concerning density, the change in density is be8&y but it cannot be
considered as constant. To understand why, thneelaions are performed:

1. @300°C: constant density of molten salt at 300°C ingosed

(1865kg/m);

2. @500°C:, constant density of molten salt at 500%C imposed

(1718kg/m);

3. @VAR: temperature dependent density is considered.

Hitec molten salt is chosen. Mass flow rate of Kg&s of cold molten salt at

300°C is injected in the storage for one hour.idhilemperature of hot molten
salt in the storage is 500°C. When properties arsidered as temperature
dependent, some mass is stored in the tank andutihet mass flow might be

slightly different than in the other two simulatgat constant density.

Variable and Constant physical properties
Molten Salt Temperature
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Figure 4-15: Temperature evaluated when density isonsidered as 1) constant: 1865 kgA®)
constant 1718 kg /m 3) variable with temeprture

73



Chapter 4

Density influences strongly thermocline developmdihie two constant-
properties thermoclines are close, but the gap dmtvthe two increases with
time (Figure 4-15). This is because the simula@®800°C is characterized by
higher molten salt velocity. Indeed, molten sak @500°C has low density and
higher molten salt velocity is required to satisfgss conservation. Concluding,
density influences thermocline velocity and, thtssposition in the tank.

Variable and Constant physical properties
Percentage temperature difference

Percenutal difference [%]
v,
Y

-3

Solar Salt @VAR
= = = Solar Salt @300°C
= = = Solar Salt @550°C ‘

. . ,
0 0.2 0.4 0.6 0.8 1
Axial distance [m]

Figure 4-16: Temperature difference between @300°@500°c and @VAR simulations

-4

The simulation @VAR is interposed between the thermoclines of
maximal and minimal density. More in detail, @VARermocline is very close
to @300°C thermocline because inlet molten salsidgrand inlet molten salt
velocity are equal for @VAR and @300°C; the maximuemperature
difference between the two is less than 0.2% (ligdr16). At a certain point
the thermocline @VAR is not anymore interposed betwthe other two: this is
due to the change in density, the consequentia$ stased in the tank and local
change in molten salt velocity.

Besides, considering density as temperature depersigery important
on energy yields because energy stored in a théimeotES is proportional to
density. A difference in density of 8% between faotd cold molten salt
corresponds to a difference of 8% in the energyesdtgsee Appendix-D). So,
density is fundamental when studying energy starethe thermocline and
energy Yyield at thermocline boundaries.

Concluding, heat capacity, viscosity and thermalduwtivity have little
influence on thermocline development. However, dgmsust be considered as
variable because it influences the velocity of thelten salt in the tank and
hence the shifting velocity of the thermocline. Eaver, density has a key role
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when studying the amount of energy stored in th& ta the amount of energy
withdrawn from it. All properties but density caa bonsidered as constant.

4.5 Comparison with Pacheco experimental results

The numerical model is compared to the experimeatdtd published by
Pacheco [1]. Also Xu and Garimella compared theiodet with the
experimental results of Pacheco [12][14]. Despftéhat, they ran their models
with different assumptions. For instance, Xu uselhrssalt while Garimella
used Hitec. Further, packed bed properties weferdiit: particle diameter was
equal to 0.01905 m for Xu and to 0.091 m for Galiameél'o double check our
numerical model, two simulations are run: in thetfone, data used by Xu are
imposed; in the second one, data used by Gariragl@aaken. Both simulations
are run with residuals of T05s time steps and a mesh of 500 axial nodes and
15 radial nodes.

On the left of Figure 4-17, the model of Xu et @kd squares) is
compared to Pacheco experimental data (scatteresd linle). On the right of
Figure 4-17, the new developed model (solid lires) Pacheco experimental
data (scattered lines). The lines of the develapedel are practically identical
to those of Xu et al. The developed numerical mdéales very well and results
are coherent with experimental data and Xu numlernogk [12].

Comparison with Pacheco experimental data
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Figure 4-17: Pacheco experimental data compared %6u's model (left) [12] and Pacheco
experimental data compared to the new developed meti(right)

Garimella gives only some of the parameters he aal some
assumptions are made. However, estimated temperdistribution (red lines)
well accords with both Garimella’s model (blackel#) and Pacheco’s data
(dashed lines) (Figure 4-18) [14].

75



Chapter 4

Comparison with Pacheco experimental data
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Figure 4-18: Pacheco experimental data compared Barimella’'s model (left) [14] and Pacheco
experimental data compared to the new developed meb(right)

Summing up, the developed numerical model is indgagreement with
both experimental data and numerical models pralyodeveloped by both Xu
and Garimella. The numerical model is assumed wobect.

4.6 Order of convergence of the numerical model

The model well agrees with both experimental datal analytical exact

solutions. However, fundamental equations are solilgough a numerical

approximation and it is important to understanddbpendence of the solution
with mesh dimension and time step length. The stfdhe global error and of
the degree of convergence helps estimating the mami error committed in

each simulation. The question is, is there anytéitiin on mesh dimension or
time step length to obtain enough accurate results?

The numerical model intrinsically leads to inacayta Analytical
solutions showed that both axial heat diffusion hadt transfer between molten
salt and patrticles are evaluated with very highreegf precision; global error
is below 1% in both those two cases. Radial heHsion and advective
transport were instead affected by higher erroradi& heat transfer was
characterized by very little local error, excepanthe wall where error boosted
to 2.5%. Advective transport had great errors, irandetween 4% and 8%: the
degree of precision depends on the mesh size.

4.6.1 Order of convergence - mesh dimension

Mesh dimension influences strongly the degree etigron. Indeed, an
infinite number of nodes is required to fit the giaal solution (subsection 0).
However, this is not possible because of computatibmits and a number of
500 nodes is chosen as enough accurate.
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To understand the degree of convergence of théi@olvhen increasing
the number of nodes, several simulations are peaddrwith different mesh
dimensions. Error is estimated as the maximum tievidoetween temperature
evaluated with a certain mesh and temperature ateluwith the finest mesh
tested. The order of convergence IAQ((Figure 4-19, left). Thus, error is
halved when the number of nodes is doubled (Figdr&9, right). This was
expected as discretization schemes are of theofidstr.

Degree of convergence with Mesh Dimension. Time step: 5s Degree of convergence with mesh dimension at fixed time step lenght

Nz=100
= = =Nz=250 3r
Nz=500
= = =Nz=1000 2r
— — -Nz=2000

Percenutal difference [%]
Percentage error [%)]

Time step = 5s
= = =Time step = 20s
Time step = 50s

- . . . . . . .
0 0.5 1 15 100 200 500 1000
Axial distance [m] Number of spatial nodes [-]

Figure 4-19: Left: estimated error at several mesllimensions. Right: mesh dimension: estimated
degree of convergence

4.6.2 Time step length

Also the effect of time step length must be analyzéndeed,
fundamental equations are discretized in time waithimplicit method. This
allows setting the time step length with freedon, tothing is known about the
accuracy of results. Thus, which is the order ohvewgence for time
discretization? Several simulations are performieanging only the time step
length and the simulation with the littlest timetis supposed to be the most
precise and it is taken as reference solution. IGtimeulations are compared to
that one and the local error is estimated as thmmperature difference.
Maximum local error is used as a good approximatiotie global error [55].

It is found that the order of convergence for tidigcretization is Qft)
(Figure 4-20, left). This was expected as timéiscretized with a first order
implicit method. Global error drops below 2% famé step length below 20 s
(Figure 4-20, right). All time step lengths bel@@ s are then satisfying.

77



Chapter 4

Time step convergence. Nz = 250 Degree of convergence with time step length at fixed mesh dimension
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Figure 4-20: Left: estimated error for several timestep length. Right: time step length: estimated
degree of convergence
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5 Thermocline TES issue

5.1 Thermal ratcheting

Thermal ratchiéeng is a critical phenomenon thermocline thermal eney
storage for CSPplant. Molten salt are dailyinjected at high andow
temperature. Thisemperatureswing induces great thermmechanical stress
the steel envelope (shell) of the thermocline tAltken het is storec the tank
is heated up antthe steel wall tends to erge itself due tahermal expansion ¢
the metalthe internal volume of the tank increases. Theigastof the packed
bed can settle down in the void spaces left luse of thetank dilatatiol, as
showed in Figure5-1. Maximum possible radial dilatation is : cm for direct
molten salt thermocline TE of 10 meters of radiudirfear expansion of solid
eg. (5.1)) When heat is withdrawn, the tank is cooled downtbatsteel shell i
prevented to shrink because the partichardly move back to their origin:
position due to gravity. The steel shell is cons#d and ubjected to
mechanicalstress (traction)Figure 5-2) [6].If the strain overtakes thyield
strength plastic deformation occurAs temperature changegclically, it might
happen that plastic deformation propagat: each cyclereaching,eventually,
the fracture pointThis canlead to the failure of the tank because the
envelope acts as primastructural support of the tenHence, tank must
designed in order to prewt plastic deformation of the steel [6].

AR = R * Usteq [Tmax,steel - Tmin,steel] =

(5.1)
=10m*107°/K * (250°C) = 2,5cm

Only steel is considered, because stress in thdainen layers can b
neglected. Indeed, those firebricks and ceramiesaaget of blocks dispersed
a matrix and they give no structural supy[6].

R Tank
dilatation

(a) (b} (c}
Figure 5-1: Fall of packed bed particles because of tank ditation
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Traction stress in the steel envelope after
particles have settled down
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Figure 5-2: cyclic stress in the shell envelope

o

Hence, the tank is subjected to daily cyclicalsgrevhen the tank is at
maximum temperature, the shell tank is at its nbgoaition and stress is zero.
As the tank cools down, traction stress is indundtie metal (Figure 5-2).

Previous tests on thermocline storage energy sgstehowed that
thermal ratcheting was under control and failurehef thermal storage did not
occur. In Solar One solar tower power plant streggere monitored confirming
that thermal ratcheting was not a threat [59]. Alstest made by Pacheco and
al. showed that thermal ratcheting was under cobnffo However, thermal
ratcheting has to be considered when designing@mnibcline TES and thermal
stresses have to be carefully estimated in ordewvtod an eventual failure of
the tank.

The problem is simplified making three assumptidrisst, fatigue is
negligible. Each cycle lasts one day: as the tanilesigned to last about 20
years, it is subjected to about 7000 stress cyalkigh does not deeply decrease
the yield stress of the material. Second, partiolger go back to their original
position after they occupied void space left byktarpansion. Also, packed bed
is assumed to have infinite rigidity. This is consgive, as the shell tank is
constrained to its new position and it cannot $henymore. Third, the wall is
studied in order to stand thermal ratcheting bubnter to structurally support
the tank. Further studies are required to assesiseiftank wall is a proper
structure, or not.

Strain acting on the steel wall can be predictetth \@nalytical strain
relations [6]. The steel shell is constrained te thameter it reached at the
maximum temperature. In this condition, mechanstedin is composed of two
parts: a mechanical strain connected to hydrosigtiessure of molten salt and
packed bed in the tank and a mechanical stresseadoy the thermal ratcheting
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phenomenon (eq. (5.2)). The evaluation of the fonreguires the study of strain
within the thin steel wall in axisymmetric coordiesa. However, this
mechanical stress can be neglected because 014D times less significant
than the stress induced by thermal ratcheting [6].

0s = Oy + o7 (5.2)

To evaluate strain induced by thermal ratchetingg tnaximal and
minimal temperature of the steel wall during a geélischarge cycle must be
known (eq. (5.3)). The resulting stress must beelothian the yield strength in
order to prevent plastic deformation. The ratiahs yield strength on thermal
stress is named safety factor (eq.(5.4)) [6]. Tiastor of safety must be
sufficiently lower than the value of one to enstvat thermal ratcheting is under
control preventing the failure of the thermocliaak.

Omax = asteelE[Tmax,steel - Tmin,steel] < Olim (5'3)
Omax

f:s‘afety =——x<1 (5.4)
Olim

The variation in temperature of the steel shellssessed to be the
critical parameter. A limitation of the temperatwagiation would correspond to
less thermal stresses in the steel envelope ard dafgty factors. Hence, the
design of the insulation layers must be accurasélglied. For example, very
thick internal layer of firebrick or thermal woohauld be considered: this
internal layer would represent most of the thernesistance of the wall and
most of the drop in temperature occurs in it. Thhg, steel shell is slightly
affected by the temperature swing of the moltenisalhe tank. Reversely, an
increase in the thickness of the external layeraodecrease in external
convection is not desired. Indeed, in this casddhgerature of the steel would
be higher and much closer to the temperature safitige molten salt. Summing
up, thick layers of internal insulating and thiryda of external insulating are
preferred.

Garimella made accurate simulations in order td fime temperature of
the steel wall at each axial location during sevengcles of charge and
discharge of the thermocline [6]. The wall studgdGarimella is structured by
three layers: an internal layer of insulating fiieks or thermal wool, the
stainless steel envelope and an external insuldaggr made of ceramic.
Properties of the wall are presented in Table &arimella found that the
maximum temperature variation in time of the ssall occurs at about middle
height of the tank, i.e. the zone where the theftimeds used to be located.
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According to these results, the factor of safetg Yeaund to lie between 2 and 8
for the wall structures he tested [6].

Table 5-1: Wall tested by Garimella [6]

Layer Material Thickness  Density Thermal conductivity
[m] [kg/m3] [W/mK]

#1 Firebrick 0,2 2000 1

#2 Steel 0,02 8000 60

#3 Ceramic 0,1 1000 1

Unfortunately, the results of Garimella are neittransportable to other
walls nor for thermoclines working under differenbnditions. Garimella
imposed hot molten salt temperature at 450 °C afdiraolten salt temperature
at 293 °C [6]. Another temperature gap would leaddifferent thermo-
mechanical stress in the wall, which cannot bectlyeevaluated. Moreover,
Garimella used to charge and discharge moltentsdiom the thermocline
every 12h. Obviously, a realistic thermal cycle Voloe of 24h: the thermocline
is averagely hot for 12h and cold during the renmgri2h. As thermal cycles
are longer, the wall has more time to warm up/clmin, i.e. there is more time
to overcome the thermal inertia of the wall. Herldder factors of safety are
expected when considering realistic 24h thermalesycAlso, the factor of
safety should decrease if the temperature gap ketitee hot and cold molten
salt is increased, for example when using solarslveen 550 °C and 300 °C.
Further, a change in the wall structure and waltemals would give different
temperature distribution in the wall and consequetifferent thermal stresses.
Concluding, an instrument to evaluate the factawadéty for any walls structure
and any working condition of the thermocline TESheeded. To do that, the
maximal temperature and minimal temperature of steel shell have to be
estimated. Once these values are found, eq. (5.8)-re used to estimate the
risk of thermal ratcheting.

Wall structures proposed further in this thesis enecked to have a
factor of safety of at least 1. To forecast thetda®f safety, an analytical
method and a numerical method are developed. Both campared with
Garimella’s results.

5.1.1 Thermal ratcheting safety factor - Analytical method

The analytical solution assumes that thermal cépaxfi the wall is
negligible. This is a conservative method, becdahsetemperature variation of
the molten salt in the tank is not softened byttie¥mal inertia of the firebrick
insulating layer. Neglecting the thermal capacitly tbe wall the problem
becomes a simple stationary heat conduction prabléns method estimates
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the factor of safety in the worst pose case, i.e. each temperature s\ lasts
an infinite time.Maximal and minimal temperature of the steel vand the
factor of safetyare evaluated ain Figure 5-3 and ireq. (5.5). Young’s
modulusis set to 200GPa, thermal expansion coefficiersteél is set to T°K™
and yield strength is assumed as 200 (according to Garmiella’s pag [6]).

IV olten
Saltand
packed bec B

Molten
Saltand St
packed bed |

Steel shell
Steel shell

Fxt=rnal
envircnmznt

Exterral
environmznt

Clm ©€.05m 0Jd.1m C.1lm C0sm 0O.1m
Figure 5-3 Maximum and minimum temperature of the steel envelopéwall #1, Table 5-2

; _ Oum Olim — (5.5)
safety O max asteelE[Tmax,steel - Tmianfeel] .
200 Mpa 200MPa
— = = 1.26
e 158MPa

e 200GPa[252°C — 173°C]

Results are compared to Garimella’s resuliTable 5-2.
5.1.2 Thermal ratcheting factor of safety - Numerical method

The numerica model consists of including theall structure in the
thermocline finite volume model. The boundary ctiods of the wall are
contact with the molten salt in the intal side of the tank; convection (free ¢
forced) and radiation cexternal wall withthe environment. Factor of safety
the analytical and numerical models are compare those estimated &
Garimella (Table £). The percentage differenclestween the factor of safe
estimated by Garimella and the factor of safetymeged by the develope
model are always belowl%, which is considered as sufficiefitis deviation
is due to differencem the taken assumption&arimella made a moaccurate
simulation: Garimella considea thermocline moving upwards and downwe
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the tank every 6h. Instead, the developed numenncalel imposes a constant
molten salt temperature of 450°C for 6h and of Z936r the following 6h
(Figure 5-4). This is computationally simpler aleds accurate. Besides, the
model developed uses an approximation of the mtadi heat exchange with
the environment, which affects results. As a resdtimated factors of safety
(FS) show a deviation of 5-11% compared to theltesfi Garimella.

Temperature of the molten salt and of the steel wall
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450 — — — — -

400

o
‘© 350+
p=}
©
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fid
Steel envelope temperature
250 -
— — — Molten salt temperature
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150 . . . . . . . . )
12 16 20 24 28 32 36 40 44 48

Time [h]

Figure 5-4: Temperature of the molten salt insidehe tank and average temperature of the steel
envelope. Wall #1

Table 5-2: Factor of safety (FS) estimated by Gariglla, estimated with the numerical model and
with the analytical method

Thickness of: Garimella Estimated FS, Estimated FS,
Fire brick [m] FS [6] numerical model analytical model
Steel [m]
Ceramic [m]

Wall #1 [0.1; 0.02; 0.05] 2.44 2.64 (+7.6%) 1.26 (-48%)

Wall #2 [0.2; 0.02; 0.05] 7.75 8.72 (+11.1%) 1.79 (-77%)

Wall #3 [0.1; 0.02; 0.025] 2.57 2.64 (+2.7%) 1.52 (-41%)

The effect of the thermal inertia of the wall ateetemperature profiles,
which are not straight lines (Figure 5-5). Thispkns why the simple
analytical evaluation of the wall temperature i aocurate enough. Indeed,
factors of safety from the analytical solutions arery low quality. The
analytical solution overestimates the temperatagegerceived in the steel wall,
giving very conservative factor of safety. Analglionethod was suitable if
cycles are very long. Indeed, the factor of saflityps as temperature swing
lasts longer. For example, for Wall #1, the anabjitiand numerical factor of
safety are very close as the temperature half-dgsts 96h (Figure 5-6), which
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is not the case for a thermocline TES. The factosabety of 2.64 previously
evaluated by Garimella (12h cycles) drops to 1.8@m24h temperature swing
is imposed. Thus, factors of safety need to bealeated for more realistic 24h
thermal cycle.

Radial temperature distribution at 1=0.5h
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Figure 5-5: Temperature distribution in the wall at 0.5h after molten salt temperature passed from
450 °C to 300 °C. Temperature is far from being lingr because of the thermal inertia of the wall.
Wall #2.
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Figure 5-6: dependence of the factor of safety witthe duration of temperature cycles. Wall #1
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5.1.3 Proposed wall structures

The numerical model has been validated and now/pssible to study
the thermo-mechanical stresses induced in sevemal wall structures and
different molten salt temperatures. Solar saltcli@sen and the new operational
temperature is 550°C (charge) and 300°C (dischargéycles of
charge/discharge last 24h. External wind speetkésifat 2 m/s and emissivity
of the external surface of the tank is set to @&tomaceous bricks can be
proposed as suitable candidate for the very lowntaeconductivity and, hence,
high thermal insulation: their thermal conductivitgnges between 0.11-0.23
W/mK [49] [60]. This is probably the material witthe lowest thermal
conductivity suitable for thermocline TES tank. é|stainless steel AISI 302,
304, 316 and 347 have thermal conductivities rapdiom 15.2 W/mK to 20
W/mK for temperatures between 127 °C and 327 °Cldhle 5-3 some wall
structures and their corresponding factor of sadegylisted.

Table 5-3: Estimated factor of safety of three propsed wall structure

Layer 1 Layer 2 Layer 3 Factor of Safety
Wall#1  itfm | 01 004 __ 005 | L3
Low insulation Lk [W/mK] | 1 20 1 ! ’
Wall #2 ithm)__ i 01 004 005 | 39
Medium insulation y (w/mk] | 02 20 1 ! ’
Wall43  itiml_ . 03 004 015 |
High insulation iFk [W/mK] T 0.2 20 0.2 : 74

Concluding, to avoid thermal ratcheting it is stifnt to add improve
the insulating properties of the internal wall. Téféectiveness of those walls as
insulating structures is analyzed in subsectior25.3

5.2 Thermal Stability of the thermocline - Fingering

It has been observed that the phenomenon of fingemd channeling is
likely to occur in thermocline tanks [7]. This ploenenon is undesired as it
causes molten salt mixing. Optimal thermal stredifion in thermocline thermal
storage tank is obtained if stability conditions asatisfied. The stability
criterions are of two kinds: hydrostatical critersoand hydrodynamic criterions.
Hydrostatical criterion concerns the different dgnbetween the hot fluid and
the cold fluid. Hydrodynamic criterions limit moiftesalt velocity depending on
the viscosity, density and permeability of the ranlsalt and packed bed [7].
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5.2.1 Hydrostatical criterion

In thermoclines, the cold molten salt region isolaethe hot molten salt
one: molten salt density is higher in the cold oegand lower in the upper hot
region and gravity prevents the formation of freewection vortex and vertical
movement of the molten salt. Summing up, thermadtifitation is naturally
ensured by gravity and buoyancy forces [7].

5.2.2 Hydrodynamic criterion

Hydrodynamic criteria concern movement of molteh isathe porous medium.
Those criteria limit molten salt velocity duringarlying or discharging process
in order to avoid the fingering phenomenon [7].

The phenomenon of fingering is observed when al flmimersed in a
porous media displaces another fluid with differemhperature and/or physical
properties. For example, fingering might occur whmer molten salt displace
cold molten salt. Due to different density and gty less viscous hot molten
salt tends to penetrates in more viscous cold maiédt, as in Figure 5-7. This
creates a pattern of hot molten salt in a coldgiore causing unwanted mixing
of the molten salt and consequent depletion theemaitgy. To optimize thermal
stratification it is necessary to ensure that fimgge happens only marginally in
thermocline TES [7].

hot molten salt

hot fluid
Py Hy
A D [] E

[ QM?

I

|

. | cold molten salt

cold fluid |

|
Iy VG Pr H

Figure 5-7: fingering phenomenon. Left: photo of te phenomenon: hot fluid penetrating in cold
fluid. Right: schematization of the phenomenon [7]

Fingering and channeling are not observed if théihty ratio is below
the value of one [7]. The mobility ratio is theioabetween the momentum of
the displacing and displaced fluid (eq. (5.6))hk ratio is little, this means that
the displacing fluid is more viscous and behavesaa%solider” medium,
preventing fingering to take place.
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_ Ky /1,
Ky /uy

M <1 (5.6)

When the tank is charged, the mobility ratio i®wabthe value of one
because the displacing fluid is the hotter and iessous molten salt. Thus,
fingering is supposed to happen. Contrarily, whiea tank is discharged the
mobility ratio is below one and fingering will notcur. Then, injection of hot
molten salt (charging) is the critical process. ldger, fingering happens only
under some conditions relied to the hydrodynamidb@flow [7].

When hot molten salt displace downwards cold mo#eh (charging
mode), random small bulges of hot fluid are fornadhe interface between
cold and hot molten salt (Figure 5-7, on the nghAs hot molten salt are less
viscous than cold molten salt, the bulge offers lk®w resistance and behaves
as a preferential path for hot molten salt. On dkiger hand, this path is in
depression as it is full of light hot molten sas a consequence, gravity and
buoyancy forces tend to move upwards and shrirsktibt molten salt channel
(Archimede’s law). It must be determined which dfettwo factors is
predominant, i.e. determining if channeling is soggd to take place. Qin
analyzes the problem using the Darcy’s law and &dirs law (eq. (5.7)) [7].
As a result, Qin finds out that channeling is siggubto disappear quickly if the
molten salt velocity (¥s) is below a critical velocity i as described in eq. (5.8).

Prsnot = Pms,cold v (:“ ot — H .ld)
ms,no 6x ms,co — g(pms'hOt _ pms’COId) _ ms ms, OK ‘ms,co (57)

Vs < v, = gK . Pms,hot — Pms,cold (58)

Hms,hot — Hms,cold

As above mentioned, during discharge process trer@o limitation on
molten salt velocity. Bulges randomly formed at thierface between hot and
cold molten salt contains cold viscous molten datintrarily to the previous
case, bulges offer greater flow resistance an@adlemolten salt is prevented to
further penetrate the bulges. Furthermore, buldesld molten salt are heavier
than the neighbor hot molten salt: thus, the butged to flatten because of both
gravity forces and buoyancy forces. To sum up.ethiemno molten salt velocity
limit during a discharge process.

Some critical velocities are presented in Table4. %ritical velocity
depends on the temperature difference betweennubtad molten salt, on the
physical properties of molten salt chosen and enptrmeability of the packed
bed. The permeability is evaluated with the Koz&ayman formula, which
depends on the porosity of the packed bed and erdidmmeter of the filler
particles [7]. In a typical thermocline TES witlparosity of 0.22 and a particle
average diameter of 2 cm, the critical velocityosnd to be one hundred times
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greater than the molten salt velocities typicallarfe-scale real thermocline
TES system (respectively, 3,6 x40n/s and 4 x 16 m/s [12]). Such little
molten salt velocities are required to optimizetheansfer between the molten
salt and the packed bed and to prevent the themmeotd excessively expand.
Summing up, fingering and channeling might occulyon packed beds with
low porosity and very low particle diameter.

d2 3
K=—5¢ (5.9)
175 % (1 — )2
Table 5-4: Fingering critical velocities for severhparticle diameters (D) and porosity (g)
Ds[m] £ K x 10 Ve [m/s]
Solar Salt, 300-550°C  0.02 0.35 2.32 0.208
Solar Salt, 300-550°C 0.02 0.22 0.40 0.036
Solar Salt, 300-550°C 0.035 0.22 1.23 0.110
Solar Salt, 300-550°C  0.01 0.22 0.10 0.009

Concluding, buoyancy forces and gravity help natuthermal
stratification in thermocline TES. Fingering is anwanted phenomenon and it
might occur when heat is stored in the thermoclii&s. However, it occurs
only if molten salt velocity overtakes a criticallue. Instead, during discharge
mode, channeling is prevented to occur and theneoignolten salt velocity
limitation. When designing a thermocline, prelinmpa&valuation of the critical
velocity has to be done in order to ensure thagefiimg phenomenon is avoided.

The developed numerical model of the thermoclin& Titacks the speed
of the molten salt, controlling that the criticadlocity is not reached. In that
case, a warning message will be displayed but timilation will not be
interrupted.
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5.3 Standby behavior of thermocline TES system

During nighttime the power block is turned off amelten salt are quiescent in
the TES system. In this phase the thermocline =8 standby mode and no
mass flows through its boundaries. This standbys@Hasts several hours, or
even some days if the sky is overcast and litthd [eecollected at midday.

Two main effects are observed in standby thermecligS. First, the
thermocline tends to expand itself spoiling therstedtification because heat at
hot temperature naturally flows from the hot regtowards the cold region.
Second, heat flows through the wall of the TES towathe environment.
Summing up, a study on both thermocline expansiwh l@eat losses during
standby mode is carried out [9].

5.3.1 Thermocline expansion during standby mode

Some assumptions have to be made to instigate tloérma expansion. The
temperature distribution at the beginning of theugations is set at 550°C in the
upper half of the tank and at 300°C in the lowelf.h@he choice of the

temperature is arbitrary: thermocline expansionededp only on physical

properties of molten salt and packed bed and naherabsolute value of the
temperature [9]. Concerning the tank, a 14 m talktand a 21 m diameter is
chosen. The tank is filled with solar salt and ¢gite rocks with a vacuum
grade of 0.22. Thermocline extension is definethasregion of the tank where
molten salt temperature falls between 545°C and®@GQke. the temperature
gradient region.
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Figure 5-8: Thermocline expansion with time
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Thermocline expands slowly and it is very steep $ewveral hours
(Figure 5-8). After four hours, the extension iste little and most of heat is
still available above the threshold temperaturé&s4%°C. It is only after a 24
hours that the extension becomes significant. Heweuseful heat is still
available after several days. It is only after a&kvthat the thermocline occupies
the entire height of the tank; at this point, norenaseful energy is available.

The extension of the thermocline develops quitelduiduring the first
10 hours of standby (Figure 5-9). Afterwards, tfermocline is fully
developed and the expansion proceeds at almosttacbnspeed. From
interpolation, the expansion velocity is approxiethtto 6.6 cm/h. The
thermocline occupies the entire height of the tafiler about 7-8 days of
standby: of course taller tanks would results imgkr times, but 14 m have been
assessed as the maximum height that can be achiewed molten salt TES
(subsection 3.4.4).
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Figure 5-9: Thermocline thickness with time

The thermocline expands almost linearly with timerinly nighttime. For
example, assuming 12 hours of nighttime standlyy thiermocline will expand
of about 0.8 meters:

Ax = Vexpansion *t = 6.6 cm/h *12h = 0.8 m (5.10)
To sum up, thermocline TES is left in standby méateseveral hours during

nighttime. In this period, the thermal gradientioegexpands itself because of
heat diffusion. However, the overnight expansiortt@ thermocline region is
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evaluated to be of about 0.8 m, which causes velstiittle loss of the stored
useful energy.

5.3.2 Heat loss to the environment

Thermocline TES is surrounded by the external emarent, for it is subjected
to heat loss. Molten salt temperature drops, eafpgaiear the tank wall, and
useful heat is progressively lost. Heat loss rafgedds on the wall structure and
on external environmental conditions. Very thickdes of insulation limit heat
loss, but they are expensive. At the same time ptmwr insulation cause early
depletion of the stored thermal energy. Also, walist endure stresses caused
by thermal ratcheting.

Three wall structures resistant to thermal ratcigelias been previously
obtained in section 5.1 (Table 5-3). In this sghise, the insulation capacity of
these three wall structures is investigated. Assiomp made are listed in (Table
5-5).

Table 5-5: Assumption made in simulations on enviromental heat loss

External temperature 25 °C

Emissivity coefficient of external surface | 0.5

Tank height 14 m

Tank radius 10.5m

Porosity 0.22

Molten salt Solar Salt
Freezing Temperature 220 °C

Initial temperature Constant at 550 °C
Wind velocity 3 m/s

The work of Xu et al. [9] is taken as referencewbweer their results are
considered as poor. Xu evaluates the convectivethaasfer coefficient at the
external surface of the tank with a correlationahkhis suitable for laminar flow.
Instead, the flow is usually completely turbulentlaharacterized by very high
Reynolds numbers. The tank is a cylinder but it lsarproperly considered as a
flat plane because the radius is very large andifspeorrelations for cylinder
result improper: Nusselt correlation for turbuldidw over a flat plate is
chosen[49]. Besides, Xu considers only forced cotiwe and he neglects both
radiation and free convection heat transfer. Irtkta@diation can be even greater
than forced convection, especially if the wall sody insulated. Concerning
convection, it is found that heat transfer at tkeemal surface of the tank is
mixed, because:

IR
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— 5.11
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Hence, free convection cannot be neglected, edpeaiaen the tank is poorly
insulated and the external wall heats up. Summpmali forced turbulent flow,
turbulent free convection and radiation heat transfust be accounted.

Heat loss rate and radial temperature distribubioime molten salt in the
tank are studied for all the three wall structu(@sble 5-3). The “low
insulation” wall is a poor choice because heat la$s is great and molten salt
temperature drops quickly near the wall. Tempeeapofile is steep because
heat loss rate is great and energy stored in tddlenof the tank has not enough
time to be transferred towards the boundariesetdhk: in brief, heat diffusion
Is too slow compared to convective energy flux (ifeg 5-10). Molten salt
reaches freezing temperature after 138 h. So, ‘llesulation” wall is not
recommended for thermal energy storage systems.

Radial temperature distribution. Low insulation wall
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Figure 5-10: Radial temperature distribution. Low insulation

The “medium insulation” wall fares better (Figurg-11). Radial temperature
profile is almost flat after 24 hours. Salt islstilolten after a week (168h), but
radial average temperature is about 480°C, whichORC less than the initial
temperature. The “medium insulation” wall structisea possible candidate for
TES systems.
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Radial temperature distribution. Medium insulation wall
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Figure 5-11: Radial temperature distribution. Medium insulation

Last, the “high insulation” wall structure is testd his wall performs very well
(Figure 5-12). Almost all thermal energy is sétl very high temperature after
24h and radial temperature profile is almost dtdt after a week. This is
because heat loss rate is little.

For the “high insulation” wall the Biot number idose to 1, which
means that diffusive heat conduction is as releaanéxternal convective heat
transfer eq. (5-12) [49]. So, heat has enough timbe transferred from the
centerline of the cylindrical tank towards the camlten salt near the wall of
the tank: as a result, temperature at the tankdsmies drops slowly.

h 28221
Bisgni = 57— — = mK =091
tank = Ry 115 w o (5-12)
2 ms 2 "~ mK

However, the lumped capacitance method cannot pkedpfor Bi > 0,1 and
radial temperature distribution cannot be consilleas uniform. Concluding,
this third wall structure gives very good insulatiand it is definitely a good
choice for thermocline TES systems.
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Radial temperature distribution. High insulation wall
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Figure 5-12: Radial temperature distribution. High insulation

5.3.2.1 Wind effect

Wind velocity affects slightly radial temperaturestdbution of well insulated
tanks. Heat loss rate increases with wind speedcigl because forced
convection boosts. To evaluate the effect of wipdesl on heat loss rate, the
three simulations are repeated increasing winddspemcity from 3 m/s to 10
m/s.

Well insulated walls are almost not affected by itherease in external
wind velocity. This is because the decrease inreateconvection and external
thermal resistance is little compared to the tttatmal resistance of the wall.
The increase in wind velocity affects remarkablyydhe “low insulation” wall:
in this case, molten salt freezes after 116.5 hdsusnming up, an increase in
velocity little affects heat loss rate and radnperature distribution in the
tank. This result accords with Xu’s considerati{®is
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Thermal losses to the environment
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Figure 5-13: Heat loss rate for the three tested all structures and its dependence on wind velocity
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6 Optimal design of the thermocline

Compared to state-of-art two-tank TES, direct mmolgalt thermocline TES
systems are cheaper compared to two-tank configarbecause just one vessel
is required and because the molten salt inven®much reduced. However,
performances of thermocline TES are expected tpdoeer because a share of
injected heat is depleted as hot and cold moltdh as@ in contact. The
understanding of thermocline TES performance islémmental to estimate the
cost-effectiveness of the TES and to assess imibeline TES could be more
convenient than the state-of-art two-tank system.

A thermocline TES system is compared to a two-tap&tem. Data of
molten salt mass flow rate in a CSP plant equippid a two-tank storage are
obtained from [8].Then, the two-tank TES of this C& replaced with a
thermocline TES and the quantity of molten sakatgd and withdrawn to/from
the TES is kept unchanged. Hence, it is possibnwlate how a thermocline
TES system behaves compared to a two-tank TESnsyste

The performance of the thermocline is evaluatednogf a performance
indicator: discharge efficiency. Discharge effia@gns the ratio of heat which is
withdrawn above a certain threshold temperaturghentotal withdrawn heat

(eq. (6.1)).

_ Quitn@ (T > Tinresnota)
Ndisch =

(6.1)

Qwith,tot

Threshold temperature is arbitrary. In two-tanktesys heat is steadily
withdrawn at 550°C; hence, to compare the behafitiiermocline system with
the two-tank system, a threshold temperature ofG48 set. This temperature
IS very conservative, as the power block can ektledieat also much below this
value: a good sliding-pressure Rankine thermalecgah accept heat up to 90°C
below the nominal value (SEGS |, [2]). Thus, hedahdrawn from thermocline
TES could be theoretically considered as usefidbibve the temperature of
460°C. However, as the goal is the comparison wathwo-tank system,
threshold temperature is set to 545°C.

In order to identify the thermocline which showsfpemance close to two-
tank system, several simulations are performedstAging point, simulations
are run over a typical summer week with very higlasirradiance. As molten
salt flow rate is given, it is tried to find theettmocline TES size which
maximize the discharge efficiency, i.e. the sizeclwimaximize heat withdrawn
at very high temperature.

Then, simulations are run on a typical early-spmegk, when radiation is
less intense and the weather is characterized dnyuple of cloudy days. It is
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important to understand if thermocline efficiencgcdys severely in these
conditions. Winter season is not tested, as inethaseks little radiation is little
available and TES systems are marginally usedhdse conditions, discharge
efficiency is too weather-dependent and hardly canaiple with two-tank
system efficiency.

Last, tests are run on thermocline tanks with \fectcharacteristics. As
previously discussed, thermocline discharge efiicyeis closely interconnected
with the extensions of the thermal gradient: hesegeral tests are performed to
understand which parameters could limit thermocliegpansion, hence
increasing its efficiency. For example, thermoclieegpands due to thermal
conduction: it is tried to set to zero thermal aacttbn of both molten salt and
packed bed. Also, there is choice on molten saie:tysolar salt, Hitec and
HitecXL are compared. Again, tank height is changeer the maximum limit
to assess how tank height affects the dischargaesfty. To summarize, it is
tried to understand how the performance of thentioetine could be improved.

6.1 Simulation on a typical summer week

Simulation is ran on"™®— 16" July. Temperature of injected and withdrawn
molten salt is tracked, as well as many other bem

* Mass injected and withdrawn from the tank

» Temperature of injected and withdrawn molten salt

* Energy injected

* Energy stoked at useful temperature and total gretayed

* Heat loss to the environment

* Thermal energy prevented to be stored due to dsilogu

* Energy withdrawn at useful temperature

* Injected and withdrawn exergy
Assumptions of the simulation are presented in &abl1. Heat loss is included
in the simulations.

Table 6-1: Assumptions

Tank

Molten salt Solar salt

Physical properties Temperature dependent
Filler Quartzite rock + silica sand
Molten salt temperature range 300 °C — 550 °C
Full-load capacity 7.5h

Thermal Capacity 914 MWh

Tank height 14 m

Diameter 23,6 m
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Optimal design of the thermocline

Wall structure High insulation (Table 5-2)
Emissivity of external tank surface 0.5

Other assumptions

Mesh 400 x 10

Time step 15s

Temperature of external environment 25 °C

Week 0" -15" July

T threshold 545°C

Pgros: Of the power block 50 MW

Power block thermal efficiency 41%

An initial arbitrarily temperature is set in thenka Afterwards, simulations are
performed for 3-5 days until temperature stabibrel become cyclic. At this
point, simulation on the desired week is rafi 915" July).

Energy and mass fluxes are presented in Figuteatd Figure 6-2. The
weather is sunny all the week, except off' 28ly and on 18 July afternoon
when some clouds partially overcast the sky.

Energy fluxes around the Thermocline TES
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Figure 6-1: Energy yield in the CSP. 08 — 15" July

Every day, heat is withdrawn early in the morningurn on the power block.
When the sun rises on the horizon, the power bisakriven by both thermal
energy supplied form the solar field and thermatrgyp withdrawn from the
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TES. At midday hours, extra thermal energy is améd and it is stored in the
tank, while the power block works at nominal powe€inally, late in the

afternoon, withdrawing restarts and power supplytiooes for several hours,
thanks to thermal energy stored at midday. Thentbeline tank is not

completely discharged when the power block is o some thermal energy
is left. So, the power block can be switched onftflewing morning before the
sunrise. The same discussion can be extended wfloasrates (Figure 6-2).

Molten salt mass injected and withdrawn to/from the Thermocline TES

900 mass solar field
mass to power block

800 - = = = mass to storage

= = = mass withdrawn

700
600
500
400 -

/AN "
soor Ol o vl :,’\.
1

1
1
200F fir v g
]

Thermal storage mass flow [kg/s]

! 1
18K TR
Y

ol

ty [

| N

B
p W ' N

0 ' ‘.l'_ \’ __L i Il' i ! _Il' 1 37
July09  July10 July11 July12 July13 July 14 July 15
Simulation time [day]

s LR

Figure 6-2: Molten salt mass flow. 08 — 15" July

Temperature profiles in the thermocline are presifur a typical day: T0July
(Figure 6-3). At 00:01, the power block is stith and molten salt are being
withdrawn (yellow solid line). At 1:30, the powetobk is turned off and
withdrawing is stopped; some molten salt is stiboee the threshold
temperature of 545°C (green dashed line). Nowntbeline remains in standby
and the thermal gradient region slightly expandsnffgreen dashed line to gray
solid line). Early in the morning molten salt agae withdrawn (around 4:30)
to warm up and switch on the power block. At 8:80as radiation becomes
sufficient to drive the power block and withdrawirsginterrupted: thermocline
tank is almost completely discharged (red dasheg).liSince 8:30, extra thermal
energy is available at the solar field and it @edl in the tank. Storing continues
until 18:30, when the radiation becomes too poar withdrawing restarts. The
tank is almost fully charged (black solid line) amdthdrawing of energy
continues until 23:30, when the power block is @arroff. During this period,
the power block works at about 80% partial loadhtiplot, gray line). Again,
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some thermal energy is left in the tank and it Wwél used to turn on the power
block the following day before the sunrise (pungéesh-dot line).

Temperature of molten salt.July 10 Energy fluxes.July 10
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Figure 6-3. Left: Temperature distribution on 10" July in the thermocline at midnight, at the
beginning of energy withdraing early in the morning at the beginning of energy storage, at the
beginning of energy withdrawn in the evening and agjn at midnight. Right: energy yield on 18"
July.

This TES management, which was optimized for twiktaES, is not
correct for the thermocline: the power block is tsived on too early in the
morning and the thermocline does not manage tolg@mmugh thermal power
to drive it at nominal power from 4:30 to 8:30. éadi, the thermocline reaches
quickly the top of the tank and temperature dréssa result, electrical power
output decreases (right, P gross, gray line).

Thermocline extension is about 6 meters at midnighe thermocline is
guite steep because it has been partially resh@yed: during discharge early
in the morning the upper part of the thermoclinetigly left the tank (Figure
6-3, 8:30). When injection restarts, the thermaxlieenters in the tank with a
steep thermal gradient. So, the thermocline isiglgrtreformed. The same
happens late in the afternoon: at the end of hdtemaalt injection the tank is
almost fully charged (18:30); when withdrawing eets, cold molten salt enters
in the thermocline, the thermocline is reshapedl@mwbme steeper.
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It is desired that the thermocline leaves the thakause the thermal
gradient zone remains narrow and thermal stratiibacan be improved.
However, when the thermocline leaves the tank teatpes at the bottom or at
the top varies much (Figure 6-4), causing problentke rest of the CSP plant.
On one hand, when tank is emptied, molten salt ésatpre drops progressively
and the pressure of generated steam at the Rampkinwer block must be
decreased progressively. For example, off Iily morning (8:30) inlet molten
salt temperature at the power block is as low &@50n the other hand, when
the tank is filled, temperature at the outlet o# tlank increases. This warm
molten salt is re-injected in the solar field, e&sing average temperature of the
solar field: this causes loss in performance ofsiblar field and the necessity of
defocusing to avoid overheating of the solar fi¢leénce, the change in molten
salt temperature must be controlled and some msimarst be placed in stowed
position. Temperature at exit of the TES reachesnthximum value of 370°C
on 10" July afternoon (18:30).

Temperature at the bottom and top of the Mass injected and withdrawn to/from

thermocline. Day: 10 July the thermocline TES. Day: July 10
600
O T at the bottom during charge 400 mass to storage
O T at the top during discharge mass withdrawn
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Figure 6-4. Left: Temperature at the inlet and at tke exit of the thermocline TES.

Right: mass flow rate of injected and withdrawn moten salt to/from the thermocline TES

Energy yield are schematized in Sankey diagraigu(é 6-5). About
32% of the energy collected at the solar field tisrexi and used to extend
electrical power supply. Thermocline TES has a iBgant impact on CSP
operation: indeed, capacity factor of the plant1%6 and if there were no TES,
it would be just 52%.
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Heat loss
31 MWh

AU storage
7.1 MWh

Energy stored

Energy withdrawn  Total thermal Energy
energyto conversion

5018 mwh 4980 vwh the powerblock  loss

Direct thermal energy to 9279 mwh
the power block

Gross electric
output

10747 mwh 15727 vmwh 6448 mwh
Figure 6-5: Sankey Diagram: week 08 — 18" July

Thermocline TES stores 5C MWhy,. Of those, 4980 MWhare withdrawn an
converted to electricity3l WMhy, are lost to the environment a7 MWhy, are
stocked in the tankver the simulatic, i.e. the internal energy of the tank |
changed between the beginning and the end of thalation. Of those 4890
MWhy,, 3518 MWhy, are withdrawn at useful temperature > 545°C). Heat
loss is assessed to be little relevant on ovenergy vyield: it idess tharl% of
the total energy stored in the tank. Hence, th& tamhaves almost as
adiabatic tank.

6.1.1 Optimal tank size

There is an optia tank size and an optimal “solar multi” (SF) which
minimizesthe levelised cost of electricitTo allow thermal storage the sr
field must be oversized of a factor. In this way, some extra thermal energ
available at midday hours and it can be stored. A big field mukiplallows
great thermal energy availabil: this increases equilent operating hours ar
lowersthe levelised cost of electric because the cost of the power bl is
better amortizedHowever, for a given TES size, the equivalent hares nof
increased if the solar field too muchoversized: once the TES system is fill
defocusing takes pla and extra thermal energy is wast&d. sum uj, there is
an optimal field multiplier for ech TES size.

Also the size of theTES influences the levelisedost of electricity
Oversizedthermal energy storage is pointless because @redy entirely filled
and its potential little exploited. On the othembaa little thermal enerc
storage foces to defocus frequently, wasting much usefuintia¢ energy
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Hence, there is an optimal couple of values foeltfimultiplier” and therme
energy storage size which minimize levelised cost of electricity.

The optimal SFand optimal TES size depend on sevfactors such as
latitude, average solar radiation, CSP technoleglar field type, HTF, thermi
storage type and configuration, etc. For exampile,pgarabolic trough plant
Andasol | has field multiplr of 2 and a two-tank TES of 7h fuad capacity
tank. It has been demonstrated that this FM ansl TS size minimize tr
levelised cost of electricit[3].

In the simulation of sectio6.1, tank size was assumequal to7.5h. In
this section, the same solar field size is keplenthie tank size is optimiz.

Several simulations are performon week 08 — 15" July changing
thermoclinetank size. The height of the tank is fixed to 14ere and thesize of
the storage idetermined bchanging thaeliameter of the thermocline TES t..

Interestingly,performance worsened as the tank becomes largel
little tanks, thermocline is very steep because rieshaped frequently after fu
discharge and charge of the tank, as previouslylaggd. So, most ¢
withdrawn energy is extracted at temperature aliMsC. For example, 809
of energy is withdrawn above 5«C from a 4h fullload capacity thermoclir
tank (aFigure 6-6)As the tank is larger, thermocline is less staad the
percentage of heat above 545°C decreases perdgn

Thermocline tank efficiency

100

% /.4—4——0
) 80 —&— Collection efficiency
-
§ 70 4 =li—Discharge efficiency
% 60 —==Exergetic efficiency
(NN ]

50

40 T T T 1

4 6 8 10 12

Storage size [h]

aFigure 6-6 Discharge efficiency and collection efficiency.4" — 15" July

At the same time, little tanks are eafilled with hot molten saland many
mirrors of the solar field must be defocu early So, much energy iwasted
and collection efficiency is lo. Collection efficiency is defined as thern
energy stored on maximum thermal energy stor
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QStO

= 6.2
Neou Qsto + Qdefocus ( )

It is interesting to note théefor big tanks such as the 9h and as the 1
collection efficiency is in the ranc92-94%. This is because ththermocline
occasionally reach the bottom of the tankuring charge proce. When this
occurs,molten salt leave the tank at temperature abovéG (Tmsou) (Figure
6-4) and this heat is dissited at the solar field through defocus:

Qdefocus = Myps * Cp * (Tms,out —300°C) (6.3)

Instead, in a twdank systemmolten salt areextracted from the cold tar
steadily at a temperature 300°C and collection efficiency is 10C.

Little tanks have high discharge efficiency but thaye a marginal rol
in the plant as little heat is stored; instead gbigtank havehigher collection
efficiency of 9294%, lower than the 100% of the t-tark systen, but lower
discharge efficiencyAs a result, there ian optimal tank size which maximi:
the amount of heat withdrawn above 545°C. This 6lzeout also bigger tank
7h and 8h are good candid: (Figure 6-7).

Thermocline energy balance
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—4—( stored
"g 4000 == Q withdrawn total
= 3000 Q withdrawn T>545°C
P
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S \\ == loss
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4 6 8 10 12
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Storage size [h]
Figure 6-7:Energy yield of the thermocline TES for different thermocline size. 09" — 18" July

Besides, ittle tanks induce thermal strcin the solar fiel. The outlet
temperature of the tank rises sharply when thentbeline reaches the bottc
of the tank.This hot molten salt mixed with the cold molten salt leaving t
power block. However, average molten salt tempegaincreasesnd some
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mirrors of the solar field are turned in stowed ipos. Moreover, the
temperature withdrawn from little tank drops regpdithen the thermocline
reaches the top of the tank, causing a sharp dexreathe available thermal
energy and requiring a quick change in power bloeki factor. 7.5h is assessed
as the best compromise between discharge efficiestoyage efficiency, and
thermal stress at the solar field and at the pdohsak.

Concluding, the two-tank TES system of a CSP pilaneplaced with
thermocline TES systems. Molten salt mass flow ichanged; hence,
thermocline is subjected to the same molten sadisrflaw rates of the two-tank
system. Optimal thermocline size is found to beh,/Wwhich corresponds to a
discharge efficiency of 70,6% and a collection aédlincy of 90,9%. In this
thermocline, stored energy is 5018 MyWhnd useful thermal energy is 3550
MWhg,. To compare, a two-tank system of the same sizeldvstore 5522
MWhg¢, and withdraw 5450 MWh of useful energy.

6.2 Simulation on a early-spring week

A second simulation is performed over an earlyrgpsveek. The week 23—
29" March is chosen. This is the first week after sipeing equinox and it is
characterized by much less radiation than in sumseason. Also, during this
week there are a couple of cloudy days and a dayeod solar radiation,
because the sky is totally overcast; in this day plower block is not even
switched on.

Energy fluxes around the Thermocline TES
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Figure 6-8 : Energy yield in the CSP. 23— 29" March
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Energy yield are presented in Figure 6-8. As sadiant energy varies
much day per day and the thermocline is managed rdifierently than in the
summer. For example, the power block is never $&edcon early in the
morning, except on 29 March. Also, energy is attentively stored and
withdrawn, depending on sky conditions.

On 239 March and on 27 March the sky is sunny and the CSP plant
works at maximum power. Much thermal energy isextand electric supply is
extended of 5-6 hours after the sunset. In therotlags of the week the
management of the plant is much different, depaendin the weather. For
example, on 26 March radiation is always too poor to drive thevpo block
(Figure 6-9); hence, thermal energy collectedhim morning is entirely stored
in the thermocline (from 8:30 to 11:10). Afterwardse power block is turned
on and it is fed with both thermal energy of théasdield and thermal energy
withdrawn from the thermocline. The power blockumed off when all energy
stored in the morning has been withdrawn. At th@mant, the temperature of
the thermocline is exactly as it was 24 hours leefgellow and black solid lines
are almost overlapped). In other words, thermalrggnes set apart in the
morning and, once the power block is turned org iised as integration of the
insufficient radiant energy.

Temperature of molten salt.March 26 Energy fluxes.March 26
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Figure 6-9 : Left: Temperature distribution on 26" March in the thermocline at midnight, at the
beginning of energy sotrage in the morning (8:30%t the beginning of energy withdrawn at midday
and again at midnight. Right: energy yield on 28 March.
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On March 2 weather is good much thermal energy is storedveitittrawn
for the thermocline TES (Figure 6-10). No moltatt st useful temperature is
present in the tank at midnight (yellow line). AB@, injection of hot molten
salt starts and continues until late in the ever(ir8320, gray line). At this point,
the thermocline TES is almost fully charged. Withwling starts and electricity
generation continues steadily also after midnigioiwer production has been
extended of about 5 hours.

Temperature of molten salt.March 27 Energy fluxes.March 27
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Figure 6-10: Left: Temperature distribution on 27" March in the thermocline at midnight, at the
beginning of energy sotrage in the morning (8:30pt the beginning of energy withdrawn in the
evening and again at midnight. Right: energy yieldn 27" March.

On 28" March, there is no direct radiant energy and thees block is not event
switched on. This day, the TES is in standby anel ttermocline slowly
expands.

As a result, on 23— 29" March the thermocline is used to flatten solar
intermittency rather than for extending supply déctricity. The accurate
management of the storage allows steady electnergéon at nominal power
for several hours every day.
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6.2.1 Optimal size of the tank - spring season

The optimal size of thermocline tank in spring ssessed to be 6lFigure
6-11). Indeed, much less radiant rgy is available and larger vess result
oversized.Data concerning withdrawn energy are slightly atdcby the
change in internal energy (dltorage) and large tanks store soenergy durini
the simulation: his energy is not accounted as withdrawn and hénisenot
useful. Thermocline initial conditions should be manuearrangedto flatten
this change in internal enel and, hence, to obtainlfy comparable da with

the summer season.

Thermocline energy balance
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Figure 6-11 Energy yield of thermocline TES for different thermocline sizes22® — 29" March

6.2.2 Comparison of thermocline TES performance: summer week
and spring week

Compared to the summer we in this spring weekhermal energy collected

the solar field isalmost half (Table 6-2).Indeed, much ss radiation is
available and thermal energy collected is just ghow feed the power bloc
only 22% of thermal energy collected is sent to thermocline TES

Surprisingly, little defocusing is done also inisgr collection efficiency it
90,9%, whit is equal to the collection efficiency of the suernweek. Hence
the thermocline TES lead to some defocusing eveseasons with less so

radiation.
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Table 6-2: Comparison of results: summer week andpsing week simulations. 7,5h of full-load
capacity

Summer Spring

9" - 15" July 239 2d" March

Q collected [MWIg)] 15765 8040
Q defocused [MWH| 504 181
Q stored [MWh)] 5019 1818
Q withdrawn [MWHh] 4980 1753
Q withdrawn useful [MW/] 3518 1154
Heat loss [MWh] 31 27
Electric output [MWAhQ] 6448 3270
Load factor [%] 77 39
Load factor without storage [%] 55 31
Collection efficiency [%0] 90,9 90,9
Discharge efficiency [%] 70,6 65,8

As the thermocline TES stores much less energypimg than in summer
season, it looks like the TES was oversized. A®r@ssequence, the discharge
efficiency of the thermocline TES slightly decreass explained in section
6.1.1: discharge efficiency drops from 70,6% to86b, Hence, in spring less
energy is stored and even less is withdrawn auussiperature because of the
lower discharge efficiency. However, the TES stitproves significantly the
load factor of the plant: load factor is 39%, butwvould be just 31% if no
thermal energy storage was added.

To sum up, discharge efficiency is lower in sprivegause less thermal
energy is stored in the tank and, hence, the vdssghves as an oversized
vessel.

6.3 Improvement of thermocline TES performance

6.3.1 Discharge efficiency and threshold temperature

Low performance of the thermocline is closely carted to the chosen
threshold temperature. It is observed that exergdficiency (eq.(6.4)) is very
high in all cases and always above 97% (aFigu®. GHhis is because also heat
extracted below 545°C is theoretically useful foertmal conversion with high
efficiency. Unfortunately the power block is notebo elaborate heat at too low
temperature: sliding-pressure Rankine cycles camk wmelow the design
temperature until a certain threshold temperatBetow this value, the power
block is stopped.
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298
(1=
wah ( Twithdrawn + 273) (64)

208
Ustored (1 ~550 + 273)

Nex =

It is found that thisthresholdtemperature influences deerdischarge
efficiency andthe performances of the entire CSP plant. A Rankireemal
cycle which can accept heat at low temperaturesegaloit much more ener¢
withdrawn from the thermocline thermal energy sgera boosting th
effectiveness of the entire pla

In Figure 6-12 energy withdrawn from the thermocline storage
ordered by its quality, i.e. by its temperature. S¥lof energy withdrawn i
above 545°C yet many MWh are also wrawn at very high tempeuures,
especially for big tanks (because of the less stespnocline)

Quality of withdrawn heat
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Figure 6-12 Quality of withdrawn heat for several tank sizes. 08 — 15" July

In Table 6-3the changdn discharge efficiencdepending on the choice of t
threshold tempature is presented. Efficiency listed for vessels sizing 6h a
7.5h as well adepending c summer or spring simulation.
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Table 6-3: Discharge efficiency depending on tankze, week chosen and threshold temperature. In
bold the discharge efficiency of the simulation preented in section 6.1 and section 6.2

Discharge efficiency [%] ~ Summer week Spring week

Energy withdrawn above: 6h 7,5h 6h 7,5h
T>545°C . 805 70,6 744 65,8
T>525°C | 87,3 84,5, 84,4 83,9
T>500°C i 90,7 91,5! - -
T>475°C i 92,9 95,0; - -

Littler tank show higher discharge efficiency, apected (6h vs 7,5h). It
is remarked that the threshold temperature strongfuences discharge
efficiency. For example, the efficiency boosts frof,6% to 95% when
changing the threshold temperature from 545°C & @7(summer, 7,5h tank).
This is however lee than the discharge efficiencinwo-tank systems, which is
always 100%.

As expected, discharge efficiency in spring is logan in the summer,
because the tank is only marginally used due t@taadiant energy. Discharge
efficiency in spring is not presented for 500°C &md475°C cases because the
change in internal energy is about 7% of the enttal stored energy. Hence,
results are affected and low accurate. Simulatisinguld be re-run after a
manual modification of the initial temperature.

As previously said, 545°C are a very conservatighie. 545°C have
been assumed because the aim of the simulatiorthgasomparison with the
two-tank system and molten salt must leave thentbeline at very high
temperature. Instead, in real CSP plants molteh asal useful also at lower
temperature. Power blocks can work with heat mugbvio the nominal value:
for instance, the power block of SEGS | was ablepgerate 90°C below the
nominal temperature. If the threshold temperatarwered, the power block
manages to exploit much better the thermal enetgred in the thermocline
TES. Assuming 475°C as the threshold temperattiis, found that discharge
efficiency ranges 93-96% for the four case studal. most of injected energy
is useful for power production.

Obviously, the comparison with the two-tank systésnnot valid
anymore. Indeed it is impossible to compare thédvdawn energy from the
two-tank system, which is always above 545°C, with energy withdrawn
from the thermocline, which is at temperature raggbetween 475°C and
550°C. To compare those two systems, the electitipud should be compared:
thermal energy withdrawn from the two-tank systemconverted steadily at
nominal power block thermal efficiency, while iretthermocline case thermal-
to-electric efficiency drops as the molten saltpenature decreases. The electric
outputs should be compared to determine the oveffadiency of the two-tank
system and of the thermocline systems.
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Summing up, a decrease in the threshold temper&ubeneficial for
both discharge efficiency and for the entire CS&npldischarge efficiencies
above 90% are attained. However, it is not possablgmore to compare these
efficiencies with those of the two-tank systems;ause heat is withdrawn at
different temperature and, hence, at different iqualo effectively compare
those two systems, the electric output should Inepemed.

6.3.2 Molten salt choice

In this section two thermocline TES are compareuk osing solar salt and one
using Hitec. For solar salt, maximum temperatuached at the solar field is
550°C. In Hitec case, maximum temperature is 500°C.

Solar salt and Hitec thermal energy storages s@end@urs of full-load
capacity; so, they have different physical dimensi&torage capacity is
evaluated with eq6.5). Nominal power is 50 MW for both cases:

W,
__ "Ypower block,nom _ ——
Qstorage = * 7.5h = Vstorage * Cpp * AT (6.5)
77power block

Power block efficiency was set to 41% for solait.sditec has lower
thermal efficiency because maximum temperaturéd® &, versus the 550 °C
of solar salt. Thermal efficiency is assumed to 4@¥Hitec case [61]. It is
because of the different efficiency at the powearcklthat thermal capacity of
Hitec tank is slightly bigger than the solar satteo 937 MW, versus 914
MWhy, (eq.(6.5)) (Table 6-4).

Concerning physical size of the tanks, Hitec tanlkarger than the solar
salt one because the temperature rise of Hite®605Q versus the 250°C of the
solar salt case; this needs larger storage volyeeps(6.6)). As a result, solar
salt tank sizes 23.7 meters of diameter and 14rméaél, while Hitec tank is
26.4 meters large and 14 meters tall.

_ Qstorage

Vstorage = p_c_pAT (6.6)
Table 6-4: Solar salt and Hitec and tank size
Power block  Qggage Temperature ¢, * o Vsworage  Height Diameter
efficiency [%]  wn rise [°C] [MIMK]  [m] [m] [m]
Solar Salt 41 914 250 2,1348 6170 14 23,7
Hitec 40 937 200 2,2089 7640 14 26,4
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Concerning costs, Hitec thermocline is certainlyrenexpensive then
solar salt one as it is bigger and because Hitkarsature is more expensive
(Table 2-3). Summing up, solar salt tank is snnalled cheaper.

Despite of different storage sizes and molten ggles, energy stored
and withdrawn to/from the two thermoclines is alimtbee same and, hence,
discharge efficiency is the same (Table 6-5). Valwate discharge efficiency,
the same dimensionless threshold temperature iisébth solar salt and for
Hitec. Dimensionless threshold temperature is eefias in eq. (6.7).

Tinreshota = Tiow + 0.98 * (Thigh - Tlow) (6.7)

Table 6-5: Thermal energy storage energy yield. Sination 9" — 158" July

Energy Threshold Energy withdrawr
Thermal energy  stored Heat loss temperature  T>545°C/496°C ngischarge
collected [MWh] [MWh]  [MWh] [°C] [MWHh] [%)]
Solar Salt 16268 5018 31 545 3520 70,6
Hitec 16268 5119 34 496 3598 70,3

Heat loss rates are similar. On one hand, Hitek tes larger surface
exposed to the environment than the solar salt(628%). On the other hand,
the temperature difference with the environmeihdwger for Hitec.

The similar discharge efficiency is due to the adimdentical behavior
of the two thermoclines. First, the two molten sdftave similar physical
properties, as shown in Table 6-4. Interstitiabthéransfer and thermal
conductivity coefficient of the two salts are di#at, but they slightly influence
the development of the thermocline, as said ini@ec8.4. Also, Hitec is
characterized by almost the same Reynolds numhberithsolar salt case: mass
flow rate is indeed weighted on its temperature,risading to greater Hitec
mass flow than in solar salt case (eq. (6.9)).

Qcoll,Hitec = Qcoll,solar salt (68)

. e Psolar salt * ATsolar salt 6.9
mms,Hitec - mms,solar salt % AT ( . )
PHitec Hitec

However, Hitec has also larger tank diameter, wischlso weighed on
temperature rise (eq. (6.6)). So, molten salt veéscand Reynolds numbers are
both very close in the two cases. Besides, thedages are almost identical if
the dimensionless temperature is considered [1&y&re not exactly identical,
because dimensionless environment temperatureglslgldifferent. However,
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environmental temperature does not affect muchlteesAs a consequence,
dimensionless thermocline development is almostsdmae in the two cases
(Figure 6-13) and TES discharging efficiency imast identical.

Non-dimensional Temperature of molten salt. July 06

H: Oh
H: 7.4h
H:18.3
H: 24h
SS: 0h

= = =SS:7.4h
= = =SS:18.3h
= = =S8S:24h
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Temperature [°C]
o
(9,1
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Figure 6-13: Dimensionless temperature distributin of solar salt (SS) and Hitec (H) on July 8

Solar salt leads to more electricity than Hitececass shown, the two tank have
almost the same behavior and the same amount whahenergy is stored and
then withdrawn (Table 6-5). However, the CSP plagihg solar salt thermal
efficiency is 1% (absolute) greater than Hitec oAs. a result, CSP plant
equipped with solar salt thermocline TES is supgdote be slightly more
performing than a CSP equipped with a Hitec thetimec

Concluding, solar salt TES and Hitec TES have ailntbe same
discharge efficiency. However, solar salt TES sf@mred because the storage is
assessed to be cheaper and because thermal eserggverted to electricity
with higher thermal efficiency.

6.3.3 Molten salt and packed bed thermal conductivity

Thermal conductivity influences thermocline develmmt. Especially, during
nighttime it is the responsible of thermocline exgan (subsection 5.3.1). A
study on the influence of thermal conductivity dES filler (packed bed and
molten salt) on thermocline development is caraetd

Two simulations are compared in Figure 6-14. Slitids represent the
thermocline at various moments of the day when abthermal conductivity is
taken; dashed lines represent the thermocline dpwednt if both molten salt
and packed bed thermal conductivities are takemletguzero, i.e. there is no
thermal diffusion in the tank. As expected, a cleairy thermal conductivity
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little affects thermocline development. Indeed, IB¥oumber is much greater
than 1 and thermocline expansion is mainly due deeetion and not to
diffusion (Table 6-6). Also Xu et al. assessed tharmal conductivity has little
influence on thermocline development [12].

Temperature of molten salt. July 13

550

500

450

400 -

Temperature [°C]

350+

300

0 2 4 6 8 10 12 14
Tank height [m]

Figure 6-14: Molten salt temperature when thermakonductivity is changed from the normal value
(solid lines) to the value of 0 (dashed lines)

To sum up, the expansion of the thermocline is padue to advective
transport, i.e. the hot molten salt displaced achld region of the thermocline,
or vice versa. The research of molten salts or gedded with lower thermal
conductivities is pointless: thermal conductivitly @mployed materials is low
enough to prevent the thermocline to excessivepyaed. Also materials with
slightly higher thermal conductivity (within 3-5nties) are expected to little
affect thermocline development and hence, dischaffigency (section 3.4.6)
[11].

6.3.4 Tank height

An increase in height of thermocline tank is assgst® be beneficial, as
explained in subsection 3.4.4 [1][12][14]. Thermpel extension is assessed to
be averagely of 5-7 meters; hence, the relativéigroof tank height occupied
by the thermocline is in percentage less in talksathan in short tanks. Hence,
in tall tanks thermal stratification is improved danlischarge efficiency is
increased.

In Figure 6-15, temperature distribution in thteeks with different
heights is compared. The chosen tank is a 7.5huaimig solar salt. The volume
is kept at 6150 th(Table 6-4) and the height of the tank is changeda
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consequencethe diameter chang (tall vessels have smallgliameter). The
thermocline of the 5 meters—tall tank looks slightly steefiean he reference
case (14 mall vessel. Instead, the thermocline of the 5 met@istank is muct
more extended.

Thermocline extension for several tank heights
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440 — 5m-tall vessel

— ] 4 m-tall vessel

400 \
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360 \\
320
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280 T ‘ ‘ ‘ ‘
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Dimensionless height [-]
Figure 6-15: Thermocline extension for several tank heights

Molten salt temeprature [°C]

As tank height is raisecdischarge efficiency improved-igQure 6-16). The
increase is sharphen height is raised from 5 to meters For taller tanksthe
increasean discharge efficiencys little. When 40 meters are reac|, discharge
efficiency reaches a maximum valiFurther, it starts to droglightly.

Discharge efficiency for several tank heights
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Figure 6-16: Discharge efficiency for several tank heights

Discharge efficiencrises from 50,4% to 75,0% whemcreasing height from
meters to 25 mete. For those vessels, an increase in heigladvantageous
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because of better thermal stratification. Furtherease in height is pointless for
two reasons. First, higher tanks have high molth \eelocity, which boosts
thermocline expansion due to advection. Howevas, iticreased extension of
the thermocline (in meters) is almost perfectlyabakd by the increase in tank
height (in meters). As a result, the ratio of thectime extension on tank height
is almost constant and discharge efficiency remainshanged [12][15].
Second, in tall thin tanks heat loss increasesusecaf the larger lateral surface
exposed to the environment.

Unfortunately, maximum height of molten salt vésse limited to about
14 meters, because of constructive issues [13R1][However, if a 25 meters
tall vessel is desired, it would be possible toldiwo tanks of 12,5 meters
connected in series. This system behaves simitarly 25 meters tank, except
that there are two thermoclines, one in each t&his arrangement can be very
attractive, so further investigations are required.

Also in very tall tanks, where molten salt hashieigvelocity, fingering is
evaluated as not a threat and thermal stratifinai® not spoiled by this
phenomenon. Tall tanks have little diameter, highitem salt velocity and high
Reynolds numbers (Table 6-6). A fingering factbrsafety is defined in eq.
(6.10). As seen, also in high tanks fingering i$ lik@ly to occur and factor of
safety is always above 1.3 also for 70 m-tall tafikeble 6-6).

factor of safety = ;—C (6.10)

m

Table 6-6: molten salt velocity, Reynolds number, €tlet number and fingering factor of safety

Tank height [m] 5 14 25 40 70
Tank diameter [m] 39,6 23,7 17,7 14,0 10,6
Reynolds number [-] 17 46 82 130 227
Péclet number [-] 68 191 342 547 957
Molten salt velocity (k) [mmM/s] 1,54 4,19 7,40 11,78 20,55
Critical fingering velocity (v¥) [mm/s] 27,30 27,30 27,30 27,30 27,30
Factor of safety [-] 17,7 6,5 3,7 2,3 1,3

To sum up, an increase in tank height from 14 rsetef5 meters would
give an increase in the range of 5% of dischardei@icy. This can be
technically done putting in series two tanks ofbl@eters. Tanks taller than 25
meters are pointless because the increase in digcledficiency is little or
negative. Thankfully, fingering does not occur evien very high tanks
characterized by higher molten salt velocity. Thusffective thermal
stratification is always guaranteed.
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Direct storage in thermocline TES system is belietcebe cheaper than indirect
state-of-art two-tank TES configuration. TES isp@ssible of about 15-20% of
the investment cost of CSP plants: reduction of ttust is beneficial because
larger storage becomes convenient and equivalerkingohours of the plant are
increased. This decreases the levelised cost cirieiey because the cost of the
power block and, hence, of the solar plant, isebedimortized. Compared to
two-tank systems, thermocline TES is cheaper becausequires only one
vessel; also, the storage is filled with a low-cpatked bed of quartzite rocks
and silica sand, which displace more expensiveaendalt. Besides, thanks to
direct storage, molten salt temperature is boastduigh values, such as 550 °C
when using solar salt. Hence, storage dimensiontarabst are further reduced
and the power block works with high thermal-to-élecefficiency.

Unfortunately, thermocline TES is less performihgrt the state-of-art
two-tank TES configuration. In thermocline TES, ign#ficant amount of
thermal energy is stored in the thermocline regabntemperatures between
550°C and 300°C: hence, a share of injected theemalgy at 550 °C is
depleted.

To predict temperature distribution in the tankwa-dimensional finite-
difference model is developed and validated withr fanalytical solutions and
experimental data available in literature. The nhodeludes heat transfer
between the packed bed and the molten salt, hesitwidh the environment as
well as axial and radial heat diffusion. This moeltsed to study thermocline
behavior and its performance.

At first, some issues of thermocline TES are sidiEor example,
thermocline tanks must be well designed to avoetrial ratcheting. Thermal
ratcheting occurs because the temperature of makénin the tank swings
between high and low temperature. When the tankemted up, the vessel
expands and the packed bed rearranges itselfpthients the tank to shrink
when hot molten salt are withdrawn and, hencetahk& is cooled down. This
induces great stresses in the steel envelope oVdbsel, which could reach
plastic deformation and, eventually, the point ohcture. Temperature
distribution in the wall is studied and three wadlsuctures which can stand
thermal ratcheting are proposed. Also, insulationpprties of these three
structures are tested: the most insulated watlastified as good wall candidate
for thermocline TES.

Another example of thermocline problem is the fimgg phenomenon.
Fingering must be avoided because it might spalrtal stratification. It is
found that fingering might happen only when therriingcline is charged. After
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the study of the hydrodynamics of the phenomenamitigal velocity is found:
molten salt velocity must not overtake this critigalocity in order to prevent
fingering. It is observed that fingering does netwr in typical thermocline
configurations and for typical molten salt mass\fiates.

The 7,5h two-tank systems of a CSP plant is refdldgea thermocline
TES to better understand the difference in perfogeabetween the two
configurations. Molten salt mass flow rate is umagyed: hence, the two systems
work in the same conditions. To compare their pertonce, two performance
indicators are defined: discharge efficiency anliection efficiency. Discharge
efficiency is the ratio of thermal energy withdravat high temperature
(>545°C) on total energy withdrawn; collection eiincy is the ratio of stored
energy on storable energy. According to those de&firs, two-tank systems
have both 100% discharge efficiency and 100% ciidlecefficiency. Several
simulations are run to understand efficienciehefmocline TES.

Simulations are run over a typical summer wedk<45" July) varying
the size of thermocline tanks: it is found thatréhés a trade-off between
collection efficiency and discharge efficiency. Man detail, little tanks show
high discharge efficiency, because the thermodbnguite steep. On the other
hand, they have little collection efficiency becaubkey are filled quickly and
much storable energy is wasted (defocusing). Laiaygts have high collection
efficiency of 90-94%. Collection efficiency is alys below 100% because
some thermal energy is wasted when thermal gradégin reaches the bottom
of the tank. On the other hand, large tanks hawe diisscharge efficiency
because these vessels are oversized: hence, thieenigcless steep and more
energy is depleted in the thermal gradient regidrermocline vessel sizing 6h
of full-load capacity shows the highest quantitytieérmal energy withdrawn at
very high temperature (>545°C): 6h tank is the gksghich behaves most
similarly to the two-tank system. Also 7h and 8lwikweer are good candidates:
in those two cases, the amount of energy withdralmove 545°C is slightly less
than in the 6h case.

6h tank suffers of quick change in temperaturenatimlet and outlet of
the tank: when thermocline reaches the top of dh& {tank almost completely
discharged) temperature drops quickly. Evaporgiressure at the power block
must be readily decreased and the procedure fomg#off of the plant starts.
Also, when the thermocline reaches the bottom eftdnk (tank almost fully
charged), average temperature of molten salt atsttar field increases and
some mirrors are placed in stowed position to aveugerheating of the
collectors. This effect is much less severe in ith @h tanks, which are finally
preferred. Finally, thermocline sizing 7,5h is iiBed as the best choice.

To summarize, the optimal thermocline size is fotmdbe 7,5h. During
the chosen summer week, thermocline shows a digehefficiency of 70,6%
and a collection efficiency of 90,9%. In this the@ctine, stored energy is 5019
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MWhy, and useful thermal energy is 3518 MWhnternal energy variation is
negligible & 5 MWhy,) and heat loss are as low as 31 My\&o, the remaining
1426 MWAh, are withdrawn below 545 °C. To compare, in the esgrariod a
two-tank system of the same size would have sté&2P MWh, and would
have withdrawn 5450 MWh of useful energy. Concluding, useful energy
withdrawn from the thermocline above the thresheltiperature of 545 °C is
30-40% less than in the two-tank case.

Behavior of thermocline is also tested on a typsgaing week. In spring
the performance of thermocline TES is worsened Umxahe tank is only
marginally used and less thermal energy is stanetieé tank: the tank behaves
as an oversized storage. In these conditions, aptank size is still 6h, but 7h
and 8h cases are less recommended because diseffarigacy drops. For 7,5h
case, collection efficiency is still 90,9% but diacge efficiency is 65,8%.

Actually, the power block of CSP plants is ablework below the
nominal temperature. There are Rankine cycles wicah work also 90°C
below the nominal temperature [2]. Hence, 545°@hasshold temperature is a
very conservative assumption. Performance of thelim® TES is much
improved when lower threshold temperatures areidered: it is found that
discharge efficiency is 95% if 475°C is chosen heeghold temperature.
However, in this case no comparison with two-taydtems is possible, because
heat is withdrawn at different temperatures, iteliéerent quality.

Furthermore, some tests are performed in ordemtenstand wheater
the discharge efficiency can be improved when dmgig 545°C as threshold
temperature. For example, thermoclines using salfirand Hitec are compared.
It is found that solar salt is to be preferred.ediand solar salt thermoclines give
almost the same discharge efficiency, but solat sgerates at higher
temperature. Hence, withdrawn heat is convertecelgatricity with higher
thermal efficiency. Also, a sensitivity study oretinal conductivity is carried
out, finding that thermal conductivity slightly effts thermocline development.
Hence, the research of molten salts or packed hwets lower thermal
conductivity is pointless. Finally, the height bkttank is increased. Indeed, tall
tanks show better thermal stratification [14]. dtfound that 25-meters tanks
give 5% higher discharge efficiency. It is poinflee further push tallness of the
vessels above 25-meters because stratificatiomtisnuch improved and heat
loss becomes more significant. As it is not possiblbuild 25-meter tall tanks,
it has been proposed to connect in series two thame tanks of 12,5 meters.
This new configuration is quite attractive but het studies are required.

Possible future studies on thermocline TES regael study of the

annual performance of the thermocline comparedvwtank configuration. A
lighter one-dimensional one-phase thermocline medsild be more suitable
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for such annual simulations. Indeed, the develdpeddimensional two-phase
numerical model is quite “heavy” and annual simuolsd would take much time.
As demonstrated in this work, radial temperatustrihution is almost uniform
for well insulated tanks. So, the problem can besmtered as one-dimensional.
Also, for typical molten salt velocity, the temptena difference between the
packed bed and the molten salt is small2(C) and the mixture behaves as a
single homogeneous medium. Hence, one-dimensiamalpbase thermocline
numerical model are expected to be well accurateh snodel is suitable for
annual simulation of thermocline TES.

To better compare performance of thermocline TESesys with two-
tank TES systems, the electrical output of CSPtplasing thermocline TES
should be compared with the electrical output oPG#ants equipped with a
two-tank system. Two-tank TES systems suppliesniakerenergy steadily at
very high temperature while temperature of therewérgy withdrawn from
thermocline TES can widely vary. In these two cadésrmal energy is
converted to electricity with different efficiensielepending on the temperature
of the withdrawn molten salt. To better compare the systems, the useful
electric output should be compared.

Finally, the levelised cost of each system showddelsaluated. A cost
comparison in necessary to determine which TE®dsnost suitable for CSP
plants. Two-tank systems are more expensive, bu¢ performing and thermal
energy is converted steadily at nominal power blefficiency. Thermocline
TES is much cheaper, but a big share withdrawmthkenergy is withdrawn
below the nominal temperature and is convertedeapower block in off-design
conditions. Summing up, thermocline TES remain gy \atractive choice as
TES in CSP plants, yet further studies must baezhout to determine its cost-
effectiveness.
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Appendix-A. Discretization of molten salt
energy equation

For molten salt energy equation (eq. (A.1)) seconiér differential terms
constrain to integrate along the z-axis and r-&efre applying discretization
schemes (2D problem). The integration and disattim passages are long and
complex. After the double integration, time is detized with an implicit
downwind-differencing scheme, thermal diffusioniwé centered-differencing
scheme and advection with an upwind-differencingeste. This equation is
rearranged and several dimensional groups areifident As a result, a linear
system is found (eq. A.14). For molten salt temieeaat the nodedepends on
the temperatures of the neighbor nodes, on thedgmhpe of the packed bed
and on the molten salt temperature at the previmesstep:

aT aT d aT 10 aT
i + c .U — == (k ms) + - (keffra—ms) + hU(pr - Tms) (Al)
r

p =
ot ms PSR 5y az\ T gy ror

p ms Cp.ms

Coefficients are grouped and molten salt energyaggu (A.1l) is
integrated along z-axis; in this case, molten isadtupposed to flow from North
(N, the top of the tank) to South (S, the bottontheftank):
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All terms of eq. (A.9) are multiplied by the radi(r and eq. (A.9) is integrated
about the radius:
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Several groups are defined (eq. (A.5)-(A.10)):

2 ..2
cs=le v (A.5)
2
Fins = PmsCpmsUm * CS (A.6)
k
ff
Dins,axial = ﬁcs (A.7)
_Kers (A.8)
Dms,radial - FAZ *T :
gpms Cp,msAZ A 9
Vins = ——— ——CS (A.9)
Q =h,AzCS (A.10)

After this second integration (eq. (A.4)), disaation approximation takes
place. Time is discretized with an implicit downwiacheme, thermal diffusion
with a centered scheme and advection with an upwgiclteme. The terms
defined in eq. (A.5)-(A.10) show out. Result of th integrations is:

(VrrtlsTlg - Vrrtlng}I’:_l) + max (Fms,s; _Fms,n)TIt; - max(Fms,n; O)TIEI
— max(Fpss 0) TE
= DmS'S(TSt - Tg) - Dms,n(T}g - TI\I;) + Dms,e(TbI‘: - TIE)

(A.11)

Equation (A.11) is rearranged and subscript P, YW Bnd S (Center, West,
East, North and South) are replaced,byl, i+1, i-Nr andi+Nr:



Discretization of molten salt energy equation

(Vms + maX(Fms,s; _Fms,n) + Dms,s + Dms,n + thZ) Trgzs,i
- (Dms,n + maX(Fms,n; O)) Trﬁzs,i—l - (Dms,s (A.12)
+ max (Fps,s;0)) T iv1 = Vins Tasi + hpAz T

ms,i par,i

And equation (A.12) becomes:

t t t t
Qi Tonsi +Qiic1 Tinsi—1 + Qiiv1 Tnsiv1 + Qiienr Ims it nNr (A.13)
t _ .
+ @i i—nrTmsi—nr = Ci

Coefficientsa; andc; are defined in eq. (A.14)-(A.19):

a;; = Vips + max (Fpss; —Fnsn) + Dims;s + Disn + hyAz (A.14)
aii-nr = —(Dmsn + max(Fpsn, 0)) (A.15)

aiirnr = —(Dpss + max(Fps s, 0)) (A.16)

Qi1 = —Dmsw (A.17)

Qiiv1 = ~Dmse (A.18)

C;i = Vs Tonsi + W4z Thp (A.19)

D are diffuse fluxes, F are advective fluxes ande@resents the energy
storage in the control volume (eq. (A.5)-(A.10)g.HKA.19) recalls a matrix
product. Indeed, coefficientscan be collected in matrii, and the coefficients
c in vectorC. Thus, molten salt temperature can be simply obthi

A«xT=C (A.20)
The boundaries conditions imposed are:
. Z—: =0 at the center of the tank, because of symmetric
r=0

considerations,
* convection with the environment through the wallhe tank wall,
* imposed velocity at the entrance of the tank,
» adiabatic conditions at the top and the bottonheftank.

Unfortunately, the particle temperatlﬂrﬁ,,i, which shows out in the coefficient
G (eqg. (A.19)), is not know a priori and the probleannot be solved straight
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forwardly. Besides, temperature dependant coeffisigp, c,, k) should be
calculated on temperaturend which is the unknown. Thus, an iterative
procedure is needed to overcome this problem, plaieed in subsection 4.2.3.



Appendix-B. Transient radial diffusion

Only radial transient diffusion of the molten sigltconsidered. Axial diffusion,
axial advection and heat transfer with the packed hre neglected. This
problem is described by partial differential eqoatieq. (B.1). Boundary
conditions are convection with the environment argymmetric condition at
the center of the tank = 0):

(B.1)

0T s

—k or

= h(Tms - Tamb)

T=R,t

Tamp IS the external temperature of the environmené Mathematical passages
to draw the solution of the partial differentialuadion are here briefly presented
as they are long and complex. It is recommendedottsult a book on heat

conduction for further details [56]. In brief, tliesolution strategy redefining

and regrouping the variables:

T —Tamp k h
T’:TR 9 = — a4 =— H=-— (BZ)
/ To — Tamp PCp k

The problem to be solved becomes:

100, 020, 100,

- - el (B.3)
a ot o2r' ' or
I, t=0)=1
< aﬁms =0
ar -
r1=0,t
i”fs +HUY, =0
ar
rr=1t
Using the method of separation of variables thdlera is redefined:
I(r',t) = R(r'") = T(t) (B.4)
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T(t—O)—l
R.,_,=0
\ R +HR—0

{1T R 1R (B.5)
I

As T andR are independent, they must be equal to a constaetproblem to

solve is:
17" R’ 1R

aT R +FE=_BZ (B.6)
T’1+ aB?T =0 (B.7)
(R” + ;R’) + (BHR=0 (B.8)

Wherep? is a constant. The first equation has an exposleménds, while the
second one is equal to the definition of the Bedg&rential equation of order
zero. So, the solution is of the form:

{ T = Ciexp (—ap? t) (B.9)
R=0CyJo(Br)+ C3Yo(Br) (B.10)

Where J and Y, are the Bessel functions of the first kind andeordero.
Imposing the boundaries conditions, it is find t@atmust be equal to zero and
it is find that R is not a banal solution onlygifis solution of this transcendental
equation:

B J1(Bm ) —H Jo(Bm 1) =0 (B.11)

Putting together R and T, temperature is:

9= Cn-exp(—aBh )+ Jo(Bm ) (B.12)

m:

After that, the property of orthogonality of thegenfunctions],(B, ) is
exploited and the non-homogenous boundary condtioriime is imposed to
find the complete solution. Finally, the solutiohtlee radial transient diffusive
problem is:

I(r',t) = Z T +B ———exp(—aPi t) - ;Zggm R; (B.13)

Vi



Appendix-C.Heat transfer between packed
bed and molten salt

Heat transfer between molten salt and packed bed bea studied
analytically if advection and diffusion are negkstt The equations to be solved
are two, one for molten salt temperature and omegézked bed temperature
(eq. (C.1)-(C.2)). There are no boundaries conustioexcept for initial
temperature at = 0.

oT,
€PmsCp,ms Tms = hy (Tpar - Tms) (C.2)
aT,,
) (1 - g)pparcp,par a_l; = hv(Tms - Tpar) (C-Z)
Tns(z,t =0) = Tins,0
\ pr (Z: t= 0) = pr,O

The Biot number of this problem is little but somets above 0.1.
Jefferson correction is applied and the problentreated with the lumped
capacitance method [57]. The problem recalls tielastic problem of certain
number of spheres (i.e. particles of the packed imechersed in a fluid (i.e., the
molten salt) at a different temperature. In thisezahe problem is more complex
because both solid and fluid temperatures vary tiitle.

The mathematical passages to draw the solutionhdf ordinary
differential equation system are here briefly pnésd. First, some
dimensionless groups are defined.

Cins = €PmsCp,ms (C.3)

Cop = (1- E)pparcp,pb (C4)
Cop +C

Q= kb’ ms (C.5)
Cins

Cprpb,O + CmsTms,O

w = C.6
Cop + Cs (C.6)

vii
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Tp(t) —w
Sy (6) = 2R~ (C.7)
pr,O
Then, equations are summed, integrated on timeeardanged.
0T s 0T,y
Cms 0 = o g0 9
t 0T s L 0Ty,

—MS g = — - C.9

fo Cpns 3 dt fo Cop 3 dt (C.9)
Cms(Tms(t) - Tms,O) = _Cpar(pr(t) - pr,O) (C.10)

Cop

Tns (8) = 22 (Tpo = Top (O)) + Trms 0 (C.11)

ms

This relation between the temperature of the madt@hand of the packed bed
at a certain instant is put in eq. (C.2). Now, eq. (C.12) turns outb® an
ordinary linear differential equation of the fistder, which is easily solved to
find packed bed temperature (eq. (C.15)). Tempegaifithe molten salt is then
found using eq. (C.11).

Cpp % = —h, (pr(t) — Tynso — %’: (Tpb0 = T (t))) (C.12)
oo 222 = (T (6) — ) (€.13)

agib = —Zij S (£) (C.14)

8y (6) = Oy * X (— - t) (.15

viii



Appendix-D. Molten salt physical properties

Molten salt physical properties are listed in Tabi& [12][14][62][41].

Table B-1: molten salt physical properties. T alwaysxpressed in [°C]

Solar salt

Density [kg/m3] 2090 — 0,636 T

Heat capacity [J/kgK] 1443,2 -0,172-T

Viscosity [mPa - s] 22,714 —-0,12T +2,281-107* T2 — 1,474-1077 T3
Thermal conductivity [W/mK] 0,443 +1,9-17*-T

Hitec

Density [kg/m3] 1938 — 0,732 (T — 200)

Heat capacity [J/kgK] 1561,7

Viscosity [Pa - s] exp(—4,343 — 2,013 - (log(T) — 5,011))

Thermal conductivity [W/mK] —6,53-107*- (T — 260) + 0,421

HitecXL

Density [kg/m3] 1992 — 0,58 (T — 300)
Heat capacity [J/kgK] 1447
Viscosity [Pa - s] exp(—3,618 — 1,99 - (log(T) — 4,982))

Thermal conductivity [W/mK] 0,519







Appendix-E . Matlab code: finite-difference
thermocline model

The code is organized in a main program plus séfianations.

Main program

%27 March 2012, Angelini Giovanni

%2D finite-difference model for temperature distrib ution in thermocline
%thermal energy storage
%author: giovanni@angelini.info, giovannil.angelini @polimi.it

%% Manual setting of simulation data

clc
clear all
tic

o%at a

file=  'Settimana_09_16_luglio.xlsx' ;. %origin of molten salt mass flow
and T

file_res= 'Risultati.xlsx’ ; %file for data print

celle= 'Cl2:K12' ; %length of the simulation

giorno=[ 'July 09' ; July 10' ; July 11 ; July 12 ; July 13 ; July
14" ; 'July 15' ; July 16 1;

numb=1; %number of simulations to be performed

sequentially

h_storage_imp=[7.5]*ones(1,numb);

L_imp=[14];

number_of_plot_lines=[1]*ones(1,numb); %except the first. 10 means 11
t_plot_lines=0;

Tin=[300];

time_step=[25]*ones(1,numb); %time step length imposto/desiderato
phys=[4]*ones(1,numb); %21: HITEC var, Garimella

%?2: HITEC cost, T=390°C rho=1799
%3: HITEC cost, T=290°C rho=1872
%4: Solar Salt var

%6: HITEC XL, var

wall_prop=[1]*ones(1,numb); %adiabatic=1

%Low insulation=5

%Medium insulation=6

%High insulation=7
Tuseful2=545; %threshold temperature. above this value,
heat is considered as useful
Thigh_imp=[550]*ones(1,numb);
Diam_p=[0.01905]*ones(1,numb); Y%particle average diameter
eps=[0.22]*ones(1,numb); %porosity

Xi
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limite_conv=[1e-3]*ones(1,numb); %2100*residuals
Tout=300;

thermocl_dT_tick=0.98*ones(1,numb);

T_amb=25; %external temperature
T_par_av=100;

emissiv=0.5; %emissivity of external surface
Tlow=300;

var load_factor ;

eta_power_block=  '0.41+load_factor*0' ; %thermal efficieny of the power
block

P_gross_max=50; %power block gross power [MW]

%Nunerical data

T_par_implicito=1; %0 esplicito, 1 implicito

max_j=1000; %max number of iteration allowed at each time step
relaxation=1;

dT_limite=50; %Temperature limite dT delle rocce/molten salt.
dt3

Nz=200; %axial mesh size

Nr=2; %radial mesh size

num_sez=5; %distribution or radial nodes

no_bar=0; %waiting bar. 0 c'¢, 1 non c'eé
Pacheco_comparison=1; %plot of Pacheco's exp. data. 0 c'é, 1 non c'é

dati2=zeros(80,numb);
condizione=0; %0: tempo fissato,
Tstop=inf;

%% Program starts. Variable definition

num_charging_modes=numb;

Nt=zeros(num_charging_modes,1);

x_useful=[-1]*ones(1,numb);

colore=[[256 165 0]/256; [0 205 0]/256; [0.45 0.45 0.45];[100];[00
0];[238 47 167]/255; [0 205 0]/256; [0.3 0.3 0.3]; [000]; [001]];
stile_linea=[];

stile_linea=strvcat(stile_linea,strcat( SO,
stile_linea=strvcat(stile_linea,strcat( ),
stile_linea=strvcat(stile_linea,strcat( SO,
stile_linea=strvcat(stile_linea,strcat( ),
stile_linea=strvcat(stile_linea,strcat( SO
stile_linea=strvcat(stile_linea,strcat( )
stile_linea=strvcat(stile_linea,stile_linea);
Tm2=zeros(Nz*Nr,max(number_of_plot_lines)+1,num_cha rging_modes);
beta2=0;

% eading of initial tenperature from.xlsx file
if  (Nz==200)&&(Nr==2), TO=[]; TO=xIsread( 'temp.xIsx’' ,'B1:B400" ); end;

%% Si mul ati ons
for ciclo=1:numb, %from 1 to #simulation

t_plot_lines=0;

Xii



Matlab code

Tmassima=-inf;
aum_mass_flow=1,;
sfasa=0;

h_storage=h_storage_imp(ciclo);

L=L_imp(ciclo);

dz=L/Nz;

Thigh=Thigh_imp(ciclo);

var T_prop ;

[frho_h fcp_h fk_h fmu_h fk_ms T_freezing rho_p cp_
k_pl=physical_property_chioce(phys,ciclo);

[rho_low cp_low k_low
mu_low]=prop_val(Tlow,frho_h.fcp_h,fk_h,fmu_h,1,k_p
[rho_high cp_high k_high
mu_high]=prop_val(Thigh,frho_h,fcp_h,fk_h,fmu_h,1,k
load_factor=1;
Q_storage=h_storage*P_gross_max/eval(eta_power_bloc
V_storage=Q_storage*3.6e9/(eps(1)*rho_high*cp_high+
eps(1))*rho_p*cp_p)/(Thigh-Tlow);
raggio=(V_storage/pi/L)"0.5,

contr=zeros(20,1);
mass_nominal=P_gross_max/eval(eta_power_block)/cp_h
Tlow)*1e6;

%Betting of non-uniformradial nesh

if (num_sez<=1)||(num_sez>=Nr),
num_sez=Nr;
contr(11)=-1;

end,

r=zeros(Nr+1,1);

r(1)=0;

i=1;

for i=2:(Nr-num_sez+1),
r(i)=(raggio-r(i-1))/num_sez+r(i-1);

end,

for i=(Nr-num_sez+2):(Nr+1)
r(i)=(raggio-r(Nr-num_sez+1))/(num_sez)+r(i-1);

end,

dati=[];
if (phys(ciclo)==4), dati=xlIsread(file,celle);
dati=xlIsread(file2,celle); end,

dt=time_step(ciclo);
temp=length(dati(:,6))*3600;

Nt=round(length(dati(:,6))*3600/dt);
dtm(ciclo)=dt;
Ntm(ciclo)=Nt;

%variables are set defined and to zero
[Ein Eout Eout_useful Elosses mass_in mass_in2 mass
dmass_sto2 Esto0 dEsto mass_sto0 errl_m errl_en err
discharge_efficiency,tempo_esecuzione tot_iterazion

vcl uml ciclol i
cl]=azzeramento_var(num_charging_modes,number_of _pl
),ones(1,numb),ones(1,numb),time_step,colore,phys);

if i==4, contr(4)=1; end;

if cl1==-3, contr(13)=-1; end;

Xiii

,eps);
_p.eps);

K);
(1-

igh/(Thigh-

else ,

_out dmass_sto
2_en
i ttx dtm Ntm terr

ot_lines,ones(1,numb



Appendix-E

Tmassima=-inf;

Tminima=inf;
Q_coll=zeros(Nt,1);
Q_stored=zeros(Nt,1);
Q_withdrawn=zeros(Nt,1);
Q_losses=zeros(Nt,1);
Q_defocus=zeros(Nt,1);
Q_withdrawn_useful=zeros(Nt,1);
P_gross=zeros(Nt,1);
mass_flow=zeros(Nt,1);
mass_withdrawn=zeros(Nt,1);
mass_to_power=zeros(Nt,1);
mass_extra=zeros(Nt,1);
mass_sun=zeros(Nt,1);
Q_gas_dir=0;

%ol ten salt mass flow rate and tenperature are read fromthe
defined .xlsx file (Settimna_09_15 luglio.xlsx for exanpl e)
M=3600/dt;

if mod(M,2)==1, disp(strcat( 'ERROR!! 1800/dt dev"essere intero.
1800/dt:*  ,num2str(1800/dt))); disp( "), end;
for i=1:M/2,

mass_flow(i)=dati(1,5);
mass_withdrawn(i)=dati(1,7);
Tsol(i)=dati(1,6);

if (Tsol(i)==0), Tsol(i)=Thigh; end,
mass_to_power=dati(1,7);
mass_sun(i)=dati(1,5);

Q_caoll(i)=mass_sun(i)*cp_high*(Tsol(i)-Tlow)*1e -6;
end,
cl=1;
for i=M/2+1:length(dati(:,6))*M-M/2,
if i>c1*M+M/2, cl=c1+1; end;
app=((mod(i-M/2-1,M)+1)*2-1)/(2*M);
mass_flow(i)=(dati(c1,5)*(1-app)+dati(c1+1,5)*( app));
mass_withdrawn(i)=(dati(c1,7)*(1-app)+dati(c1+1 ,1)*(app));
mass_sun(i)=(dati(c1,5)*(1-app)+dati(c1+1,5)*(a pp));
mass_to_power(i)=(dati(c1,7)*(1-app)+dati(c1+1, 7)*(app));
Tsol(i)=dati(c1+1,6);
if (Tsol(i)==0), Tsol(i)=Thigh; end;
Q_caoll(i)=mass_sun(i)*cp_high*(Tsol(i)-Tlow)*1e -6;
end,

for i=length(dati(:,6))*M-M/2+1:length(dati(:,6))*M,
mass_flow(i)=dati(length(dati(:,6)),5);
mass_withdrawn(i)=dati(length(dati(:,6)),7);
mass_sun(i)=dati(length(dati(:,6)),5);
mass_to_power(i)=dati(length(dati(:,6)),7);
Tsol(i)=dati(length(dati(:,6)),6);

if (Tsol(i)==0), Tsol(i)=Thigh; end;

Q_caoll(i)=mass_sun(i)*cp_high*(Tsol(i)-Tlow)*1e -6;

end,

mass_withdrawn=-mass_withdrawn;
for i=1:length(mass_flow),
if (mass_flow(i)*mass_withdrawn(i)~=0),
if mass_flow(i)+mass_withdrawn(i)>0,
mass_flow(i)=mass_flow(i)+mass_withdraw n(i);
mass_withdrawn(i)=0;

Xiv
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else ,
mass_withdrawn(i)=mass_withdrawn(i)+mas
mass_flow(i)=0;

end,

end,
end,

mass_flow=mass_flow/(pi*raggio”2);
mass_withdrawn=mass_withdrawn/(pi*raggio”2);
mass_to_power=mass_to_power/(pi*raggio”2);
mass_sun=mass_sun/(pi*raggio”™2);
Ein_rec=zeros(Nt,1);

Eout_rec=zeros(Nt,1);

Eloss_rec=zeros(Nt,1);

for i=l:length(dati(:,3)),
if (dati(i,5)>0)||(dati(i,7)<0), Q_gas_dir=Q_gas_dir+
end,

end,

s_flow(i);

dati(i,3);

%Nl | properties definition. Wall _properties function

[num_layer spessore condulttivita v_vento
adiabatic]=wall_properties(wall_prop,ciclo);

[alfa percentuale
type_conv]=calcolo_alfa2(adiabatic,raggio,spessore,
yer,conduttivita,T_par_av,emissiv,L);

T_amb,v_vento,num_la

[frho_h fcp_h fk_h fmu_h fk_ms T_freezing rho_p cp_ p
k_p]=physical_property_chioce(phys,ciclo);

t_inizio(ciclo)=toc;

T_valutazione_proprieta=(Tin+Tout)/2;

Tuseful=(Thigh-Tlow)*x_useful(ciclo)+Tlow;

Trif=Tlow; %temperature reference for energy yields

[rho cp k

mu]=prop_val(T_valutazione_proprieta,frho_h,fcp_h,f k_h,fmu_h,ciclo,k_p,
eps);

T_prop=Tlow;

rho=eval(frho_h);
um=mass_flow(ciclo)/(eps(ciclo)*rho);

% i ngering check
[rhol inutilel inutile2
mul]=prop_val(Thigh,frho_h,fcp_h,fk_h,fmu_h,ciclo,k
[rho2 inutilel inutile2
mu2]=prop_val(Tlow,frho_h,fcp_h,fk_h,fmu_h,ciclo,k_
K1=Diam_p(;).*2.*eps(:)."3./(175*(1-eps(:))."2);
K=min(K1);
vc=9.81*K*(rhol-rho2)/(mul-mu2);
if um>vc,

contr(14)=-1;

vcl=vc;

uml=um;

ciclol=ciclo;
end,

%orelimnar evaluation of external convection

mu_av=mean(mu);

XV

_h.eps);

p.eps);
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rho_av=mean(rho);

k_av=mean(eval(fk_ms));

cp_av=mean(cp);
Re_D=rho_av*abs(um)*Diam_p(ciclo)/mu_av;
Pr=cp_av*mu_av/k_av;
h=(2+1.1*Pr*(1/3)*Re_D"0.6)*k_av/Diam_p(ciclo);
Biot=h*Diam_p(ciclo)/(3*k_p);

h=h/(1+Biot/5); %Jefferson correction
hv=6*h*(1-eps(ciclo))/Diam_p(ciclo);

%t her variabl es are defined
T=TO; %imposizione T iniziale: TO & letta da un file .xIs
T _par=T,;
T_app=T;
T _par_app=T_par;
T_old=T,;
T_par_old=T_par;
Tm=zeros(Nz*Nr,number_of_plot_lines(ciclo)+1);
Tm_par=zeros(Nz*Nr,number_of_plot_lines(ciclo)+1);
Z=linspace(dz/2,L-dz/2,Nz);
Z2=linspace(L-dz/2,dz/2,Nz);
R=zeros(Nr,1);
for i=1:Nr,
R(@)=(r(i+1)+r(i))/2;
end,
barra=zeros(Nt,1);
perc=zeros(7,1);
t_tot=zeros(7,1);
u_old=zeros(Nr*(Nz+1),1);
u=zeros(Nr*(Nz+1),1);
us=zeros(Nt,1);
Tm(;,1)=T;
Tm_par(;,1)=T_par;
Tm_counter=2;
tot_iteration=0;

if no_bar==0, barra_attesa=waitbar(0, 'Solving..' ); end,

%Energy initially stored in the tank

[rho cp k mu]=prop_val(Tm(:,1),frho_h,fcp_h,fk_h,fm u_h,ciclo,k_p,eps);
[rho_rif cp_rif inutilel
inutile2]=prop_val(Trif,frho_h,fcp_h,fk_h,fmu_h,cic lo,k_p,eps);
for i=1:Nr*Nz,
col=mod(i,Nr);
if col==0, col=Nr; end;

EstoO(ciclo)=Esto0(ciclo)+(eps(ciclo)*(rho(i)*c p@)*(Tm(i,1)-
Trif))+(1-eps(ciclo))*rho_p*cp_p*(Tm_par(i,1)-Trif) )*(r(col+1)"2-
r(col)"2)/2*dz;

mass_sto0(ciclo)=mass_stoO(ciclo)+eps(ciclo)*rh o(i)*(r(col+1)"2-
r(col)"2)/2*dz;
end,
t=0;

c_mode_old=1;
%6 Si mual ti on begins

while (t<Nt)&&(max(contr(:))<=0),

XVi
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t=t+1,
%nai ting bar
if mass_flow(t)>0, strg= '‘Charge' ;c_mode=2; end;
if mass_withdrawn(t)<O0, strg= 'Discharge’  ;c_mode=3; end;
if ((mass_flow(t))==0)&&(mass_withdrawn(t)==0), strg= 'Standby"

c_mode=1; end;
if (t/Nt>0.05)&&(t>1),

car=strcat(num2str(round(t/Nt*100)), "%,
" ,num2str(round((toc-t_inizio(ciclo))*(Nt/(t)-0.5*ex p(-t/Nt*15)-1*exp(-
t/Nt*50)-1))), 's, = ,numa2str(j), ;
T=[' ,num2str(round(Tout_av)), " ,num2str(round(Tin_av)), 1,
Mode=" ,strg, ', Ciclo:"' ,num2str(ciclo), ‘" ,num2str(numb));
else ,
car=strcat( 'Solving: ' ,num2str(round(t/Nt*100)), "%,
T=[" ,num2str(round(min(T(®)))), " ,num2str(round(max(T(:)))), 1,
Mode=",strg);
end,
if condizione==1,
car=strcat( 'Solving. Tout=' ,num2str(round(T((Nz-
1)*Nr+1)*10)/10));
end,
barra(t)=round(toc*(Nt/(t)-0.5*exp(-t/Nt*15 )-1*exp(-t/Nt*50)-
1));
if no_bar==0, waitbar(t/Nt,barra_attesa,car); end,
%ranagi ng of nolten salt velocity at thernocline port
Tin_av=mean(T(1:Nr).*((r(2:Nr+1).72-r(1:Nr) 2)I(raggio™2/2)));
Tout_av=mean(T(Nr*(Nz-1)+1:Nr*Nz).*((r(2:Nr +1)./2-
r(1:Nr).~2)/(raggio”2/2)));
Qsto0=mass_flow(t)*cp_high*(Thigh-Tlow)*pi* raggio"2*le-6;

T_rec_out(t)=Tout_av;
T_rec_in(t)=Tin_av;

if mass_flow(t)>0,
um(t)=mass_flow(t)/(eps(1)*rho_high); %injection
Tin=Tsol(t);
Tout=Tlow;
else
app=mean(rho(1:Nr).*((r(2:Nr+1).”2-
r(1:Nr).~2)/(raggio”2/2)));
um(t)=mass_withdrawn(t)/(eps(1)*app); %withdrawn
mass_extra(t)=0;
Tin=Tlow;
Tout=Tin_av;
end;

if  (um(t)<0)&&(Tin_av<Tuseful), %No more Tuseful! empty
tank
um(t)=0;
mass_withdrawn(t)=0;
c_mode=1;
end,

if um>vc, %fingering check
contr(14)=-1;
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vcl=vc;

uml=um;

ciclol=1;
end,

T_rec_in(t)=Tin_av;
T_par_app(:)=T_par_old(:);
conv=inf;

=L

% terative calculation of nolten salt tenperature,
%packed bed tenperature and nolten salt velocity begins

while (conv>limite_conv(ciclo))&&(max(contr(:))<=0),
tot_iteration=tot_iteration+1;
Re_D=zeros(Nr*Nz,1);
Pr=zeros(Nr*Nz,1);
h=zeros(Nr*Nz,1);
hv=zeros(Nr*Nz,1);

%&val uati on of convetive/radi ative heat | oss
[alfa percentuale

type_conv]=calcolo_alfa2(adiabatic,raggio,spessore, T_amb,v_vento,num_la
yer,conduttivita,T_par_av,emissiv,L);
[rho cp k
mu]=prop_val(T,frho_h,fcp_h,fk_h,fmu_h,ciclo,k_p,ep s);
[rho_old cp_old inutilel
inutile2]=prop_val(T_old,frho_h,fcp_h,fk_h,fmu_h,ci clo,k_p,eps);
[rhoin cpin inutilel
inutile2]=prop_val(Tin,frho_h,fcp_h,fk_h,fmu_h,cicl 0,k_p,eps);

mu_av=mean(mu);
rho_av=mean(rho);
k_av=mean(eval(fk_ms));
cp_av=mean(cp);

Re_D=rho_av*abs(um(t))*Diam_p(ciclo)/mu _av;
Pr=cp_av*mu_av/k_av;

h=(2+1.1*Pr*(1/3)*Re_D"0.6)*k_av/Diam_p (ciclo);
Biot=h*Diam_p(ciclo)/(3*k_p);

h=h/(1+Biot/5); %Jefferson correction
hv=6*h*(1-eps(ciclo))/Diam_p(ciclo)*one s(Nr*Nz,1);

%ol ten salt vel ociy eval uation

if (mass_withdrawn(t)<0),

u=risoluzione_u2(u,um(t),rho_low,rho,rho_old,dz,dt, Nz,Nr,eps,ciclo);
else ,
u=risoluzione_u(u,um(t),rho_high,rho,rho_old,dz,dt, Nz,Nr,eps,ciclo);
end,
u_old=u;

%l ten salt tenperature eval uation
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T=risoluzione_T(T,T_par_app,T_old,Nr,Nz,k,cp,cp_old ,hv,rho,rho_old,dz,d
t,eps,r,R,alfa,u,um(t),Tin,frho_h,fcp_h,T_amb,ciclo ,rhoin,cpin);

%packed bed tenperature eval uation
for c1=1:Nr*Nz,

if T_par_implicito==0,
T_par(c1)=(hv(c1)*dt*(T(c1)-

T_par_app(cl)))/(rho_p*cp_p*(1-eps(ciclo)))+T_par_o ld(cl);
else ,
T_par(c1)=((hv(cl)*dt)*T(c1)+rh o_p*cp_p*(1-
eps(ciclo))*T_par_old(c1))/(hv(cl)*dt+rho_p*cp_p*(1 -eps(ciclo)));
end,
end,

% esi dual s estimation
conv=max(max(abs(T(:)-T_app(:)),abs(T_p ar()-
T_par_app(:))));
[, convy;
=i+l

Y%preparation for next iteration
T_app()=T_app()+(T()-T_app(:))*relax ation;
T_par_app(:)=T_par_app(:)+(T_par()-

T_par_app(:))*relaxation;

if (j>=max_j),
contr(2)=1;
terr=t*dt;

end;

end,

% terations ended. energy and nmass fluexs of the tine
step are

% ecor ded

if (Tmassima<Tout_av), Tmassima=Tout_av; end;

T_old=T,;
T_par_old=T_par;

[Ein Eout Elosses dEsto mass_in mass_out

dmass_sto]=calcoli_energetici4(Tin,rho_old,T_par,Tu seful,um(t),u,rho,cp
,T,ciclo,frho_h,fcp_h,Ein,Eout,Eout_useful ,Esto0,El osses,alfa,mass_flow
(t),raggio, T_amb,mass_sto0,mass_out,dmass_sto2,rho_ rif,cp_rif, Trif,cp_p

,fho_p,mass_in,mass_in2,dt,dz,r,R,eps,Nr,Nz);

if um(t)>0, Ein_rec(t)=Ein; else Ein_rec(t)=Eout; end;

if um(t)>0, Eout_rec(t)=Eout; else Eout_rec(t)=Ein; end;
Eloss_rec(t)=Elosses(ciclo)-sum(Eloss_rec(1 (t-2)));
Tin_av=mean(T(1:Nr).*((r(2:Nr+1).22-r(1:Nr) 2)/(raggio”2/2)));
Tout_av=mean(T(Nr*(Nz-1)+1:Nr*Nz).*((r(2:Nr +1).72-

r(1:Nr).~2)/(raggio”2/2)));

Q_losses(t)=Elosses(ciclo)*1e-6*2*pi/dt-sum (Q_losses(1:(t-1)));
Q_stored(t)=(mass_flow(t)>0)*(Ein_rec(t)-Eo ut_rec(t))*2*pi*le-

6/dt;
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Q_defocus(t)=(mass_flow(t)>0)*(Qsto0-Q_stor ed(t));
Q_withdrawn(t)=(mass_withdrawn(t)<0)*(-
Ein_rec(t)+Eout_rec(t))*2*pi*1e-6/dt;

Tm6=zeros(Nz,1);

app=0;
app2=1e-9;
for c1=1:Nz,
Tm6(cl)=mean(T((c1-1)*Nr+1:(c1*Nr)).*(( r(2:Nr+1)./2-
r(1:Nr).~2)/(raggio”2/2)));
if (Tm6(cl)>Tuseful2), app=app+Tm6(cl)-Tlow; else
app2=app2+Tm6(cl)-Tlow; end;
end

Q_stored_’usefuI(t):app/(app+app2);

if (Tin_av>Tuseful2)&&(mass_withdrawn(t)<0),
Q_withdrawn_useful(t)=(mass_withdrawn(t)<0)*(-
Ein_rec(t)+Eout_rec(t))*2*pi*1e-6/dt; end;

if mass_withdrawn(t)<0,
Tpb=((mass_to_power(t)+mass_withdrawn(t )).*Tsol(t)-
mass_withdrawn(t).*Tin_av)./mass_to_power(t);
else ,
Tpb=Tsol(t);
end,
mass_to_power(t)=mass_sun(t)-mass_flow(t)-m ass_withdrawn(t);
load_factor=P_gross(t)/P_gross_max;
eta_power_block_eff(t)=eval(eta_power_block );
P_gross(t)=(Q_coll(t)-Q_stored(t)-Q_defocus -
Q_withdrawn(t))*eta_power_block_eff(t);

%ol ten salt freezing check
al=zeros(Nz,1);

for i=1:Nz,
al(i)=(T(Nrxi)-T(Nr*i-1))/(R(Nr)-R(Nr-1 ))*(raggio-
R(Nr)+T(Nr*i);
end,

T_par_av=mean(al(:));
if (min(al)<T_freezing)&&(max(contr)<=0),
contr(1)=1;
terr=t*dt;
end,

if  (T((Nz-1)*Nr+1)<Tstop)&&(condizione==1),
contr(3)=1;
terr=t*dt;

end,

% ecording of noblten salt tenperature if the thernocline
%hanges of node (for exanple, from standby to charge)

if mass_flow(t)>0, strg= ‘Charge’ ;c_mode=2; end;
if mass_withdrawn(t)<0, strg= 'Discharge’ ;c_mode=3; end;
if ((mass_flow(t))==0)&&(mass_withdrawn(t)==0), strg= ‘Standby' ;

c_mode=1; end;

if (c_mode~=c_mode_old)||(mod(t*dt,(3600*24))==0)|(t ==Nt),
%al cambio mode o ogni 24h
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¢_mode_old=c_mode;
t_plot_lines(Tm_counter)=t*dt;

%memorizzio Tm e Tm_par
Tm(:,Tm_counter)=T(:)";
Tm_par(:,Tm_counter)=T_par()';
Tm_counter=Tm_counter+1;

end,

end,

%end of the sinulation. Data are recorded in dati2 and figures
are produced

if Tm_counter==2, contr(15)=-1; end;
disp_warnings_and_errors2(contr,terr,ciclol,uml,vcl );
Tm2(:,1:number_of_plot_lines(ciclo)+1,ciclo)=Tm(:,1 :number_of_plot_line
s(ciclo)+1);

%1 gur es

if no_bar==0, close(barra_attesa); end,

Tmb5=zeros(Nz,length(t_plot_lines));
for i=l:length(t_plot_lines),
for cl1l=1:Nz,
Tm5(cl,i)=mean(Tm((c1-1)*Nr+1:(c1*Nr),i).*( (r(2:Nr+1).72-
r(1:Nr).~2)/(raggio”2/2)));
end,
end,

beta=0;
c2=2;
id_col=0;
for cl1=2:length(t_plot_lines),
if (t_plot_lines(c1)/(3600*24))>beta,
beta=beta+1;
beta2=beta2+1;
id_col=1;
figure(beta2);
subplot(1,2,2);

hold on
app=(1+(beta-1)*24*3600/dt:beta*24*3600/dt);
app3=(1+(beta-1)*24*3600/dt:temp/dt);

if (temp<beta*24*2600), app=app3; end;
app2=app*dt/3600;

plot(app2,Q_coll(app), ‘Color'  ,colore(1,:), ‘Linewidth' ,2, 'Linestyle' St
le_linea(1,));

plot(app2,Q_stored(app), '‘Color"  ,colore(2,:), 'Linewidth’ ,2, 'Linestyle’ S
tile_linea(2,));

plot(app2,-

Q_withdrawn(app), ‘Color'  ,colore(4,:), ‘Linewidth’ .2, 'Linestyle' ,Stile_li
nea(4,:));

XXi



Appendix-E

plot(app2,Q_losses(app), ‘Color"  ,colore(5,:), ‘Linewidth’ .2, 'Linestyle' .S
tile_linea(s,:));
plot(app2,P_gross(app), '‘Color"  ,colore(3,:), 'Linewidth’ ,2, 'Linestyle’ ,st
ile_linea(3,:));
%
plot(app,Q_defocus,'Color',colore(6,:),'Linewidth’, 2,'Linestyle',stile_
linea(b,:));
legend( 'Q collected' , 'Q stored' , 'Q withdrawn' ,'Qloss' ,'Pgross’ );
xlabel( 'Simulation time [h]' );
ylabel( ‘Thermal/Electric Power [MW]' );
title(strcat( 'Energy yield.' ,giorno(beta,:)));
set(gca, 'XTick' ,0:3:24*beta);
if beta==1, set(gca, "Xticklabel' ,([(0:3:24)]));
else set(gca, ‘'Xticklabel ,([(0:3:(24*(beta-1))-3),(0:3:24)])); end;
axis([24*(beta-1) 24*(beta) 0 ceil(max([max(Q_s tored/20),max(-

Q_withdrawn/20),max(Q_coll/20),max(Q_losses/20),max (P_gross/20)]))*20])

subplot(1,2,1);

hold on
c3=c2;
while
(c3<length(t_plot_lines))&&((t_plot_lines(c3)/(3600 *24))<=beta),
c3=c3+1;
end,
p=[l;
for i=c2-1:c3-2,
p=strvcat(p,strcat(num2str(mod(round((t_plot_lines( 1))/360)/10,24)), 'h'
)
end,
if (mod(round((t_plot_lines(c3-1))/360)/10,24))==0,
p=strvcat(p,strcat( 240" ));
% p=strvcat(p, Tuseful’);
% H=line([0 L],[Tuseful Tuseful]);
% set(H,'Color','k','Linestyle',"-.");
else ,
p=strvcat(p,strcat(num2str(mod(round((t _plot_lines(c3-
1))/360)/10,24)), 'h);
p=strvcat(p,strcat( 240" ));
% p=strvcat(p, Tuseful’);
end;
c2=c3;
plot(Z,Tm5(:,c1-
1), 'Color ,colore(id_col,:), ‘LineWidth' ,2, 'LineStyle' ,stile_linea(id_c
ol,));
id_col=id_col+1;
legend(p);
end,
plot(Z,Tm5(:,c1)’, ‘Color' ,colore(id_col,:), 'LineWidth' ,2, 'LineStyle' ,st
ile_linea(id_col,:));
id_col=id_col+1;
if
(cl==length(t_plot_lines))||(t_plot_lines(c1+1)/(36 00*24))>beta,
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H=line([0 L],[Tuseful Tuseful]);

set(H, ‘Color' ,'k" , 'Linestyle' -
end,
legend(p);
xlabel( ‘Tank height [m]' );
ylabel( "Temperature [°C]' );
title(strcat( ‘Temperature of molten salt. '

axis([0,L,min(Tminima-10,min(Tout-10, Tlow-
10)),max(max(Tin(:))+10,max(Tout+10, Thigh+10))]);
end,

tot_iterazioni(1)=tot_iteration;
discharge_efficiency=sum(-Q_withdrawn)/(sum(Q_store
%Record of useful data and results
dati2(1,ciclo)=sum(Q_coll)*dt/3600;
dati2(2,ciclo)=sum(Q_stored)*dt/3600;
dati2(3,ciclo)=sum(-Q_withdrawn)*dt/3600;
dati2(4,ciclo)=sum(Q_losses)*dt/3600;
dati2(5,ciclo)=sum(Q_defocus)*dt/3600;
dati2(6,ciclo)=sum(Q_stored-Q_losses+Q_withdrawn)*d
dati2(7,ciclo)=sum(Q_coll-Q_stored-Q_defocus-Q_with
to the power block
dati2(8,ciclo)=sum(P_gross)*dt/3600;
dati2(9,ciclo)=Q_gas_dir;
dati2(10,ciclo)=sum(dati(:,3))-Q_gas_dir;

protection
dati2(11,ciclo)=sum(P_gross)/sum(Q_coll)*100;
dati2(12,ciclo)=sum(P_gross)/sum(Q_coll-Q_stored-Q_
Q_withdrawn)*100;
dati2(13,ciclo)=discharge_efficiency(1)*100;
dati2(14,ciclo)=0;

dati2(15,ciclo)=0;

dati2(16,ciclo)=wall_prop(ciclo);
dati2(17,ciclo)=sum(Q_withdrawn_useful)/sum(Q_withd
%discharge efficiency
dati2(18,ciclo)=sum(-Q_withdrawn_useful)*dt/3600;
dati2(19,ciclo)=phys(ciclo);
dati2(20,ciclo)=dt;
dati2(21,ciclo)=Nz;
dati2(22,ciclo)=raggio;
dati2(23,ciclo)=h_storage;
dati2(24,ciclo)=V_storage;
dati2(25,ciclo)=Q_storage;
[MWhth]
dati2(26,ciclo)=max(T_rec_out);

% ecord of heat withdrawn at different

for i=1:Nt*dt/24/3600, dati2(26+i,ciclo)=sum(Q_withdra
1)*24*3600/dt:i*24*3600/dt)); end;

for i=1:Nt*dt/24/3600,
dati2(26+i+Nt*dt/24/3600,ciclo)=sum(Q_stored(1+(i-
1)*24*3600/dt:i*24*3600/dt)); end;

for i=1:Nt*dt/24/3600,
dati2(26+i+2*Nt*dt/24/3600,ciclo)=sum(Q_losses(1+(i
1)*24*3600/dt:i*24*3600/dt)); end;
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end,

%end of all sinmulations. Figures are produced and dati2 are
saved in Results. x| sx

figure(9),

hold on

app=(dt/2:dt:(temp-dt/2))/3600;

plot(app,Q_coll, ‘Color'  ,colore(1,:), ‘Linewidth’ ,2);

plot(app,Q_stored, '‘Color'  ,colore(2,:), ‘Linewidth’ ,2);
plot(app,-Q_withdrawn, ‘Color'  ,colore(4,:), ‘Linewidth’ 2);
plot(app,Q_losses, '‘Color'  ,colore(5,), ‘Linewidth’ ,2);

plot(app,P_gross, ‘Color"  ,colore(3,:), 'Linewidth’ ,2);

legend( 'Q collected' , 'Q stored' , 'Q withdrawn' ,'Qloss' ,'Pgross’ );
xlabel(  'Simulation time [day]' );

ylabel( 'Thermal/Electric Power [MW]' );

titte(  'Energy yield around the Thermocline TES' );

set(gca, 'XTick' ,0:24:temp/3600);

set(gca, ‘'Xticklabel ,giorno);

axis([0 temp/3600 0 ceil(max([max(Q_stored/20),max( -
Q_withdrawn/20),max(Q_coll/20),max(Q_losses/20),max (P_gross/20)]))*20])
figure(14);

hold on

app=(dt/2:dt:(temp-dt/2))/3600;

plot(app,mass_sun*pi*raggio”2, ‘Color'  ,colore(1,:), ‘Linewidth’ .2, 'Linest
yle' ,stile_linea(1,)); %,'Marker','d");

plot(app,mass_to_power*pi*raggio”2, ‘Color"  ,colore(4,:), 'Linewidth’ 2, 'L
inestyle' ,stile_linea(3,))); %,'Marker','d");

plot(app,mass_flow*pi*raggio”2, ‘Color"  ,colore(2,:), 'Linewidth’ ,2, 'Lines
tyle' ,stile_linea(2,:)); %,'Marker','p");

plot(app.-

mass_withdrawn*pi*raggio”2, ‘Color"  ,colore(3,:), 'Linewidth’ ,2, 'Linestyle
' stile_linea(4,))); %,'Marker','v");

axis([0 temp/3600 -0.01

ceil(max([max(mass_sun*pi*raggio”2),max(mass_to_pow er*pi*raggio”™2),max(
mass_flow*pi*raggio”2),max(-mass_withdrawn*pi*raggi 0"2),1]*2))/2));
set(gca, ‘XTick' ,0:24:temp/3600);

set(gca, ‘'Xticklabel ,giorno);

legend( 'mass solar field' , 'mass to PB' , 'mass to storage' , 'mass
withdrawn' );

xlabel(  'Simulation time [day]' );

ylabel( 'Thermal storage mass flow [kg/s]' );

titte(  'Mass injected and withdrawn to/from the Thermoclin e TES' );

figure(15);

hold on

app=[l;

app2=[J;

for i=1:t, app(i)=T_rec_out(i); end;

for i=1:t, app2(i)=T_rec_in(i); end;

plot((1:t)*dt/3600/24,app, ‘Linewidth’ 2, 'Color' ,'b" );
plot((1:t)*dt/3600/24,app2, 'Linewidth’ 2, 'Color ;' );
plot((1:t)*dt/3600/24,mass_flow*10+300, ‘Color"  ,colore(2,:), ‘Linewidth' ,
2, 'Linestyle' ,Stile_linea(2,:));
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plot((1:t)*dt/3600/24,-

mass_withdrawn*10+300, ‘Color"  ,colore(4,:), 'Linewidth' ,2, 'Linestyle' Jsti
le_linea(4,));

titte(  'Temperature at the bottom and top of the thermocli ne' );

xlabel(  'Simulation time [day]' ;

ylabel( 'Molten Salt Temperature at the boundaries of the t hermocline
[°Cl" )

axis([dt/3600/24 t*dt/3600/24 290 560]);

legend( 'T at the bottom' , 'T at the top' , 'Charge' , 'Discharge’ , 'T atthe
bottom, 7.7h' , 'T at the top, 7.7h' );

xIswrite(file_res,dati2, 'Fogliol' ,strcat( 'B4:" ,char(65+numb), '85" ));
toc

Energetic balance

function  [Ein Eout Elosses dEsto mass_in mass_out

dmass_sto]=calcoli_energetici4(Tin,rho_old,T_par,Tu seful,um,u,rho,cp,T,
ciclo,frho_h,fcp_h,Ein,Eout,Eout_useful,Esto0,Eloss es,alfa,mass_flow,ra
ggio,T_amb,mass_sto0,mass_out,dmass_sto2,rho_rif,cp _rif, Trif,cp_p,rho_p

,mass_in,mass_in2,dt,dz,r,R,eps,Nr,Nz)

Ein=0;
Eout=0;
ciclo=1;
for i=1:Nr,
if um==0,
rhoin=rho(i);
cpin=cp(i);
Tingresso=T(i);
u_in=0;
else
Tingresso=Tin(ciclo);
T_prop=Tin(ciclo);
rhoin=eval(frho_h);
cpin=eval(fcp_h);
if (um>0), u_in=um;
else u_in=u(Nr*(Nz+1)); end;
end,

Ein(ciclo)=Ein(ciclo)+(rhoin*cpin*abs(u_in)*eps(cic lo)*Tingresso)*dt*(r
(i+21)~2-r(i)"2)/2;

mass_in(ciclo)=mass_in(ciclo)+rhoin*abs(um)*eps(cic lo)*dt*(r(i+1)"2-
r(iy*2)/2;

mass_in2(ciclo)=mass_in2(ciclo)+abs(mass_flow(c iclo))*dt*(r(i+1)"2-
r(iy*2)/2;
end,

for i=Nr*(Nz-1)+1:Nr*Nz,
col=mod(i,Nr);
if col==0, col=Nr; end;
if um>=0,
rho_out=rho(i);
cp_out=cp(i);
T_uscita=T(i);
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u_out=u(i+Nr);

else
T_uscita=T(i-Nr*(Nz-1));
rho_out=rho(i-Nr*(Nz-1));
cp_out=cp(i-Nr*(Nz-1));
u_out=-um;

end,

if (T_uscita>Tuseful),

Eout_useful(ciclo)=Eout_useful(ciclo)+(rho_out*cp_o
T_uscita-rhoin*cpin*abs(um)*eps(ciclo)*Tin(ciclo))*
r(col)*2)/2;

end,

Eout(ciclo)=Eout(ciclo)+(rho_out*cp_out*u_out*eps(c
r(col+1)"2-r(col)*2)/2;

mass_out(ciclo)=mass_out(ciclo)+rho_out*u_out*eps(c
-r(col)*2)/2;
end,

for i=Nr:Nr:Nr*Nz,
Elosses(ciclo)=Elosses(ciclo)+(T(i)-T_amb)*alfa
end,

dEsto(ciclo)=-Esto0(ciclo);
dmass_sto(ciclo)=-mass_sto0(ciclo);
for i=1:Nr*Nz,
col=mod(i,Nr);
if col==0, col=Nr; end;
dEsto(ciclo)=dEsto(ciclo)+(eps(ciclo)*(rho(i)*c
rho_rif*cp_rif*Trif)+(1-eps(ciclo))*rho_p*cp_p*(T_p
Trif))*(r(col+1)"2-r(col)*2)/2*dz;
dmass_sto(ciclo)=dmass_sto(ciclo)+eps(ciclo)*rh
r(col)*2)/2*dz;
end,

Molten salt temperature calculation

function
T=risoluzione_T(T,T_par_app,T_old,Nr,Nz,k,cp,cp_old
t,eps,r,R,alfa,u,um,Tin,frho_h,fcp_h,T_amb,ciclo,rh

ae=zeros(Nz*Nr,1);
aw=zeros(Nz*Nr,1);
as=zeros(Nz*Nr,1);
an=zeros(Nz*Nr,1);
ap=zeros(Nz*Nr,1);

De=zeros(Nr*Nz,1);
Dw=zeros(Nr*Nz,1);
Dn=zeros(Nr*Nz,1);
Ds=zeros(Nr*Nz,1);
Vp=zeros(Nr*Nz,1);
Fs=zeros(Nr*Nz,1);

Fn=zeros(Nr*Nz,1);

XXVi
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Matlab code

Q=zeros(Nr*Nz,1);
C=zeros(Nr*Nz,1);
N=zeros(Nr*Nz,1);

A=[];
B=zeros(Nr*Nz,5);
b=zeros(Nz*Nr,1);
d=[-Nr,-1,0,1,Nr];

Tingresso=Tin;
for i=1:Nr*Nz,

col=mod(i,Nr);

if col==0, col=Nr; end;
rig=floor((i-0.01)/Nr)+1;
DR=(r(col+1)"2-r(col)*2)/2;

if (col<Nr), ke=(k(i)+k(i+1))/2;

else , ke=0; end;

if (col>1), kw=(k(i)+k(i-1))/2;

else , kw=0; end;

if (rig>1),

kn=(k(i)+k(i-Nr))/2;

else

kn=0;

end,

if (rig<Nz),
ks=(k(i)+k(i+Nr))/2;
else ,

ks=0;

end,

Vp(i)=eps(ciclo)*rho(i)*cp(i)*DR*dz/dt;
Vp_old(i)=eps(ciclo)*rho_old(i)*cp_old(i)*DR*dz
Q(i)=hv(i)*dz*DR;

if (col==1),

Dw(i)=0;

else , Dw(i)=kw*dz*r(col)/(R(col)-R(col-1));
end,

if (col==Nr),

De(i)=0;

C(i)=alfa*dz*r(col+1);

else ,
De(i)=ke*dz*r(col+1)/(R(col+1)-R(col));
C(i)=0;

end,

if (rig==1),
if u(i)<0,
Dn(i)=0;
Ds(i)=ks/dz*DR;
Fn(i)=rho(i)*cp(i)*u(i)*DR*eps(ciclo);
Fs(i)=rho(i+Nr)*cp(i+Nr)*u(i+Nr)*DR*eps

XXVii
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else ,
Fn(i)=0;
Fs(i)=rho(i)*cp(i)*u(i+Nr)*DR*eps(c iclo);
if (um==0),
rhoin=rho(i);
cpin=cp(i);
Tingresso=T(i);
else ,
T_prop=Tin;
rhoin=eval(frho_h);
cpin=eval(fcp_h);
end,
N(i)=(rhoin*cpin*u(i)*DR)*eps(ciclo );
Ds(i)=ks/dz*DR;
Dn(i)=0;
end,
end,
if (rig==Nz),
if u(i)>0,
Dn(i)=kn/dz*DR;
Ds(i)=0;
Fn(i)=rho(i-Nr)*cp(i-Nr)*u(i)*DR*eps(ci clo);
Fs(i)=rho(i)*cp(i)*u(i+Nr)*DR*eps(ciclo );
else ,
Fs(i)=0;
Fn(i)=rho(i)*cp(i)*u(i)*DR*eps(ciclo);
N(i)=-(rhoin*cpin*u(i+Nr)*DR)*eps(ciclo );
Dn(i)=kn/dz*DR;
Ds(i)=0;
end,
end,
if (rig~=1)&&(rig~=Nz),
Dn(i)=kn/dz*DR;
Ds(i)=ks/dz*DR;
if  (u(i)>0),
Fn(i)=rho(i-Nr)*cp(i-Nr)*u(i)*DR*eps(ci clo);
Fs(i)=rho(i)*cp(i)*u(i+Nr)*DR*eps(ciclo );
else ,
Fn(i)=rho(i)*cp(i)*u(i)*DR*eps(ciclo);
Fs(i)=rho(i+Nr)*cp(i+Nr)*u(i+Nr)*DR*eps (ciclo);
end,
end,
ae(i)=De(i);
aw(i)=Dw(i);
as(i)=Ds(i)+max(-Fs(i),0);
an(i)=Dn(i)+max(Fn(i),0);
b())=Q(i)*T_par_app(i)+Vp_old(i)*T_old(i)+C(i)*T_am b+N(i)*Tingresso;
ap(i)=Vp(i)+max(Fs(i),-Fn(i))+Q(i)+Ds(i)+Dn(i)+ De(i)+Dw(i)+C(i);
if (an(i)~=0), B(i-Nr,1)=-an(i); end;
if (aw(i)~=0), B(i-1,2)=-aw(i); end;
if (ap(i)~=0), B(i,3)=ap(i); end;
if (ae(i)~=0), B(i+1,4)=-ae(i); end;
if (as(i)~=0), B(i+Nr,5)=-as(i); end;
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end,
A=spdiags(B,d,Nz*Nr,Nz*Nr);

T=A\b;

Molten salt velocity evaluation

function  u=risoluzione_u(u,um,rhoin,rho,rho_old,dz,dt,Nz,Nr

Bl=zeros((Nz+1)*Nr,2);
Al=];
bl=zeros(Nr*(Nz+1),1);

it (Um>0),

d1=[-Nr O];
B1(1:Nr,2)=1;
b1(1:Nr)=um;

for c2=Nr+1:2*Nr,

B1(c2,2)=1,

b1(c2)=um*rhoin/rho(c2-Nr)-dz/dt*(rho(c2-Nr
Nr))/rho(c2-Nr);

end,

for ¢c2=Nr*2+1:Nr*(Nz+1),

B1(c2-Nr,1)=-rho(c2-Nr*2)/rho(c2-Nr);

B1(c2,2)=1,
b1(c2)=-(rho(c2-Nr)-rho_old(c2-Nr))/rho(c2-
end,
else ,
d1=[0 Nr];

B1(Nr*Nz+1:(Nz+1)*Nr,1)=1,;
b1(Nr*Nz+1:(Nz+1)*Nr)=um;

for ¢2=Nr*(Nz-1)+1:Nr*(Nz),

B1(c2,1)=1;

b1(c2)=um*rhoin/rho(c2)+eps(ciclo)*dz/dt*(1
rho_old(c2)/rho(c2));

end,

for ¢2=1:(Nz-1)*Nr,

B1(c2,1)=1,
B1(c2+Nr,2)=-rho(c2+Nr)/rho(c2);
b1(c2)=(1-rho_old(c2)/rho(c2))*eps(ciclo)*d
end,

end,
Al=spdiags(B1,d1,Nr*(Nz+1),Nr*(Nz+1));
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u=A1\bl;

Evaluation of heat loss to the environment

function [alfa, perc,
type_conv]=calcolo_alfa2(adiabatic,raggio,spessore,
yer,conduttivita, Tparete,emissiv,L)

%Thermal resistence of wall, with radiative apport
if adiabatic==0,

%convez forzata
D_tank=(raggio+sum(spessore))*2;
rho_amb=101325/(8314/28.9*(T_amb+273));
k_amb=((T_amb+23)*(30-22.3)/100+22.3)*1e-3;
mu_amb=((T_amb+23)*(208.2-159.6)/100+159.6)*1e-
Re_amb=rho_amb*D_tank*v_vento/mu_amb;
Pr_amb=0.7;

if Re_amb>5e5,

Nu=(0.037*Re_amb”"0.8-871)*Pr_amb”0.333;

else ,

Nu=0.664*Re_amb”0.5*Pr_amb”0.333;

end,
h_amb=Nu*k_amb/D_tank;

%convez naturale

Gr=9.81*L"3*(Tparete-
T_amb)/((Tparete+T_amb)/2+273)*rho_amb”2/mu_amb”2;

Ra=Gr*Pr_amb;

Nu_nat=(0.825+0.387*Ra”(1/6)/(1+(0.492/Pr_amb)*

T_amb,v_vento,num_la

(9/16))\(8/27))"2;

type_conv=Gr/Re_amb”2; %<1 forced >1 natural

h_nat=Nu_nat*k_amb/L;

r_s=zeros(num_layer+1,1);
R_eqg=zeros(num_layer+2,1);
r_s(1)=raggio;
for i=2:num_layer+1,
r_s(i)=spessore(i-1)+r_s(i-1);
R_eq(i-1)=log(r_s(i)/r_s(i-1))/(2*pi*condut
end,

R_eq(i)=((2*pi*r_s(i)*h_amb)+(2*pi*r_s(i)*h_nat)+(2
.67*1e-8*(Tparete+T_amb+273*2)*((Tparete+273)"2+(T_
perc(1)=2*pi*r_s(i)*h_amb*R_eq(i);
perc(2)=2*pi*r_s(i)*h_nat*R_eq(i);
perc(3)=(2*pi*r_s(i)*emissiv*5.67*1e-
8*(Tparete+T_amb+273*2)*((Tparete+273)"2+(T_amb+273
alfa=1/(sum(R_eq)*2*pi*raggio);
else ,
alfa=0;
perc=[0 0 0];
type_conv=0;
end,

XXX

tivita(i-1));

*pi*r_s(i)*emissiv*s
amb+273)"2)))"-1;

)"2))"R_eq(i);
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