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Sommario

Il presente lavoro di tesi si colloca nel contesto dell’apprendimento auto-
matico, in particolare nel campo della classificazione automatizzata di im-
magini istologiche.
In numerose tipologie di carcinoma, l’identificazione dello stadio di avanza-
mento della malattia gioca un ruolo fondamentale per la selezione delle cure
migliori e nella riduzione del tasso di mortalità. Attualmente, la classifi-
cazione dello stadio di un tumore è eseguita manualmente dall’istologo su
campioni di tessuto analizzati al microscopio. L’applicazione di tecniche di
computer vision e di machine learning possono portare a numerosi benefici
in termini di tempo e qualità delle analisi eseguite.

Il conteggio delle mitosi in un’immagine istologica costituisce uno dei cri-
teri più rigorosi per la classificazione dei tumori e si rivela essere un’attività
complessa anche per un occhio molto allenato. Per tale motivo, l’identifica-
zione automatica delle mitosi è un tema di ricerca molto interessante e può
essere visto come un caso di apprendimento con supervisione, in cui un clas-
sificatore ha a disposizione un insieme di immagini di esempio già etichettate
e da queste deve inferire dei criteri per classificarne altre.

In generale, da un punto di vista applicativo, l’interesse è focalizzato sulle
prestazioni di un tale sistema: l’obiettivo consiste nell’ottenere dei risultati
uguali o migliori rispetto a quelli ottenuti dall’occhio umano esperto.

In questo lavoro ci poniamo nell’ottica di chi progetta un algoritmo di
apprendimento. In questo contesto, confrontare un algoritmo con un pato-
logo esperto non fornisce un’informazione utile: infatti, un medico esperto
ha avuto accesso, durante la sua esperienza lavorativa, ad un insieme di dati
di esempio e di linee guida di gran lunga superiori rispetto ad un normale
insieme di training di un algoritmo di apprendimento.
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Una prestazione inadeguata dell’algoritmo può essere causata dalla sua
scarsa capacità di identificazione o dalla mancanza di un numero sufficiente
di dati di esempio. Tramite i risultati delle nostre analisi rispondiamo a tale
quesito nel contesto del conteggio di mitosi in immagini istologiche, focaliz-
zandoci sul problema di classificazione. Abbiamo estratto dei campioni da
immagini prese da un dataset pubblico e classificato da un patologo esperto.
A questo insieme abbiamo applicato una serie di classificatori ed abbiamo
implementato un’interfaccia web per far eseguire la classificazione a diversi
utenti.

I risultati del confronto dei risultati degli utenti e dei classificatori svilup-
pati portano alla conclusione che la prestazione degli algoritmi è migliore di
quella degli umani (risultato coerente con altri studi analizzati) e che quindi
la dimensione del dataset è un elemento determinante per la determinazione
delle prestazioni di un algoritmo di identificazione.
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Chapter 1

Introduction

“Λέγειν τὰ προγενόμενα, γινώσκειν τὰ παρεόντα, προλέγειν τὰ ἐσόμενα: με-
λετᾶν ταῦτα. Ἀσκεῖν περὶ τὰ νοσήματα δύο, ὠφελεῖν ἣ μὴ βλάπτειν. ᾿Η τέχνη

διὰ τριῶν, τὸ νόσημα καὶ ὁ νοσέων καὶ ὁ ἰητρός: ὁ ἰητρός ὑπηρέτης τῆς τέχνης,

ὑπεναντιοῦσθαι τῷ νοσήματι τὸν νοσέοντα μετὰ τοῦ ἰητροῦ.

(The physician must be able to tell the antecedents, know the present, and
foretell the future: must mediate these things, and have two special objects
in view with regard to disease, to do good or to do no harm. The art consists
in three things: the disease, the patient, and the physician. The physician
is the servant of the art, and the patient must combat the disease along with
the physician.)”

῾Ιπποκράτης(Hippocrates, Epid. 1.2.11)

Cancer, or in medical terms malignant neoplasm, identifies a wide range
of diseases, all of which involve unregulated cell growth [76]. While normal
cells follow a normal process of growth, division, and death, cancer cells
begin to form when this transformation breaks down, as they continue to
expand and divide. This leads to a mass of abnormal cells that grows out of
control. Healthy tissue can be invaded by cancer cells; it can harm the body
when the abnormal cells start to form masses of tissue, known as tumors,
which can interfere with the body’s system and function.



There are about 200 known types of cancer1 and breast cancer is the
most frequent type of cancer among women worldwide [80], as also reported
by International Agency for Research on Cancer (IARC)2, with about 22.9%
of incidence and 13.7% of mortality [11].
Prognosis and survival rates for breast cancer vary greatly depending on the
cancer type, stage, treatment, and geographical location of the patient.
Early detection of cancer stage plays an important role in selecting the best
treatments and reducing cancer mortality. The current procedure for breast
cancer grading is manually performed by pathologists, as breast tissue sam-
ples of patients are taken and examined under microscopes.

Pathologists grade the tissue samples based on the deviation of the cell
structures from normal tissues. A pathologist may have to examine hun-
dreds of slides daily [75], which is a subjective and time consuming process.
Histopathological images (images of biopsy samples) are now available in
high resolution digital format, which can be further processed to extract
useful structural information.
With the growth of computer and image technology, medical imaging has
greatly influenced medical field. As the quality of medical imaging affects
diagnosis, the medical image processing has become an interesting research
topic, not only for the ability to store, retrieve and handling a large amount
of data, but rather for automating the analysis process [28].

A cell that divides itself into two daughter cells with the same chromo-
somes undergoes a process of mitosis (see Figure 1.1)3.

The scoring of mitotic figures is an integrated part of the various systems
for grading of invasive breast cancer with most rigorous criteria [25]. For
this reason, the automatic detection and counting of mitotic figures in breast
cancer tissue is an attractive and challenging research topic [98].
An example of histological images for mitosis detection is given in Figure
1.24.

The automatic detection process lays its groundwork in the fields of
1http://www.cancerresearchuk.org/cancer-help/about-cancer/

cancer-questions/how-many-different-types-of-cancer-are-there
2http://globocan.iarc.fr/factsheets/populations/factsheet.asp?uno=900#

WOMEN
3image taken from http://en.wikipedia.org/wiki/Mitosis
4image taken from ttp://www.breastpathology.info
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Figure 1.1: Mitosis of a cell

Figure 1.2: Histological images with labeled mitoses (Y) and non-mitoses (N)

Computer Vision and Machine Learning[94]. Mitotic cells must be found
and identified on a histological image. This issue can be faced as a detection
problem, to find interesting portions of a histological image, and a super-
vised learning problem, where a classifier is given a set of labeled samples
(mitoses and non-mitoses) from which it must gain some information to
classify unseen samples.

Various aspects influence the performances of such automatic processes,
which can be summarized into:

• the size and the quality of the dataset,
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• the ability of the classifier to gain information and to generalize.

The quality of the dataset is related the idea of data validation form a
clinical point of view. Mitosis detection is known to be a difficult problem,
and several studies have found that pathologists’ agreement on the mitotic
grade is fairly modest, with strong biases [59]. This aspect have an impact
when using data to train a a computerized system for mitosis detection.
Conversely, once a dataset and the associated ground truth is accepted, it
is the classifier that has to be able to gain information on labeled samples
and use this information to perform sufficiently well on new (unseen) data.

From the application point of view, both aspects (dataset and classifier
performance) are important to build a reliable automatic mitosis detection
system: the most relevant issue is whether such algorithms perform similarly
(or better) than experts who routinely solve the same task.

Instead, in this work we put ourselves in the perspective of the machine
learning algorithm designer. Within this context, comparing a mitosis de-
tection algorithm with an expert pathologist does not provide much useful
information, because they are not competing on a fair basis. In fact, during
his formation and previous activity, a pathologist had access to an amount
of training information (in form of criteria, guidelines and labeled examples)
which is most probably extremely larger than every algorithm’s training set.
The question that arises is: if the algorithm underperforms, is it because it
is not powerful enough, or because it has not enough data to learn? The for-
mer case means that the effort should be focused on improving the algorithm
ability, the latter implies that effort should be instead focused on gathering
larger labeled datasets. We aim to answer this question in the context of
mitosis detection in breast cancer histological images using a public dataset.

In our work we focused on the classification problem, extracting labeled
samples from images of a public dataset annotated by an expert patholo-
gist. We then built some classifiers based on such images and implemented
a testing website to collect classifications by different users. We compared
the performances of our classifiers with the ones obtained by algorithms
participating to the ICPR 2012 Mitosis Detection Contest5(performance
measured on the same dataset) and with performances of humans facing the
same problem.
Our test subjects were given no guidelines, and were required to learn a
classification function solely from the provided training set. This kind of

5http://ipal.cnrs.fr/ICPR2012/?q=node/1
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setting can not be recreated when benchmarking humans for other famous
instances of visual pattern recognition problems (such as face detection, ob-
ject recognition, and handwriting understanding). One of such benchmarks
[88] focused on the task of classifying traffic sign images, which is a signif-
icantly easier problem than mitosis classification; algorithms were given a
very large training set (25000 images) and the best algorithm outperformed
the best individual (among 8) with an accuracy of 99.46% vs 99.22%. These
results are consistent with the ones that we report in this work, based on 7
algorithms and 45 test subjects, compared to 2 different classifiers developed
ad hoc.

The dissertation presents the following structure:

• In Chapter 2 we review the state of the art in the main fields of research
in which our work is included, such as: mitosis detection for breast can-
cer grading, applications of computer vision techniques in biomedical
imaging, and machine learning methods for biomedical classification.

• In Chapter 3 we define the problem of mitosis counting, in terms of
detection and classification. We also describe some implementations of
mitosis detection algorithm and define the most important measures
of performance for classification task.

• In Chapter 4 we describe the dataset on which all our work is based
and define the framework for the classification algorithms that we im-
plemented. We outline the main components needed to carry out a
classification task: dataset manipulation, features selection and ex-
traction, classification and analysis of the performances.

• In Chapter 5 we describe the testing website developed to collect users’
classifications and performance.

• In Chapter 6 we describe all the experimental results deriving from
automatic classification, human classification and we compare the re-
sults.

• Chapter 7 is dedicated to conclusions and evaluations on possible fu-
ture research directions.

One appendix is included in this work: Appendix A shows some of the
image samples used for our classification tasks.
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Chapter 2

State of the art

“Rem tene, verba sequentur”
(Know the subject, the words will follow)

Marcius Porcius Cato Censorius

2.1 Background

Breast cancer classification divides breast cancer into categories according
to different schemes1, each serving a different purpose. The purpose of clas-
sification is to select the best treatment [29].
Within the last decade, histological grading has become widely accepted as
a powerful indicator of prognosis in breast cancer. The grading depends on
the microscopic similarity of breast cancer cells to normal breast tissue, and
classifies the cancer as well differentiated (low grade), moderately differenti-
ated (intermediate grade), and poorly differentiated (high grade), reflecting
progressively less normal appearing cells that have a worsening prognosis.
Although grading is fundamentally based on how biopsied, cultured cells
behave, in practice the grading of a given cancer is derived by assessing the
cellular appearance of the tumor.
The Nottingham Grading System (NGS) (also called Elston-Ellis) is a mod-
ification [25] of the Bloom and Richardson Grading System (BR) [9, 30].
NGS is judged more reproducible and is the recommended grading method
[1].

1http://www.breastpathology.info/



NGS grades breast carcinomas by adding up scores for:

• tubule formation,

• nuclear pleomorphism,

• mitotic count,

each of which is given 1 to 3 points. The scores for each of these three criteria
is then added together to give an overall final score and corresponding grade
as follows [20]:

3-5 Grade 1 tumor (well-differentiated). Best prognosis.

6-7 Grade 2 tumor (moderately-differentiated). Medium prognosis.

8-9 Grade 3 tumor (poorly-differentiated). Worst prognosis.

Lower grade tumors, with a more favorable prognosis, can be treated less
aggressively, and have a better survival rate.

Mitosis is a form of nuclear division of the mother cell into two daughter
cells, genetically identical to each other and to their parent cell. By this
process, a cell, which has previously replicated each of its chromosomes,
separates the chromosomes into two identical sets of chromosomes, each set
in its own new nucleus (see [4, 74] for some details).

Mitotic activity is one of the strongest prognosticators for invasive breast
carcinoma. It is expressed as the number of mitotic figures per tissue
area. Early detection plays an important role in reducing cancer mor-
tality. The current procedure for breast cancer grading is manually per-
formed by pathologists, for both nuclear pleomorphism [23] and mitotic
count. Breast tissue samples of patients are taken and examined under mi-
croscopes. Pathologists grade the tissue samples based on the deviation of
the cell structures from normal tissues. A pathologist may have to examine
a great amount of slides [75]. This process can be time consuming and sub-
jective (see 3.4.1).
In the following subsection we give a short overview of the mitosis count
procedure [3].
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2.1.1 Tissue preparation

After tumor excision is performed, the excised material is sent for analysis in
a pathology lab. The tissue preparation process starts with making smaller
cuts of the material that are then fixed in formalin and (after processing)
embedded in paraffin.
Using a high precision cutting instrument (microtome), thin sections are cut
from the paraffin block, which are then put on glass slides. The final stage of
the tissue preparation process is the staining of the sections with stains that
highlight specific structures of the tissue so they are better visible under a
microscope. The standard staining protocol uses the Hematoxylin and Eosin
(HE) stains. The hematoxylin dyes the nuclei a dark purple color and the
eosin dyes other structures (cytoplasm, stroma, etc.) a pink color.

2.1.2 Digital Pathology

Recent years have brought the trend of digitization of histological slides.
Digital slide scanners (see Figure 2.1), in combination with digital slide
viewers, aim to provide the experience of viewing a digital slide on a com-
puter monitor in a manner analogous to viewing it under a microscope, but
with all the added benefits of the digital format (ease of annotation, image
analysis, collaborative viewing etc.). The output of the digital slide scan-
ners are multi-layered images, stored in a format that enables fast zooming
and panning. Depending on the area of the tissue that is present on the
slide and the magnification and resolution at which the slide is scanned,
the lowest layer of the digital slide can be up to several tens of thousands
of pixels in width or height. Currently, digital slides are mainly used for
research, education and remote consultation purposes. Their use for routine
diagnosis and prognosis is not yet common [44]. Availability of automatic
image analysis algorithms that can aid pathologists in their work can be a
major incentive for acceptance of digital slides in the routine pathology lab
workflow.

2.1.3 Mitosis Counting

As previously stated, mitotic activity is one of the strongest prognosticators
for invasive breast carcinoma and it is expressed as the number of mitotic
figures per tissue area. As part of the BR grading system, mitotic activity
is routinely assessed in pathology labs across the world. In addition, the
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Figure 2.1: Aperio ScanScope XT scanner

mitotic activity can be used as a prognosticator independently of the BR
grading system. Typically, the pathologist receives a panel of slides for
each case that is to be graded. He or she then proceeds to select one slide
where the histological grading will be performed. The mitosis counting is
performed in 8-10 consecutive microscope High Power Fields (HPF) [43].
A HPF has a size of 512 × 512µm2 (i.e. an area of 0.262 mm2 ), which
is the equivalent of a microscope field diameter of 0.58mm. The standard
guidelines are to select an area that encompasses the most invasive part of
the tumor, at the periphery and with highest cellularity. Depending on the
number of figures counted, a mitotic activity score is assigned. Cases with 7
or fewer mitotic figures present are assigned score 1 (best prognosis). Cases
with more than 12 mitotic figures are assigned score 3 (worst prognosis).
The intermediate cases are assigned score 2.

2.1.4 Challenges in Mitosis Detection

Because of the aberrant chromosomal makeup of many tumors (aneusomy,
polysomy, translocations, amplifications, deletions), the appearance of mi-
totic figures in the images can significantly differ from the textbook examples
of a splitting nucleus [51]. In addition, imperfections of the tissue prepa-
ration process result in tissue appearance variability, which can present a
challenge also for an automated mitosis detection system.
Most commonly, mitotic figures are exhibited as hyperchromatic objects. In
addition, they have absence of a clear nuclear membrane, “hairy”protrusions
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around the edges and basophilia instead of eosinophilia of the surrounding
cytoplasm. However, these are more guidelines than hard rules, and the bulk
of the training of pathologists is done by looking at specific examples of mi-
totic figures. One of the main challenges in spotting mitotic figures is that
other objects such as apoptotic nuclei can have similar appearance, making
it difficult even for trained experts to make a distinction [87]. Lymphocytes,
compressed nuclei, “junk”particles and other artifact form the tissue prepa-
ration process, can also have hyperchromatic appearance. The images in
Figures 2.2, 2.3 and 2.4 try to give an idea of the difficulty of the task.

(a) (b)

(c) (d)

Figure 2.2: Examples of digital histological images
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(a) source image

(b) mitoses

Figure 2.3: Example of image with highlighted mitoses (yellow)
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(a) source image (detail)

(b) image and mitoses (detail)

Figure 2.4: Example of image with highlighted mitoses (yellow) detail of Figure 2.3
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2.2 Mitosis Detection and Computer Vision

The task of automatic mitosis detection involves topics in various fields of
research, in particular: Image Analysis and Machine Learning.

We consider a framework in which, in the whole image, some candidates
are detected and the classified as mitosis or non-mitosis.
In this chapter we give an overview of the main aspects concerning im-
age analysis and in the following one (Section 2.3) we analyze the machine
learning elements.

Over the past decade, dramatic increases in computational power and
improvement in image analysis algorithms have allowed the development of
powerful computer-assisted analytical approaches to radiological and histo-
pathological data [32]. Digitized tissue histopathology has now become
amenable to the application of computerized image analysis and machine
learning techniques. Analogous to the role of Computer Aided Diagnosis
(CAD) algorithms in medical imaging to complement the opinion of a radi-
ologist, CAD algorithms have begun to be developed for disease detection,
diagnosis, and prognosis prediction to complement the opinion of the pathol-
ogist [84].

2.2.1 Software Tools

The imaging modalities rely heavily on computational approaches. In fact,
in many cases the computational technology is just as important as the op-
tics, not just for the digital capture that all systems now use but in many
cases also for visualizing and properly interpreting the data. An interesting
article [24] reviews each computational step that biologists encounter when
dealing with digital images and the overall status of available software for
bioimage informatics. It is worth highlighting the existence of open-source
software tools like Fiji [81] and ImageJ [82], which supply some basic fea-
tures for object detection and feature extraction [78].

2.2.2 Features and Detectors

When dealing with digital image analysis and automatic identification of
properties of an image, the idea of feature and the functionality of a detector
are the main topics to be considered.
The concept of feature is used to denote a piece of information which is
relevant for solving a computational task [67]. A feature is defined as an
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“interesting”part of an image, and features are used as a starting point for
many Computer Vision (CV) algorithms. They can be the result of a general
neighborhood operation [47] applied to the image, or specific structures in
the image itself. Types of image features include:

• Edges,

• Corners,

• Blobs or Regions of Interest (ROIs),

• Ridges or elongated objects (i.e. blood vessels in medical images).

Other examples of features are related to motion in image sequences,
to shapes defined in terms of curves or boundaries between different image
regions, or to properties of such a region [37].

The feature concept is very general and the choice of features in a par-
ticular CV system may be highly dependent on the specific problem to be
considered.

Many algorithms have been developed to detect specific features, and a
complete overview of them is beyond the scope of this work. Some of the
most famous ones, like Canny edge detector [15], Harris edge and corner
detector, or SUSAN [86] are available in most widely used commercial and
open-source Computer Vision software packages (i.e. Matlab Image Pro-
cessing Toolbox2 or OpenCV3 ).

Features are sometimes extracted over several scalings. One of these
methods is Scale-invariant feature transform; in this algorithm, various
scales of the image are analyzed to extract features [57] (the underlying
theory can be found in [54]).

2.2.3 Texture Algorithms

An important set of features that can be computed on an image involve the
concept of texture.
An image texture is a set of metrics designed to quantify the perceived
structure of an image. Image texture gives information about the spatial

2http://www.mathworks.com/products/image/index.html
3http://opencv.org/
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arrangement of color or intensities in an image or in selected region of it
[26]. Image textures are used in segmentation (see 2.2.4), or classification
of images (see 2.3). To address the issue of texture analysis, the so called
“statistical approach” is more widely used as it is easier to compute. This
approach sees an image texture as a quantitative measure of the arrangement
of intensities in a region. Here we briefly describe the main statistical feature
algorithms.

Co-occurrence Matrix

Co-occurrence matrix captures numerical features of a texture using spatial
relations of similar gray tones. Numerical features computed from the co-
occurrence matrix can be used to represent, compare, and classify textures
[40, 101]. The following are a subset of standard features derivable from a
normalized co-occurrence matrix, as described in [36]:

Contrast =
Ng−1∑
n=0

n2


Ng∑
i=1

Ng∑
j=1

p[i, j]

 , where|i− j| = n (2.1)

Correlation =
∑Ng

i=1
∑Ng

j=1(i, j) · p[i, j]− µxµy
σxσy

(2.2)

Entropy = −
∑
i

∑
j

p[i, j] · log(p[i, j]) (2.3)

Where:

• Ng is the number of gray levels in the quantized image,

• p[i, j] is the (i, j)th entry in a normalized gray-tone spatial dependence
matrix,

• µx, σx, µy, σy are the mean and the standard deviation of respectively
px = ∑Ng

j=1 p(i, j) and py = ∑Ng

i=1 p(i, j).

Various algorithms use texture feature like Gray-level Co-occurrence Ma-
trix (GLCM) [71], Gray-level Run-length Matrix (GLRM) [60] or Gray-level
Entropy Matrix (GLEM) for image classification, also in medical [13] and
biological imaging [105].
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Local Binary Patterns

Local Binary Patterns (LBP) is another type of feature used for classification
in Computer Vision. LBP is a simple yet very efficient texture operator
which labels the pixels of an image by thresholding the neighborhood of each
pixel with the value of the center pixel and considers the result as a binary
number. The distance and the number of neighbors can be selected, as shown
in Figure 2.5 [69]. The notation (P,R) is used for pixel neighborhoods which
means P sampling points on a circle of radius of R.

(a) (8,1) (b) (8,2) (c) (16,3)

Figure 2.5: Examples LBP neighbors and distances

The computation of the LBP code of a pixel of coordinates (xc, yc) is
given by:

LBPP,R =
P−1∑
p=0

s(gp − gc) · 2p where s(x) =
{

1, if x ≥ 0
0, otherwise (2.4)

This operator used jointly with a simple local contrast measure provided
very good performance in unsupervised texture segmentation. Another ex-
tension to the original operator is the definition of so called uniform patterns,
which can be used to reduce the length of the feature vector and implement
a simple rotation-invariant descriptor. This extension was inspired by the
fact that some binary patterns occur more commonly in texture images than
others. A LBP is called uniform if the binary pattern contains at most two
bitwise transitions from 0 to 1 or vice versa when the bit pattern is traversed
circularly.
In the computation of the LBP labels, uniform patterns are used so that
there is a separate label for each uniform pattern and all the non-uniform
patterns are labeled with a single label. For example, when using (8, R)
neighborhood, there are a total of 256 patterns, 58 of which are uniform,
which yields in 59 different labels.
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The uniform and rotation invariant LBP can be further enhanced by
combining it with a Rotation Invariant Variance Measure (VAR) operator,
with the same parameters (P,R), that characterizes the contrast of local
image texture [68]. Both operators are also computationally attractive, as
they can be realized with a few operations in a small neighborhood and a
lookup table. The VAR operator is described by the following relations:

VAR(P,R) = 1
P

P−1∑
p=0

(gp − µ)2 where µ =
P−1∑
p=0

g2
p (2.5)

LBP(P,R) and VAR(P,R) are complementary and a feature set made
by the combination of the two is expected to be a very powerful rotation
invariant measure of local image texture. It is also possible to use joint
feature sets composed by operators with different neighborhood.

Wavelets

The Wavelet Transform (WT) is having greater importance medicine and
biology. The main uses of the WT concern the analysis of one-dimensional
physiological signals obtained by electrocardiography (ECG) and electroen-
cephalography (EEG), including evoked response potentials [97]. A survey of
recent wavelet developments in medical imaging can be found in [96]. These
include biomedical image processing algorithms (e.g., noise reduction, im-
age enhancement and detection) and image reconstruction and acquisition
schemes (tomography, and Magnetic Resonance Imaging (MRI)).

2.2.4 Image Segmentation

Segmentation is the process of partitioning a digital image into multiple
segments (sets of pixels) in order to simplify or change the representation
of an image into something that is more meaningful and easier to analyze
[52]. Image segmentation is typically used to locate objects and boundaries
(i.e. features) in images. Such a process assigns a label to every pixel in an
image so that pixels with the same label share certain visual characteristics
[87].
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2.2.5 Object detection and recognition

Object detection is a Computer Vision technology that deals with detecting
instances of semantic objects of a certain class (such as humans, traffic signs,
mitotic cells) in digital images. Humans recognize a multitude of objects in
images with little effort, despite the fact that the image of the objects may
be in different orientation, or in different size/scale. Objects can even be
recognized when they are partially obstructed from view. This task is still
a challenge for CV systems and represents the connection between Image
Analysis topics and Machine Learning. Viola and Jones proposed a well
known object detection framework [100, 99], which involves the sums of im-
age pixels within rectangular areas, using the so-called Haar-like features,
a name that resembles the Haar wavelet adopted in other works [72]. The
technique generates a large amount of features and uses the boosting al-
gorithm AdaBoost to reduce the over-complete set, by selecting the best
features and training classifiers that use them. The evaluation of the classi-
fiers generated in the learning phase can be quick, but generally not enough
to be run in real-time. For this reason, the classifiers are arranged in a cas-
cade in order of complexity, where each susequent classifier is trained only
on those selected samples which pass through the preceding classifiers. If at
any stage in the cascade a classifier rejects a sample, no further processing
is performed. The cascade therefore has the form of a degenerate tree.

2.3 Machine Learning

Machine Learning (ML), a branch of Artificial Intelligence (AI), deals with
the ability to define and to build systems that can learn from data. The core
of ML deals with the representation of data and their generalization. Repre-
sentation deals with the way the system describes the data. Generalization
deals with the ability of the system to perform on unseen data samples. In
Machine Learning, the observations are often known as instances, the ex-
planatory variables are termed features (grouped into a feature vector), and
the possible categories to be predicted are classes.

ML algorithms can be divided into different types:

- Supervised Learning generates a function that maps inputs to de-
sired outputs usually called labels, because they are often provided by
human experts classifying the training examples.

- Unsupervised learning models a set of inputs. It can also be re-
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ferred to as data mining and knowledge discovery. Here, labels are not
known during training.

- Semi-supervised learning combines both labeled and unlabeled ex-
amples to generate an appropriate function or classifier.

- Reinforcement learning learns how to act given an observation of
the world. Every action has some impact in the environment, and the
environment provides feedback in the form of rewards that guides the
learning algorithm.

There exists a great variety of ML algorithms, and a detailed review is
beyond the scope of this work4.
We focus, in our analysis, on Pattern Recognition and in particular on Su-
pervised Learning methods.

2.3.1 Pattern Recognition

Pattern Recognition (PR) is the assignment of a label to a given input value
[8, 95]. In its most general form, PR involves:

• Classification is the problem of identifying to which of a set of cate-
gories a new observation belongs, on the basis of a training set of data
containing instances whose category membership is known,

• Regression is a technique for estimating the relationships among vari-
ables, assigning a real-valued output to each input,

• Sequence labeling refers to the assignment of a categorical label to
each member of a sequence of observed values, in particular by making
choices which depend on the one made for nearby elements (e.g. speech
tagging),

• Parsing is the process of analyzing a string of symbols according to
the rules of a formal grammar.

4A list of ML algorithms can be found in http://en.wikipedia.org/wiki/List_of_
machine_learning_algorithms
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2.3.2 Classification

Among the different types of learning methods and pattern recognition tech-
niques we focus our attention on classification which, in general ML termi-
nology, is an instance of supervised learning.
The formal definition of a supervised classification problem can be stated
as follows: an unknown function g maps the input instances x ∈ X to the
output labels y ∈ Y :

g : X → Y (2.6)

Equation 2.6 represents the ground truth(GT).
The training set

T = (x1, y1), . . . , (xn, yn) (2.7)

is assumed to represent the mapping of g in an accurate way. The
classifier then tries to build a function h : X → Y that approximates as
closely as possible the correct mapping. The measure of the performance
(see 3.4 for details) is generally done on a separate set of data ( the test set)
whose labels are known but whose data are not used during the learning
phase [55].

A common subclass of classification is probabilistic classification. Al-
gorithms of this type involve statistical tools to define the best class for a
given instance [73]. Probabilistic algorithms output a probability that the
instance is a member of each of the possible classes. The best class is nor-
mally then selected as the one with the highest probability. Classification
can be also divided into two separate problems - binary classification and
multi-class classification. In binary classification, only two classes are in-
volved, whereas multi-class classification considers the problem of assigning
an object to one of several classes. Since many classification methods have
been developed specifically for binary classification, multi-class classification
often requires the combined use of multiple binary classifiers.

2.3.3 Binary Classification

Binary classification is the task of classifying the members of a given set of
objects into two groups on the basis of whether they have some properties
or not [83]. Medical testing is a typical binary classification task (i.e. to
determine if a patient has certain disease or not ). In traditional statistical
hypothesis testing, the tester starts with a null hypothesis and an alternative
hypothesis, performs an experiment, and then decides whether to reject the
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null hypothesis in favor of the alternative. Hypothesis testing is therefore a
binary classification of the hypothesis under study [64]. A positive result is
one which rejects the null hypothesis. Rejecting the null hypothesis when
it is actually true - a False positive (FP) - is a type I error; on the other
hand, when the null hypothesis is false results in a True positive (TP). A
negative result is one which does not reject the null hypothesis. Accepting
the null hypothesis when it is actually false - a False negative (FN) - is a
type II error; on the other hand, when the null hypothesis is true results
in a True negative (TN). How the number of TP, FP, TN and FN can be
used to assess the performances of a classification algorithm is treated in
Section 3.4.

2.3.4 Binary Classifiers

An algorithm that implements a classification is defined a classifier. The
term also refers to the mathematical function, implemented by a classifica-
tion algorithm, that maps input data to a category (i.e. class). A great
amount of algorithms has been developed for classification purposes, in par-
ticular for CV tasks [58]. Some methods suitable for learning binary classi-
fiers include [102]:

• Naive Bayes classifiers,

• Bayesian networks [104],

• Decision trees [5],

• Random Forests (RFs) [38],

• Support Vector Machines (SVMs) [42],

• Hidden Markov models,

• Neural Networks (NNs) [77].

In our work we focused on two types of classifiers: Support Vector Ma-
chines and Random Forests which are widely used in CV classification prob-
lems ( e.g. [87] and [10]).
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2.3.5 Software Tools

Classification tasks can be accomplished by a large amount of software tools.
Here we mention the ones that we consider to be the most relevant ones.
Weka [27, 33] is a FLOSS general purpose data mining software tool devel-
oped by the Waikato University5 which allows to implement a great variety
of classifiers [102]. It also has an interface with R6 [41].
Matlab can perform classification task by means of some of its toolboxes
(i.e. Bioinformatics7 and Statistics8 ).

5http://www.cs.waikato.ac.nz/ml/weka/
6http://cran.r-project.org/
7http://www.mathworks.com/products/bioinfo/
8http://www.mathworks.com/products/statistics/
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Chapter 3

Problem Definition

“πάντες ἄνθρωποι τοῦ εἰδέναι ὀρέγονται φύσει”
(All men naturally desire knowledge)

Ἀριστοτέλης (Aristotle, Met. 1.980a)

The aim of our work is to analyze the performances of mitosis detection
algorithms compared to humans trying to classify the same images. To
acheve this goal, we selected a subset of samples taken form the publicly-
available MITOS dataset made for the ICPR 2012 Contest on Mitosis
Detection in Breast Cancer Histological Images1. Then we run the
following activities:

• collected the performances of the top-scoring algorithms developed for
the ICPR 2012 Mitosis Detection Contest (focusing on the subset of
the dataset used in the other experiments),

• applied some classifiers to the dataset,

• implemented a web-based test for humans,

• analyzed the performances of the algorithms compared to the results
achieved by humans.

The main definitions for the problem in exam are the subject of this
chapter.

1http://ipal.cnrs.fr/ICPR2012/



3.1 Framework

The purpose of automating the mitosis detection problem requires the defi-
nition of a framework that involves Computer Vision and Machine Learning
aspects. ML is growing in importance for biology-related tasks [93]. In gen-
eral, PR (see 2.3.1) is the computational approach used to analyze datasets
of images [85].

3.1.1 Detection

The analysis of digital images requires identifying ROIs or candidates within
the images. Once a region is isolated, a digital image allows many types
of measurements and statistics to be collected, as well as the number of
objects and their distribution. This region selection can be done manually
by drawing boxes or free-hand regions using an interactive tool [92], or
automatically using computer algorithms known as segmentation algorithms
[56]. The input to the algorithm may be an entire image, a sub-image region
identified with segmentation algorithms, or simply image samples in the form
of rectangular tiles.

3.1.2 From Detection to Classification

PR then requires training a computer to classify groups of images (i.e. a
subset of images with manually detected mitoses). The machine can learn on
its own what aspects of the images represent natural experimental variation
and are therefore irrelevant, and what aspects are important for distinguish-
ing the groups of control images (i.e. the testing set) from each other (see
Section 3.2). This ability to select different image measurements allows the
use of a great variety of image description algorithms, potentially making
the collection of algorithms very general. The benefits of subdividing images
into ROIs involve:

• reduce the number of pixels to consider,

• bias the algorithm to process objects of interest rather than back-
ground,

• center or align objects.

A further step consists in the extraction of image content descriptors (im-
age features), which are values that describe the image content numerically.

26



These values can reflect various texture parameters of the image, the statis-
tical distribution of pixel intensities, edges, etc. While the dimensionality
of the raw pixels can be high, the number of image features ranges between
a dozen to a few hundred. Each feature value describes a specific image
characteristic. Then, the image features are used to draw conclusions about
the data. The feature set is then used to infer rules for combining them in
a classifier. These two steps constitute the training stage in PR, where the
goal is to correctly classify the training images. The trained classifier is then
tested on control images that were excluded from the training stage. This
cross-validation is important to establish the classifier’s ability to identify
new images, ensuring that it is not restricted to recognizing images it was
trained with (condition known as overfitting).

3.1.3 Performances

If the performance of the algorithm are not satisfying (see Section 3.4 for
details), the algorithm can be trained again on a different set of features,
until the detection capabilities reach the desired values (if feasible). Finally,
the results of image classification need to be interpreted by the researcher in
an experimental context to reach a biological conclusion. Figure 3.1 shows
the steps described above.
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Figure 3.1: Flowchart of Detection Algorithm

3.2 Definition of Classification

In ML, the idea of classification refers to the problem of identifying to which
of a set of categories (named classes) a new observation belongs, on the basis
of a training set of data containing instances whose category membership
is known. In case of mitosis detection, the elements of a classification are
basically the following:
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• the input to the classification problem is a set of features computed
on each of the candidates selected in a preparatory phase. Each set of
features composing a candidate is known as instance. Each instance
is labeled with the class which it belongs to.

• the classes are simply two: mitosis (which we call class 1 or positive)
or non-mitosis (which we call class 0 or negative) making it a case
of binary classification.

• the output of the classification can be a hard classification: the output
of the classifier is simply 0 or 1, corresponding to mitosis or non-
mitosis respectively. On the other hand the classification can be soft:
the output of the classifier is a real number c:

0 ≤ c ≤ 1 (3.1)

a subsequent phase of analysis consists in selecting the best threshold
so that:

class =

0, if c < threshold.

1, otherwise.
(3.2)

the selection of the threshold is made in function of the measured
performances of the classification algorithm (see Section 3.4).

3.3 Review of Algorithms solving the mitosis de-
tection problem

In a different way with respect to many other pattern recognition tasks,
mitotic cells essentially are irregular shape objects. As a result, there is no
simple or unique way of extracting the features of mitotic cells candidates
and then lots of different classifiers can be made.

Here we briefly review the main algorithms found in literature that solve
the mitosis detection task.

- The first method that we considered [98] consists of two main compo-
nents: candidate extraction and candidate classification. Candidate
objects are extracted by image segmentation with the Chan-Vese level
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set method [65]. A statistical classifier is trained with a number of fea-
tures that describe the size, shape, color and texture of the candidate
objects.

- Another approach [51] uses, after a phase of automatic segmentation
of the image, a Gamma Gaussian Mixture Model (GGMM) to classify
the candidates: the GGMM is a parametric technique for estimating
probability density function. In this context, it is formulated as a
function of pixel intensities.

- A similar work [43] also proposes a two phases approach: the de-
tection candidates points are selected by using an algorithm named
eXclusive Independent Component Analysis (XICA), which gives two
sets of training patterns: positive and negative patterns (positive and
negative basis set). Then a sparse representation method [103] is used
to classify the candidates.

- Another approach shows two phases [46]. In the first stage, the de-
tection of candidate mitosis is performed. The input RGB images are
transformed into blue-ratio images. A Laplacian of Gaussian (LoG),
thresholding and morphological operations on blue-ratio images is then
executed to generate candidate mitosis regions. Then, the candidate
regions are selected using morphological rules; the center point of
each region is used as seed point for mitosis. In the second stage,
co-occurrence features, run-length features and SIFT features are com-
puted for each candidate patch. Finally a classification is performed
to put the candidate patch either in the mitosis class or in the non-
mitosis class. Three different classifiers have been evaluated: decision
tree, linear kernel SVM and non-linear kernel SVM.

- An interesting methodology [59] uses a simple rule that extracts blobs
representing nuclei of possible mitotic figures to establish a set of can-
didates. ML is applied in three phases. One phase applies a support
vector regression which remaps the color palette of the original image
to normalized values. The next phase is a Convolutional Neural Net-
work (CNN), applied at each extracted blob. The CNN contributes
a generate a feature vector, which also contains many other measure-
ments regarding the shape, color, mass, and texture of the blob and
its neighborhood. In the final phase, a SVM uses the feature vector to
classify the area around the blob as a mitotic figure or not.

The last two works that we mention here are particularly interesting
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because they work on the same dataset that we used, the MITOS Dataset
(see Chapter 4 for details).

- The first approach [45] works on z-stack focus planes for detection
of mitosis candidates. Then candidates are detected using threshold-
ing and morphological operations on selected band and focus plane.
A multi-spectral features vector is computed for detected candidates
having intensity and texture features across all bands of multi-spectral
images. In addition, using segmented regions of detected candidates,
morphological features are also computed. A feature selection algo-
rithm is employed on this features vector in order to save the compu-
tation cost, to discard any redundancy in the data, and to improve
classification accuracy. Classification is achieved using Bayesian, De-
cision Tree, Neural Network as well as linear and non-linear SVM
classifiers.

- The other work [17] is procedurally simpler than other methods, as no
candidate selection is performed. A supervised Deep Neural Network
(DNN) is used as a powerful pixel classifier. The DNN is a type of
CNN. It directly operates on raw RGB data sampled from a square
patch of the source image, centered on the pixel itself. The DNN
is trained to differentiate patches with a mitotic nucleus close to the
center from all other windows. Mitosis in unseen images are detected
by applying the classifier on a sliding window, and post-processing its
outputs with simple techniques. Because the DNN operates on raw
pixel values, no human input is needed.

In our work, we also used, as a reference, the performances other top-
scoring algorithms developed for the MITOS Dataset, whose main features
will be described in a special issue of the Journal of Pathology Informatics2

expected for June 2013.

3.4 Performance and Benchmarking

In order to set up a correct and valid comparison among mitosis detection
algorithms, a consistent definition of performance plays a fundamental role.
The general appearance of a mitosis results in the fact that automatically
detecting mitoses is very challenging, and in fact even the agreement between
pathologists is not perfect.

2http://www.jpathinformatics.org/
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3.4.1 Pathologists’ Agreement

A fundamental work [59] deeply analyzes the agreement among pathologists
examining the same HE images. The BR grading system is widely recognized
as the one giving the most stable definitions, and its grades are widely used
to select treatments. Nevertheless, the level of agreement is shown to be far
from perfect.

The level of agreement may be reported in Cohen’s Kappa (κ) [18] whose
range is 0 ≤ κ ≤ 1, with 1 corresponding to perfect agreement, and 0 in
the case of probabilistically independent decisions.

The value of κ can be divided in ranges:

- 0-0.2 is often considered as slight agreement,

- 0.2–0.4 as fair,

- 0.4–0.6 as moderate,

- 0.6–0.8 as good,

- 0.8–1 as almost perfect.

Most studies show that value of κ generally varies from fair to moderate
(e.g. the study in [63] reports a value of κ = 0.5).
The low level of agreement among pathologists is an issue also for algorithms’
benchmarking, as it can be difficult to establish a definite Ground Truth
(GT) (i.e. the process of gathering the proper objective data for the test).
Nonetheless, the images of the MITOS Dataset have been annotated by
only one pathologist: the algorithms of the 2012 ICPR Contest and our
work based their GT on that.

3.4.2 Benchmarking

Benchmarking of different algorithms and comparison with human perfor-
mance play a key role in a detection framework, it is so of great importance
the definition of performance.
Given a GT, the Confusion Matrix (or Error Matrix [89]), is so defined: each
column of the matrix represents the instances in a predicted class, while each
row represents the instances in an actual class. The name originates from
the fact that it makes it easy to see if the system is confusing two classes
(i.e. mislabeling one as another). The elements of the matrix are:
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- TP: True Positive, a sample labeled as true is predicted as true,

- TN: True Negative, a sample labeled as false is predicted as false,

- FP: False Positive, a sample labeled as false is predicted as true (i.e.
false alarm, or Type I error),

- FN: False Negative, a sample labeled as true is predicted as false (i.e.
miss, or Type II error),

predicted
Positive

predicted
Negative

Actual
Positive

True
Positive

False
Negative

(TP) (FN)
Actual

Negative
False

Positive
True

Negative
(FP) (TN)

Table 3.1: Confusion Matrix

The data in Table 3.1 represent the minimum required data to assess the
performance of a classifier (human or automatic). Starting from this, some
other measurements can be done.
The data in the table can be assembled to define some performance indica-
tors.

Accuracy

The accuracy of a test represents the degree of closeness of prediction to the
actual value, and it is measured as:

Accuracy ACC = TP + TN

P +N
(3.3)

where P = TP + FN and N = TN + FP (3.4)

Precision, Recall, F-Score

A first set of measures that can be done on the data of the confusion matrix
are: precision, also named Positive Predictive Value (PPV), recall, or True
Positive Rate (TPR), and F-Score [31]. They are defined as follows:
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Precision p = TP

TP + FP
(3.5)

Recall r = TP

TP + FN
(3.6)

Both precision and recall have a natural interpretation in terms of prob-
ability. Precision may be defined as the probability that an instance has
class 1, given that it is classified as 1, while the recall is the probability that
a class 1 object is classified:

p = P (label = true | class = true) (3.7)
r = P (class = true | label = true) (3.8)

The weighted (with parameter β) harmonic average of precision and
recall leads to the F-Score [62]:

F-Score Fβ = (1 + β2) · pr

r + β2p
= (1 + β2)TP

(1 + β2)TP + β2FN + FP
(3.9)

F1-Score is most widely used as a measure of the accuracy of the classifier.
It can be interpreted as a weighted average of the precision and recall: an
F1-Score reaches its best value at 1 and worst score at 0.

Specificity, Sensitivity

Sensitivity and Specificity are often used in clinical tests as a measure of the
ability of the test to confirm or refute the presence of a disease [53]. Ideally a
test correctly identifies all patients with the disease, and similarly correctly
identifies all patients who are disease free. In other words, a perfect test
is never positive in a patient who is disease free and is never negative in a
patient who is in fact diseased.
The sensitivity of a clinical test refers to the ability of the test to correctly
identify those patients with the disease:

Sensitivity = TP

TP + FN
(3.10)

It can be noted that the definition of sensitivity is the same as the defi-
nition of recall. A high sensitivity is clearly important where the test is used
to identify a serious but treatable disease.
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The specificity, or True Negative Rate (TNR), of a clinical test refers to the
ability of the test to correctly identify those patients without the disease:

Specificity = TN

TN + FP
(3.11)

High specificity results in few patients who are disease free being told
of the possibility that they have the disease and are then subject to further
investigation or treatments. Also the following relation holds:

Specificity = 1− FPR (3.12)

where FPR = FP

FP + TN
(3.13)

Receiver Operating Characteristic (ROC)

As mentioned in Section 3.2, the classifier or diagnosis result can be a real
value (continuous output). In this case the boundary between the two classes
of the binary classifier must be determined by a threshold value.
A Receiver Operating Characteristic (ROC) space is defined by FPR and
TPR as x and y axes respectively, which depicts relative trade-offs between
true positive (benefits) and false positive (costs) [106]. Since TPR is equiv-
alent to sensitivity and FPR is equal to 1 − specificity, the ROC graph is
sometimes called the sensitivity vs (1 − specificity) plot [21]. Each predic-
tion result or instance of a confusion matrix represents one point in the ROC
space (see Figure 3.2(a)).
The best possible prediction method would yield a point in the upper left
corner or coordinate (0,1) of the ROC space, representing 100% sensitivity
(no false negatives) and 100% specificity (no false positives). The (0,1) point
is also called a perfect classification. A completely random guess would give
a point along a diagonal line from the left bottom to the top right corners.
The diagonal divides the ROC space. Points above the diagonal represent
good classification results (better than random), points below the line poor
results (worse than random).

The ROC is used to generate summary statistics. One of the often used
is the area under the ROC curve, or AUC (Area Under Curve) [14, 34] (see
Figure 3.2(b)): AUC is equal to the probability that a classifier will rank a
randomly chosen positive instance higher than a randomly chosen negative
one. The AUC can be related to other summary statistics like the Gini
coefficient [22] and the Mann-Withney U [61].
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(a) ROC curve (b) AUC

Figure 3.2: Example of ROC curves

Another common measure related to the ROC curve is known as the Area
Under the ROC Convex Hull (AUCH ROC, in Figure 3.2(b)), which com-
putes the area under the convex hull of the ROC curve, as it can be shown
that any point on the line segment between two prediction results can be
achieved by randomly using one or other system with probabilities propor-
tional to the relative length of the opposite component of the segment.
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3.5 Performances on ICPR Contest

We report here the performances of the best-scoring algorithms that partic-
ipated to the ICPR2012 Contest, as shown on the contest website (Figure
3.3). The principal metric adopted to compare algorithms is the F1-Score
(Figure 3.3(a)), but also precision and recall are shown (Figure 3.3(b)).

(a) F1-Score

(b) various metrics

Figure 3.3: Performances of best algorithms in ICPR 2012 contest
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Chapter 4

Design of a Mitosis
Detection algorithm

“Ab uno
disces omnis”
(Learn everything from one)

Publius Vergilius Maro (Aeneis II, 65-66)

We developed an algorithm to perform mitosis-detection as a part of our
work, with the aim to compare its results with humans facing the same task.

4.1 Dataset

We used the public MITOS dataset [2]. The dataset is composed by a total
of 50 images with size 2084×2084 pixel, covering an area of 512×512 µm
each, acquired with an APERIO XT scanner (see Figure 2.1). A unique
split is defined by the dataset authors, with 35 images used for training
and 15 for evaluation. The dataset contains a total of about 300 mitosis,
which were annotated by an expert pathologist. The performance of the
algorithms participating to the 2012 ICPR mitosis detection contest are
shown in Section 3.5.
With reference to Figure 3.1, we focused on on the classification subproblem,
with the ROIs given as an input. The input is given in form of an image
patch with size 100×100 pixel: such size completely contains the image of
the cell.



The task is to map each patch to one of two classes:

C1 : the image contains a mitosis at its center,

C0 : the image does not contain a mitosis anywhere.

There are no samples in which a mitosis is visible off-center.

4.1.1 Image Candidates

For the C1 class, all the 216 mitosis available in the 35 training images are
chosen as training samples, and all 87 mitosis in the evaluation images are
chosen as evaluation samples.
We enforced an even distribution of the two classes classes both in training
and in evaluation sets, and therefore selected 216 C0 samples for training
and 87 C0 samples for evaluation; the resulting training set contained 432
samples.
Millions of different C0 samples may be randomly chosen from the original
training and evaluation images: an overwhelming majority of such samples
would not contain any nucleus and therefore be non-informative for training
and trivial for evaluation. Limiting the choice to non-mitotic nuclei � which
greatly outnumber mitotic ones � would not solve the problem, since most
of such nuclei look very similar to each other and are trivially identified as
non-mitotic. Only a small subset of non-mitotic nuclei � as well as other
structures and artifacts � pose an actual challenge, both for humans and for
algorithms.
In order to select such objects as C0 samples, we used the output produced
by a simple CNN-based mitosis detector, similar to the one outlined in an-
other work on the same dataset [17], for selecting useful training samples.
The detector, built at IDSIA, was trained on few images in the training set,
then applied on the whole dataset. Because the detector was simple and
trained on a small amount of data, it performed poorly and detected a lot of
false positives. C0 samples have been randomly chosen among the outputs
of such detector which are farther than 50 pixels from the centroid of any
mitosis; this ensures that no actual mitosis is visible in the corresponding
image patch. The resulting samples do in fact resemble mitosis, are informa-
tive in the training set and appear non-trivial in the evaluation set. Finally,
10 C0 samples in the evaluation set are substituted with 5 random false
positives obtained from each of the two best performing algorithms (IDSIA
and IPAL). These last 10 samples are particularly useful to compare humans
to algorithms, in fact allowed us to better observe how test subjects behave
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on the algorithms’ false positives, which are rare in the evaluation set be-
cause algorithms were tuned to solve a problem with very low prevalence of
mitotic samples.

4.1.2 Extended Dataset

We extended our dataset by rotating and mirroring each image patch (see
Figure 4.1). We used the extended dataset only for the detection algorithm,
so that we could analyze the effect of different features, which can be ex-
plicitly dependent on orientation or not, on the global performance of the
classifier.
In case of extended dataset, the classification of a single image patch be-
comes the average of the classifications obtained on the 8 samples.

ci =
∑8
j=1 cij

8 (4.1)

Where ci represents the classification of image patch i, and cij represents
the classification of variation j of image patch i .

Figure 4.1: Extended dataset
(a),(b),(c): π/2 clockwise rotations, (d),(e),(f): mirror and π/2 clockwise rotations.
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4.2 Feature Extraction

Each image patch can be represented as a 100×100×3 matrix, where the
(i, j, :) triplet represents the RGB value of point with coordinates (i, j) in the
image. Each value is in the range 0 to 255. Starting from these (raw) data
we extracted some features by which we trained and tested our classifiers.

4.2.1 Simple Features

The simplest features that can be computed involve the average and the
standard deviation of the Red-Green-Blue (RGB) values of the image patch.
They can be computed on all the data or can be maintained separated for
each RGB component. In the first case, average and standard deviation
each give one value every instance:

m = 1
100 · 100 · 3

100∑
i=1

100∑
j=1

3∑
k=1

iijk

 (4.2)

σ =

√√√√√ 1
100 · 100 · 3

100∑
i=1

100∑
j=1

3∑
k=1

(iijk −m)2

 (4.3)

Otherwise, average and standard deviation produce a vector of three
components:

M =


1

100·100

(∑100
i=1

∑100
j=1 iij1

)
1

100·100

(∑100
i=1

∑100
j=1 iij2

)
1

100·100

(∑100
i=1

∑100
j=1 iij3

)
 (4.4)

S =



√
1

100·100

(∑100
i=1

∑100
j=1(iij1 −M(1))2

)
√

1
100·100

(∑100
i=1

∑100
j=1(iij2 −M(2))2

)
√

1
100·100

(∑100
i=1

∑100
j=1(iij3 −M(3))2

)

 (4.5)

Another simple set of features is represented by the median of each RGB
value. The median is defined as the numerical value separating the higher
half of the data sample, from the lower half and can be found by arranging
all the data from lowest value to highest value and picking the middle one,
or the mean of the two middle values, in case of even data. Each of the
features above are independent of the orientation of the image.

42



4.2.2 Color Histograms and Intensities

A color histogram is a representation of the distribution of colors in an
image, i.e. the number of pixels that have colors in each of a fixed list of
color ranges [90], that span the image’s color space. The color histogram
can be built for any kind of color space, although the term is more often
used for three-dimensional spaces like RGB or Hue Saturation Value (HSV).
A histogram of an image is produced first by discretization of the colors in
the image into a number of bins, and counting the number of image pixels
in each bin. We built the RGB color histogram for each image patch, using
16 bins for each channel. The feature vector is so composed of 48 elements.
Also this feature is orientation independent.

Figure 4.2: Color Histograms of sample image

It is generally possible to transform a color image into a gray-scale one.
One typical transformation algorithm, applied pixel by pixel, is the following:

pixgray = 0.2989 · pixred + 0.5870 · pixgreen + 0.1140 · pixblue (4.6)

On the resulting monochromatic image, it is possible to compute an
intensity histogram.
We preferred to compute a slightly different feature: the average intensity in
the 25 central regions of the image. We first computed the gray-scale image
according to Equation 4.6, then we selected the central part of the image
and divided it in a grid of 5 × 5 elements. We finally computed the mean
intensity for each element. Figure 4.3 illustrates the procedure.

The resulting feature vector is composed of 25 values, corresponding
to the intensities, ordered columnwise. This type of feature is orientation
dependent.
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Figure 4.3: Mean gray-scale intensity of central part of image patch

4.2.3 Texture Features

Texture features are widely used in different CV tasks, as pointed out in
Section 2.2.3. We focused on the features based on Local Binary Patterns
(LBP), described in [69] and [68]. The general idea of LBP is described on
page 17. The LBP features considered here are labeled LBPP,R where P is
the number of neighbors considered and R is the distance from the pixel.
The two main characteristics of the LBPs considered are:

• uniformity: which is a fundamental property of local image texture.
It refers to the uniform appearance of the local binary pattern: that
is, there is a limited number of transitions or discontinuities in the
circular presentation of the pattern. The most frequent uniform bi-
nary patterns correspond to primitive “microfeatures”, such as edges,
corners, and spots; hence, they can be regarded as feature detectors
that are triggered by the best matching pattern.

• rotation invariance: which takes into account if a spatial pattern is
affected by rotation or not.

Three different types of features can be built, on the basis of the relations
described Equation 2.4:

1. LBPu2
P,R: uniform feature,

2. LBPriP,R: rotation invariant feature,

3. LBPriu2
P,R : uniform and rotation invariant feature,

In particular we used:

LBPtype
8,R where

type ∈ {ri, u2, riu2}
R ∈ {1, 2, 3}

(4.7)
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while building the feature vector, we used the type parameter in a mutually
exclusive way, i.e. we did not concatenate LBPs of different types. On the
other hand, we built feature vectors with various combitations of radii.
The following equations show the three different mutually exclusive texture
feature sets that we considered.

L =
[
LBPriu2

8,1 ,LBPriu2
8,2 ,LBPriu2

8,3

]
(4.8)

U =
[
LBPu2

8,1,LBPu2
8,2,LBPu2

8,3

]
(4.9)

R =
[
LBPri8,1,LBPri8,2,LBPri8,3

]
(4.10)

Finally, we considered the VAR operator, as described in Equation 2.5.
As, from early tests, a single VAR value for the entire image patch proved
to be non-significant, we decided to follow an approach similar to the one
described for the intensity histogram (see Figure 4.3) and evaluated the
mean value of a grid of samples in the central region of the image. Figure
4.4 shows a sample of VAR(8,1) computation. Please note that the gray-
scale mapping of the VAR(8,1) figure has been adjusted to be visible with
full gray-scale range.

Figure 4.4: Example of VAR(8,1) feature

The resulting feature vector is composed of 36 values, corresponding to
the average VAR(8,1) in each element of the grid, ordered columnwise. This
type of feature is orientation dependent.
The Matlab code implemented to build the feature vectors can be found
at https://github.com/Ccaccia73/mitosis-experiments, into the sub-
directory common, function extractFeatures.m.
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4.3 Classifiers

Once defined the set of feature to be considered, it is possible to build a
matrix whose lines represent an instance (i.e. an image patch) and whose
columns represent a feature (or a component of it): Equation 4.11 represents
such matrix.

Mfeats =



1 · · · · · · · · · nfc

1 c111 c112 · · · c1k1 · · · c1knk
· · · c1nf 1

...
...

... . . . ... . . . ... . . . ...
...
ni cni11 cni12 · · · cnij1 · · · cnijnj · · · cninf 1


(4.11)

features

instances

feat1 featj featnf

Where nf is the total number of features and ni is the total number of
instances. Each feature can be made of more than one component (e.g. feat1
and featj in the example). For this reason, the total number of columns
in the matrix (nfc) is given by the sum of all the feature components. So,
each element of the matrix cijk is the kth component of the jth feature in
the ith instance. The matrix representing the eavluation set is built in the
same way.
A vector represents the class which every instance belongs to. Equation 4.12
describes such vector:

Vclass =



1 e1
...

...
ei

...
...

ni eni


(4.12)

instances

class

where ei belongs to one of the two classes. In some implementations of
binary classifiers it is required that ei ∈ {−1, 1} ∀i = 1, · · · , ni, otherwise
ei ∈ {0, 1} ∀i = 1, · · · , ni. The vector representing the GT of the evaluation
set is built in the same way.
Having a matrix representing the training feature set, a matrix represent-
ing the evaluation (i.e. testing) feature set and two vectors including the
GT classification of each image patch, it is possible to run a classifier that
tries to get insights form the feature set in order to classify the evaluation set.
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In our work we focused on two types of classifiers:

• Support Vector Machines, which are widely used in computer vision
classification problems, in particular in biomedical imaging ([87, 91,
48, 16], see also Section 3.3),

• Random Forests, which is a relatively new ensemble approach that can
also be thought of as a form of nearest neighbor predictor ([12, 39, 10]).

We also mention CNN, as it played a relevant role in the definition of
our dataset (see Section 4.1.1).

4.3.1 Support Vector Machines

We used the Matlab implementation of the libSVM described in [42]. SVMs
are a popular classification technique. The goal of SVM is to produce a
model (based on the training data) which predicts the target values of the
test data given only the test data attributes. Given a training set of instance-
label pairs (xi, yi), i = 1, · · · , l, where xi ∈ Rn and y ∈ {−1, 1}l.
The SVM requires the solution of the following optimization problem:

min
w,b,ξ

1
2wTw + C

l∑
i=1

ξi

Subject to:

yi
(
wTφ(xi) + b

)
≥ 1− ξi

ξi ≥ 0

(4.13)

The training vectors xi are mapped into a higher dimensional space
(maybe infinite), by the function φ. SVM finds a linear separating hyper-
plane with the maximal margin in this higher dimensional space. C > 0 is
the penalty parameter of the error term. The function

K(xi,xj) = φ(xi)Tφ(xj) (4.14)

is called the kernel function. Many kernel functions have been defined,
the most common are:

• linear : K(xi,xj) = xi
Txj,

• polynomial: K(xi,xj) =
(
γxi

Txj + r
)d
, γ > 0,
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• Radial Basis Function (RBF): K(xi,xj) = exp
(
−γ‖xi − xj‖2

)
, γ > 0,

• sigmoid: K(xi,xj) = tanh
(
xi
Txj + r

)
.

Where γ, d and r are kernel parameters [66].
In our work we focused on RBFs and sigmoid kernels, which are used in
most cases. In SVMs the support vectors are the training instances that
concur to define the separating hyperplane in the kernel space. The image
of Figure 4.5 gives a linear representation of a SVM.

Figure 4.5: Representation of a SVM classification

4.3.2 Random Forests

Decision Trees (DTs) are attractive classifiers due to their high execution
speed and simplicity. However, trees often suffer from performance loss, in
terms of generalization accuracy on unseen data when the complexity of the
problem grows [38].
Random Forests are a combination of tree predictors such that each tree
depends on the values of a random vector sampled independently and with
the same distribution for all trees in the forest [12]. So, RF can be viewed
as an ensemble approach that can also be thought of as a form of nearest
neighbor predictor. Ensembles are a divide-and-conquer approach used to
improve performance. The main principle behind ensemble methods is that a
group of “weak learners”can be combined together to form a “strong learner”.
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Each classifier, individually, is a weak learner, while all the classifiers taken
together are a strong learner. An example of DT is shown in Figure 4.6.

Figure 4.6: Example of a Decision Tree

A RF is composed by a number of trees T. For some number m, m fea-
tures are randomly selected from the feature vector. The subset of variables
is used to train a DT.
According to Breiman implementation of RFs, m should be that� than the
number of features.
We adopted the convention (as described in [12]) that m ≤ log2 F + 1 and
used an ensemble of 500 trees.
While running a RF, when a new input is entered into the system (a test
sample), it is run down all of the trees, each of which classifies it in a hard
way (see Section 3.2): in a sense, each tree gives a vote for the current sam-
ple. The result is the average of all of the terminal nodes that are reached,
giving a final soft classification. RFs are generally quite fast, robust classi-
fiers, and are also used in image classification [10].
The Matlab code implemented to classify data can be found in function
classifyData.m in the same repository.

4.4 Classification Process

Once a classifier is trained on the training set, it can be used to classify
unseen data (i.e., the evaluation or testing set). The classifier function is
applied to each instance of the evaluation feature set, which is built as the
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matrix described in Equation 4.11.
The output of the classifier is a vector like the one described in Equation 4.12,
unless that, generally, the classification process gives a soft classification (see
Section 3.2), which means that −1 ≤ ei ≤ 1 ∀i = 1, · · · , ni, or 0 ≤ ei ≤ 1,
depending on the definition of the classes.
The performance parameters are computed as a function of a classification
threshold, as described in Section 3.4.2.
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Chapter 5

Design of a User Study

“`πάντων χρημάτων μέτρον΄, ἄνθρωπον εἶναι, ΄τῶν μὲν ὄντων ὡς ἔστι, τῶν δὲ
μὴ ὄντων ὡς οὐκ ἔστινv.΄”
(man is “the measure of all things, of the existence of the things that are
and the non-existence of the things that are not.”)

Πλάτων (Plato, Theaet. 152a)

We built a web interface to collect data originated from mitosis classification
performed by humans.

5.1 Test Design

The problem of detecting mitosis can be cast as a problem of classifying
image patches. In fact, most detection algorithms are based on classifiers
which map an image patch to the probability that a mitosis appears at
its center; once such classifier is known, the detection problem is solved
by applying it on a sliding window over the input image, or to a set of
candidate patches identified in a previous step. The classification task can
be presented to an user through a very simple and immediate interaction
mechanism: in fact, a single decision is required for each patch. In contrast,
detection would require a more complicated interaction with users. For this
reason, we focused on the classification subproblem. For a given sample,
input is given in form of an image patch with size 100×100 pixel: such size
completely contains the image of the cell, and most algorithms generally use



data from a smaller window. The task proposed to the user is the same as
the one tackled in automatic classification (see Chapter 4), that is to map
each patch to one of two classes:

C1 : the image contains a mitosis at its center,

C0 : the image does not contain a mitosis anywhere.

with no samples containing a mitosis visible off-center.

5.1.1 Dataset

The dataset is the same as the one described in Section 4.1.

5.1.2 Programming Framework

The user interface has been built in Ruby on Rails (RoR)1, which is an open
source web application framework which runs on the Ruby programming
language [19], and allows to develop complete, dynamic pages without too
much overhead [6]. RoR makes an extensive use of the concept of Con-
vention over Configuration (CoC) which is a software design paradigm that
seeks to decrease the number of decisions that developers need to make,
gaining simplicity and standardization. In fact the directory structure of a
RoR project is auto-generated and standardized, and also class names are
conventionally mapped to identically named database tables and the fields
to its columns.
The application built for this project has been deployed on the Heroku appli-
cation platform2 and its on-line implementation is reachable at the following
url: http://mitosis-detection.herokuapp.com/.

5.2 User Interface

In this section we describe the user interface built to present samples to the
user and to collect the classification data.

1http://rubyonrails.org/ [35]
2https://www.heroku.com/
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5.2.1 Introduction

In the first stage the user receives some information about the purpose of
the test and is required to give some simple information (see Figure 5.1),
summarized in:

• her/his experience, in particular:

1. the user doesn’t work in biology and new to such a problem,
2. he is a biologist,
3. he is an histologist, and so has direct experience in the task.

• her/his color ability, that is:

1. he has normal color ability,
2. he is colorblind.

• the user can optionally give a nickname that is recorded with the data.

form

Figure 5.1: Intro page

5.2.2 Training

Once the user decides to participate, a new detection entity is created and
linked to a unique alphanumeric string that can be used to retrieve the

53



summary of the performance. The first step of the classification process
is the training phase, during which the subject is shown 216 labeled C1
samples, 216 labeled C0 samples, and instructed to study them and devise
some differentiating criteria (see Figure 5.2). The dataset is composed of
the same images as the one used for automatic classification (see Section
4.1).

C1 C0

Figure 5.2: Training page

5.2.3 Evaluation

During evaluation, the subject is presented with one evaluation sample at a
time (randomly chosen among unseen ones), and asked to provide a classi-
fication as one of:

• definitely mitosis: p(C1) = 1.0,

• probably mitosis: p(C1) = 0.75,

• probably non-mitosis: p(C1) = 0.25,

• definitely non-mitosis: p(C1) = 0.0,

During the evaluation phase, the whole training set remains visible for
reference (see Figure 5.3). The number of classification options has been
chosen so that the user is led to make a commitment over the type of current
image: towards C0 or towards C1.
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C1 C0

sample class

Figure 5.3: Evaluation page

A number of design decisions are taken in order to balance the trade-off
between test fairness and subject engagement. Most importantly, the user
is given immediate feedback as to whether the last decision was correct or
wrong (see Figure 5.4): on one hand, this encourages continuous learning
while the evaluation is taken and makes users much more willing to improve
and fine-tune their strategies; on the other hand, subjects can count on a
growing training set, which gives them an unfair advantage over algorithms.

In addition, subjects are allowed to finish the test at any time, the ones
who reach a minimum of 20 classifications are shown their current average
accuracy, as illustrated in Figure 5.5.

5.2.4 Comments

After concluding the classifications, the subject can write his opinions about
the classification criteria that he devised during the process (see Figure 5.6).

5.2.5 Performances

Finally, the user can review his overall performance, viewing his confusion
matrix, his accuracy, sensitivity and specificity (as described in Section 3.4).
The results page is shown in Figure 5.7.
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(a) positive Feedback

(b) negative Feedback

Figure 5.4: Examples of classification feedback

Figure 5.5: Current performance
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Figure 5.6: Comment page

Figure 5.7: user results page

5.3 Data collection

In a not directly reachable web-page, it is possible to view and download
all the data collected by the site. A table, shown in Figure 5.8, reports the
main information of all the concluded classifications.
It is possible to download (see Figure 5.9) two .csv files. One (images.csv)
summarizes the dataset, for each image patch it gives:

• id: a unique number identifying each image,

• image: the name of the image from which the patch has been taken,

• coordinates: the (x, y) coordinates of the center in the image,

• type: if the image is C1 or C0.
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The other file (users.csv) summarizes the classifications. Each detection
starts with a line beginning with the keyword USER. The first line of a de-
tection reports the information concerning user and detection:

• nickname, user type and color ability of the user,

• timestamp of the detection,

• number of detections: TPs, TNs, FPs, FNs,

• ID of the detection.

The line concerning the classified images reports:

• id: the unique number identifying the patch,

• image: the name of the image from which the patch has been taken,

• coordinates: the (x, y) coordinates of the center in the image,

• type: if the image is C1 or C0.

• classification: how the user classified the image: {0.0, 0.25, 0.75, 1.0},

• time: how many seconds took the user to decide.

Finally it is possible to view all the comments left by the users (see Figure
5.10).

Figure 5.8: Overall results page
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Figure 5.9: Download buttons

Figure 5.10: User comments

5.4 Source Code

The entire project source code is maintained at the following repository:
https://github.com/Ccaccia73/tydes.
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Chapter 6

Experimental Results

“Duo enim sunt modi cognoscendi, scilicet per argumentum et experimentum.
Argumentum concludit et facit nos concedere conclusionem, sed non certificat
neque removet dubitationem ut quiescat animus in intuitu veritatis, nisi eam
inveniat via experientiae.”
(There are two modes of acquiring knowledge, reasoning and experience.
Reasoning guides us to a sound conclusion, but does not remove doubt from
the mind until confirmed by experience.)

Roger Bacon (Opus Majus part VI, ch. I)

In this section we describe the experiments made and the performance
obtained from some classifiers built on the feature set described in Section
4.2, furthermore we compare those results with the performances of users
who classified the images using the website described in Chapter 5.

6.1 Experimental setup

Here we describe the set of experiments that we run on the dataset. Each
experiment has been executed classifying data with a Random Forest (RF)
classifier and a Support Vector Machine (SVM).
We adopted some conventions to describe a specific feature-set in a short
way. As described in Section 4.3, a feature matrix is composed of features
placed side by side, so a complete set can be represented by a string whose
characters correspond to a specific feature. We used the following nomen-
clature:



• M: mean value per color (Section 4.2.1),

• S: standard deviation per color (Section 4.2.1),

• d: median per color (Section 4.2.1),

• H: color histograms (Section 4.2.2),

• i: mean intensities (Section 4.2.2),

• L: LBPriu2 with radii 1-2-3, 8 neighbors (Section 4.2.3),

• R: LBPri with radii 1-2-3, 8 neighbors (Section 4.2.3),

• U: LBPu2 with radii 1-2-3, 8 neighbors (Section 4.2.3),

• V: VAR, pixel variance (Section 4.2.3).

Thus a feature set can be described by the string MSHLV, meaning that the
above corresponding features have been concatenated. We remind here that
features L, R and U are used in a mutually exclusive way.

6.2 Experiments

We run different experiments to analyze the performances of the selected
classifiers and to determine which feature set is most suitable to classify our
data. In this section we describe the experiments made and, for each one of
them, we report the most significant results.

6.2.1 Normalization

Te first aspect that we took into account regarded normalization of data.
Each feature in the feature vector can range among different values. The
procedure that we used as a reference (described in the guide in [42]) claims
that the scaling of data is very important in order to obtain a good clas-
sification with SVMs [50]. On the other hand, RFs, as composed of DTs,
should not be influenced by scaling.
The general idea is to rescale the data so that each new feature z has:
µ = 0, σ = 1, using the following relations:
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µ = 1
N

N∑
i=1

xi (6.1)

σ =

√√√√ 1
N
·
N∑
i=1

(xi − µ)2 (6.2)

zi = xi − µ
σ

(6.3)

We run some test with different sets of features.
We remind here that the Matlab code implemented to run the experiments
can be found at https://github.com/Ccaccia73/mitosis-experiments,
into the sub-directory classify.

6.2.2 Normalization: Experimental Results

We tried to classify different feature sets, starting with simple ones.

Features: MSi

With a simple set of features the main results are the following:

Performances

AUC accuracy precision F1-Score sensitivity specificity

SVM std 0.79 74.14% 81.82% 0.71 86.21% 62.07%
SVM norm 0.74 71.26% 70.79% 0.72 70.11% 72.41%
RF std 0.80 75.86% 77.78% 0.75 79.31% 72.41%
RF norm 0.80 75.86% 78.48% 0.75 80.46% 71.26%

Table 6.1: MSi results

The data in Table 6.1 show that, with normalization, the RF classifier
remains almost unchanged, which is to be expected, while, the SVM classifier
worsens its performance. With these simple features no advantages have
been obtained. The ROC curve of the classifiers is shown in Figure 6.1.
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(a) SVM - ROC (b) RF - ROC

Figure 6.1: ROC curves for MSi feature classification

Features: MSiHLV

The results of applying normalization to data are different when much more
features are involved. For example, in a MSiHLV feature-set (but same results
have been found for example for MSiHUV), the SVM classifier is unable to find
a proper classification with standard features; on the other hand, the results
are interesting when normalization is applied. Similarly to the previous case
(Table 6.1), the RF classifier is slightly influenced by normalization. Table
6.2 shows the results.

Performances

AUC accuracy precision F1-Score sensitivity specificity

SVM norm 0.87 79.89% 74.07% 0.82 67.82% 91.95%
RF std 0.89 81.03% 79.35% 0.82 78.16% 83.91%
RF norm 0.90 81.61% 77.23% 0.83 73.56% 89.66%

Table 6.2: MSiHLV results

The ROC curve of the classifiers is shown in Figure 6.2.
As, on one hand, normalization is generally considered a good practice

and, on the other hand, as we found advantages in our experiments when
we applied it to the data, we considered only a normalized dataset in all the
following experiments.
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(a) SVM - ROC (b) RF - ROC

Figure 6.2: ROC curves for MSiHLV feature classification

6.2.3 Extended Dataset

In this experiment we analyzed the effect of considering the extended dataset,
as described in Section 4.1.2. Rotated and mirrored images should provide
some information for all the features that are orientation dependent. In all
the other cases, the added elements are just replicates of already present
instances. Also in this case we run tests with different sets of features.

6.2.4 Extended Dataset: Experimental Results

We considered three ways of extending our dataset, resulting in four different
experiments:

• no dataset is extended (abbreviated with default),

• the train dataset is extended (abbreviated with ext-T ),

• the evaluation dataset is extended (abbreviated with ext-E),

• both dataset are extended (abbreviated with ext-A).

We expected some advantages in extending the dataset when orientation-
dependent features are involved. On the other hand, growing the dataset too
much could bring in much more noise than useful information, resulting in a
worse performance of the classifier. When the evaluation dataset is extended,
the classification value of an image is the average of the classification of the
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derived images (see Section 4.1.2). We report here the most significant
experiments and results.

Features: MSiHU - classifier: SVM

We applied our SVM classifier to the feature-set coded MSiHU, please note
that feature U is orientation dependent. The results are the following:

Performances

AUC accuracy precision F1-Score sensitivity specificity

SVM def. 0.86 79.89% 80.23% 0.80 80.46% 79.31%
SVM ext-T 0.87 81.03% 80.00% 0.81 79.31% 82.76%
SVM ext-E 0.87 81.61% 85.71% 0.80 87.36% 75.86%
SVM ext-A 0.88 81.61% 80.22% 0.82 79.31% 83.91%

Table 6.3: MSiHU results (SVM)

More in detail, the number of classified images at optimal threshold is
the following:

classified images

TP FN TN FP

SVM def. 69 18 70 17
SVM ext-T 72 15 69 18
SVM ext-E 66 21 76 11
SVM ext-A 73 14 69 18

Table 6.4: MSiHU classified images (SVM)

Looking at Table 6.4, the number of TPs shows an interesting trend.
Extending the train dataset improves the classification performance of TPs,
worsening the number of TNs of just a unit. It appears that an extended
dataset brings some more information. When the only evaluation dataset is
extended, the number of TPs lowers considerably, meaning that the training
set lacks some information to classify mitoses. On the other hand, the
number of TNs is at top. The overall best performance is found when both
datasets are extended. The ROC curves of this classification is shown in
Figure 6.3.
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Figure 6.3: ROC curves for MSiHU features - SVM classification

Features: MSiHU - classifier: RF

We applied our RF classifier to the same dataset, with the results shown in
Table 6.5.

Performances

AUC accuracy precision F1-Score sensitivity specificity

RF def. 0.85 78.74% 81.25% 0.78 82.76% 74.71%
RF ext-T 0.86 79.31% 76.29% 0.80 73.56% 85.06%
RF ext-E 0.86 78.16% 74.75% 0.80 71.26% 85.06%
RF ext-A 0.86 77.59% 74.00% 0.79 70.11% 85.06%

Table 6.5: MSiHU results (RF)

More in detail, the number of classified images at optimal threshold is
reported in Table 6.6.
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classified images

TP FN TN FP

RF def. 65 22 72 15
RF ext-T 74 13 64 23
RF ext-E 74 13 62 25
RF ext-A 74 13 61 26

Table 6.6: MSiHU classified images (RF)

In this classification the extended dataset brings an improvement in the
detection of mitoses, while worsens the detection of non-mitoses. The ROC
curves of this classification is shown in Figure 6.4.

Figure 6.4: ROC curves for MSiHU features - RF classification
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Features: MSiHR - classifier: RF

We applied our RF classifier to the feature-set coded MSiHR, which is an
orientation independent dataset. The results are shown in Table 6.7.

Performances

AUC accuracy precision F1-Score sensitivity specificity

RF def. 0.89 82.18% 84.15% 0.82 85.06% 79.31%
RF ext-T 0.90 81.61% 83.95% 0.81 85.06% 78.16%
RF ext-E 0.89 81.61% 85.71% 0.80 87.36% 75.86%
RF ext-A 0.90 81.03% 85.53% 0.80 87.36% 74.71%

Table 6.7: MSiHR results (RF)

More in detail, the number of classified images at optimal threshold is
reported in Table 6.8.

classified images

TP FN TN FP

RF def. 69 18 74 13
RF ext-T 68 19 74 13
RF ext-E 66 21 76 11
RF ext-A 65 22 76 11

Table 6.8: MSiHR classified images (RF)

Looking at Table 6.8, the most interesting trend concerns the number of
TPs. In fact, using an extended dataset with no rotation dependent features
brings no advantages, instead reduces the number of detected mitoses. In a
sense, there is more noise than useful information. On the other hand, it is
always visible the fact that TNs are better detected with extended datasets.
The ROC curves of this classification is shown in Figure 6.5.

In the following examples we considered extended datasets, unless ex-
plicitly specified.

69



Figure 6.5: ROC curves for MSiHR features - RF classification

6.2.5 Best Feature Combinations

In this experiment we looked for the best combination of features, so we
considered all the features described in 4.2. Having n features, maybe multi-
component, they can be combined in 2n − 1 ways. As the texture features
(see Section 4.2.3, in particular Equation 4.8) are mutually exclusive, we
run three different experiments, one for each texture feature set.
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6.2.6 Best Feature Combinations: Experimental Results

Having run all possible combinations of features, we report here the best
performance found, divided for RF and SVM classifiers.

Best Performances - classifier: SVM

The four feature sets which gave best results, when classified with SVM,
are described in Table 6.9. The detailed number of classified images, at the
optimal classification threshold, is shown in Table 6.10.

Performances

AUC accuracy precision F1-Score sensitivity specificity

SVM - H 0.83 79.89% 73.21% 0.82 65.52% 94.25%
SVM - MSiVH 0.85 78.74% 87.88% 0.76 90.80% 66.67%
SVM - SiU 0.88 84.48% 81.91% 0.85 80.46% 88.51%
SVM - SiVHU 0.88 80.46% 77.32% 0.82 74.71% 86.21%

Table 6.9: Best SVM results

classified images

TP FN TN FP

SVM - H 82 5 57 30
SVM - MSiVH 58 29 79 8
SVM - SiU 77 10 70 17
SVM - SiVHU 75 12 65 22

Table 6.10: Best SVM results - classified images

The ROC curves of these classifications are shown in Figure 6.6.
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Figure 6.6: ROC curves for best feature-set - SVM classification

Best Performances - classifier: RF

The four feature sets which gave best results, when classified with RF are
described in Table 6.11. The detailed number of classified images, at the
optimal classification threshold is shown in Table 6.12.

Performances

AUC accuracy precision F1-Score sensitivity specificity

RF - iVHL 0.90 83.91% 79.80% 0.85 77.01% 90.80%
RF - MSHL 0.89 81.03% 89.71% 0.79 91.95% 70.11%
RF - MSiVHR 0.91 83.91% 81.05% 0.85 79.31% 88.51%
RF - SHL 0.89 80.46% 73.04% 0.83 64.37% 96.55%

Table 6.11: Best RF results
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classified images

TP FN TN FP

RF - iVHL 79 8 67 20
RF - MSHL 61 26 80 7
RF - MSiVHR 77 10 69 18
RF - SHL 84 3 56 31

Table 6.12: Best RF results - classified images

The ROC curves of these classifications are shown in Figure 6.7.

Figure 6.7: ROC curves for best feature-set - RF classification
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Comparison between classifiers

Having classified our evaluation set with a considerable number of differ-
ent features, we could try to answer the question whether one of the two
considered classifiers outperforms the other. We used, as a metric for our
analysis, the AUC and the accuracy, and considered the three different com-
plete feature sets: MSiVHU, MSiVHR and MSiVHL. Having tried all the possible
combinations, the sorted the results obtained by the RF classifier in ascend-
ing order and plotted the results obtained by the SVM classifier in the same
sequence.
The results are showed on Figures 6.8, 6.9 and 6.10.

(a) MSiVHL - AUC (b) MSiVHL - accuracy

Figure 6.8: Features MSiVHL - overall performances

(a) MSiVHR - AUC (b) MSiVHR - accuracy

Figure 6.9: Features MSiVHR - overall performances

While it is generally true that the mean performance of the RF classifier
is better (in terms of AUC and accuracy) than the one given by the SVM
classifier, it is not possible to say that RF outperforms SVM. There are many
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(a) MSiVHU - AUC (b) MSiVHU - accuracy

Figure 6.10: Features MSiVHU - overall performances

cases in which the SVM performance turns out to be better, in particular
when the LBPu2 feature is involved (see Figure 6.10). Nevertheless, the best
RF performance is better than SVM’s.

6.2.7 Dataset Dimension

In this experiment we analyzed the effect of the size of the training dataset
on the classification performance, in term of selected instances. To achieve
this goal, we repeatedly selected random subsets of the extended dataset
and applied our classifier. To avoid the dependence on the specific selected
subset, we run many different experiments with randomly chosen subsets
with the same size and then we averaged the results.

6.2.8 Dataset Dimension: Experimental Results

Considering fractions of the training dataset in the range 1% →100%, we
performed the classification on the whole evaluation set, having trained the
classifier o a randomly selected subset. In order to reduce the risk of biases
due to a specific subset, we made different trials, selecting at each time the
training dataset. We used the following empirical rule to decide the number
of trials in function of the subset size:

subset-size
trial · (] of trials) ≈ 3 (6.4)

Equation 6.4 brings to the number of trials illustrated in Figure 6.11.
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Figure 6.11: Subset size and number of trials

We run experiments on different sets of features that performed well
in previous tests (not necessarily the best ones): iVHL, MiVHU and MSVHR.
We initially used used both of our classifiers. However, it emerged that,
with some combination of instances, the SVM was unable to find a proper
solution. For this reason we preferred to focus on the performances of the
RF classifier, which contextually turned out to be more robust.
As usual we considered, as a metric of performance, AUC and accuracy.

Classifier: RF - Features iVHL

The results are shown in Figure 6.12, where the continuous line represents
the average of the performance, and the dots represent the single classifica-
tion result.

It is apparent that, on one side, the performance grows with the subset
size, and on the other side the variance of the performance reduces. Once
the 20% of the dataset size is reached, the average performance remains
steady, but it is necessary to reach about the 50% of the dataset to have
small variability of the data.
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(a) RF iVHL - AUC

(b) RF iVHL - accuracy

Figure 6.12: Features iVHL - sample size

Classifier: RF - Features MiVHU

Figure 6.13, shows the results with MiVHU feature set.
The results are similar to the ones shown in Figure 6.13. In this case, at 20%
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(a) RF MiVHU - AUC

(b) RF MiVHU - accuracy

Figure 6.13: Features MiVHU - sample size

of the dataset size a maximum of the AUC performance is reached, even if
the negative slope of subsequent data is negligible (see Figure 6.13(a)).
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Classifier: RF - Features MSVHR

Figure 6.14, shows the results with MSVHR feature set.

(a) RF MSVHR - AUC

(b) RF MSVHR - accuracy

Figure 6.14: Features MSVHR - sample size

The results are similar to the previous ones: in this case the maximum
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AUC performance is reached even at lower subset dimension, and then a
steady state is maintained, while a negligible variability is reached at about
40% of the dataset (see Figure 6.14(a)). In this experiment the variability
of accuracy appears to be accentuated (see Figure 6.14(b)).

6.2.9 SVM parameters

In the experiments above we noted that SVMs are more sensible to the
selected features and to the size of the dataset, meaning that, in some cases,
SVM performs poorly on data. So we decided to analyze in a deeper way if
some of the configuration options of the classifier (i.e. kernel type, degree
in kernel function, etc. ) could improve the performance.

6.2.10 SVM parameters: Experimental results

We tried different configuration parameters for the SVM classifier on the
feature set MSiHLV, on which SVM performed poorly: AUC = 0.531 and
accuracy = 0.58.
We changed the allowed parameters in the libSVM implementation that we
used (see Section 4.3.1):

• Kernel type: RBFs (default) or sigmoidal,

• degree: from 3 (default) up to 7.

As we didn’t notice any particular benefit in modifying the parame-
ters above (i.e. the performances remained identical), in the following ex-
periments we continued using the default parameters. This experiments
confirmed that, for our classification problem, RFs turned out to be more
robust.

6.2.11 Principal Component Analysis

Even when considering only simple features, the feature space can reach high
dimensions (i.e. a lot of components). It is common experience, in many
classification problems, that when the dimensionality increases, the volume
of the space increases so fast that the meaningful data become sparse in a
substrate of noise.
This situation is often referred to as the curse of dimensionality [7]. In ML
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problems that involve learning from a finite number of data samples in a
high-dimensional feature space, with each feature having a number of possi-
ble values, an enormous amount of training data are required to ensure that
there are several samples with each combination of values. With a fixed
number of training samples, the predictive power reduces as the dimension-
ality increases, and this is known as the Hughes effect [70].
Principal Component Analysis (PCA) is a way to reduce the dimensionality
of the dataset [49]. PCA is a mathematical procedure that uses an orthog-
onal transformation (SVD transformation) to convert a set of observations
of possibly correlated variables into a set of values of linearly uncorrelated
variables called principal components. This transformation is defined in such
a way that the components are sorted in descending magnitude of explained
variance: that is, the first principal component has the largest possible
variance ( accounts for as much of the variability in the data as possible),
and each succeeding component, has the highest variance possible under the
constraint that it is orthogonal to (i.e. uncorrelated with) the preceding
components. PCA is sensitive to the relative scaling of the original vari-
ables, and so we applied it on normalized data [79]. In our experiments we
selected some datasets with high dimension feature spaces, applied PCA and
classified the resulting components adding one component at a time, with
the aim to observe the classification performances in relation to the number
of components and the percentage of explained variance.

6.2.12 PCA: Experimental results

The Matlab function pca returns the principal component coefficients for
a data matrix whose rows correspond to observations and columns corre-
spond to variables (i.e. the training feature matrix). It returns a coefficient
matrix. Each column of that matrix contains coefficients for one principal
component, and the columns are in descending order of component variance.
By default, pca uses the Singular Value Decomposition (SVD) algorithm. It
also returns the percentage of the total variance explained by each principal
component.
For our analysis we selected two sets of features with many components:
MSidHLV (with 148 elements) and MSidHUV (with 292 elements). As in pre-
vious experiments, we used AUC and accuracy as measures of performance.
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PCA: MSidHLV

Figure 6.15 shows the results of PCA applied to MSidHLV feature set. We
plotted the results as function of percentage of explained variance and num-
ber of components considered.

The results show a generally better performance of RF than SVM. In
terms of AUC (see Figure 6.15(a)), the RF classification reaches a maximum
at about 74% of explained variance (20 components), and then it remains
almost stable with small fluctuations due to noise. The SVM classification
shows similar behavior.
In terms of accuracy (see Figure 6.15(b)) the RF classification reaches a
maximum at about 79% of explained variance (27 components) and then
starts decreasing moderately. SVM shows a maximum at about 80% (43
components): the overall behavior appears to be steadier.

PCA: MSidHUV

Figure 6.16 shows the results of PCA applied to MSidHUV feature set. Also
in this case, we plotted the results as function of percentage of explained
variance and number of components considered.

The results show a generally better performance of RF than SVM, even
if, at high number of components (> 250), SVM still finds useful information
for classification and improves performance, while RF starts decreasing. It
appears that, with a high number of components, RF becomes more sensible
and the performance becomes more noisy. In terms of AUC (see Figure
6.16(a)), the RF classification reaches a maximum at about 69% of explained
variance (33 components), and then it decreases with fluctuations due to
noise induced by further components. The SVM classification appears more
stable and contiunes increasing.
In terms of accuracy (see Figure 6.16(b)) the RF classification reaches a
maximum at about 66% of explained variance (26 components) and then
starts decreasing. SVM shows a local maximum at about 45% (just 12
components) and then has an important dagradation of performance up to
about 54% of explained variance. Then it starts increasing again up to the
end.
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(a) PCA MSidHLV - AUC

(b) PCA MSidHLV - accuracy

Figure 6.15: Features MSidHLV - Principal Component Analysis
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(a) PCA MSidHUV - AUC

(b) PCA MSidULV - accuracy

Figure 6.16: Features MSidHUV - Principal Component Analysis
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6.2.13 Size of the Image Patch

In all the experiments above, we considered the size of each image patch, on
which to compute features, to be 100 × 100 pixels. We wanted to analyze
if there is a smaller sub-image that includes all the meaningful information,
with the boundary containing essentially background (i.e. noise for the
purposes of classification), while an excessively small patch would not allow
to classify data.
So we run experiments considering, form time to time, bigger portions of
the images and analyzed the classification performances.

6.2.14 Image Size: Experimental Results

We tried different image sizes, starting from 10px up to 100px, with a step
of 10px. We calculated different feature sets on the images and finally we
performed classifications. Even if it appeared to be quite hard to find a “best
image size”, we could draw some considerations about the relation among
image size and some of the features selected.
Here we report the most interesting ones, focusing in particular on the fol-
lowing features:

• Color Histograms (H),

• LBPriu2 (L),

• VAR (V).

In this case we used AUC as a measure of performance.

Image Size: SVM Classifier

By ordering the SVM classification results in ascending order for cumulate
AUC along feature size, we could plot the behavior as reported in Figure
6.17 and in Figure 6.18

Ordering the results we found that all the feature sets with the H el-
ements have the same behavior. Figure 6.17 shows that SVM is unable
to classify any dataset containing the H feature up to image size of 40px.
Please note that an AUC of 0.5 means “random classification”. After 50px
the performance increases abruptly to high values.

Among the other feature set (i.e. the ones not containing H), it emerged
that the ones containing the LV combination have the best performance.
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Figure 6.17: Image size and sets with ’H’ feature - SVM classifier

Figure 6.18 shows that those sets have a maximum generally at about 40px.
With higher image size the performance slightly decreases.

Image Size: RF Classifier

We performed the same operations on the results coming from our RF clas-
sifier and found similar results. In this case, ordering in ascending order the
result for mean performance over image size, we found that all the feature

Figure 6.18: Image size and sets with ’LV’ features - SVM classifier
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set containing the HLV components showed good results and also performed
in the same way (see Figure 6.19).

Figure 6.19: Image size and sets with ’HLV’ features - RF classifier

Figure 6.19, similarly to Figure 6.18, shows a general maximum at about
40px.
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6.3 Accuracy of Humans

In this section we illustrate the performances of the users of the website
described in Chapter 5. We gathered data from a total of 45 test subjects,
8 of which have expertise in biology (i.e. may have some prior expectations
or experience on a mitosis’ appearance), and none of which routinely works
with histology datasets. No subject was allowed to take the test twice. In
total, subjects provided 3009 classifications (on average 67 per subjects),
resulting in an average of 17.3 classifications for each of the 174 evaluation
samples. Each subjects dedicated an average of 49 minutes to the test. Be-
low, we compare the performance of such subjects to the 7 top-performing
algorithms in the 2012 ICPR mitosis detection contest, all of which were
trained on the images of the MITOS dataset. For a given algorithm, a C1
evaluation sample is considered a true positive if and only if, in the cor-
responding image of the MITOS dataset, the algorithm detected a mitosis
whose centroid is within 8 µm (20 px) from the coordinates given by the
algorithm; else, the sample is considered a false negative (this is the same
criterion used for evaluation of the ICPR contest). A C0 evaluation sample
is a true negative if and only if the algorithm returned no detections in a
range of 16 µm (40 px), else it is a false positive.
Note that the results reported below for algorithms do not directly map to
the results of the ICPR contest (shown in Section 3.5). In fact, we are com-
puting the algorithms’ performance in a classification task on a balanced
dataset, whereas the algorithms’ parameters (such as thresholds) were op-
timized for solving a detection task where the prevalence of mitosis over
non-mitosis was much lower. Therefore, we can expect that the reported
performance for each algorithm is a lower bound of the performance it could
obtain when properly tuned for this task. For this same reason, the results
below should not be used to compare different algorithms with each other.
We also compare the performances of the users with best classifications ob-
tained in Chapter 4, which instead is designed on the same problem as the
one presented to the users.

6.3.1 Humans and ICPR Contest Algorithms

For a given set of N classifications produced by an human or algorithm,
the accuracy is defined as the fraction of classifications which are correct1.

1for all algorithms, N = 174 since we computed an output for each evaluation sample;
instead, test subjects were not required to evaluate all samples
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Because our evaluation set has the same prevalence of both classes, a ran-
dom classifier has an expected accuracy = 0.5. Subjects could assign each
sample to one of four probability values: for each user, we computed the
accuracy when using all three meaningful thresholds (p(C1) = 0.1, 0.5, 0.9),
and selected the maximum resulting accuracy value.

Figure 6.20: Accuracy distribution of humans

Figure 6.20 reports the accuracy distribution for all test subjects, while
Figure 6.21 shows the performance of the 5 best test subjects (6.21(a)),
compared with the performance of the 7 algorithms (6.21(a)). The average
classification accuracy for users is 0.661, comparable with the accuracy of
the worst of the considered algorithms; The best individual yielded an ac-
curacy of 0.859± 0.012, which is close to the accuracy of the second-scoring
algorithm, and worse (p < 0.01) than the most accurate algorithm (accuracy
= 0.873± 0.004).

All users with N ≥ 10 performed better than chance; most achieved an
accuracy between 0.60 and 0.75. Only three users (one of which with signif-
icant experience in cytology but not in this specific problem) exceeded an
accuracy of 0.80. Differences in human performance are partly explained by
different amounts of motivation end effort put in the test; still, we observed
that many users who dedicated a significant amount of time and effort to
study the training set and complete the test obtained a performance close
to the average. Most users described the problem as “very difficult”.
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(a) (b)

Figure 6.21: best Humans’ performance vs. ICPR algorithms

Some users gave indications about the evaluation criteria which they devised
during classification. Most of them focused on the shape of the dark element
in the middle. Mitotic samples where mostly the one with blurry or bumpy
edges, while non-mitotic samples where the ones with a smooth shape. Most
of them ignored the surrounding area.
Figure 6.22 reports the performance of test subjects and algorithms in ROC
space. IDSIA and Utrecht institutions provided confidence values for each
classification, from which ROC curves were computed.

6.3.2 Humans and ad hoc Classifiers

In this section we compare the performances of users with the classifiers that
we trained on the same problem. In particular we selected two of the best
performing classifiers with reference to Tables 6.9 and 6.11.

Figure 6.23 reports the ROC curves of the best performing SVM and
RF classifiers and the user performances.
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Figure 6.22: For each subject 3 points are reported, corresponding to the three possible
thresholds. Full ROC curves could be plotted for IDSIA and Utrecht,who provided soft
confidence values for each detection.

6.4 Difficulties

Even a superficial look at the dataset shows that some samples are easier
to classify than others. Here we investigate whether samples that users find
easy are also easier to classify for algorithms.

6.4.1 Humans vs. ICPR Algorithms

First, we define for each sample a score representing the classification diffi-
culty for humans, defined as
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Figure 6.23: For each subject 3 points are reported, corresponding to the three possible
thresholds. Full ROC curves are shown for two best feature-sets for SVM and RF

Dh = 1
|S|
·
∑
s∈S

(|ps(C1)− c|) (6.5)

where:

• s represents a test subject,

• S is the set of test subjects who evaluated the considered sample, |S|
denotes its cardinality,

• ps(C1) is the probability assigned by the user to the C1 class,

• c is a binary variable representing the true class of the sample.

92



Please note that Dh differs from accuracy because it also depends on the
confidence that users expressed for each classification.

We divided the C1 evaluation samples in three groups: Eeasy containing
the 22 mitosis with the lowest Dh value (i.e. those which were identified
most easily by humans), Ehard containing the 22 mitosis with the highest
Dh and Emed containing the remaining 43 mitoses).

Appendix A, in particular Section A.2 shows the samples described in
this section.

Algorithms

Subset humans IDSIA IPAL ISIK Necla NUS Utrecht Warwick

Eeasy 0.876 0.909 0.864 0.864 0.773 0.591 0.909 0.727
Emed 0.716 0.884 0.814 0.512 0.744 0.395 0.860 0.674
Ehard 0.496 0.545 0.545 0.318 0.364 0.136 0.500 0.409

Table 6.13: Accuracy of human and algorithms on easy, medium and difficult mitoses.

Table 6.13 reports the accuracy of algorithms on these samples. We
observe that for each algorithm, the accuracy on Eeasy is better than the
accuracy on Emed , which in turn is better than the accuracy on Ehard; this
indicates that samples which are challenging for humans are also difficult
for all considered algorithms.

6.4.2 Humans vs. ad hoc Classifiers

The same evaluations and comparisons made in previous Section can be car-
ried out on the results obtained by our best classifiers.
Using the same division in Eeasy, Emed and Ehard of the mitoses, we com-
puted the average accuracy of each classifier for the samples of each subset.
Tables 6.14 and 6.15 show the results, divided for SVM and RF best classi-
fiers.

SVM classifiers

Subset humans H MSiVH SiU SiVHU

Eeasy 0.876 0.954 0.818 1.000 1.000
Emed 0.716 0.853 0.721 0.861 0.791
Ehard 0.496 0.909 0.409 0.818 0.864

Table 6.14: Accuracy of human and SVM classifiers on sets of mitoses.
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RF classifiers

Subset humans iVHL MSHL MSiVHR SHL

Eeasy 0.876 0.954 0.864 0.954 1.000
Emed 0.716 0.861 0.698 0.837 0.930
Ehard 0.496 0.954 0.545 0.909 1.000

Table 6.15: Accuracy of human and RF classifiers on sets of mitoses.

Tables 6.14 and 6.15 show that, most classifiers, even if trained on dif-
ferent features, have better performances on easy mitoses than on medium
and hard, with a trend similar to human performance. This confirms that,
in general, difficult mitoses for humans are generally more difficult also for
classifiers.
On average, classifiers outperform humans on each set of mitoses, as shown
in Table 6.16.

Subset humans classifiers (avg.)

Eeasy 0.876 0.943
Emed 0.716 0.831
Ehard 0.496 0.801

Table 6.16: Accuracy of human and average of classifiers on sets of mitoses.

The measure of the difficulty described in Equation 6.5 of an image
sample can be used not only for C1 samples, but also for C0 samples. We
divided the subset of negative samples of our evaluation dataset with the
same criteria used for positive samples and performed the same comparison
between humans and our classifiers. Tables 6.17 and 6.18 show the results,
divided for SVM and RF best classifiers.

SVM classifiers

Subset humans H MSiVH SiU SiVHU

Eeasy 0.801 0.750 0.917 0.958 0.875
Emed 0.626 0.683 0.951 0.732 0.732
Ehard 0.376 0.500 0.818 0.773 0.636

Table 6.17: Accuracy of human and SVM classifiers on sets of non-mitoses.

Tables 6.17 and 6.18 show that, most classifiers, even if trained on dif-
ferent features, have better performances on easy mitoses than on medium
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RF classifiers

Subset humans iVHL MSHL MSiVHR SHL

Eeasy 0.801 0.875 0.958 0.917 0.833
Emed 0.626 0.756 0.951 0.756 0.561
Ehard 0.376 0.682 0.818 0.727 0.591

Table 6.18: Accuracy of human and RF classifiers on sets of non-mitoses.

and hard, with a trend similar to human performance. This confirms that,
in general, difficult non-mitoses for humans are generally more difficult also
for classifiers.
On average, classifiers outperform humans on each set of non-mitoses, as
shown in Table 6.19.

Subset humans classifiers (avg.)

Eeasy 0.801 0.885
Emed 0.626 0.765
Ehard 0.376 0.693

Table 6.19: Accuracy of human and average of classifiers on sets of non-mitoses.

Tables 6.16 and 6.19 also show that, for both humans and classifiers, on
average mitoses are detected more easily than non-mitoses.

6.5 Difficulties among Classifiers

As a further analysis, we tried to find correlations among samples that ap-
pear to be difficult (i.e. are wrongly labeled) for several classifiers. for this
analysis we used the same best classifiers determined in Section 6.2.5 (which
were also considered in Section 6.4.2). Among the 8 best classifiers (2 types
of classifiers and 4 sets of features each), we analyzed if there exist samples
that are not correctly classified by many classifiers.
In this analysis we intersected the FNs and FPs of all the classifiers and
looked for frequencies. We considered only FNs and FPs with 5 or more
occurrences, to be sure that they were misclassified by both SVM and RF.
We started with FNs and found 6 samples: the results illustrated in Table
6.20.

Among the 87 C1 samples, 41 have been misclassified by at least one
algorithm. Of 41 samples, only 6 have been wrongly labeled by 5 of more
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Frequency ] of samples

5 classifiers 2 samples
6 classifiers 3 samples
7 classifiers 1 sample
8 classifiers no samples

Table 6.20: Occurrence of common mis-labeled mitoses by best SVM and RF classifiers.

Subset samples [%] of subset dim.

Eeasy no samples 0.0%
Emed 5 samples 11.63%
Ehard 1 sample 4.54%

Table 6.21: Correlation among occurrences and human difficulty.

classifiers. Table 6.21 shows the distribution of the 6 samples within the
subsets determined for human difficulty. Most of them belong to Emed, with
only one belonging to Ehard.

A similar analysis can be carried out on C0 samples. Tables 6.22 and
6.23 show the results.

Frequency ] of samples

5 classifiers 6 samples
6 classifiers 6 samples
7 classifiers 3 sample
8 classifiers 1 sample

Table 6.22: Occurrence of common mis-labeled non-mitoses by best SVM and RF
classifiers.

Subset samples [%] of subset dim.

Eeasy 2 samples 9.09%
Emed 8 samples 18.60%
Ehard 6 sample 27.27%

Table 6.23: Correlation among frequency and human difficulty.

Among the 87 C0 samples, 46 have been misclassified by at least one
algorithm. Of 46 samples, 16 have been wrongly labeled by 5 of more clas-
sifiers. Table 6.23 shows the distribution of the difficulty of the 16 samples.
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Most of them belong to Emed and Ehard, with only 2 belonging to Eeasy. We
can assert that there is a weak correlation among samples that are difficult
for humans and classifiers.

Appendix A, in particular Section A.3 shows the samples described in
this section.

97



98



Chapter 7

Conclusions

“διὸ οὐδέποτε νοεῖ ἄvευ φαντάσματος ἡ ψυχή”
(The soul never thinks without a picture)

Ἀριστοτέλης (Aristotle, On the Soul 4.7.431a16)

7.1 Context and Results

Breast cancer is one of the most deadly cancers for women. According to
the increasing incidence rate of breast cancer reported in many countries,
early cancer detection and treatment play a major role in increasing the
chances of recovery from the disease. Nottingham Grading System (NGS) is
the standard grading procedures used in breast cancer assessment; it focuses
on three criteria: Mitotic Count, Nuclear Pleomorphism and Tubule Forma-
tion. Each criterion can be assigned with 3 scores, and the final equivalent
NGS grade is the summation of all three criteria.
Breast tissue samples of patients are taken for grading by means of biopsy.
The NGS grade of tissue samples are based on the deviation of the cell struc-
tures from normal tissues.
Pathologists need to assess lots of tissue samples under the microscope ev-
ery day. Low agreement for medical cases is typical between pathologists
because they examine breast tissue samples based on their experience and
opinion. Hence, the evaluation of breast cancer grading is a subjective, man-
ual, and time-consuming process.



Digital high resolution histo-pathological images are commonly used for ex-
tracting useful structural information from samples. With the rapid growth
in computer technologies, many computer science researches have focused on
computer aided diagnosis (CAD) systems to develop a standard and quan-
titative measurement for breast cancer assessment.
From the application point of view, the most important issue is whether
such algorithms perform in a way that can be compared to experts who
routinely solve the same task. In our work, we considered the perspective
of the machine learning algorithm designer. In this context, comparing an
algorithm with an expert does not provide much useful information, because
they are not competing fairly. In fact, during its formation and previous ac-
tivity, the expert had access to an amount of training information (in form
of criteria, guidelines and labeled examples) which is most probably much
larger than the algorithm’s training set. So if a detection algorithm under-
performs, when compared to a pathologist, we can argue if it is due to its
lack of detection ability (and then, effort should be focused on improving
it), or because it has not enough data to learn (which implies that effort
should be instead focused on gathering larger labeled datasets). We aimed
to answer this question in the context of mitosis detection in breast cancer
histological images using the public MITOS dataset. We built a balanced
dataset (50% of mitoses and 50% of non-mitoses) using all the labeled sam-
ples provided with the MITOS dataset (216 mitoses in the training set and
87 mitoses in the evaluation set) and selected an equal number of negative
samples which were not obviously non-mitoses.
We studied how top-performing algorithms in the recent ICPR2012 mitosis
detection contest performed on the specific dataset. Furthermore we devel-
oped some classification algorithms using state of the art machine learning
techniques.
We compared the results with the performance of humans which were new
to the mitosis detection problem. In order to do so, we designed an user
test that placed such humans in the same conditions as algorithms (i.e. they
were provided with the same training data and tested on the same evalua-
tion data).
In this context, human performance represents as a lower bound on the per-
formance of the ideal algorithm.
If we had observed that the best performing among such humans signif-
icantly outperforms an algorithm, we could conclude that the algorithms
lack either power or generalization ability, and can therefore be improved.
Otherwise, the algorithm’s performance may only be limited by the amount
of available training data.
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Our main contribution is an user study whose results provide strong evidence
in favor of the second hypothesis: we found that the two top-scoring algo-
rithms and the best ones that we developed perform comparably or better
than the top-scoring human who took our test, which suggests that training
set size may be limiting the performance of such algorithms.

7.2 Future Work

Our work focused on the comparison of the performance of humans and on
algorithm from the classification point of view (i.e. the image candidates
were previously selected). The whole process of mitotic count requires the
detection of candidates and then classification. It would be interesting to
carry experiments on the detection phase, comparing human ability to de-
tection algorithms’ performance.
Our work could be extended by selecting some histologists and let them clas-
sify our dataset. The results would be interesting from different viewpoints:
on one side their results can be compared to algorithms and other users,
and gain some information on possible differences in the performances of
the three sets. On the other side, as mitosis detection is widely recognized
as a difficult problem, characterized by moderate agreement even among
histologists, their results can be used to validate the quality of the dataset
and in general to confirm the difficulty of the task.
A study similar to the one presented here could be carried out on a larger
dataset, so that a comparison among algorithms and pathologists could give
significant information: it could be possible to draw correlations among the
errors of algorithms and humans and verify the accuracy of algorithms.
Finally, extending the test to histologists could bring information on possible
difference among different types of users. Non-expert users, being all trained
in the same way, tend to present the same errors, without specific biases.
Nevertheless, they tend to be less accurate. Histologists, being trained at
different times, in different ways and maybe with different criteria, should
reach great accuracy but could make different kinds of errors, depending on
their background.
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Appendix A

Dataset

In this appendix we report the most significant parts of our dataset.

A.1 C1 and C0 Training samples

The training set is composed of 216 images for each of the two classes. Here
we show some training samples for both classes. Figure A.1 contains a subset
of C1 image patches, and Figure A.2 contains a subset of C0 samples.

Figure A.1: Examples of C1 training images
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Figure A.2: Examples of C0 training images

A.2 C1 and C0 Evaluation samples

The evaluation set is composed of 87 images for each of the two classes. In
Chapter 6 we divided the evaluation dataset in three subsets, corresponding
to easy, medium and hard samples in function of the ability of our test
subjects to correctly classify them (see Section 6.4.1).

Figure A.3: Easy C1 evaluation images
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Figure A.4: Medium C1 evaluation images

Samples are divided so that easy subset contains the first 25% of the
samples (Figure A.3), hard subset the last 25% (Figure A.5) and the medium
the remaining 50% (Figure A.4).

Figure A.5: Hard C1 evaluation images
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Figure A.6: Easy C0 evaluation images

Also for C0 class, samples are divided so that easy subset contains the
first 25% of the samples (Figure A.6), hard subset the last 25% (Figure A.8)
and the medium the remaining 50% (Figure A.7).

Figure A.7: Medium C0 evaluation images
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Figure A.8: Hard C0 evaluation images

A.3 Classifier Difficulties

In Section 6.4.2 we compared the performances of our best classifiers with
test subjects and analyzed if some samples were particularly difficult (i.e.
many classifiers are not able to label them correctly). We considered the 8
best classifiers (4 RFs and 4 SVMs) and considered mis-labeled samples by
at least 5 classifiers. The next two images show the most difficult examples.
Each patch reports the human difficulty (see Section A.2 and Section 6.4.1)
and the frequency of errors (i.e. how many classifiers mis-labeled the image:
f on each title of Figure A.9 and Figure A.10).

Figure A.9: RF and SVM classifiers: Mis-labeled C1 evaluation images
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Figure A.10: RF and SVM classifiers: Mis-labeled C0 evaluation images


